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Abstract. In this report we describe how continuation methods can be
used for the numerical treatment of multi-objective optimization prob-
lems (MOPs): starting with a given Karush-Kuhn-Tucker point (KKT-
point) x̃ of an MOP, these techniques can be applied to detect further
KKT-points in the neighborhood of x̃. In the next step, again further
points are computed starting with these new-found KKT-points, and so
on. In order to maintain a good spread of these solutions we use boxes
for the representation of the computed parts of the solution set. Based
on this background, we propose a new predictor-corrector variant and
show some numerical results indicating the strength of the method, in
particular in higher dimensions. Further, the data structure allows for
an efficient computation of solution sets of MOPs with more than two
objectives, which has not been considered so far in most other existing
continuation methods.
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1 Introduction

In a variety of applications in industry and finance the problem arises that sev-
eral objective functions have to be optimized concurrently. For instance, for a
perfect economical production plan, the ultimate desire would be to simultane-
ously minimize cost and maximize quality. This example already illustrates a
natural feature of these problems, namely that the different objectives typically
contradict each other and therefore certainly do not have identical optima. Thus,
the question arises how to approximate a particular ”optimal compromise” (see
e.g. [20] for an overview of widely used interactive methods) or how to compute
all optimal compromises of this multi–objective optimization problem (MOP).
The latter will be the topic of this article.
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Mathematically speaking, in an MOP there are given k objective functions
f1, . . . , fk :

�
n →

�
which have to be minimized. The set of optimal compro-

mises with respect to the objective functions is called the Pareto set1. A point
x ∈

�
n in parameter space is said to be a Pareto point if there is no other point

which is at least as good as x in all the objectives and strictly better in at least
one objective. Thus, in this article we will concentrate on the approximation of
the Pareto set.

Multi–objective optimization is currently a very active area of research. By
far most of the methods for the computation of single Pareto points or the entire
Pareto set are based on a ”scalarization” of the MOP (see e.g. [28] [33] [4] and
[12]). For a survey of these and further methods we refer to [20] for nonlinear
MOPs and to [17] and [32] in the linear case. Another way to attack the problem
is by using bio-inspired heuristics like Evolutionary Algorithms (see [36] [6] [7]
[5] [35] [13]) or Particle Swarm Optimization (see [3] [11] [21]). These methods
are particularly advantageous in the situation where the MOP is discrete.
A method which is based on a stochastic approach is presented in [27]. In this
work the authors derive a stochastic differential equation (SDE) which has the
property that it is very likely to observe corresponding solutions in a neighbor-
hood of the set of KKT-points. Similar to the evolutionary strategies here the
idea is to directly approximate the entire solution set and not just single Pareto
points on the set.
Another way to compute the entire Pareto set is to use subdivision techniques
(see [31] [8] [30]). These algorithms start with a compact subset Q ⊂

�
n of the

domain and generate outer approximations of the Pareto set which get finer un-
der iteration (see [9] for a convergence result). The approach is of global nature
and hence in practice restricted to moderate dimensions of the parameter space.
Typically – that is under mild regularity conditions – the set of Pareto points is
locally a (k− 1)-dimensional manifold if there are k smooth objective functions.
The aim of this report is to demonstrate that continuation methods can be used
to compute these solution sets efficiently. However, it has to be mentioned that
these techniques are of local nature: given an initial set S0 of KKT-points, all
further solutions computed by these methods are restricted to the connected
components of the set of KKT-points which contain a point s ∈ S0. Continua-
tion methods have been thoroughly analyzed over the last three decades, see e.g.
[26], [1] and [15] for the computation of general implicitly defined manifolds. In
the context of multi-objective optimization these techniques have for instance
been used in [14], [24], [16] and [30].
In this report we follow the ideas of [30] and present a predictor-corrector al-
gorithm which in particular allows for the efficient computation of KKT-points
for more than two objectives and demonstrate the efficiency of this approach by
several examples.

An outline of this report is as follows: in Section 2 we give the required
background for the algorithm for the computation of the set of KKT-points

1 Named after the economist Vilfredo Pareto, 1848-1923.
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which is presented in Section 3. In Section 4 we present some numerical results
and finally make a conclusion in Section 5.

2 Theoretical Background

In this section we give the required background for the predictor-corrector al-
gorithm which is described in the next chapter: we address the basic idea of
continuaton methods (following mainly [26] and [1]) and give the connection to
multi-objective optimization.

Continuation Methods

Assume we are given a differentiable mapping

H : S ⊂
� N+K →

� N , K ≥ 1, (1)

of class Cr, r > 1, on an open subset S ⊂
�

N+K . A point x ∈ S is called regular
if the first derivative, H ′(x), has full rank N . We are interested in the following
system of (nonlinear) equations:

H(x) = 0, x ∈ S. (2)

In the case that the regular solution set

M = {x ∈ S |H(x) = 0, x regular} (3)

is non-empty, it is well-known that M is a K-dimensional Cr-manifold in RN+K

without boundary (see e.g., [26]).

A common way to solve (2) numerically is to use continuation methods. These
methods address the following (local and discretized) problem: given an initial
(approximated) solution x∗ ∈ M find further solutions x∗

i ∈ M near x∗. For
many applications, this problem can be solved by using a predictor-corrector
procedure. These procedures consist of two steps which can in general be de-
scribed as follows:

(P) Predict a set {p1, . . . , ps} of distinct (and well distributed) points which are
near both to x∗ and to M.

(C) For i = 1, . . . , s
Starting with the predicted point pi, compute by some (typically few)
iterative steps an approximated element x∗

i of M, i.e. H(x∗
i ) ≈ 0.

In order to obtain well distributed predictors near to a solution x ∈ M
one can compute an orthonormal basis of the tangent space at x via a QR-
decomposition of H ′(x)T :
The tangent space at a point x ∈ M is given by

TxM = kerH ′(x) = {u ∈
� N+K |H ′(x)u = 0}. (4)
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The normal space NxM at x ∈ M is the orthogonal complement of TxM:

NxM = (TxM)⊥ = (kerH ′(x))⊥ = rgeH ′(x)T . (5)

Let Q = (QN |QK) ∈
� (N+K)×(N+K) be an orthogonal matrix and R =

(

RN

0

)

∈
� (N+K)×N , where RN ∈

�
N×N is an upper triangular matrix, such

that

H ′(x)T = QR = (QN |QK)

(

RN

0

)

. (6)

If x is regular it follows that the diagonal elements of RN do not vanish and
hence it is straightforward to see that the columns of QN ∈

� (N+K)×N provide
an orthonormal basis of rgeH ′(x)T = NxM. Thus, an orthonormal basis of TxM
is given by the columns of QK ∈

� (N+K)×K .

For the realization of the corrector step (C), typically the Gauss-Newton
method

xi+1 = xi − H ′(xi)
+H(xi), i = 0, 1, . . . , (7)

where H ′(xi)
+ ∈

� (N+K)×N is the Moore-Penrose inverse of H ′(xi), is applied.
It is well-known that this method converges quadratically to a point x∗ ∈ M if
the starting vector x0 ∈

�
N+K is chosen close enough to M. We refer e.g. to

[10] for a local convergence result.
If the computation and the decomposition of the Jacobian matrix H ′(xi) is too
costly, one can also use the so-called chord-method

xi+1 = xi − H ′(x0)
+H(xi), i = 0, 1, . . . , (8)

yielding linear convergence [10].

Representing the Solution Set

A problem using predictor-corrector methods – in particular for K > 1 – is to
obtain a ”global picture” of the connected component MB(x∗) of M which con-
tains the initial solution x∗ and which lies within some bounded region B. That
is, the task is to compute a (finite) set SB of solutions, where the elements of
which are roughly uniformly distributed on MB(x∗). To achieve this, it is cru-
cial to provide an efficient data structure for the representation of the part of
MB(x∗) that is covered (in some suitable sense) by the set of solutions already
computed.
In order to solve this problem, simplicial decompositions of

�
K are used e.g. in

[2] as well as in [25]. These techniques run into problems when the dimensions
N or K get large (see [15] or [1]). In [15], implicitly definied manifolds are rep-
resented as a set of overlapping spherical balls which is well suited to problems
with large embedding dimension N + K.
Here, we propose an alternative data structure: we will use boxes as a tool to
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maintain a spread of the solutions.

Let us assume that every parameter is restricted to a certain range, i.e.

ai ≤ xi ≤ bi, i = 1, . . . , M, (9)

where M = N + K. The search space thus is given by

Q = [a1, b1] × . . . × [aM , bM ] ⊂
� M . (10)

Every box B ⊂
�

M can be represented by a center c ∈
�

M and a radius
r ∈

�
M
+ such that

B = B(c, r) = {x ∈
� M : |xi − ci| ≤ ri ∀i = 1, . . . , M}.

The box B can be subdivided with respect to the the j-th coordinate. This
division leads to two boxes B−(c−, r̂) and B+(c+, r̂), where

r̂i =

{

ri for i 6= j
ri/2 for i = j

, c±i =

{

ci for i 6= j
ci ± ri/2 for i = j

.

Let P (Q, 0) := Q, that is, P (Q, 0) = B(c0, r0), where

c0
i =

ai + bi

2
, r0

i =
bi − ai

2
, i = 1, . . . , M.

Denote by P(Q, d), d ∈ � , the set of boxes obtained after d subdivision steps
starting with B(c0, r0), where in each step i = 1, . . . , d the boxes are subdi-
vided with respect to the ji-th coordinate, where ji is varied cyclically. That is,
ji = ((i − 1) mod n) + 1. Note that for every point y ∈ Q\∂Q and every sub-
division step d there exists exactly one box B = B(y, d) ∈ P(Q, d) with center
c and radius r such that ci − ri ≤ yi < ci + ri, ∀i = 1, . . . , M. Thus, every
set of solutions SB leads to a set of box collections Bd. These collections can
easily be stored in a binary tree with depth d. In Figure 1 a representation of
five boxes with subdivision step three and three dimensions (M = 3) together
with the corresponding set B3 is shown. Note that each Bd is completely de-
termined by the tree structure and the initial box B(c0, r0). Using this scheme,
the memory requirements grow only linearly in the dimension M of the problem.

Multi-Objective Optimization

In a multi–objective optimization problem (MOP) the task is to simultaneously
optimize k objective functions f1, . . . , fk :

�
n →

�
. More precisely, a general

MOP can be stated as follows:

min
x∈R

{F (x)}, R := {x ∈
� n |h(x) = 0, g(x) ≤ 0}, (MOP)
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Fig. 1. The data structure used for the representation of the solution set.

where the function F is defined as the vector of the objective functions

F :
� n →

� k, F (x) = (f1(x), . . . , fk(x)),

and h :
�

n →
�

m, m ≤ n, and g :
�

n →
�

q. Obviously, we have to define what
is meant by finding the minimum of a vector valued function in (MOP). For this
we state the following definition.

Definition 1. (a) Let v, w ∈
�

k. Then the vector v is less than w (v <p w),
if vi < wi for all i ∈ {1, . . . , k}. The relation ≤p is defined in an analogous
way.

(b) A vector v ∈
�

k is dominated by a vector w ∈
�

k if w ≤p v and v 6= w (i.e.
there exists a j ∈ {1, . . . , k} such that wj < vj).

Since ≤p just defines a partial order on
�

n, we cannot proceed as in the
classical scalar case. In fact, one cannot expect to find isolated stationary points.
Rather one has to find the set of “optimal compromises” and – following Pareto
([34]) – these are defined in the following way.

Definition 2. (a) Consider the multi–objective optimization problem (MOP).
Then a point x̄ ∈ R is called (globally) Pareto optimal or a (global) Pareto
point if there is no y ∈ R such that

F (y) 6= F (x̄) and F (y) ≤p F (x̄). (11)

(b) A point x̄ ∈ R is a local Pareto point, if there is a neighborhood U(x̄) ⊂ R
of x̄ such that there is no y ∈ U(x̄) satisfying (11).

Fundamental for most of the methods for the numerical treatment of MOPs
is the following theorem of Kuhn and Tucker ([19]) which states a necessary
condition for Pareto optimality for MOPs with equality constraints2.

Theorem 1. Let x∗ be a Pareto point of (MOP) with q = 0. Suppose that the
set of vectors {∇hi(x) | i = 1, . . . , m} is linearly independent. Then there exist

2 Without loss of generality we will consider only equality constraints. For a more
general formulation of the theorem we refer e.g. to [20].
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vectors λ ∈
�

m and α ∈
�

k with αi ≥ 0, i = 1, . . . , k, and
∑k

i=1 αi = 1 such
that

k
∑

i=1

αi∇fi(x
∗) +

m
∑

j=1

λj∇hj(x
∗) = 0

hi(x
∗) = 0, i = 1, . . . , m.

(12)

In the unconstrained case – i.e. for m = 0 – the theorem claims that the
vector of zeros can be written as a convex combination of the gradients of the
objectives at every Pareto point. Obviously, (12) is not a sufficient condition for
(local) Pareto optimality. On the other hand points satisfying (12) are certainly
”Pareto candidates” and thus, following [20], we now emphasize their relevance
by the following

Definition 3. A point x ∈
�

n is called a substationary point or Karush–Kuhn–
Tucker point3 (KKT–point) if there exist scalars α1, . . . , αk ≥ 0 and λ ∈

�
m

such that (12) is satisfied.

Having stated Theorem 1, one is in the position to give a qualitative descrip-
tion of the set of Pareto optimal solutions.
Denote by F̃ :

�
n+m+k →

�
n+m+1 the following auxiliary function:

F̃ (x, λ, α) =



















k
∑

i=1

αi∇fi(x) +
m
∑

j=1

λj∇hj(x
∗)

h(x)

k
∑

i=1

αi − 1



















. (13)

By Theorem 1 it follows that for every substationary point x∗ ∈
�

n there
exist vectors λ∗ ∈

�
m and α∗ ∈

�
k such that

F̃ (x∗, λ∗, α∗) = 0. (14)

Hence one expects that the set of KKT-points define a (k − 1)-dimensional
manifold due to the Implicit Function Theorem. This is indeed the case under
certain smoothness assumptions, see [16] for a thorough discussion of this topic.

3 The Algorithm

In this section we present a continuation algorithm for the computation of the
set of KKT-points. Starting with a box collection B ⊂ P(Q, d) of n-dimensional

3 Named after the works of Karush [18] and Kuhn & Tucker [19] for scalar–valued
optimization problems.
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boxes4, where every box B ∈ B contains at least one computed KKT-point,
the aim is to successively extend B by further boxes which also contain KKT-
points. Hence, we can associate with every box B ∈ B an approximated solution
aB ∈

�
n+k+m of (13) , i.e.

aB = (xB , αB , λB), xB ∈ B and F̃ (xB , λB , αB) ≈ 0.

Given an initial set S0 of KKT-points of an MOP and the corresponding box
collection B the algorithm CONT-Recover reads as follows:

Algorithm CONT–Recover

(0) SQ := S0

(1) mark all boxes B ∈ B.
(2) for all marked boxes B ∈ B:

(a) unmark box
(b) compute a set of orthonormal vectors {q1, . . . , qk−1} such that

span{q1, . . . , qk−1} = T(xB,αB ,λB)M.
(c) generate predictors s1, . . . , snB

∈ T(xB ,αB ,λB)M.
(d) for i = 1, . . . , nB :

starting with si, compute (xF , αF , λF ) with F̃ (xF , αF , λF ) ≈ 0.
If B(xF , d) 6∈ B: add B(xF , d) to the collection B, mark the box,

and set aB(xF ,d) := (xF , αF , λF ) and SQ := SQ ∪ aB(xF ,d)

Repeat (2) while new boxes are added to B or until a prescribed maximal
number of steps is reached.

Remark 1. (a) As described in the previous section, the orthonormal vectors
q1, . . . , qk−1 can be computed via a QR-decomposition of F̃ ′(xB , αB , λB)T .
If dim T(xB,αB ,λB)M < k−1, then M is not a (k−1)-dimensional manifold in

the neighborhood of the KKT-point (xB , αB , λB). In this case we continue
the search in all coordinate directions, i.e. we take qi = ei, i = 1, . . . , m,
where ei is the ith unit vector of

�
m.

(b) A note on the predictor step: for an approximation aB = (xB , αB , λB), which
is associated with a box B, we select predictors s = (xs, αs, λs) where xs is
contained in a neighboring box of B, i.e. in a box B̂ with B ∩ B̂ 6= ∅.

(c) Since no particular structure of F̃ is taken into account the algorithm can
be used to compute general implicitly defined sets H−1(0) of functions

H :
� N+K →

� N .

In the situation where H is only continuous the algorithm stated above can
still be applied successfully using the following modifications:

4 Since the corresponding vectors α and λ of a KKT-point x (see Def. 3) are only
needed to generate further KKT-points and are not required any further, we can
restrict ourselves to a domain Q = [a1, b1] × . . . , [an, bn] ⊂ � n of the parameter
space of the given MOP.
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• The predictors can be chosen e.g. as qi = ei, i = 1, . . . , n, as described in
part (a) of this remark.

• Tor the corrector step, in principle any derivative free minimization algo-
rithm applied on ‖H(x)‖ can be used, e.g. the downhill simplex method
of Nelder and Mead, see [22] or [23].

4 Numerical Results

In this section we illustrate the efficiency of the algorithm by several examples.

4.1 Example 1

First we consider the following unconstrained MOP:

f1, f2, f3 :
� n →

�

fi(x) =

n
∑

j=1

j 6=i

(xj − ai
j)

2 + (xi − ai
i)

4, (15)

where
a1 = (1, 1, 1, 1, . . .) ∈

�
n

a2 = (−1,−1,−1,−1, . . .) ∈
�

n

a3 = (1,−1, 1,−1, . . .) ∈
�

n

Since all objectives are strictly convex, the set of KKT-points is equal to
the Pareto set and consists of one connected component (see e.g. [20]). Figure 2
shows the result for n = 100 and n = 1000 (in image space). In these cases the
algorithm CONT-Recover was started with two given KKT-points.

4.2 Example 2

Next we consider a multi–objective optimization problem consisting of four ob-
jectives. In fact, it is an augmented model of MOP (15):

f1, f2, f3, f4 :
� n →

�

fi(x) =
n

∑

j=1

j 6=i

(xj − ai
j)

2 + (xi − ai
i)

4, (16)

where
a1 = ( 1, 1, 1, 1, . . .) ∈

�
n

a2 = (−1,−1,−1,−1, . . .) ∈
�

n

a3 = ( 1,−1, 1,−1, . . .) ∈
�

n

a4 = ( 1, 1,−1,−1, . . .) ∈
�

n

Figures 3 and 4 show computational results for dimension n = 10 in param-
eter space and in image space.
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Fig. 2. Pareto sets of MOP (15) in image space.

4.3 Example 3

In this example we make an insertion from the field of multi–objective optimiza-
tion and turn our attention to the computation of sets H−1(0) of continuous
functions H :

�
n →

�
m. In the following we consider

H1, H2 :
� 3 →

� 1

H1(x, y, z) := x4 − 3xy − cos(4z) + cos(xy)

H2(x, y, z) := min{|x|, |y|, |z|}

(17)

The coverings of the 2-manifolds H−1
1 (0) and H−1

2 (0) are shown in Figure 5.
Since H1 is continuously differentiable we have used the Gauss-Newton method
for the corrector step, while for the latter function we have used the downhill
simplex method (see Rmk. 1).

4.4 Example 4

Finally, we turn our attention to the following constrained MOP:

min F (x) :=





(x1 − 1)4 + (x2 − 1)2 + (x3 − 1)2

(x1 + 1)2 + (x2 + 1)4 + (x3 + 1)2

(x1 − 1)2 + (x2 + 1)2 + (x3 − 1)4



 (18)

subject to the equality constraint

h(x) = r2 − z2 − (
√

x2 + y2 − R)2 = 0.
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Fig. 3. Computation of MOP (16): The figures show two projections of the
covering of the Pareto set in parameter space for n = 10.

Figure 6 shows both the set of KKT-points and the Pareto set for the fol-
lowing values:

Q = [−1, 1]3, z = 0, r = 0.3, R = 0.5.

We have obtained the set of global Pareto points by a combination of the con-
tinuation method described above with the following archiving strategy (see also
[30]): In the initial step, an archive A is generated consisting of all nondominated
points of S0. In the course of the computation this archive gets permanently up-
dated by the ”candidates” xF which were produced by the continuation method.
In addition, only boxes are added to the collection B where its representative
is nondominated in A (i.e., according to the set of previously considered candi-
dates). For the storage and update of the archive we have used the data structure
presented in [29].

5 Conclusion

We have demonstrated the applicabilty of continuation methods for the numer-
ical treatment of MOPs. Further, we have presented a new predictor-corrector
variant using boxes for the representation of the set of KKT-points. This data
structure allows an effective representation of the entire set of interest, in par-
ticular in higher dimensions. Finally, we have presented some numerical results
indicating the strength of the approach.
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