
Symposium on Theoretical Aspects of Computer Science 2010 (Nancy, France), pp. 561-572
www.stacs-conf.org

TREEWIDTH REDUCTION FOR CONSTRAINED SEPARATION AND
BIPARTIZATION PROBLEMS

DÁNIEL MARX 1 AND BARRY O’SULLIVAN 2 AND IGOR RAZGON2

1 Tel Aviv University
E-mail address: dmarx@cs.bme.hu

2 Cork Constraint Computation Centre, University College Cork
E-mail address: {b.osullivan,i.razgon}@cs.ucc.ie

ABSTRACT. We present a method for reducing the treewidth of a graph while preserving all the
minimal s − t separators. This technique turns out to be very useful for establishing the fixed-
parameter tractability of constrained separation and bipartization problems. To demonstrate the power
of this technique, we prove the fixed-parameter tractability of a number of well-known separation and
bipartization problems with various additional restrictions (e.g., the vertices being removed from the
graph form an independent set). These results answer a number of open questions in the area of
parameterized complexity.

1. Introduction

Finding cuts and separators is a classical topic of combinatorial optimization and in recent
years there has been an increase in interest in the fixed-parameter tractability of such problems
[19, 11, 15, 28, 16, 13, 5, 20]. Recall that a problem isfixed-parameter tractable(or FPT) with
respect to a parameterk if it can be solved in timef(k) · nO(1) for some functionf(k) depending
only on k [10, 12, 21]. In typical parameterized separation problems, the parameterk is the size
of the separator we are looking for, thus fixed-parameter tractability with respect to this parameter
means that the combinatorial explosion is restricted to the size of the separator, but otherwise the
running time depends polynomially on the size of the graph.

The main technical contribution of the present paper is a theorem stating that given a graphG,
two terminal verticess andt, and a parameterk, we can compute in aFPT-time a graphG∗ having
its treewidth bounded by a function ofk while (roughly speaking) preserving all the minimals − t
separators of size at mostk. Combining this theorem with the well-known Courcelle’s Theorem,
we obtain a powerful tool for proving the fixed parameter tractability of constrained separation and
bipartization problems. We demonstrate the power of the methodology with the following results.

• We prove that theMINIMUM STABLE s − t CUT problem (Is there an independent setS of
size at mostk whose removal separatess andt?) is fixed-parameter tractable. This problem
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received some attention in the community. Our techniques allow us to prove various gen-
eralizations of this result very easily. First, instead of requiring thatS is independent, we
can require that it induces a graph that belongs to a hereditary classG; the problem remains
FPT. Second, in theMULTICUT problem a list of pairs of terminals are given(s1, t1), . . . ,
(sℓ, tℓ) and the solutionS has to be a set of at mostk vertices that induces a graph fromG
and separatessi from ti for everyi. We show that this problem isFPT parameterized byk
andℓ, which is a very strong generalization of previous results [19, 28]. Third, the results
generalize to theMULTICUT-UNCUT problem, where two setsT1, T2 of pairs of terminals
are given, andS has to separate every pair ofT1 andshould notseparate any pair ofT2.

• We prove that theEXACT STABLE BIPARTIZATION problem (Is there an independent set
of sizeexactlyk whose removal makes the graph bipartite?) is fixed-parameter tractable
(FPT) answering an open question posed in 2001 by Dı́az et al. [9]. We establish this result
by proving that theSTABLE BIPARTIZATION problem (Is there an independent set of size
at mostk whose removal makes the graph bipartite?) isFPT, answering an open question
posed by Fernau [7].

• We show that theEDGE-INDUCED VERTEX CUT (Are there at mostk edges such that the
removal of their endpoints separates two given terminalss and t?) is FPT, answering an
open problem posed in 2007 by Samer [7]. The motivation behind this problem is described
in [27].

We believe that the above results nicely demonstrate the message of the paper. Slightly chang-
ing the definition of a well-understood cut problem usually makes the problem NP-hard and deter-
mining the parameterized complexity of such variants directly is by no means obvious. On the other
hand, using our techniques, the fixed-parameter tractability of many such problems can be shown
with very little effort. Let us mention (without proofs) three more variants that can be treated in a
similar way: (1) separates andt by the deletion of at mostk edges and at mostk vertices, (2) in a
2-colored graph, separates andt by the deletion of at mostk black and at mostk white vertices, (3)
in ak-colored graph, separates andt by the deletion of one vertex from each color class.

As the examples above show, our method leads to the solution of several independent problems;
it seems that the same combinatorial difficulty lies at the heart of these problems. Our technique
manages to overcome this difficulty and it is expected to be of use for further problems of similar
flavor. Note that while designingFPT-time algorithms for bounded-treewidth graphs and in particu-
lar the use of Courcelle’s Theorem is a fairly standard technique, we use this technique for problems
where there is no bound on the treewidth of the graph appearing in the input.

(Multiterminal) cut problems [19, 16, 13, 5] play a mysterious, and not yet fully understood,
role in the fixed-parameter tractability of certain problems. Proving thatBIPARTIZATION [25], DI-
RECTED FEEDBACK VERTEX SET[6], and ALMOST 2-SAT [23] are FPT answered longstanding
open questions, and in each case the algorithm relies on a non-obvious use of separators. Fur-
thermore,EDGE MULTICUT has been observed to be equivalent toFUZZY CLUSTER EDITING, a
correlation clustering problem [3, 8, 1]. Thus aiming for a better understanding of separators in
a parameterized setting seems to be a fruitful direction of research. Our results extend our under-
standing of separators by showing that various additional constraints can be accommodated. It is
important to point out that our algorithm is very different from previous parameterized algorithms
for separation problems [19, 16, 13, 5]. Those algorithms in the literature exploit certain nice prop-
erties of separators, and hence it seems impossible to generalize them for the problems we consider
here. On the other hand, our approach is very robust and, as demonstrated by our examples, it is
able to handle many variants.
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The paper assumes the knowledge of the definition of treewidth and its algorithmic use, includ-
ing Courcelle’s Theorem (see the surveys [2, 14]).

2. Treewidth Reduction

The main combinatorial result of the paper is presented in this section. We start with some
preliminary definitions. Two slightly different notions of separation will be used in the paper:

Definition 2.1. We say that a setS of verticesseparatessets of verticesA andB if no component
of G \ S contains vertices from bothA \ S andB \ S. If s andt are two distinct vertices ofG,
then ans − t separatoris a setS of vertices disjoint from{s, t} such thats andt are in different
components ofG \ S.

In particular, ifS separatesA andB, thenA∩B ⊆ S. Furthermore, given a setW of vertices,
we say that a setS of vertices is abalanced separatorof W if |W∩C| ≤ |W |/2 for every connected
componentC of G \ S. A k-separatoris a separatorS with |S| = k. The treewidth of a graph is
closely connected with the existence of balanced separators:

Lemma 2.2([24], [12, Section 11.2]).
(1) If G(V,E) has treewidth greater than3k, then there is a setW ⊆ V of size2k + 1 having

no balancedk-separator.
(2) If G(V,E) has treewidth at mostk, then everyW ⊆ V has a balanced(k + 1)-separator.

Note that the contrapositive of (1) in Lemma 2.2 says that if every setW of vertices has a
balancedk-separator, then the treewidth is at most3k. This observation, and the following simple
extension, will be convenient tools for showing that a certain graph has low treewidth.

Lemma 2.3. LetG be a graph,C1,. . . , Cr subsets of vertices, and letC :=
⋃r

i=1 Ci. Suppose that
everyWi ⊆ Ci has a balanced separatorSi ⊆ Ci of size at mostw. Then everyW ⊆ C has a
balanced separatorS ⊆ C of sizewr.

If we are interested in separators of a graphG contained in a subsetC of vertices, then each
component ofG \ C (or the neighborhood of each component inC) can be replaced by a clique,
since there is no way to disconnect these components with separators inC. The notion of torso and
Proposition 2.5 formalize this concept.

Definition 2.4. Let G be a graph andC ⊆ V (G). The graph torso(G,C) has vertex setC and
verticesa, b ∈ C are connected by an edge if{a, b} ∈ E(G) or there is a pathP in G connectinga
andb whose internal vertices are not inC.

Proposition 2.5. LetC1 ⊆ C2 be two subsets of vertices inG and leta, b ∈ C1 be two vertices. A set
S ⊆ C1 separatesa andb in torso(G,C1) if and only ifS separates these vertices intorso(G,C2).
In particular, by settingC2 = V (G), we get thatS ⊆ C1 separatesa andb in torso(G,C1) if and
only if it separates them inG.

Analogously to Lemma 2.3, we can show that if we have a treewidth bound on torso(G,Ci) for
everyi, then these bounds add up for the union of theCi’s.

Lemma 2.6. Let G be a graph andC1,. . . , Cr be subsets ofV (G) such that for every1 ≤ i ≤ r,
the treewidth oftorso(G,Ci) is at mostw. Then the treewidth oftorso(G,C) for C :=

⋃r
i=1 Ci is

at most3r(w + 1).
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If the minimum size of ans− t separator isℓ, then theexcessof ans− t separatorS is |S| − ℓ
(which is always nonnegative). Note that ifs andt are adjacent, then nos − t separator exists, and
in this case we say that the minimum size of ans − t separator is∞. The aim of this section is to
show that, for everyk, we can construct a setC ′ covering all thes − t separators of size at mostk
such that torso(G,C ′) has treewidth bounded by a function ofk. Equivalently, we can require that
C ′ covers everys − t separator of excess at moste := k − ℓ, whereℓ is the minimum size of an
s − t separator.

If X is a set of vertices, we denote byδ(X) the set of those vertices inV (G) \ X that are
adjacent to at least one vertex ofX. The following result is folklore; it can be proved by a simple
application of the uncrossing technique (see the proof below) and it can be deduced also from the
observations of [22] on the strongly connected components of the residual graph after solving a flow
problem.

Lemma 2.7. Lets, t be two vertices in graphG such that the minimum size of ans− t separator is
ℓ. Then there is a collectionX = {X1, . . . ,Xq} of sets where{s} ⊆ Xi ⊆ V (G) \ ({t} ∪ δ({t}))
(1 ≤ i ≤ q), such that

(1) X1 ⊂ X2 ⊂ · · · ⊂ Xq,
(2) |δ(Xi)| = ℓ for every1 ≤ i ≤ q, and
(3) everys − t separator of sizeℓ is a subset of

⋃q
i=1 δ(Xi).

Furthermore, such a collectionX can be found in polynomial time.

Proof. Let X = {X1, . . . ,Xq} be a collection of sets such that (2) and (3) holds. Let us choose
the collection such thatq is the minimum possible, and among such collections,

∑q
i=1 |Xi|2 is the

maximum possible. We show that for everyi, j, eitherXi ⊂ Xj or Xj ⊂ Xi holds, thus the sets
can be ordered such that (1) holds.

Suppose that neitherXi ⊂ Xj nor Xj ⊂ Xi holds for somei and j. We show that after
replacingXi andXj in X with the two setsXi ∩ Xj andXi ∪ Xj , properties (2) and (3) still hold,
and the resulting collectionX ′ contradicts the optimal choice ofX . The functionδ is well-known
to be submodular, i.e.,

|δ(Xi)| + |δ(Xj)| ≥ |δ(Xi ∩ Xj)| + |δ(Xi ∪ Xj)|.
Bothδ(Xi ∩Xj) andδ(Xi ∪Xj) ares− t separators (because bothXi∩Xj andXi ∪Xj contains)
and hence have size at leastk. The left hand side is2ℓ, hence there is equality and|δ(Xi ∩ Xj)| =
|δ(Xi ∪ Xj)| = ℓ follows. This means that property (2) holds after the replacement. Observe that
δ(Xi ∩ Xj) ∪ δ(Xi ∪ Xj) ⊆ δ(Xi) ∪ δ(Xj): any edge that leavesXi ∩ Xj or Xi ∪ Xj leaves
eitherXi or Xj . We show that there is equality here, implying that property (3) remains true after
the replacement. It is easy to see thatδ(Xi ∩ Xj) ∩ δ(Xi ∪ Xj) ⊆ δ(Xi) ∩ δ(Xj), hence we have

|δ(Xi∩Xj)∪δ(Xi∪Xj)| = 2ℓ−|δ(Xi∩Xj)∩δ(Xi∪Xj)| ≥ 2ℓ−|δ(Xi)∩δ(Xj)| = |δ(Xi)∪δ(Xj)|,
showing the required equality.

If Xi ∩Xj or Xi ∪Xj was already present inX , then the replacement decreases the size of the
collection, contradicting the choice ofX . Otherwise, we have that|Xi|2 + |Xj |2 < |Xi ∩ Xj |2 +
|Xi∪Xj|2 (to verify this, simply represent|Xi| as|Xi∩Xj|+|Xi\Xj |, |Xj | as|Xi∩Xj|+|Xj\Xi|,
|Xi ∪ Xj | as|Xi ∩Xj | + |Xi \Xj | + |Xj \ Xi| and do direct calculation having in mind that both
|Xi \ Xj| and|Xj \ Xi| are greater than0), again contradicting the choice ofX . Thus an optimal
collectionX satisfies (1) as well.

To constructX in polynomial time, we proceed as follows. It is easy to check in polynomial
time whether a vertexv is in a minimums − t separator, and if so to produce such a separatorSv.
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Let Xv be the set of vertices reachable froms in G \ Sv. It is clear thatXv satisfies (2) and if we
take the collectionX of all suchXv ’s, then together they satisfy (3). If (1) is not satisfied, then we
start doing the replacements as above. Each replacement either decreases the size of the collection
or increases

∑t
i=1 |Xi|2 (without increasing the collection size), thus the procedure terminates after

a polynomial number of steps.

Lemma 2.7 shows that the unionC of all minimum s − t separators can be covered by a chain
of minimum s − t separators. It is not difficult to see that this chain can be used to define a tree
decomposition (in fact, a path decomposition) of torso(G,C). This observation solves the problem
for e = 0. For the general case, we use induction one.

Lemma 2.8. Lets, t be two vertices of graphG and letℓ be the minimum size of ans− t separator.
For somee ≥ 0, let C be the union of all minimals − t separators havingexcessat moste (i.e. of
size at mostk = ℓ + e). Then, for some constantd, there is anO(f(ℓ, e) · |V (G)|d) time algorithm
that returns a setC ′ ⊇ C ∪ {s, t} such that the treewidth oftorso(G,C ′) is at mostg(ℓ, e), where
functionsf andg depend only onℓ ande .

Proof. We prove the lemma by induction one. Consider the collectionX of Lemma 2.7 and define
Si := δ(Xi) for 1 ≤ i ≤ q. For the sake of uniformity, we defineX0 := ∅, Xq+1 := V (G) \ {t},
S0 := {s}, Sq+1 := {t}. For1 ≤ i ≤ q + 1, let Li := Xi \ (Xi−1 ∪Si−1). Also, for1 ≤ i ≤ q + 1
and two disjointnon-emptysubsetsA,B of Si ∪ Si−1, we defineGi,A,B to be the graph obtained
from G[Li ∪ A ∪ B] by contracting the setA to a vertexa and the setB to a vertexb. Taking into
account that ifC includes a vertex of someLi thene > 0, we prove the key observation that makes
it possible to use induction.

Claim 2.9. If a vertexv ∈ Li is in C, then there are disjoint non-empty subsetsA,B of Si ∪ Si−1

such thatv is part of a minimala− b separatorK2 in Gi,A,B of size at mostk (recall thatk = ℓ+ e)
and excess at moste − 1.

Proof. By definition ofC, there is a minimals − t separatorK of size at mostk that containsv.
Let K1 := K \Li andK2 := K ∩Li. Partition(Si ∪Si−1) \K into the setA of vertices reachable
from s in G \ K and the setB of vertices non-reachable froms in G \ K. Let us observe that both
A andB are non-empty. Indeed, due to the minimality ofK, G has a pathP from s to t such that
V (P ) ∩K = {v}. By selection ofv, Si−1 separatesv from s andSi separatesv from t. Therefore,
at least one vertexu of Si−1 occurs inP beforev and at least one vertexw of Si occurs inP afterv.
The prefix ofP ending atu and the suffix ofP starting atw are both subpaths inG \ K. It follows
thatu is reachable froms in G\K, i.e. belongs toA and thatw is reachable fromt in G\K, hence
non-reachable froms and thus belongs toB.

To see thatK2 is ana − b separator inGi,A,B, suppose that there is a pathP connectinga and
b in Gi,A,B avoidingK2. Then there is a corresponding pathP ′ in G connecting a vertex ofA and a
vertex ofB. PathP ′ is disjoint fromK1 (since it contains vertices ofLi and(Si ∪ Si−1) \ K only)
and fromK2 (by construction). Thus a vertex ofB is reachable froms in G \ K, a contradiction.

To see thatK2 is a minimala − b separator, suppose that there is a vertexu ∈ K2 such that
K2 \ {u} is also ana − b separator inGi,A,B. SinceK is minimal, there is ans − t pathP in
G\ (K \u), which has to pass throughu. Arguing as when we proved thatA andB are non-empty,
we observe thatP includes vertices of bothA andB, hence we can consider a minimal subpath
P ′ of P between a vertexa′ ∈ A and a vertexb′ ∈ B. We claim that all the internal vertices of
P ′ belong toLi. Indeed, due to the minimality ofP ′, an internal vertex ofP ′ can belong either
to Li or to V (G) \ (K1 ∪ Li ∪ Si−1 ∪ Si). If all the internal vertices ofP ′ are from the latter set
then there is a path froma′ to b′ in G \ (K1 ∪ Li) and hence inG \ (K1 ∪ K2) in contradiction to
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b′ ∈ B. If P ′ contains internal vertices of both sets thenG has an edge{u,w} whereu ∈ Li while
w ∈ V (G)\ (K1 ∪Li∪Si−1∪Si). But this is impossible sinceSi−1∪Si separatesLi from the rest
of the graph. Thus it follows that indeed all the internal vertices ofP ′ belong toLi. Consequently,
P ′ corresponds to a path inGi,A,B from a to b that avoidsK2 \ u, a contradiction that proves the
minimality of K2.

Finally, we show thatK2 has excess at moste − 1. Let K ′
2 be a minimuma − b separator

in Gi,A,B . Observe thatK1 ∪ K ′
2 is ans − t separator inG. Indeed, consider a pathP from s

to t in G \ (K1 ∪ K ′
2). It necessarily contains a vertexu ∈ K2, hence arguing as in the previous

paragraph we notice thatP includes vertices of bothA andB. Considering a minimal subpathP ′

of P between a vertexa′ ∈ A andb′ ∈ B we observe, analogously to the previous paragraph that all
the internal vertices of this path belong toLi. Hence this path corresponds to a path betweena and
b in Gi,A,B . It follows thatP ′, and henceP , includes a vertex ofK ′

2, a contradiction showing that
K1 ∪ K ′

2 is indeed ans − t separator inG. Due to the minimality ofK2, K ′
2 6= ∅. ThusK1 ∪ K ′

2

contains at least one vertex fromLi, implying thatK1 ∪K ′
2 is not a minimums− t separator inG.

Thus|K2| − |K ′
2| = (|K1| + |K2|) − (|K1| + |K ′

2|) < k − ℓ = e, as required. This completes the
proof of Claim 2.9.

Now we defineC ′. Let C0 :=
⋃q+1

i=0 Si. For e = 0, C ′ = C0. Assume thate > 0. For
1 ≤ i ≤ q + 1 and disjoint non-empty subsetsA,B of Si ∪ Si−1. Let Ci,A,B be such a superset
of the union of all minimala − b separators ofGi,A,B of size mostk and excess at moste − 1 that
Ci,A,B ∪{a, b} satisfies the induction assumption with respect toGi,A,B (if the minimum size of an
a − b separator ofGi,A,B is greater thank then we setCi,A,B = ∅). We defineC ′ as the union of
C0 and all setsCi,A,B as above. Observe thatC ′ is defined correctly in the sense that any vertexv
participating in ans − t minimal separator of size at mostk indeed belongs toC ′. For e = 0, the
correctness ofC ′ follows from the definition of setsSi. Fore > 0, the correctness follows from the
above Claim if we take into account that since

⋃q+1
i=1 Li ∪ C0 = V (G), v belongs to someLi.

We shall show that the treewidth of torso(G,C ′) is at mostg(ℓ, e), a function recursively de-
fined as follows:g(ℓ, 0) := 6ℓ andg(ℓ, e) := 3 · (2ℓ + 32ℓ · (g(ℓ, e − 1) + 1)) for e > 0. We do
this by showing that in graphG, every setW ⊆ C ′ has a balanced separator of size at most2ℓ (for
e = 0) and at most2ℓ + 32ℓ · (g(ℓ, e − 1) + 1) (for e > 0). By Proposition 2.5, this will imply
that in torso(G,C ′), W has a balanced separator with the same upper bound. By Lemma 2.2(1), the
desired upper bound on the treewidth will immediately follow.

Let W ⊆ C ′ be an arbitrary set. Let1 ≤ i ≤ q + 1 be the smallest value such that|W ∩Xi| ≥
|W |/2. Consider the separatorSi ∪ Si−1 (whose size is at most2ℓ). In G \ (Si ∪ Si−1), the sets
Xi−1, Li, andV (G) \ (Si ∪ Si−1 ∪ Xi−1 ∪ Li) are pairwise separated from each other. By the
selection ofi, the first and the third sets do not contain more than half ofW . If e = 0, thenC ′ is
disjoint fromLi, hence the treewidth upper bound follows fore = 0. We assume thate > 0 and,
using the induction assumption, will show thatW ∩ Li has a balanced separatorS of size at most
32ℓ · (g(ℓ, e− 1) + 1). This will immediately imply thatS ∪Si ∪Si−1 is a balanced separator ofW
of size at most2ℓ + 32ℓ · (g(ℓ, e − 1) + 1), which, in turn, will imply the desired upper bound on
the treewidth of torso(G,C ′).

By the induction assumption, the treewidth of torso(Gi,A,B , Ci,A,B) is at mostg(ℓ, e − 1) for
any pair of disjoint subsetsA, B of Si ∪Si−1 such thatGi,A,B has ana− b separator of size at most
k. By the combination of Lemma 2.2(2) and Proposition 2.5, graphG has a balanced separator of
size at mostg(ℓ, e − 1) + 1 for any setWi,A,B ⊆ Ci,A,B. Let C∗ be the union ofCi,A,B for all
suchA andB. Taking into account that the number of choices ofA andB is at most32ℓ, for any
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W ∗ ⊆ C∗, G has a balanced separator of size at most32ℓ ·(g(ℓ, e−1)+1) according to Lemma 2.3.
By definition ofC ′, W ∩ Li ⊆ C∗, hence the existence of the desired separatorS follows.

We conclude the proof by showing that the above setC ′ can be constructed in timeO(f(ℓ, e) ·
|V (G)|d). In particular, we present an algorithm whose running time isO(f(ℓ, e) · (|V (G)| −
2)d) (we assume thatG has more than 2 vertices), wheref(ℓ, e) is recursively defined as follows:
f(ℓ, 0) = 1 andf(ℓ, e) = f(ℓ, e − 1) · 32ℓ + 1 for e > 0.

The setXi can be computed as shown in the proof of Lemma 2.7. Then the setSi can be
obtained as in the first paragraph of the proof of the present lemma. Their union results inC0

which is C ′ for e = 0. Thus fore = 0, C ′ can be computed in timeO(|V (G)| − 2)d) (instead
of considerings andt, we may consider their sets of neighbors). Since the computation involves
computing a minimum cut, we may assume thatd > 1. Now assume thate > 0. For eachi such
that1 ≤ i ≤ q + 1 and|Li| > 0, we explore all possible disjoint subsetsA andB of Si ∪ Si−1. For
the given choice, we check if the size of a minimuma− b separator ofGi,A,B is at mostk (observe
that it can be done inO(|Li|d)) and if yes, compute the setCi,A,B. By the induction assumption,
the computation takesO(f(ℓ, e − 1) · |Li|d). So, exploring all possible choices ofA andB takes
O(f(ℓ, e − 1) · 32ℓ · |Li|d). The overall complexity of computingC ′ is

O((|V (G)| − 2)d + f(ℓ, e − 1) · 32ℓ ·
q+1
∑

i=1

|Li|d).

Since allLi are disjoint and
⋃q+1

i=1 Li ⊆ V (G)\{s, t},
∑q+1

i=1 |Li| ≤ |V (G)|−2, hence
∑q+1

i=1 (|Li|)d ≤
(|V (G)| − 2)d. Taking into account the recursive expression forf(ℓ, e), the desired runtime fol-
lows.

Remark 2.10. The recursiong(ℓ, e) := 3 · (2ℓ + 32ℓ · g(ℓ, e − 1)) implies thatg(ℓ, e) is 2O(eℓ),
i.e., the treewidth bound is exponential inℓ ande. It is an obvious question whether it is possible to
improve this dependence to polynomial. However, a simple example (graphG is then-dimensional
hypercube,k = (n − 1)n, s andt are opposite vertices) shows that the functiong(ℓ, e) has to be
exponential. The size of the minimums− t separator isℓ := n. We claim that every vertexv of the
hypercube (other thans andt) is part of a minimals − t separator of size at mostn(n − 1). To see
this, letP be a shortest path connectings andv. Let P ′ = P − v be the subpath ofP connectings
with a neighborv′ of v. LetS be the neighborhood ofP ′; clearlyS is ans− t separator andv ∈ S.
However,S \v is not ans− t separator: the pathP is not blocked byS \v asS \v does not contain
any vertex farther froms thanv. SinceP ′ has at mostn − 1 vertices and every vertex has degree
n, we have|S| ≤ n(n − 1). Thusv (and every other vertex) is part of a minimal separator of size
at mostn(n − 1). Hence if we setℓ := n ande := n(n − 1), thenC contains every vertex of the
hypercube. The treewidth of ann-dimensional hypercube isΩ(2n/

√
n) [4], which is also a lower

bound ong(ℓ, e).

The following theorem states our main combinatorial tool in a form that will be very convenient
to use.

Theorem 2.11(The Treewidth Reduction Theorem). LetG be a graph,S ⊆ V (G), and letk be
an integer. LetC be the set of all vertices ofG participating in a minimals − t cut of size at most
k for somes, t ∈ S. Then there is anFPT algorithm, parameterized byk and |S|, that computes a
graphG∗ having the following properties:

(1) C ∪ S ⊆ V (G∗)
(2) For everys, t ∈ S, a setK ⊆ V (G∗) with |K| ≤ k is a minimals − t separator ofG∗ if

and only ifK ⊆ C ∪ S andK is a minimals − t separator ofG.
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(3) The treewidth ofG∗ is at mosth(k, |S|) for some functionh.
(4) For anyK ⊆ C, G∗[K] is isomorphic toG[K].

Proof. For everys, t ∈ S that can be separated by the removal of at mostk vertices, the algorithm
of Lemma 2.8 computes a setC ′

s,t containing all the minimals − t separators of size at mostk.

By Lemma 2.6, ifC ′ is the union of these at most
(|S|

2

)

sets, thenG′ = torso(G,C ′) has treewidth
bounded by a function ofk and|S|. Note thatG′ satisfies all the requirements of the theorem except
the last one: two vertices ofC ′ non-adjacent inG may become adjacent inG′ (see Definition 2.4).
To fix this problem we subdivide each edge{u, v} of G′ such that{u, v} /∈ E(G) into two edges
with a vertex between them, and, to avoid selecting this vertex into a cut, we split it intok+1 copies.
In other words, for each edge{u, v} ∈ E(G′)\E(G) we introducek+1 new verticesw1, . . . , wk+1

and replace{u, v} by the set of edges{{u,w1}, . . . , {u,wk+1}, {w1, v}, . . . , {wk+1, v}}. Let G∗

be the resulting graph. It is not hard to check thatG∗ satisfies all the properties of the present
theorem.

Remark 2.12. The treewidth ofG∗ may be larger than the treewidth ofG. We use the phrase
“treewidth reduction” in the sense that the treewidth ofG∗ is bounded by a function ofk and|S|,
while the treewidth ofG is unbounded.

3. Constrained Separation Problems

Let G be a class of graphs. Given a graphG, verticess andt, and parameterk, theG-MINCUT

problem asks ifG has ans − t separatorC of size at mostk such thatG[C] ∈ G. The following
theorem is the central result of this section.

Theorem 3.1. Assume thatG is decidableand hereditary(i.e. wheneverG ∈ G then for any
V ′ ⊆ V , G[V ′] ∈ G). Then theG-MINCUT problem isFPT.

Proof. (Sketch) LetG∗ be a graph satisfying the requirements of Theorem 2.11 forS = {s, t}.
According to Theorem 2.11,G∗ can be computed inFPT time. We claim that(G, s, t, k) is a ‘YES’
instance of theG-MINCUT problem if and only if(G∗, s, t, k) is a ‘YES’ instance of this problem.
Indeed, letK be ans − t separator inG such that|K| ≤ k andG(K) ∈ G. SinceG is hereditary,
we may assume thatK is minimal (otherwise we may consider a minimal subset ofK separatings
from t). By the second and fourth properties ofG∗ (see Theorem 2.11),K separatess from t in G∗

andG∗[K] ∈ G. The opposite direction can be proved similarly.
Thus we have established anFPT-time reduction from an instance of theG-MINCUT problem to

another instance of this problem where the treewidth is bounded by a function of parameterk. Now,
let G1 = (V (G∗), E(G∗), ST ) be a labeled graph whereST = {s, t}. We present an algorithm for
constructing a monadic second-order (MSO) formulaϕ whose atomic predicates (besides equality)
areE(x1, x2) (showing thatx1 andx2 are adjacent inG∗) and predicates of the formX(v) (showing
thatv is contained inX ⊆ V ), whose size is bounded by a function ofk, andG1 |= ϕ if and only if
(G∗, s, t, k) is a ‘YES’ instance of theG-MINCUT problem. According to a restricted version of the
well-known Courcelle’s Theorem (see the survey article of Grohe [14], Remarks 3.191 and 3.20), it
will follow that theG-MINCUT problem isFPT. The part ofϕ describing the separation ofs andt is
based on the ideas from [13].

1Although the branchwidth ofG1 appears in the parameter, it can be replaced by the treewidth ofG1 since the former
is bounded by a function ofk if and only if the latter is [26].
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We construct the formulaϕ as

ϕ = ∃C(AtMostk(C) ∧ Separates(C) ∧ InducesG(C)),

where AtMostk(C) is true if and only if|C| ≤ k, Separates(C) is true if and only ifC separates the
vertices ofST in G∗, and InducesG(C) is true if and onlyC induces a graph ofG.

In particular, AtMostk(C) states thatC does not havek + 1 mutually non-equal elements: this
can be implemented as

∀c1, . . . ,∀ck+1

∨

1≤i,j≤k+1

(ci = cj).

Formula Separates(C) is a slightly modified formula uvmc(X) from [13], that looks as follows:

∀s∀t∀Z
(

ST (s)∧ST (t)∧¬(s = t)∧¬C(s)∧¬C(t)∧Connects(Z, s, t)
)

→
(

∃v(C(v)∧Z(v)))
)

,

where Connects(Z, s, t) is true if and only if in the modeling graph there is a path froms andt
all vertices of which belong toZ. For the definition of the predicate Connects, see Definition 3.1 in
[13].

To construct InducesG(C), we explore all possible graphs having at mostk vertices and for
each of these graphs we check whether it belongs toG. Since the number of graphs being ex-
plored depends onk andG is a decidable class, inFPT time we can compile the set{G′

1, . . . , G
′
r}

of all graphs of at mostk vertices that belong toG. Let k1, . . . kr be the respective numbers of
vertices ofG′

1, . . . G
′
r. Then InducesG(C) = Induces1(C)∨ · · · ∨ Inducesr(C), where Inducesi(C)

states thatC inducesG′
i. To define Inducesi, let v1, . . . , vki

be the set of vertices ofG′
i and define

Adji(c1, . . . , cki
) as the conjunction of allE(cx, cy) such thatvx andvy are adjacent inG′

i and of
all ¬E(cx, cy) such thatvx andvy are not adjacent inG′

i. Then

Inducesi(C) = AtMostki
(C)∧∃c1 . . . ∃cki

(

∧

1≤j≤ki

C(cj)∧
∧

1≤x,y≤ki

cx 6= cy∧Adji(c1, . . . , cki
)
)

.

It is not hard to verify that indeedG1 |= ϕ if and only if (G∗, s, t, k) is a ‘YES’ instance of the
G-MINCUT problem.

In particular, letG0 be the class of all graphs without edges. ThenG0-MINCUT is theMINIMUM

STABLE s − t CUT problem whose fixed-parameter tractability has been posed as an open question
by Kanj [17]. Clearly,G0 is hereditary and hence theG0-MINCUT is FPT.

Theorem 3.1 can be used to decide if there is ans−t separator of sizeat mostk having a certain
property, but cannot be used if we are looking fors − t separators of sizeexactlyk. We show (with
a very easy argument) that some of these problems actually become hard if the size is required to
be exactlyk. Let graphG′ be obtained from graphG by introducing two isolated verticess andt.
Now there is an independent set of size exactlyk that is ans − t separator inG′ if and only if there
is an independent set of sizek in G, implying that finding such a separator is W[1]-hard.

Theorem 3.2. It is W[1]-hard to decide ifG has ans − t separator that is an independent set of
size exactlyk.

Samer and Szeider [27] introduced the notion ofedge-induced vertex-cutand the corresponding
computational problem: given a graphG and two verticess andt, the task is to decide if there are
k edges such that deleting theendpointsof these edges separatess and t. It remained an open
question in [27] whether this problem isFPT. Samer reposted this problem as an open question in
[7]. Using Theorem 3.1, we answer this question positively. For this purpose, we introduceGk,
the class of graphs where the number of vertices minus the size of the maximum matching is at
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most k, observe that this class is hereditary, and show that(G, s, t, k) is a ‘YES’-instance of the
edge-induced vertex-cutproblem if and only if(G, s, t, 2k) is a ‘YES’ instance of theGk-mincut
problem. Then we apply Theorem 3.1 to get the following corollary.

Corollary 3.3. TheEDGE-INDUCED VERTEX-CUT problem isFPT.

MULTICUT is the generalization ofMINCUT where, instead ofs andt, the input contains a set
(s1, t1), . . . , (sℓ, tℓ) of terminal pairs. The task is to find a setS of at mostk nonterminal vertices
that separatesi andti for every1 ≤ i ≤ ℓ. MULTICUT is known to beFPT [19, 28] parameterized
by k and ℓ. In the G-MULTICUT problem, we additionally require thatS induces a graph from
G. It is not difficult to generalize Theorem 3.1 forG-MULTICUT : all we need to do is to change
the construction ofϕ such that it requires the separation of each pair(si, ti). We state this here in
an even more general form. In theG-MULTICUT-UNCUT problem the input contains an additional
integerℓ′ ≤ ℓ, and we change the problem by requiring for everyℓ′ ≤ i ≤ ℓ thatS does notseparate
si andti.

Theorem 3.4. If G is decidableandhereditary,thenG-MULTICUT-UNCUT is FPT parameterized by
k andℓ.

Theorem 3.4 helps clarify a theoretical issue. In Section 2, we definedC as the set of all vertices
appearing in minimals − t separators of size at mostk. There is no obvious way of finding this set
in FPT-time and Lemma 2.6 produces only a supersetC ′ of C. However, Theorem 3.4 can be used
to find C: a vertexv is in C if and only if there is a setS of size at mostk − 1 and two neighbors
v1, v2 of v such thatS separatess andt in G \ v, butS does not separates from v1 andt from v2 in
G \ v (including the possibility thatv1 = s or v2 = t).

4. Constrained Bipartization Problems

Reed et al. [25] solved a longstanding open question by proving the fixed-parameter tractability
of theBIPARTIZATION problem: given a graphG and an integerk, find a setS of at mostk vertices
such thatG \ S is bipartite (see also [18] for a somewhat simpler presentation of the algorithm). In
fact, they showed that theBIPARTIZATION problem can be solved by at most3k applications of a
procedure solvingMINCUT. The key result that allows to transformBIPARTIZATION to a separation
problem is the following lemma.

Lemma 4.1. LetG be a bipartite graph and let(B′,W ′) be a 2-coloring of the vertices. LetB and
W be two subsets ofV (G). Then for anyS, G\S has a 2-coloring whereB \S is black andW \S
is white if and only ifS separatesX := (B ∩ B′) ∪ (W ∩ W ′) andY := (B ∩ W ′) ∪ (W ∩ B′).

In this section we consider theG-BIPARTIZATION problem: a generalization of theBIPARTIZA-
TION problem where, in addition toG \ S being bipartite, it is also required thatS induces a graph
belonging to a classG.

Theorem 4.2.G-BIPARTIZATION is FPT if G is hereditary and decidable.

Proof. Using the algorithm of [25], we first try to find a setS0 of size at mostk such thatG \ S0 is
bipartite. If no such set exists, then clearly there is no setS satisfying the requirements. Otherwise,
we branch in3|S0| directions: each vertex ofS0 is removed or colored black or colored white. For
a particular branch, letR = {v1, . . . , vr} be the vertices ofS0 to be removed and letB0 (resp.,
W0) be the vertices ofS0 having color black (resp., white) in a 2-coloring of the resulting bipartite
graph. Let us call a setS such thatS∩S0 = R, andG\S is bipartite and having a 2-coloring where
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B0 andW0 are colored black and white, respectively, a setcompatiblewith (R,B0,W0). Clearly,
(G, k) is a ‘YES’ instance of theG-BIPARTIZATION problem if and only if for at least one branch
corresponding to partition(R,B0,W0) of S0, there is a set compatible with(R,B0,W0) having
size at mostk and such thatG[S] ∈ G. Clearly, we need to check only those branches whereG[B0]
andG[W0] are both independent sets.

We transform the problem of finding a set compatible with(R,B0,W0) into a separation prob-
lem. Let(B′,W ′) be a 2-coloring ofG \ S0. Let B = N(W0) \ S0 andW = N(B0) \ S0. Let us
defineX andY as in Lemma 4.1, i.e.,X := (B∩B′)∪(W ∩W ′), andY := (B∩W ′)∪(W ∩B′).
We construct a graphG′ that is obtained fromG by deleting the setB0 ∪W0, adding a new vertexs
adjacent toX ∪ R, and adding a new vertext adjacent withY ∪ R. Note that everys − t separator
in G′ containsR. By Lemma 4.1, a setS is compatible with(R,B0,W0) if and only if S is ans− t
separator inG′. Thus what we have to decide is whether there is ans− t separatorS of size at most
k such thatG′[S] = G[S] is in G. That is, we have to solve theG-MINCUT instance(G′, s, t, k).
The fixed-parameter tractability of theG-BIPARTIZATION problem now immediately follows from
Theorem 3.1.

Theorem 4.2 immediately implies that theSTABLE BIPARTIZATION problem isFPT: just setG
to be the class of all graphs without edges. This answers an open question of Fernau [7]. Next, we
show that theEXACT STABLE BIPARTIZATION problem isFPT, answering a question posed by Dı́az
et al. [9]. This result may seem surprising because the corresponding exact separation problem is
W[1]-hard by Theorem 3.2 and hence the approach of Theorem 4.2 is unlikely to work. Instead,
we argue that under appropriate conditions, any solution of size at mostk can be extended to an
independent set of size exactlyk.

Theorem 4.3. Given a graphG and an integerk, deciding whetherG can be made bipartite by the
deletion of an independent set of size exactlyk is fixed-parameter tractable.

Proof. (Sketch) It is more convenient to consider an annotated version of the problem where the
independent set being deleted has to be a subset of a setD ⊆ V (G) given as part of the input.
Without the annotation,D is initially set toV (G). If G is not bipartite, then the algorithm starts by
finding an odd cycleC of minimum length (which can be done in polynomial time). It is not difficult
to see that the minimality ofC implies that eitherC is a triangle orC is chordless. Moreover, in the
latter case, every vertex not inC is adjacent to at most 2 vertices of the cycle.

If |V (C)∩D| = 0, then clearly no subset ofD is a solution. If1 ≤ |V (C)∩D| ≤ 3k+1, then
we branch on the selection of each vertexv ∈ V (C) ∩ D into the setS of vertices being removed
and apply the algorithm recursively with the parameterk being decreased by1 and the setD being
updated by the removal ofv andN(v) ∩ D. If |V (C) ∩ D| > 3k + 1, then we apply the approach
of Theorem 4.2 to find an independent setS ⊆ D of size at mostk whose removal makes the graph
bipartite, and then argue thatS can be extended to an independent set of size exactlyk. To ensure
thatS ⊆ D, we may, for example split all verticesv ∈ V (G) \ D into k + 1 independent copies
with the same neighborhood asv. If |S| = k, we are done. Otherwise,|S| = k′ < k. In this
case we observe that by the minimality ofC, each vertex ofS (either inC or outsideC) forbids
the selection of at most3 vertices ofV (C) ∩ D including itself. Thus the number of vertices of
V (C)∩D allowed for selection is at least3k+1−3k′ = 3(k−k′)+1. Since the cycle is chordless,
we can selectk − k′ independent vertices among them and thus complementS to be of size exactly
k.

The above algorithm has a number of stopping conditions, the only non-trivial of them occurs
if G is bipartite butk > 0. In this case we check ifG[D] hask independent vertices, which can be
done in a polynomial time.
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