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Abstract

The track allocation problem, also known as train routing problem or train timetabling problem, is
to find a conflict-free set of train routes of maximum value in a railway network. Although it can
be modeled as a standard path packing problem, instances of sizes relevant for real-world railway
applications could not be solved up to now. We propose a rapid branching column generation
approach that integrates the solution of the LP relaxation of a path coupling formulation of
the problem with a special rounding heuristic. The approach is based on and exploits special
properties of the bundle method for the approximate solution of convex piecewise linear functions.
Computational results for difficult instances of the benchmark library TTPlib are reported.
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1 Introduction

Routing a maximum number of trains in a conflict-free way through a track network is
one of the basic scheduling problems for a railway company. This optimal track allocation
problem, also known as train routing problem or train timetabling problem, has received
growing attention in the operations research literature, see [8, 2, 11, 6, 17] for some recent
references. A branch on the study of advanced models that incorporate, e.g., additional
robustness aspects, has already been started, see, e.g., [12]. However, the problem remains
that up to now the basic problem can hardly be solved even for small instances. Corridors
or single stations mark or are quickly beyond the limits of the current solution technology,
such that network optimization problems can not be addressed.

Finding a good track allocation model is a key prerequisite for progress towards the solution
of large-scale track allocation problems. The authors of [4] proposed a novel path coupling
formulation based on train path and track configuration variables. The model provides
a strong LP bound, is amenable to standard column generation techniques, and therefore
suited for large-scale computation. Indeed, it was shown that LP relaxations of large-scale
track allocation problems involving hundreds of potential trains could be solved to proven
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or near optimality in this way. However, similar results for integer solutions could not be
provided at that time.

This topic is addressed in this paper. Extending the work in [4], we present a sophisti-
cated solution approach that is able to compute high-quality integer solutions for large-scale
railway track allocation problems. Our algorithm is an adaptation of the rapid branching
method introduced in [3] (see also the thesis [20]) for integrated vehicle and duty scheduling
in public transport. The method solves a Lagrangean relaxation of the track allocation
problem as a basis for a branch-and-generate procedure that is guided by approximate LP
solutions computed by the bundle method. This successful second application provides ev-
idence that rapid branching is a general solution method for large-scale path packing and
covering problems.

The paper is structured as follows. Section 2 recapitulates the track allocation problem and
the path configuration model. Section 3 discusses the solution of an associated Lagrangean
relaxation by the bundle method. In Section 4 we adapt the rapid branching heuristic
to deal with track allocation (maximization) problems. Section 5 reports computational
results. We demonstrate that rapid branching can be used to produce high quality solutions
for large-scale track allocation problems.

2 The Track Allocation Problem

We briefly recall in this section a formal description of the track allocation problem; more
details can be found in the articles [5, 8, 2]. Consider an acyclic digraph D = (V,A)
that represents a time-expanded railway network. Its nodes represent arrival and departure
events of trains at a set S of stations at discrete times T ⊆ Z, its arcs model activities of
running a train over a track, parking, or turning around. Let I be a set of requests to route
trains through D. More precisely, train i ∈ I can be routed on a path through some suitably
defined subdigraph Di = (Vi, Ai) ⊆ D from a starting point si ∈ Vi to a terminal point
ti ∈ Vi. Denote by Pi the set of all routes for train i ∈ I, and by P =

⋃
i∈I Pi the set of all

train routes (taking the disjoint union).

Let s(v) ∈ S be the station associated with departure or arrival event v ∈ V , t(v) the time,
and J = {s(u)s(v) : (u, v) ∈ A} the set of all railway tracks. An arc (u, v) ∈ A blocks
the underlying track s(u)s(v) for the time interval [t(u), t(v)[, and two arcs a, b ∈ A are in
conflict if their respective blocking time intervals overlap. Two train routes p, q ∈ P are
in conflict if any of their arcs are in conflict. A track allocation or timetable is a set of
conflict-free train routes, at most one for each request set. Given arc weights wa, a ∈ A,
the weight of route p ∈ P is wp =

∑
a∈p wa, and the weight of a track allocation X ⊆ P is

w(X) =
∑
p∈X wp. The track allocation problem is to find a conflict-free track allocation of

maximum weight.

The track allocation problem can be modeled as a multi-commodity flow problem with
additional packing constraints, see [8, 2, 11]. This model is computationally difficult. We
consider in this article an alternative formulation as a path coupling problem based on ‘track
configurations’ as proposed by the authors of [4]. A valid configuration is a set of arcs on
some track j ∈ J that are mutually not in conflict. Denote by Qj the set of configurations
for track j ∈ J , and by Q =

⋃
j∈J Qj the set of all configurations. Introducing 0/1-variables

xp, p ∈ P , and yq, q ∈ Q, for train paths and track configurations, the track allocation
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problem can be stated as the following integer program:

(PCP) max
∑
p∈P

wpxp (i)

s.t.
∑
p∈Pi

xp ≤ 1, ∀ i ∈ I (ii)∑
q∈Qj

yq ≤ 1, ∀ j ∈ J (iii)∑
a∈p∈P

xp −
∑

a∈q∈Q
yq ≤ 0, ∀ a ∈ A (iv)

xp, yq ≥ 0, ∀ p ∈ P, q ∈ Q (v)
xp, yq ∈ {0, 1}, ∀ p ∈ P, q ∈ Q. (vi)

The objective PCP (i) maximizes the weight of the track allocation. Constraints (ii) state
that a train can run on at most one route, constraints (iii) allow at most one configuration
for each track. Inequalities (iv) link train routes and track configurations to guarantee a
conflict-free allocation, (v) and (vi) are the non-negativity and integrality constraints. Note
that the upper bounds xp ≤ 1, p ∈ P , and yq ≤ 1, q ∈ Q, are redundant.

Introducing appropriately defined matrices A ∈ QI×P , B ∈ QJ×Q, C ∈ QI×A, D ∈ QJ×A,
and a weight vector w ∈ QP , program (PCP) can be stated in matrix form as follows:

(PCP) max wTx, Ax = 1, By = 1, Cx−Dy ≤ 0, (x, y) ∈ {0, 1}P×Q.

The authors of [4] have shown that train path and track configuration variables can be
priced by solving shortest path problems in suitably defined acyclic digraphs, such that the
LP relaxation of program (PCP) can be solved in polynomial time.

3 A Bundle Approach

The PCP consists of a train routing and a track configuration sub-model that are linked
by coupling constraints. The sub-models are easy, but time consuming to solve using a
column generation procedure based on acyclic shortest path computations, the coupling
constraints are simple but numerous. This combinatorial structure can be exploited using a
Lagrangean relaxation approach in which, of course, precision and speed of convergence are
critical issues. It turns out that the bundle method fits perfectly with such a scheme.

A Lagrangean dual of model PCP arises from a Lagrangean relaxation of the coupling
constraints PCP (iv) and a relaxation of the integrality constraints PCP (vi) and (vii):

(LD) min
λ≥0

 max
Ax=1,
x∈[0,1]P

(wT − λTC)x+ max
By=1,
y∈[0,1]Q

(λTD)y

 .
LD is equivalent to the dual of the LP relaxation of PCP, and hence provides upper bounds
for PCP. Introducing functions

fP : RA → R, λ 7→ max(wT − λTC)x, Ax = 1, x ∈ [0, 1]P

fQ : RA → R, λ 7→ max(λTD)y, By = 1, y ∈ [0, 1]Q

fP,Q := fP + fQ,

ATMOS ’10
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LD can be stated more shortly as follows:

(LD) min
λ≥0

fP,Q(λ) = min
λ≥0

[fP (λ) + fQ(λ)] .

The functions fP and fQ are convex and piecewise linear. Their sum fP,Q is therefore a
decomposable, convex, and piecewise linear function; fP,Q is, in particular, non-smooth.
This is precisely the setting for an application of the proximal bundle method (PBM) to a
maximization problem, see [14, 15, 13, 3, 20] for details.

When applied to LD, the PBM constructs cutting plane models of the functions fP and
fQ in terms of subgradient bundles J iP and J iQ that are used to produce two sequences of
iterates λi, µi ∈ RA, i = 0, 1, . . . . The points µi are called stability centers; they converge to
a solution of LD. The points λi are trial points calculated by solving a quadratic program
over a trust region around the current stability center, whose size is controlled by some
positive weight u:

(QP iP,Q) λi+1 := argmin
λ

fP,Q(λ)− u
2
∥∥µi − λ∥∥2

. (1)

A function evaluation at a trial points results either in a shift of the stability center, or
in an improvement of the cutting plane model. A key point is that the high-dimensional
quadratic program (QP iP,Q) (the dimension is equal to the number of coupling constraints)
has a dual whose dimension coincides with the number subgradients in the current bundle.
The method converges for a bundle size of two, typical sizes in practice are around 10 or 15.
This dimension reduction makes the problem computationally tractable.

Another key point is that the PBM produces a sequence not only of approximate dual,
but also of approximate primal solutions, that converge, in contrast to, e.g., subgradient
methods or the volume method, both to optimal LP solutions:

The series (µi) converges to an optimal solution of LD, i.e., an optimal dual solution of
the LP relaxation of PCP.

The series (xiP (λi), yiQ(λi)) defined as

(xiP (λi), yiQ(λi)) =

 ∑
λj∈JiP

αiP,jxP (λj),
∑
λj∈JiQ

αiQ,jyQ(λj)


converges to an optimal primal solution of the LP relaxation of PCP.

Here, αiQ,j are optimal solutions of the dual of the quadratic program (QP iP,Q), and xP (λj) =
argmaxx∈[0,1]P fP (λj) and yQ(λj) = argmaxy∈[0,1]Q fQ(λj) are optimal primal solutions of
fP and fQ. Note that in our application, determining xP and yQ amounts to computing
optimal train paths and track configurations; this can be done by acyclic shortest path
calculations. The primal approximation is useful to guide branching decisions, see next
section.

4 Rapid Branching

We propose in this section a branch-and-generate (BANG) approach (i.e., a branch-and-
price algorithm with partial branching, see [18]) for the construction of high-quality integer
solutions of the PCP.
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The main idea of this rapid branching heuristic is that a fix of a single variable to zero or
one has almost no effect on the value of the LP relaxation of a problem such as the PCP, see
[16]. The authors of [3], see also the thesis [20], proposed in the context of integrated vehicle
and duty scheduling a heuristic that tries to overcome this problem by a combination of
cost perturbation to “make the LP more integer”, partial pricing to generate variables that
are needed to complete an integer solution down in the tree, a selective branching scheme
to fix large sets of variables, and an associated backtracking mechanism to correct wrong
decisions. Our setting is of obvious similarity, and it will turn out that rapid branching can
indeed be successfully applied to solve large-scale track allocation problems.

We use the following notation. Recall the PCP

(PCP) max
0≤x,y≤1

wTx, Ax = 1, By = 1, Cx−Dy ≤ 0, (x, y) ∈ {0, 1}P×Q.

Let l, u ∈ {0, 1}P×Q, l ≤ u, be vectors of bounds that model fixings of variables to 0 and 1.
Denote by L := {j ∈ P ×Q : uj = 0} and U := {j ∈ P ×Q : lj = 1} the set of variables
fixed to 0 and 1, respectively, and by

(PCP)(l, u) max
l≤x,y≤u

wTx, Ax = 1, By = 1, Cx−Dy ≤ 0, (x, y) ∈ {0, 1}P×Q

the IP derived from PCP by such fixings. Denote further by N ⊆ P × Q some set of
variables which have, at some point in time, already been generated by a column generation
algorithm for the solution of PCP. Let RPCP and RPCP(l, u) be the restrictions of the
respective IPs to the variables in N (we assume that L,U ⊆ N holds at any time when
such a program is considered, i.e., variables that have not yet been generated are not fixed).
Finally, denote by MLP, MLP(w, l, u), RMLP, and RMLP(w, l, u) the LP relaxations of
the integer programs under consideration; MLP and MLP(w, l, u) are called master LPs,
RMLP and RMLP(w, l, u) restricted master LPs (the objective w is included in the notation
for MLP(w, l, u) and RMLP(w, l, u) for reasons that will become clear in the following
Section 4.1).

Rapid branching tries to compute a solution of PCP by means of a search tree with nodes
PCP(l, u). Starting from the root PCP = PCP(0,1), nodes are spawned by additional
variable fixes using a strategy that we call perturbation branching. The tree is depth-first
searched, i.e., rapid branching is a plunging (or diving) heuristic. The nodes are ana-
lyzed heuristically using restricted master LPs RMLP(w, l, u). The generation of additional
columns and node pruning are guided by so-called target values as in the branch-and-generate
method. To escape unfavorable branches, a special backtracking mechanism is used that per-
forms a kind of partial binary search on variable fixings. The idea of the method is as follows:
we try to make rapid progress towards a feasible integer solution by fixing large numbers of
variables by perturbation branching (Section 4.1) in each iteration, repairing infeasibilities
or deteriorations of the objective by regeneration of columns if possible and by controlled
backtracking otherwise (Section 4.2).

4.1 Perturbation Branching

The idea of perturbation branching is to solve a series of MLPs with objectives wi, i =
0, 1, 2, . . . that are perturbed in such a way that the associated LP solutions xi are likely
to become more and more integral. In this way, we hope to construct an almost integer
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solution at little cost. The perturbation is done by increasing the utility of variables with
LP values close to one according to the formula:

w0
j := wj , j ∈ N

wi+1
j := wij + wjαx

2
j , j ∈ N, i = 0, 1, 2, . . . .

The idea behind this quadratic perturbation is that variables with values close to 1 are driven
towards 1. The progress of this procedure is measured in terms of the potential function

v(xi) := wTx+ δ|B(xi)|,

where ε and δ are parameters for measuring near-integrality and the relative importance of
near-integrality (we use ε = 0.1 and δ = 1), and B(xi) := {j ∈ N : xij > 1 − ε} is the set
of variables that are set or almost set to one. The perturbation is continued as long as the
potential function increases; if the potential does not increase for some time, a spacer step is
taken in an attempt to continue. On termination, the variables in the set B(xi) associated
with the highest potential are fixed to one. If no variables at all are fixed, we choose a single
candidate by strong branching, see [1]. Objective perturbation has also been used in [19]
for the solution of large-scale set partitioning problems, and, e.g., in [9] in the context of
general mixed integer programming.

Algorithm 1 gives a pseudocode listing of the complete perturbation branching procedure.
The main work is in solving the perturbed reduced master LP (line 3), generating new vari-
ables if necessary. Fixing candidates are determined (line 4) and the potential is evaluated
(line 5). If the potential increases (lines 15–17), the perturbation is continued (line 18). If
no progress was made for ks steps (line 10), the objective is heavily perturbed by a spacer
step in an attempt to continue (lines 10–13). However, even this perturbation does not
guarantee that any variable will get a value above 1− ε, if ε < 1/2. If this happens and the
iteration limit is reached, a single variable is fixed by strong branching (line 24).

4.2 Binary Search Branching

The fixing candidate sets B∗ produced by the perturbation branching algorithm are used to
define nodes in a branch-and-generate search tree by imposing bounds xi = 1 for all i ∈ B∗.
This typically fixes many variables to one, which is what we wanted to achieve. However,
sometimes too much is fixed and some of the fixings turn out to be disadvantageous. In such
a case we must backtrack. We propose to do this in a binary search manner by successively
undoing half of the fixes until either the fixings work well or only a single fix is left. This
procedure is called binary search branching.

Here are the details. Let B∗ be a set of potential variable fixes and K = |B∗|. Order the
variables in B∗ by some criterion as i1, i2, . . . , iK and define sets

B∗k := {i1, . . . , ik}, k = 1, . . . ,K.

Consider search tree nodes defined by fixing

xj = lj = 1, j ∈ B∗k , k = K, dK/2e, dK/4e, . . . , 2, 1.

These nodes are examined in the above order. Namely, we first try to fix all variables in B∗K
to one, since this raises hopes for maximal progress. If this branch comes out worse than
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Algorithm 1: Perturbation Branching.
Data: RMLP(w, l, u), integrality tolerance ε ∈ [0, 0.5), integrality weight δ > 0,

perturbation factor α > 0, bonus weight M > 0, spacer step interval ks, iteration
limit kmax

Result: set of variables B∗ that can be fixed to one

1 init i← k ← 0; w0 ← w; B∗ ← ∅; v∗ ←∞;
2 while k < kmax do /* maximum number of iterations not reached */
3 compute xi ← argmax RMLP(wi, l, u);
4 set Bi ← {j : xij ≥ 1− ε, lj = 0};
5 set v(xi)← wTxi + δ|Bi|;
6 if xi is integer then
7 set B∗ ← Bi ; /* candidates found */
8 break;
9 else

10 if k ≡ 0 mod ks and k > 0 then
11 set j∗ ← argmaxlj=0 x

i
j ;

12 set wij ←M ;
13 set B∗ ← Bi ∪ {j∗} ; /* spacer step */
14 else
15 if v(xi) > v∗ then
16 set B∗ ← Bi; v∗ ← v(xi); k ← −1; /* progress */
17 end
18 set wi+1

j ← wij + αwj(xij)2 ∀j; /* perturb */
19 end
20 end
21 set i← i+ 1; k ← k + 1;
22 end
23 if B∗ = ∅ then
24 set B∗ ← {j∗} ← strongBranching() ; /* strong branching */
25 end
26 return B∗;

expected, it is pruned, and we backtrack to examine B∗dK/2e and so on until possibly B∗1 is
reached. In this situation, the single fix is applied imperatively. The resulting search tree
is a path with some pruned branches, i.e., binary search branching is a plunging heuristic.
In our implementation, we order the variables by increasing reduced cost of the restricted
root LP, i.e., we unfix half of the variables of smallest reduced cost. This sorting is inspired
by the scoring technique of [7]. The decision whether a branch is pruned or not is done
by means of a target value as introduced in [18]. Such a target value is a guess about the
development of the LP bound if a set of fixes is applied; we use a linear function of the integer
infeasibility. If the LP bound stays below the target value, the branch develops according
to our expectations, if not, the branch “looks worse than expected” and we backtrack.

5 Computational Results

We test our approach on a selection of three large instances that are freely available from
the benchmark library TTPlib, see [10]. They are associated with a macroscopic railway
network model of the area spanned by the cities of Hannover, Kassel, and Fulda in Germany.
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Figure 1 Solving a track allocation problem with TS-OPT; dual (LP) and primal (IP) stage.

scenario trains (|I|) tracks (|J|) |A| |VI | |AI | |VJ | |AJ |

req_31 1062 79 6006 11397 16493 12162 26694
req_32 1140 101 11187 22980 34852 22568 59037
req_33 570 101 5845 11490 17426 11884 31095

Table 1 Track allocation test instances.

This HaKaFu network consists of 37 stations and 120 tracks (hakafu_simple_37_120_6),
giving rise to 4320 different headway times for 6 standard train types. The test instances
differ with respect to requests for trains, i.e., by traffic demand, and we remark that simple
greedy or rounding procedures fail to construct satisfactory solutions for them.

Table 1 gives some statistics on the number of requested trains (|I|), the number of tracks
(|J |), the number of coupling arcs (|A|), and the total sizes of the train routing and the
track configuration digraphs (|VI |, |AI |, |VJ |, |AJ |) associated with the test instances. The
coupling arcs are those arcs that correspond to train movements along a track; they are in
one-to-one correspondence with the coupling constraints (PCP) (iv). The remaining arcs
corresponding to pull-ins and pull-outs, and to movements and parkings in stations do not
give rise to conflicts (the instances do not involve station capacities) and do therefore not
give rise to coupling constraints.

All our computations were performed on computers with an Intel Core 2 Extreme CPU
X9650 with 3GHz, 6MB cache, and 8GB of RAM. Figure 1 shows a typical run of our code
TS-OPT. In the initial LP stage (red or dark), a global upper bound is computed by solving
the Lagrangean dual using column generation and the bundle method. The bundle method
converges after approximately 9 hours and pricing 50.000 variables. In the succeeding IP
stage (green or light) an integer solution is constructed by the rapid branching heuristic. It
can be seen that the upper bound does almost not move, i.e., the final integer solution has
virtually the same objective value as the LP relaxation, and that indeed often large numbers
of variables are fixed to one throughout the course of the rapid branching heuristic.

5.1 Bundle Calibration

Figure 2 compares the effect of different choices for the size of the bundle (2, 5, 10, 15,
20, 25) on the solution of the root LP relaxation of our test instances. It can be seen that
larger bundles lead in general to a reduction in the number of iterations to a certain limit.
However, larger bundles also produce larger and more difficult quadratic programs, such
that the total solution time increases after a certain point. A bundle size of 10 or 15 seems
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to be a good choice.
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Figure 2 Testing different bundle sizes.

5.2 Rapid Branching

Tables 2 and 3 show results for solving the test instances by our code TS-OPT. The tables list
the number of scheduled trains in the best solution found, the upper bound, the optimality
gap, the total running time in CPU seconds, and the number of (rapid) branching nodes.
The computations in Table 2 have been performed with an aggressive choice of the rapid
branching integrality tolerance of ε = 0.4, Table 3 shows the results for a cautious choice of
ε = 0.2. It can be seen that the aggressive choice tends to be faster, because more variables
are fixed at once to explore fewer nodes, but the solution quality is lower. By choosing
ε = 0.2, high quality solutions for large-scale track allocation problems involving hundreds
of train requests can be computed.

scenario |I| trains upper objective of gap time branching
in solution bound solution in % nodes

req31 1062 356 464.40 457.79 1.44 45min 53
req32 1140 288 240.71 231.19 4.12 1h52min 56
req33 570 154 126.38 122.03 3.57 18min 47

Table 2 Solving track allocation problems by rapid branching (int. tolerance ε = 0.4)

scenario |I| trains upper objective of gap time branching
in solution bound solution in % nodes

req31 1062 356 464.41 457.54 1.50 5h 59
req32 1140 298 240.71 239.61 0.46 11h 67
req33 570 154 126.38 122.03 3.57 1h23min 51

Table 3 Solving track allocation problems by rapid branching (int. tolerance ε = 0.2)
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