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Preface

The Schloss Dagstuhl seminars on Scientific Visualization provide a dynamic setting for
ongoing and future research in visualization. Numerous contributions in this active field
originated at Schloss Dagstuhl, and were extended to large-scale collaborative research and
high-impact works. This volume of the Dagstuhl Follow-Ups series contains the proceedings
from the 2009 seminar.1
Resulting from a growth in data set size, complexity, and number of covered application areas,
modern Scientific Visualization combines research from a wide variety of theoretical and
practical fields such as mathematics, physics, biology and computer science. These research
efforts yield a large number of different analysis, processing, and visualization techniques,
allowing the efficient generation and presentation of visual results. This in turn directly
contributes to the way domain experts are able to deduce knowledge from abstract data.
Emphasizing the heterogeneity of this research field, the Dagstuhl Seminar Scientific Visual-
ization in 2009 focused on a wide range of visualization topics such as “Knowledge Assisted
Visualization”, “Visual Exploration Environment”, “Biomedical Visualization”, and “Visual-
ization of Vector- and Tensorfields”. The seminar aimed to provide an open and international
environment for the discussion of recent trends, breakthroughs and future directions of
research in the area of visualization, fostering scientific exchange and collaboration among
researchers of the Sci-Vis community and identifying new research directions.
In the course of the seminar, leading international scientists presented state-of-the-art sum-
maries as well as novel research results and ideas. Among the discussed key topics were:

Interaction Techniques/Frameworks
To efficiently perform visual data analysis, end users and domain experts need not just be
presented with visualization results, but have to be offered intuitive and efficient real-time
interaction techniques and frameworks. User-centered approaches demonstrate, how
human factors can influence the way data is processed and presented. Presentations and
results from this seminar illustrated and devised methods for interactive data exploration
and analysis.

Feature Definition and Extraction/Reconstruction
New data types and application fields require new types of features, novel extraction
techniques and visualization algorithms. Work from a broad context of feature extraction
and reconstruction in areas such as scalar-, vector- and tensorfield visualization was
presented in the course of this seminar.

Visualization Metaphors
As existing work from the field of visualization is adapted to new application areas or
visualization problems, an increase in size, structure or complexity of the given data
necessarily leads to the development of optimized algorithms. This seminar identified
algorithms and data structures for performance and accuracy improvement in key areas
of scientific visualization such as (vector) field analysis.

1 See www.dagstuhl.de/09251.
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viii Preface

Besides these topics, participants gave valuable presentations about conceptual, philosophical
and psychological questions in visualization regarding the impact and benefit of user-centered
approaches, research classification and other topics. The productive setting at Dagstuhl
made it possible, that a selection of ideas presented at this seminar as well as scientific results
of this gathering are made available as Proceedings.
We would like to thank all the participants and many thanks go to Dr. Inga Scheler for her
help editing this book.

Hans Hagen
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CakES: Cake Metaphor for Analyzing Safety
Issues of Embedded Systems ∗

Yasmin I. Al-Zokari, Taimur Khan, Daniel Schneider, Dirk Zeckzer,
Hans Hagen1

1 Department of Computer Science
University of Kaiserslautern
Gottlieb-Daimler-Strasse
67663 Kaiserslautern, Germany
{alzokari, tkhan, d_schnei, zeckzer, hagen}@informatik.uni-kl.de

Abstract
Embedded systems are used everywhere. They are complex systems whose failure may cause
death or injury to people or may damage the environment are required to be safety safe. Therefore,
these systems need to be analyzed. Fault tree analysis is a common way for performing safety
analysis. It generates a large amount of interconnected data that itself needs to be analyzed to
help different domain experts (e.g., engineers and safety analysts) in their decisions for improving
the system’s safety. Additional difficulties occur for the experts in communication and in linking
the data (e.g., information of basic events or minimal cut sets) to the actual parts of the system
(model). Therefore, a large amount of time and effort is being spent on discussions, searching,
and navigating through the data. To overcome this, we present a new metaphor called “CakES”
consisting of multiple views visualizing the data generated by fault tree analysis and linking
them to the actual parts of the model by intuitive interaction. Using the interaction techniques
of CakES the user can directly explore the safety related data without navigating through the
fault tree while retaining an overview of all critical aspects in the model.

1998 ACM Subject Classification I.3 [Computer Graphics]: Reliability, Testing, and Fault-
Tolerance

Keywords and phrases Fault Tree Analysis, minimal cut sets, basic events, information visu-
alization, scientific visualization, engineering, tiled-wall, multiple monitor system, color vision
deficiency, embedded systems, safety critical systems

Digital Object Identifier 10.4230/DFU.Vol2.SciViz.2011.1

1 Introduction

The size and complexity of embedded system’s increase steadily forcing users/experts of
different domains (e.g., safety analysts and engineers) to analyze a large amount of data.
However, not only the embedded systems grow but the data generated by safety analysis
grows too. Thus, obtaining total knowledge about the data in the different domains becomes
more and more important. In [29], the authors show that increasing human involvement in
tasks (understanding, exploring, navigating) through large and/or complex data sets leads to
slower and error prone results. Examples are: forgetting to explore a sub-tree, missing a BE,
or incorrectly combining the events of a MCS. In addition, the users/experts need to find the
interesting/useful data and link them to support in their decision making process (e.g., which
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2 CakES: Cake Metaphor for Analyzing Safety Issues of Embedded Systems

parts of a model should be improved or replaced given limited time and/or cost). Because
each user has a different domain background communication difficulties appear. Therefore,
there is a need for methods/tools to support users/experts during their analysis, exploration,
and comprehension of the data from both domains (generated from the safety analysis and
given by the engineers). To be able to deal with enormous data, we propose reducing the
complexity of the data being analyzed by first extracting the most important information
of the fault tree analysis and by then providing dynamic filtering to the user. Filtering
is used to ease and speedup understanding and exploration. We present a new metaphor,
“CakES”. CakES consists of multiple views visualizing the physical model (engineering data),
minimal cut sets, and basic events’ information generated from the fault tree analysis (safety
data). The views are linked in an interactive way to support exchanging and combining the
knowledge of the different domains. Providing different correlating environments for the
users [12] enables the analysts to explore data in one glance by four views: three visualizing
the data (minimal cut set, basic event, and model view) and one interaction view that also
shows the exact values (menu view). We applied an informal expert evaluation that provided
us with useful and productive feedback and criticism. The paper is structured as follows.
Section 2 provides the definitions of terms used in this work. Section 3 describes the related
work. Our approach, the visual metaphors and the interaction devices, are presented in
Section 4. Section 5 illustrates the use of our approach with a real world data set and Section
6 describes our design decisions. The setup and outcome of an informal evaluation performed
on this approach are described in Section 7. The future work is presented in Section 8. We
close this paper with the conclusions in Section 9.

2 Definitions

For an introduction into the topic of safety analysis and visualization, the relevant concepts
used in this paper are defined. In [14] pp. 74, risks are divided into three levels: Unacceptable,
Tolerable, and Broadly Acceptable. Figure 1b shows these levels [31], [19]. For both tolerable
and acceptable levels, risks have to be reduced until the cost is more than the risk “As Low
As Reasonably Practicable”(ALARP). Risk acceptance depends on many factors such as
applicable laws or public opinion [2]. A safety-critical system could cause different levels of
harm (hazard)(i.e., delay, injury, death, etc.) to living beings or/and to its environment [21].
A risk is a combination of the severity of the consequences of a hazard and the probability of
its occurrence [7]. Safety analysis is used to prove that the system’s risk is negligible [20] and
involves detecting hazards and their causes to reduce the likelihood of probable accidents
and their consequence. Fault Trees Analysis (FTA) is a traditional methodology in safety
analysis (hazard analysis in more detail) to asses systems’ safety [13], [18], [7] pp. 8. Fault
Trees (FTs) are usually constructed using conventional logic gate symbols. Figure 1a shows
an example of a FT. Basic Events (BEs) are the lowest-level influence factors (system faults)
in the FT that may cause (with a certain probability [11]) an undesired state in the system
(top level event or called hazard) [7]. The top level event is the root of the FT. In Figure
1a the BEs are BE1 through BE9. Minimal Cut Sets (MCSs) are a unique combination of
the BEs–so it contains BEs–, e.g., a system malfunction [4], [6]. When any BE of a MCS is
removed, the remaining BEs no longer form a cut set [10]. “A fault tree can be represented
as the collection of its minimal cut sets” [7]. To improve the safety of a system the MCSs
should be specified and isolated or removed [7]. In Figure 1a, the MCSs are the inputs
of the AND gates: MCS1 = {BE1, BE2, BE3}, MCS2= {BE4, BE5, BE6}, and MCS3 =
{BE7, BE8, BE9}. In safety analysis two factors are important [7]: First, the severity of the
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(a) An example of a Fault Tree. (b) The ALARP carrot dia-
gram.

Figure 1 Foundations.

hazard’s possible consequences. Second, the probability of the hazard occurrence, which is
our concern in this paper. This is done usually by adding redundancy and/or improving the
elements of the system.

3 Related Work

Visualization of safety and security data in embedded systems is an emerging research topic.
With the growth of embedded systems and the growth of the data generated by fault tree
analysis, visualization is becoming an important method to ease and speedup the developer’s
analysis. In this section a brief overview about the state of the art is given.

3.1 Fault Tree Analysis
We mention only some of safety analysis methods/tools, because others mainly follow the
same principles. With the ESSaRel tool [10], users –usually safety analysts– can easily create
FTs and generate MCSs analysis results (model generation and analysis). Here, component
fault trees, gates, and BEs are visualized in 2D representations. However, the data generated
by the MCS analysis –which is considered important for analysis– are not visualized and are
represented in an external text file. This file includes some information of the MCSs such as
their BEs, the BEs names, and their IDs (Figure 2). It is clear the user has to search for the
FP of the BE from view (B) by clicking it to get view (D). Additionally, the names of the
BEs in view (A) are not equal to the BEs names in views (C) and (D), which makes the
exploration difficult. Further, there is no information about the MCSs’ FPs the analysts can
begin their search from. Therefore, the analyst has to find the other BEs of the examined
MCS to compute its FP. As a result, the time and effort for exploring this small data set
increases. In summary, the user has to navigate through the views to get simple informations
such as which MCS is the most risky one, and still, no information about how the BEs look
like or where they locate in the system is provided (especially if the naming of the BEs
are inconsistent, which is usually the case when having different developers or engineers).
Other tools/methods in safety analysis represent MCSs analysis data either in textual files
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4 CakES: Cake Metaphor for Analyzing Safety Issues of Embedded Systems

Figure 2 ESSaRel representations of a small sub-system containing 12 “minimal cut sets” with
text (left). Fault tree and basic events (right).

or tables with or without their FPs depending on the methods, such as FinPSA [24], RAM
Commander [1], FSAP/NuSMV-SA Safety Analysis Platform [6]. Relex Fault Tree Analysis
software [17] has a feature for highlighting minimal cut sets. However, some other do not
represent MCSs such as ISAAC [5] which is the new version of ”Enhanced Safety Assessment
for Complex Systems” (ESACS) [8]. In [15] the MCSs are represented as a subtree and in
[26] as textual notation.

3.2 Visualization

A 3D Carousel View design is presented in [23]. It takes the basic carousel model and
elaborates it to hold an arbitrary number of 2D items. Here, the interactions used are
spinning, zooming, and selection. Animation is included. Many video games use carousel
views for displaying menus. They are usually used to select an item from a small set of
items. The rotation begins slowly and the speed increases when the cursor gets close to
the edge of the screen. The placement of the items is given by logarithmic equations. To
avoid the problems caused by the clipping area, which causes difficulties for the users, they
made the far items transparent. This method is applied when performance efficiency is
not crucial. The Hierarchy based 3D Visualization of Large Software Structures ([3, 25])
presents a 3D visualization technique for the static structure of object-oriented software using
distributions of 3D objects on a 2D plane. They adjust the transparency of object surfaces
to the distance of the viewpoint to reduce the visual complexity. This method is used for
hierarchical data (software packages). These data are represented as nested hemispheres.
The TrustNeighborhoods: Visualizing Trust in Distributed File Sharing Systems in [9] is a
tool for visualizing document trust relationships in large scale distributed file sharing systems.
It uses a metaphor of a multilayered city to represent trust as geographic relations. It uses
a radial space-filling layout, with a 3D mode for exploration. The interactions applied are
dragging and dropping documents, overview and navigation, and smooth zooming (also called
“fly to”).
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3.3 Summary
In summary: almost all safety analysis methods/tools are powerful in creating FTs and
in generating the safety results (e.g., MCSs). However, analyzing the generated data
needs: -Navigation through the textual files (upwards and downwards) for comparisons, and
exploration. -Navigations through other views to compute or link the data together whenever
the information is not complete in the textual reports (e.g., ESSaRel). Additionally, there is
no information about the shapes and locations of the BEs. This implies that the user will
have difficulties finding the real world relation between the physical hardware components
and the fault trees and the MCS text representation. Finally, filtering these data according
to Failure Probabilities is cumbersome if not impossible. Therefore, we propose to visualize
the generated safety data to support the analysis.

4 Our Approach

In our approach both the benefits of the “Carousel View” [23] and the “Hierarchy 3D view”
[25] (Section 3) and a “simplified circle packing algorithm” [34] are combined and extended
to support our goal. In this work, the items are not only placed at the border of the table
as in [23] but also in the inner area of the circle for space efficiency. The transparency of
the containers (MCSs, Figure 5c in Section 4.3) depends on the user’s selection, not on his
distance as in [25]. Here, even though all the transformations are available, the users do not
need to navigate forward and backwards to explore the contents of the containers as in [25].
Additionally, the containers are placed in a symmetric fashion in the inner area of each level,
because the author in [28] pp. 192 shows that humans perceive symmetry as being important
and thus it provides a powerful organizing principle. In our case, a vertical view (2D view) is
sufficient to illustrate the MCSs that are the best candidates to be chosen first for analysis.
Additionally, a horizontal view (3D view) is used when the user selects a MCS to display the
physical parts related to the BEs in this MCS. Thus, the user is directly involved in the data
analysis process without the need to navigate through the system’s fault trees and text files.
The fault tree information is hierarchically structured, whereas the model information is flat.
Thus, we modified this data to get a hierarchical structure for the model information, because
naturally the model parts are in a hierarchical form. Then, we mapped the relationships of
both data domains, to get completely related data to work with. CakES is a multi-window,
or multi-screen system supporting different levels of focus and context at the same time.

4.1 Overview of CakES
In this section, the views and the interactions of CakES are be presented. There are four
views, one for interaction and switching the window focus and three for visualizing the data:
1. Model View: displays the system’s model being analyzed and its parts.
2. MCS View: displays the collection of MCSs, their probabilities, and the physical parts

related to their BEs, so this view contains the safety related data. Therefore, this view
contains the information of both the “text file” and the “Properties-Event” view of
ESSaRel as shown in Figure 2. Additionally, the shapes of the physical parts related to
the BEs and the overall FP of each MCS are shown. This information comes from the
model and is computed from the FT information. Finally, it also provides the overall
system’s safety.

3. Menu View: displays a menu and the safety data in values.
4. BE View: displays the physical parts related to the BEs that are contained in the selected

MCS, this is an auxiliary view for future usage.
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6 CakES: Cake Metaphor for Analyzing Safety Issues of Embedded Systems

(a) RAVON robot in the
model view.

(b) Outside the model. (c) Inside the model.

Figure 3 Part of RAVON robot displayed in the Model view.

Table 1 Keyboard interaction.

Keyboard’s buttons
Key Function

y, Y Rotate in +y, -y
x, X Rotate in +x, -x
z, Z Rotate in +z, -z
→ Move right
← Move left
↑ Move up
↓ Move down
PgUp Zoom out
PgDn Zoom in
b, B Translucent, Opaque
a, A Animate, Stop Animation
o and O Return to default position
s, S Spotlight on, off
PrntScrn Snapshot of the model view
ctrl + 1 Switching between standard and stereo view

4.2 Model View
In this view the model of the system being analyzed is displayed. For example, we have a
robot model called RAVON (Robust Autonomous Vehicle for Off-road Navigation) shown in
Fig 3a. This model is given in OpenInventor format [30]. OpenInventor is a C++ Object
Oriented 3D graphics API providing higher layer programming of OpenGL that helps in
efficient and convenient programming [22], [32]. The user can interact with the model using
keyboard, mouse, and space-mouse. The interactions provided are rotation and translation
such as zooming(z axis) and panning (x, y axis). These interactions are shown in the Tables
1 and 2. Further, the user has the ability to explore the model not only from the outside but
also from the inside by placing the near clipping plane in a suitable position. Figure 3 shows
an example.

4.3 MCS View
The Cake is our metaphor to visualize the failure probability (FP) of MCSs and the shape
of the physical parts related to their BEs. Figure 5c shows the MCS view. All examples in
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Table 2 Mouse and space mouse interaction.

(a) Mouse.

Mouse
Button Function

Left rotate
Right moving left & right
Scroll zoom in/out
Middle Return to default position

(b) Space mouse.

Space Mouse
Action Function

Roll, Pitch,
Yaw

Rotate in (x, y, z)

Move in x, y, z directions
Left button Return to default position

(a) A 2D view
(top view).

(b) A 3D view. (c) Placing MCSs depending on
their failure probability.

Figure 4 Levels background and MCSs placement in the MCS view.

this section (only for the MCS view) are generated from artificial data for demonstration
purposes. Two examples with real data will be presented in Section 5. The cake consists of a
maximum of three levels that reflects FPs ranges shown in Section 2. There are four FP
values that influence the number of levels displayed and the placement of MCSs: minimum,
border between lowest and middle range (lower border), border between middle and highest
range (upper border), and maximum. The first level, the one in the center, corresponds
to the lowest range of FPs, those between the minimum and the lower border. This level
includes MCSs with small FPs (could be considered as low risk MCSs). The second level
corresponds to the middle range between lower and upper border. This level includes MCSs
with higher FPs (could be considered as risky MCSs). The third level, the outer most one,
corresponds to the highest range of FPs, those between the upper border and the maximum.
This level includes MCSs with the highest FPs (could be considered as very risky MCSs).
The first level has the darkest gray, the second level has a lighter gray, and the outer level has
the lightest gray background. Figures 4a and 4b show the background coloring of the levels.
The reason for giving the outer level the lighter gray color is that the user would then be able
to directly concentrate on the most important level, which has the highest FPs [28] p. 143.
Each level contains a number of MCSs (represented as cylinders) that have a FP within its
range (Figure 4c). If there are no MCSs within the boundaries, then the level is empty and
will not be displayed. Examples having only one or two levels are shown in Figure 5. Each
MCS contains a certain number of BEs. The FP of a MCS is computed as the product of the
FPs of its BEs. The user can manipulate the levels and the MCSs placements by changing
the FP values using the menu sliders (Figure 9) described in Section 4.4. We computed the
placements of MCSs using the following equations: The radius of the MCSs plus an empty
distance around each MCS Rs is computed as: Rs = 0.5 + 1

8 . The radius of the ring holding
the MCS Rc is Rc = Rs · RingNo. The level radius Rh is Rh = Rs + Rc. The number of the
MCSs in a ring is given by mr = max(NoMCS) = π

arcsin Rs
Rc

. The number of MCSs in the
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8 CakES: Cake Metaphor for Analyzing Safety Issues of Embedded Systems

(a) One level. (b) Two levels. (c) Three levels.

Figure 5 3D MCS view while interacting with the menu sliders.

Figure 6 CakES: the MCS view. MCS view in 2D: With rings (left), With no rings (right).

level is mh =
∑
r∈ring mr. The number of MCSs in the cake is m =

∑
h∈levels mh Around

each group of MCSs a black ring is placed to improve the distinguishability and to reduce
any errors that could be caused by color contrast [28] p. 143. Figure 6 shows the view with
and without rings, respectively. Table 3 shows the coloring of the MCSs in each level. The
color vision deficiency entries work for Protanopia, Deuteranopia, and Tritanopia. Since the
cyan has a level of green and blue, the blue-yellow problem of the Tritanopia type is avoided.
Further, the red-green problem of the Protanopia and Deuteranopia type is solved, because
red and green are not neighbors in the visualization (Figure 7). We added two different
saturation levels to the MCSs colors, to provide more visualized details about the FPs of
the MCSs to the users. These saturation levels are computed using the logarithmic mean
of the range. High saturation is assigned to the upper part and low saturation is assigned
to the lower part of this division. Figure 8 (right) shows MCSs of the second level of the
cake (yellow) having different saturation values, where the MCSs having less saturation are
the ones with less importance than the others in the same level. The MCSs of the first level
are fully saturated blue and the ones of the third level (that contains red MCSs) are less
saturated. The BEs of a MCS relate to both hardware and software parts. The physical
parts related to the BEs of the fault tree are visualized inside each MCS to give the user
the relationship between the cake’s view and the BE view. Figure 8 shows two parts of
the control box of RAVON in the selected MCS. The positioning of the BEs in the MCSs
depends on the number of the BEs in a MCS. From our safety experts we know that the most
important MCSs are the ones having 1-3 BEs. For example, for a single point of failure there
will be a MCS with only one BE. This case is the most risky one, because the possibility
for this MCS to occur is higher than the MCS that has two or more BEs, etc. However, we
visualized a maximum of six BEs of MCSs that have six BEs or above to provide tolerability.
Let x, y, z be the coordinates, h be the height of the MCS’s cylinder in y direction, and n be
the number of the BEs in a MCS. Then, the following equations are used for the placement
of BEs depending of their number of BEs. If n = 1, then it will be placed in the center of the
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Table 3 Coloring.

Risk level Normal vision Color vision deficiency

Low Blue Cyan
Medium Yellow Yellow
High Red Orange

Figure 7 Cake using colors adapted to Protanopia, Deuteranopia, and Tritanopia.

MCS (x, y, z). If n = 2, they will be placed in a straight line, on points (x, y ± 1
4 · h, z). If

n = 3, they will be placed in a triangle, on points (x − 1
2 · r, y ± 1

4 · h, z) and (x + 1
2 · r, y, z). If

n = 4, they will be placed on a polygon, on points (x∓ 1
2 ·r, y ± 1

4 ·h, z). If n = 5, they will be
placed in the form of a cross, on points (x ∓ 1

2 · r, y ± 1
3 · h, z) and (x, y, z). If n = 6, they will

be placed on the six corner points of a polyhedron (x ∓ 1
2 · r, y ± 1

3 · h, z) and (x, y, z ± 1
2 · r).

The most common approach for an analysis is to start with an overview and then to zoom
into details as needed. The cake can be rotated using the same interactions as the model
interaction. Two types of zooming are available in this view: spatial and semantic zooming.
This approach is supported by providing the data at different levels of granularity. Using
spatial zooming, the cake can be enlarged to pick the required MCS. Picking is done by (ctrl
+ left mouse button) and invokes a semantic zooming. When this is done, the MCS becomes
transparent, the inner contents of the MCS will appear (BEs), the BEs are also displayed in
the BE view, and the related parts in the model are highlighted.

4.4 Menu View

The menu view is primarily used for interaction. There are three interaction areas in the
menu. The first area ((A) in Figure 9) consists of four buttons. Three of them can be used to
select the views in focus and one terminates the application. The second area ((B) in Figure
9) consists of four range sliders with logarithmic scale. They determine the minimum, lower
border, upper border, and maximum probabilities of the levels (Section 4.3). The sliders act
as filters allowing to select FP ranges dynamically depending of the standard of the system
being analyzed. Changing the values removes those MCSs from the view that are below the
minimum or above the maximum FP. Further, MCSs are assigned to different levels when
the borders are changed. Finally, two radio buttons in the third area determine whether to
use normal coloring or colors adapted to a certain color vision deficiency type. We reduced
the size of the menu in the figure for demonstration purposes. The second function of the
menu is to display additional information. Statistical quantitative information of the safety
file is provided, such as the number of MCSs and the number of BEs in the system. Further,
if the user selects a MCS, its size (number of BEs it contains), its FP, and information about
its BEs are displayed. The information about the BEs includes their ID, name, and FP.
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10 CakES: Cake Metaphor for Analyzing Safety Issues of Embedded Systems

Figure 8 MCS view. (right) Saturation difference in the second level. (middle and left) Two
parts of the controller box related to the BEs shown in the selected MCS.

4.5 BE View

The BE view has a direct relation to the cake and to the model view. In this view, the
hardware parts related to the BEs of the selected MCS in the MCS view are displayed. This
view shows these parts in more detail. As in the MCS view, a maximum of six BEs are
displayed. This view is an auxiliary view for future requirements. The interaction is the
same as in the MCS and the model view.

5 Example using Real World Data

We applied our method to a real model in the context of the ViERforES project [27] funded
by the German Federal Ministry of Education and Research (BMBF). It aims at optimizing
the analysis of safety, security, and reliability aspects of embedded systems. The Robotics
Research Lab of the University of Kaiserslautern, Germany [33] provides the Robot RAVON
(Robust Autonomous Vehicle for Off-road Navigation) [16]. This complex embedded system
is analyzed and tested using fault tree analysis (FTA) by safety analysts in the software
engineering department. The results were fault trees containing basic events and additionally,
after applying a MCS analysis, a list of minimal cut sets (540 MCSs) and their BEs. We
adapted the system to two different environments. The first consists of a standard monitor
and a stereo monitor (Section 5.1). The second is a tiled wall display (Section 5.2).

5.1 Standard and Stereo Monitor

This configuration consists of a standard monitor with 1920×1200 pixels and a Zalman
Trimon passive stereo monitor with a resolution of 1600×1050. The computer has an AMD
Phenom™ Quad-Core Processor with 2.60GHz, 3.25 GB of RAM, and an NVIDA GeForce
GTX 280 graphics card. A 3Dconnexion Space Navigator is used for interaction. The multiple
window system is used in an environment with two monitors (two standard or one standard
and one stereo). The model view is displayed on the second monitor that is either a standard
or a stereo monitor, and the three other views are displayed side-by-side on the standard
monitor as shown in Figure 10. Here, a yellow MCS is selected in the MCS view as shown
in Figure 10a (right). The hardware components associated with these BEs are displayed
in the BE view (middle). Information about the BEs in the selected MCS is displayed in
the menu view (left). Additionally, the consequence of this selection is shown in the model
view automatically (Figure 10b). Here, the Ravon model is displayed on the second monitor,
either in normal or in stereoscopic view. The BEs from the MCS that was selected in the
MCS view (Figure 10a) are opaque, while the rest of the model is transparent.
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Figure 9 Menu view.

5.2 Tiled Wall
The 3 × 3 tiled wall consists of 9 displays that are connected to 5 computers. It is a multi-
screen environment shown in Figure 11. The top 6 screens display the model view and the
bottom 3 screens display the menu view, the BE view, and the MCS view (from left to right)
as shown in Figure 11. As a result, this visualization can work in any environment having
different views, windows, or screens.

6 Reasons for Some Choices

Our choices for the visualization metaphors are based on the following considerations. Having
MCSs in different sizes, i.e., if a MCS has more BEs then it is larger, is better to be avoided.
Large MCSs will have mostly a lower importance, since the probability of a MCS is calculated
as the product of its BEs probabilities. Therefore, even though they have larger sizes, they
are less critical. Assigning a small size to a MCS having a large number of BEs and vice
versa causes a counter-intuitive visualization, that we wanted to avoid. Having only six
BEs visualized in a MCS is sufficient, for the same reason described above. Whenever a
MCS has more than six BEs, it is most probably not critical. In addition, when visualizing
more than six BEs, the sizes of these elements will decrease too much and will no longer
be distinguishable. Finally, MCSs having more than six BEs are crowded. Having MCSs
visualized as cylinders avoids lines crossing on the surfaces of polygonal shapes that will
partially occlude the shape of the BEs inside the selected MCS. Additionally, spherical shapes
limit scalability and waste the surface area that could be used in the case of cylinders with the
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12 CakES: Cake Metaphor for Analyzing Safety Issues of Embedded Systems

(a) The menu (left), the BE (middle), and the
MCS view (right).

(b) The Ravon model on a standard monitor.

Figure 10 CakES on standard monitors.

Figure 11 The CakES system on a tiled wall.

same radius. Having spaces between the cylinders enables the user to move freely inside the
cake, reduces over crowdedness of MCSs, and eases the user’s ability to distinguish between
the BEs in the MCSs, when a MCS is selected. According to the risk acceptance diagram
(Section 2, Figure 1b, [19]) there are three levels: Negligible, Tolerable, and Unacceptable.
Therefore, we prefer having three levels of risks in the cake. Using different saturations for
the same level increases the granularity inside each safety level. This helps the user to find
the most critical MCSs. Neither 2D nor 3D text is used to avoid the drawbacks of text in
3D environments. For example, having text on top of the MCSs is only clearly visible to
the user, when the scene is vertical, however, when the scene is not vertical, the text is less
readable. Additionally, if we repeat the text many times or if we hang the text close to the
MCSs, the scene will get crowded, even if the number of MCSs that are visualized is small.
Finally, when zooming out, the text and textures become unreadable and the exploration
will become difficult. As we will analyze systems having a large number of MCSs (normally,
more than a hundred), having a unique color for each MCS is not feasible. According to [28],
the amount of colors being easily distinguishable lies between five and ten different colors.
For the same reason, textures are also not used.
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Figure 12 MCS view needs ordering.

7 Informal Expert Evaluation

An informal expert evaluation was performed on this approach by a group consisting
of specialists from the domains software engineering, interaction, engineering (robotics
department), and safety analysis, as well as information visualization. The aim of this
evaluation was to get as much feedback as possible to improve our approach for the need
and the questions of the experts of the different fields. The final feedback from this group
was used to enhance the visualization in various aspects. They observed and suggested the
following:

The cylinders are not smooth.
There are occlusions in the MCS view, because of the distortion.
The most important MCSs should be in the first level, so the placement of the important
and less important MCSs in the MCS view should be exchanged.
It is better to have the MCSs in order from inside to outside, so the user can get a feeling
about the importance degrees between them.
The MCSs should be sorted depending on their probabilities.
The color of the least important MCS should be green instead of blue in agreement with
standard dependability requirements.
Show clearly the connection between BEs and physical parts.
Have a bigger, clearer text font in the menu.
The interaction with the sliders are difficult.

As a conclusion, we should enhance our method based on this feedback.

8 Future Work

We plan to improve CaKES by taking the recommendations of the informal expert evaluation
into account. Especially, ordering the MCSs by their probabilities in each level level would
be beneficial. Figures 11 and 12 show the problem of unordered data. This would even
increase more, if the data is large. Further, we would like to apply our approach to other
display configurations, e.g., CAVE environments. Additionally, we will perform a user
study and examine the usefulness of CakES. improve the sliders usability. Because the
transparency caused delay in the interaction we need to change it to another function or
by using a transparency node. Therefore, we changed to the SORTED_OBJECT_BLEND
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transparency type. Finally, we want to test our approach using other examples from
ViERforES and related projects.

9 Conclusion

From the related work, we found that it is necessary to come up with new approaches and/or
visualizations to explore the results of safety analysis, because these results are complex
and/or large in nature. Additionally, the information about the geometrical location of
the events that cause failures to the system and that are most significant to the embedded
system is important. The CakES metaphor provides the user with the ability to explore
data with more than five different levels of focus and context: the model, a combination of
the MCSs’ Failure Probability, the components of each MCS, the BEs’ Failure Probability,
and the shape and the locations of the BEs in the model. Linking the views shows the
relationship of the data in a realistic interactive approach. This work draws immediate
attention to the most important MCSs of the embedded system that cause its failure. The
user (a safety analyst and/or an engineer) can apply this solution in different environments
such as standard monitor configurations, tiled wall, and the combination of standard and
stereo monitors [12]. To our knowledge, we introduced the first 3D representation for safety
analysis features, linking the existing knowledge of this domain with the engineering domain’s
knowledge reducing the time of searching for relevant information, and leading to a reduction
of human errors, effort, and cost. Additionally, CakES provides the ability of collaboration
between specialists in different domains (e.g., safety analyst and robotics engineer). Finally,
after gaining experience in either domain the specialists could efficiently work alone exploring
and judging how to choose the parts to maintain and the parts to replace depending on their
importance.
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Abstract
We present a topology-based segmentation as means for visualizing 2D symmetric tensor fields.
The segmentation uses directional as well as eigenvalue characteristics of the underlying field
to delineate cells of similar (or dissimilar) behavior in the tensor field. A special feature of the
resulting cells is that their shape expresses the tensor behavior inside the cells and thus also
can be considered as a kind of glyph representation. This allows a qualitative comprehension
of important structures of the field. The resulting higher-level abstraction of the field provides
valuable analysis. The extraction of the integral topological skeleton using both major and minor
eigenvector fields serves as a structural pre-segmentation and renders all directional structures
in the field. The resulting curvilinear cells are bounded by tensorlines and already delineate
regions of equivalent eigenvector behavior. This pre-segmentation is further adaptively refined
to achieve a segmentation reflecting regions of similar eigenvalue and eigenvector characteristics.
Cell refinement involves both subdivision and merging of cells achieving a predetermined resolu-
tion, accuracy and uniformity of the segmentation. The buildingblocks of the approach can be
intuitively customized to meet the demands or different applications. Application to tensor fields
from numerical stress simulations demonstrates the effectiveness of our method.
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1 Introduction

Tensor fields occur in engineering and scientific simulations, either as intermediate product or
as final result. Mostly, the analysis of the resulting data is based on scalar fields derived from
these tensor fields. Since this approach often is insufficient to understand the entire physical
process, there is an increasing interest in the analysis of tensor data itself. The wealth
of information contained in tensor data, however, induces high data complexity making
visualization, analysis, and finally understanding of the data a challenging problem. In
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(a) (b) (c)
Figure 1 (a) Close up: Extraction of integral topological skeleton for pre-segmentation into cells

of equivalent eigenvector behavior. (b) Color coding of scalar field reflecting the eigenvalue fields.
(c) Adaptive segmentation into regions of similar eigenvector and eigenvalue behavior.

addition, researchers often do not exactly know what they are looking for, before getting
used to the data. This lack of specific questions limits the use of feature extraction methods
to reduce complexity. Thus, the goal is to provide an overview of the data without missing
important details and without overwhelming the observer at the same time.
An essential step to reduce the amount of information is a segmentation that separates the
field into regions of similar characteristic behavior. This higher level of abstraction allows a
top-down exploration of the given dataset. Additionally the segmentation can be considered
as a basis for visualization techniques using textures and glyphs.
This paper proposes a 2D tensor field segmentation guided by eigenvector and eigenvalue
characteristics. Since the tensor is uniquely defined by these invariants, the segmentation
gives the domain experts insight into the tensor field as a whole. The segmentation process
consists of two steps:

Extraction of the integral topological graph considering both eigenvector fields to provide a
pre-segmentation, explained in Section 4. Thereby, the aim is not to show the correct
topological structure but to use it as a basic frame, see Figure 1(a).
An adaptive segmentation workflow using the eigenvalue fields to coarsen and subdivide
the initial segmentation, explained in Section 5. The workflow consists of a set of building
blocks, which can be flexibly combined to meet specific needs of the user or application,
see Figure 1(c).

The adaptive refinement process of the segmentation is guided by the definition of a scalar
invariant as similarity or dissimilarity measure, see Figure 1(b). Depending on the application,
a variety of scalar invariants can be used. For example, anisotropy and maximum shear
stress reflect the relation of eigenvalues and are of high importance in many applications. A
generalization of the notion of anisotropy to non-positive definite fields allows us to extend
our analysis to all tensor fields. In our approach, several dissimilarity measures can be flexibly
applied either by themselves or as combinations.
The resulting segments themselves in the final segmentation can be considered as visualization
glyphs in form of tiles. They are bounded by tensor lines which allows immediate interpreta-
tion of the eigenvector behavior within and color coding renders the eigenvalue characteristics
in the segments. The geometry of the resulting segments is represented explicitly and offers
statistical enquiry of properties inside each cell.
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Section 5 explaines the basic concept by the implementation of a focus+context visualization.
The segmentation is adapted to the demanded accuracy concerning eigenvector and -value
similarity and to the given resolution of the displayed domain. Finally the extraction of
degenerate regions in the field demonstrates the flexibility of the concept. Building blocks
of the basic approach are adapted to a strategy capturing these often numerical unstable
entities in tensor fields. The directional expression is weak, the only interest in these regions
is in the isotropic behavior of the eigenvalues.
There has been a lot of recent research in extraction, simplification and visualization of tensor
field topology, on which this work builds. Although, these methods extract valuable structural
information from the eigenvector fields, they ignore the importance of the eigenvalues. The
gap caused by the lack of interpretation of features in the eigenvalue field leads to decreased
use of tensor topology in analysis. This work bridges this gap by providing a complete
interpretation of the tensor field using the features present in both, the eigenvector as well
as the eigenvalue fields. Its effectiveness is demonstrated using data sets from structural
engineering, see Section 6.

2 Related Work

Still, the most common analysis methods for tensor fields are built on derived scalar fields.
While this approach is often helpful it is not always sufficient. Due to the demand for
tools representing the entire tensor information a variety of visualization methods have been
developed. Since tensor fields have very application specific characteristics, these methods
often are designed for concrete applications. Most efforts have been put into tensors from
diffusion tensor imaging (DTI) and mechanical engineering applications, which is the focus
of our work. In this area existing methods can roughly be classified into glyph-, texture- and
topology-based methods.

Glyphs represent a direct visualization approach displaying tensor values in selected
points. Related research issues are focused on the definition and placement of glyphs. Glyphs
that are commonly used are ellipsoids, Haber glyphs [8], or superquadrics [12]. Different
placement strategies are used to maximize the information displayed per image [7, 13]. A
representation of tensor values on one-dimensional lines are hyperstreamlines. They are
strongly related to streamline methods used for vector fields. They were introduced by
Delmarcelle and Hesselink [6] and have been utilized in a geo-mechanical context by Jeremic
et al. [11]. While glyphs are appropriate for characterizing single tensors, they are limited to
low resolution and fail to give insight into the structure of the entire field. A more continuous
view onto 2D fields can be obtained using tensor splats [3], or textures based on line integral
convolution [9, 24].

For DTI , a lot effort has been put into tensor field segmentation, mostly with the goal of
brain segmentation. Extending methods from image segmentation and clustering, the central
research topic is the definition of an appropriate dissimilarity measure for tensors. Proposed
methods range from active contours [21] and level sets [26] to graph-cut algorithms [23, 27].
Used metrics are the angular difference between principle eigenvector directions, or standard
metrics considering the entire tensor, like the Euclidean or Frobenius distance. Recently,
Wang et al. [21] introduced a distance measure from information theory designed for Gaussian
distributions. Although, it is a good representation of the diffusion tensor characteristics,
it is limited to positive definite tensors. A segmentation designed for meshes based on the
curvature tensor was introduced by Lavoue et al. [15]. Vertices are clustered according to
their principal curvature values using a k-means classification. The boundaries of resulting
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cells tend to be parallel to lines of minimum curvature but do not exactly represent the
principal directions.

Methods concerned with the segmentation of general tensor fields are based on tensor field
topology. They concentrate on the structure of the eigenvector fields neglecting the scalar
entities. The idea of using topological methods to analyse the structures of 2D tensor fields
goes back to Delmarcelle [5] and Lavin et al. [14] and builds the basis for the method proposed
in this paper. They have introduced the topological skeleton consisting of degenerate points
and connecting tensor lines as central features. Following this work, much effort has been
put in simplifying and tracking of the resulting structures [19]. Alliez et al. [2] have proposed
an application to curvature tensors for polygonal remeshing of surfaces. Zheng et al. [25]
have initiated work in 3D tensor topology. Their analysis shows that in three dimensions
degenerate features form one-dimensional structures. An eigenvector-based interpolation as
basis for the topology extraction is proposed in [10]. An integral topological skeleton using
both eigenvector fields has been used for a directional field segmentation in [17].

3 Basics and Notations

This section summarizes the basics for this paper. Definitions and notations are restricted to
2D tensor fields of second order, since they are the topic of this work. For a more complete
and formal definition of tensors we refer readers to [22].

3.1 Tensors and Tensor Field

A tensor is a type of geometrical entity that generalizes the concept of scalars, vectors, and
linear operators in a coordinate-independent fashion. With respect to a given basis of IR2,
a tensor T can be expressed by a 2 × 2-dimensional matrix of real numbers. T is called
symmetric if for any coordinate basis, the corresponding matrix is symmetric. A tensor field
over some domain D ⊂ IR2 assigns to every point P ∈ D a tensor T(P ). In the rest of the
paper, we will refer to symmetric 2D tensors of second order as tensor.

A tensor T is fully represented by its eigenvalues λ, µ and corresponding eigenvectors ↔v
and ↔w , implied by the eigenvalue equations T· ↔v= λ· ↔v and T· ↔w= µ· ↔w. The names λ and
µ are assigned in a way, such that always λ ≥ µ. Since the multiplication of an eigenvector
by any non-zero scalar yields an additional eigenvector, eigenvectors should be considered
without norm and orientation, which distinguishes them from classical vectors. We use ↔v
and ↔w when referring to eigenvectors to allude to the fact that they are bidirectional. We use
v and w when referring to vectors representing normalized eigenvectors with an arbitrarily
but fixed direction, e.g., using the unmodified results of the numerical computation used to
generate them. The direction of w is defined in such a way that v and w form a right-handed
system. Eigenvalues are computed by solving the characteristic equation, which is a quadratic
equation in λ: |T−λI| = 0, where I is identity matrix. For symmetric tensors, the eigenvalues
are real, and the eigenvectors are mutually orthogonal. The eigenvector corresponding to the
larger eigenvalue is called major eigenvector. Analogously, the eigenvector corresponding to
the smaller eigenvalue is denoted as minor eigenvector. If both eigenvalues are positive, the
tensor is called positive definite. Examples for positive definite tensor fields are diffusion
tensor fields. Stress and strain tensor fields are in general not positive definite.
Integrating the eigenvector fields results in two orthogonal families of continuous curves.
These curves are called major (red) and minor (blue) tensorlines according to the eigenvector
field integrated. These tensorlines are used to bound the cells of the segmentation.
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3.2 Tensor Field Topology
Similar to vector fields the structure of eigenvector fields is represented by their field topology.
It defines a skeleton consisting of distinguished points (degenerate points), and connecting
edges (separatrices). In this work, the topology of both eigenvector fields is considered as one
integral tensor field topology. In the following, we shortly resume the basics of tensor field
topology, concentrating on the aspects that we need later on. A more detailed discussion on
this topic is given in [5, 17, 20].

Degenerate points – definition At most points in a tensor field, both eigenvectors are
defined uniquely; each assigned to one eigenvalue. However, this is not the case for points
with identical eigenvalues, that is λ = µ. These points are called degenerate or isotropic
points. This means the tensor is proportional to the identity matrix and all vectors are
eigenvectors. They are the only location where tensorlines of the same color can intersect.
Mostly, degenerate points appear as isolated points but also degenerate features of higher
order are possible. These are degenerate lines and triangles. Degenerate points in tensor fields
are equivalent to critical points in vector fields. However, due to orientation indeterminacy
of tensorlines, these points exhibit structures that are different from the structures seen in
vector and scalar field topologies, respectively.

Degenerate point – classification The field behavior in the vicinity of degenerated entities
is characterized by a number of specific sectors. These sectors are separated by distinguished
tensorlines which enter the degenerate point radially. The following behavior is possible, see
Figure 2:

A hyperbolic sector is bounded by one red and one blue radial line: Tensorlines in this
sector approach, sweep past the degenerate point and leave the sector through one
bounding radial line.
A parabolic or radial sector is bounded by two radial lines of the same color: In this sector
tensorlines of this color, start from the degenerate point and then diverge. Tensorlines of
the opposite color enter and leave the sector through the bounding lines.
An elliptic sector is bounded by one red and one blue radial line: Tensorlines in this
sector start from the degenerate point, and leave the sector through one of the bounding
lines.

A criterion to classify the sectors is the rotation angle of the eigenvectors ∆α, in comparison
to the opening angle of a sector ∆Θ, for more details we refer to [17, 18].

∆α =


∆Θ radial, concentric
∆Θ− π/2 hyperbolic
∆Θ + π/2 elliptic

(1)

Separatrices Radial tensorlines bounding hyperbolic sectors are called separatrices. They
constitute the edges of the topological graph. The graph defined by the two eigenvector field
builds the basis for the following segmentation algorithm.

3.3 Interpolation
Usually, tensor datasets represent a discretized tensor field, given on uniform or non-uniform
grids which we store on a triangular mesh. For the extraction of topology and the integration
of tensorlines, a linear eigenvector and eigenvalue interpolation is used [10]. The insertion of
new vertices in degenerate points makes sure that a consistent eigenvector interpolation is
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elliptic
 - elliptic

hyperbolic
 - hyperbolic

radial
 - concentric

radial tensor lines

Figure 2 The neighborhood of a degenerate point is characterized by a number of sectors with
specific behavior.

possible inside each triangle. The eigenvectors at these points are set to zero. The problem
of eigenvector orientation is resolved by introducing edge labels, which encode the relative
orientation of the calculated eigenvectors v and w in adjacent vertices. After computing
these edge labels once, simple vector interpolation can be performed inside the triangles. The
additional vertices together with re-triangulation lead to an increased number of degenerate
entities of higher dimensionality when compared to linear interpolation of tensor components.
This interpolation method has been chosen for performance reasons. It minimizes the number
of eigenvector computations and makes an exact integration of the tensorlines possible. The
interpolation can be easily replaced with any other consistent tensor interpolation, leading
to slightly different results.

4 Initial Segmentation

In this section, we describe the steps leading to the initial segmentation of tensor fields using
the topological skeleton. The degenerate points and intersections of the separatrices in both
major and minor eigenvector fields define the vertices of the cells and the separatrices form
the edges.

4.1 Topology Extraction
We extract the topology of the tensorfield using linear interpolation of eigenvector fields,
given in Section 3.3. Alternatively, one can use other interpolation schema, e.g. [19]. Here,
we summarize the steps taken for the topology extraction, which is described in detail in [17].

Location of degenerate points – The product of the edge labels, introduced for the interpola-
tion, offers a simple criterion to detect triangles that contain degenerate points. The location
of an interior degenerate point only depends on the eigenvector directions in the vertices
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D D
D

(a) (b) (c) (d)

Figure 3 Cells defined by the topological skeleton: (a) regular cell without any degenerate points,
(b) hyperbolic sector, (c) parabolic sector, and (d) elliptic sector.

Pi, i = 1, 2, 3 of the triangle. It is defined as the intersection of connections of the vertices
and their so-called opposite points Oi. These are points on triangle edges ei opposite to Pi,
in which the eigenvector directions voi and woi are orthogonal to the eigenvector directions
vi and wi.

Determination and classification of radial directions – The neighborhood of a degenerate
point is characterized by segments separated by radial tensorlines. For linear eigenvector
interpolation, the radial tensorlines are straight lines defined by their intersection with
the edges of the triangle. For the skeleton computation, only the radial lines which are
boundaries of hyperbolic sectors are relevant. The classification is computed using Equation 1.

Non-isolated degenerate points – Degenerate entities like degenerate lines, polylines and
triangle, can be treated similar to isolated degenerate points. The eigenvector field inside
triangles adjacent to degenerate lines or triangles is constant. Thus, from a structural point
of view, it is enough to consider the vertices of the polylines line as degenerate points. The
sectors can be classified using the same angle criteria as for isolated degenerate points. While
these configurations are rather rare in tensor fields for the component-based interpolation,
they appear frequently for the eigenvector-based interpolation.

Separatrix computation and termination conditions – To complete the topological skeleton,
relevant radial directions are integrated. The tensorline evaluation is done triangle-wise using
4th order Runge-Kutta. Eigenvector-based interpolation also allows an exact integration [16].
Following termination conditions are implemented to obtain a cleaner skeleton: (a) The
separatrix leaves the domain. (b) The separatrix gets close to a degenerate point, line or
triangle. (c) The separatrix describes a circle or spiral and passes itself closely in parallel
integration direction. Separatrices are stored as polylines.

4.2 Cell Generation
After computing the topological skeletons for the major and minor eigenvector fields the
intersections of the red and blue separatrices define the cells of the pre-segmentation. To
increase the efficiency of these computations, every triangle keeps track of all separatrices
passing through it. Thus, only the triangles that contain at least one red and one blue line
are considered to compute the intersections. The vertices of the resulting curvilinear cells
are either red-blue intersection points, degenerate points, or intersections of tensorlines with
the boundary. They exhibit one of the following basic structures, see Figure 3:
1. Cells without a degenerate point are quadrangular with two red and two blue tensor lines
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as boundary, in an alternating order. All red tensor lines passing through this segment
enter at one blue boundary and leave the cell at the opposite boundary. All intersection
angles are orthogonal.

2. Cells with one degenerate vertex lying in a hyperbolic sector are quadrangular. The angle
at the degenerate point is in general not orthogonal.

3. Cells having a degenerate point in one vertex, lying in a parabolic segment, degenerate
to a triangular shape.

4. In elliptic sectors, cells with either two or three vertices are possible.
5. Cells containing degenerate lines as edges can exhibit all kinds of complicated structures.
The edges of the cell are segments of the separatrices and hence are represented as polylines.
The edges are ordered in counterclockwise orientation of the cell, and stored in a doubly-linked
list, for efficiency in finding neighbors to the cell and adjacent edges in a cell. Each edge is
represented using a half-edge data structure.

4.2.1 Half-edge Data Structure
A half-edge data structure [1, 4] is an edge-centered data-structure that maintains spatial
information of vertices, edges and cells. Each edge is shared by two cells. An edge can also
be considered as two opposite directed half-edges, called twins. Each half-edge stores its start
point, the end point of a half-edge however is determined indirectly by referencing to the
start point of the twin. The prime advantage of using this data structure is that a half-edge
and its corresponding cell share a one-to-one relationship. Consequently, neighbor-searches
and an iteration through the cells become very efficient.

Half-edge twins always belong to the same separatrix, except in the cases when the
edges are part of either boundaries or degenerate lines. As separatrices are represented by
polylines, the half-edge data structure is represented by polylines. Our implementation using
CGAL [1] additionally has to support irregularities in the cell layout, namely T-junctions or
hanging nodes, where twins have an n:m relation, such that they share common points of
the separatrix polyline but do not share the same start and end points, see Figure 4(a). To
resolve the issue of continuities in irregularities, our half-edge data-structure is modified as
follows: (a) We store pointers to points representing the current edge; (b) Two sets of twins
are supported for each edge - (i) a geometric twin: a single edge to identify the geometrical
limits of the edge and (ii) neighboring twins: an array of twins to identify all neighboring
cells in case of hanging nodes. The geometric twin of an edge is the flipped image of the edge
with respect to its starting and end points, which would ideally be the twin but necessarily
need not exist in the topological skeleton. The neighboring twins of an edge is the segmented
set of the first twin, which are the edges that actually exist in the skeleton. In the absence of
hanging nodes, the second set is a singleton set of the first twin.

4.2.2 Creating Cells from Topological Skeleton
The actual cell creation process involves physically creating the half-edges from the topological
skeleton, and using them to build the curvilinear cells. Starting with a single cell as a seed
cell, its neighborhood is grown to find the entire set of cells. Convex cells can be found
by a strict rotation angle criteria at the vertices in a counterclockwise orientation. The
remaining non-convex cells in the vicinity of degenerate lines or triangles are found by
implementing a greedy walk of finding consecutive half-edges that are not associated with
any cells. Consecutive half-edges are all that have the current half-edge’s end point as start
point.
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5 Adaptive Segmentation Workflow

The segmentation resulting from the topology already decomposes the domain in regions
where the eigenvector fields have a qualitatively similar behavior, but it does not yet fulfil
all our criteria for a good segmentation. To represent the entire tensor information also
the scalar invariants based on the eigenvalues have to be considered. This is achieved by
adaptively modifying the cells, characterized by a specified degree of similarity with respect
to eigenvalue behavior.

The segmentation strategy on the initial cell structure builds on two basic operations:
Coarsening: Cells that do not exhibit enough structural information on their own get
merged with adjacent cells.
Subdivision: Cells which exceed the defined criteria of similarity are subdivided by new
tensorlines.

Due to divergence and convergence of tensor lines, adaptive segmentation inevitably causes
occurrences of hanging nodes in the edges. To keep these irregularities to a minimum, a
growing strategy where we continue to merge or subdivide on consecutive cells as long
as possible and necessary, see Figures 4(b,c). Algorithms for coarsening and subdivision
operations are described in Section 5.3.

To guide the modification process by eigenvalue behavior one or more scalar fields are derived
from the initial tensor field, which directly render the eigenvalue behavior, see Section 5.1.
The degree of similarity and the need of modification is represented by weight functions
defined on the edges of the cells, see Section 5.2. These edge-weights evaluate the derived
scalar field but also reflect geometric properties of the cells. Combined with data dependent
thresholds the edge-weights serve as decision basis whether cells have to be merged or
subdivided. Further the edge-weights help to steer the modification by importance, as their
values directly offer prioritisation to achieve a smooth segmentation. Using edge-weights for
decision-making is an efficient choice as edges are one-dimensional structures, on which the
weights are computed.
To extend the capabilities of the adaptive segmentation process, it is designed to have a
high degree of flexibility to customize the workflow. For example using this segmentation
as preprocessing step for glyph placement would have different demands than using it for
texture mapping. We define the variables for customizing the workflow of the adaptive
refinement as:

Operations: The operations of the refinement, namely coarsening and subdivision, are
the modules of the workflow. They can be repeated and the workflow customized by
choosing the number and the order of implementation of the operations.
Control Parameters: The control parameters of the refinement are the chosen edge-
weights, the considered scalar fields and the thresholds defined by the demanded accuracy
and resolution. The choice of these control parameters impact the priority queues used
for the implementation of the operations.

The remainder of this section first presents the operations and control parameters of the
approach. Then the basic workflow is demonstrated by calculating a segmentation of the
tensor field. The segmentation follows accuracy towards tensor invariant similarity as wells
as geometric criteria. Implemented as focus + context visualization, the refinement process is
stopped for cells whose size falls below a value proportional to the resolution of the displayed
domain. This provides an overview of the field, on demand the user can specify a focus
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Figure 4 (a) T-junction or hanging node, where neighboring twins in half-edge structure have an
n:m relation. Adaptive refinement operations: Recursive strategy for avoiding hanging nodes in (b)
coarsening of cells, and (c) subdivision of cells started by insertion of new tensor line.

region to view further detail, see Section 5.5. The flexibility of the approach is finally shown
by the extraction of degenerate regions, see Section 5.6.

5.1 Choice of Scalar Field
Several scalar fields can be considered as basis for the refinement depending on the specific
application. We can either use both eigenvalue fields, an anisotropy value, the maximum
shear stress (which is related to the anisotropy) or other tensor invariants.
Maximum shear stress S is defined as

S = |λ− µ| (2)

For the anisotropy we propose a generalized notion of fractional anisotropy FA∗, which can
also be used for non positive definite tensors.

FA∗ =

√
(λ− µ)2

λ2 + µ2 +A2 (3)

The positive constant A is added to the denominator, which eliminates the discontinuity
close to zero for λ, µ ∈ IR. This results in low anisotropy values for tensors with eigenvalues
of different sign but small absolute value. The values of FA∗ range from 0 to 1.

5.2 Edge-weight Definition and Thresholds
A set of pre-defined functions as weights assigned to the cell edges is provided. It consists of
geometric measures representing the current cell size and shape as well as similarity measures
for scalar fields derived from the tensor field. This set can be extended by user-defined
functions. The dominant use of geometric edge-weights favours a more uniform segmentation,
whereas the scalar field based weights lead to a higher adaptivity towards accuracy in
eigenvalue similarity. In the following two weights of each class are proposed. These weights
can be arbitrarily combined.
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Let e be an edge of a cell consisting of k segments (xi,xi+1), by the virtue of being part of
a polyline, where xi is the position of the ith point on the edge. Further, let s be a scalar
function defined along the edge and si = s(xi).

Variance of scalar values s(xi) on the edge wv(e):

wv(e) =
∑k

i=1
(sxi
−s̄)2‖xi+1−xi‖∑k

i=1
‖xi+1−xi‖

, where s̄ is the mean of s along e.

Absolute difference of minimal and maximal scalar value along the edge wd(e) = abs(smin−
smax).
Edge length wl(e) =

∑k
i=1 ‖xi+1 − xi‖.

Change of eigenvector direction along the edge wc(e):
wc(e) =

∑k
i=1 |∠(vi,vi+1)|, vi is the major eigenvector at position xi.

We chose the proposed edge-weights to be as intuitive and universal as possible, independent
of the various ranges that appear in different datasets. Variance is a commonly known
statistical quantity and is a similarity measure which is robust to smaller perturbations of
scalar values along an edge, such as noise. Difference of minimal and maximal scalar value
in turn is strict towards any changes of scalar values along an edge and directly renders
the absolute difference of scalar values appearing on an edge. Edge length can be used to
adjust the size of the segmented cells to optimize perceivability by the user. The eigenvector
directions are already well represented by the cell shape and tensor line boundaries, however
if uniformity of the cells is required change of eigenvector direction represents the curvature
of the cell boundaries and is therefore an appropriate measure.
In Section 5.5 we give a preset of thresholds for these weights, which are calculated as
percentages of the given ranges in the field. These presets are universal and lead to stable
results of good quality, which experiments with different datasets showed, see Section 6.
However they can be intuitively strictened or loosened for different visualization purposes
with immediate interpretation.

5.3 Refinement Operations
If not noted differently the refinement operations always respect the chosen thresholds towards
the edge-weights. For example if a minimum edge length for the coarsening operation is
specified - no edge subdivision is performed if one of the new edges would fall below the
minimum edge length.

5.3.1 Coarsening
The main goal of the coarsening operation is to get rid of small cells that do not carry enough
structural information on their own. Coarsening operation involves merges of cell pairs.
Merging a pair of cells requires the merge of up to two pairs of edges and removal of the
common edge of the cells. For this operation, we build an edge-weight based priority queue
of pairs of cells that can be merged. We use queues to follow the FIFO (first in, first out) or-
der, ascending or descending priority is fixed by minimum or maximum thresholds respectively.

Merge Prerequisites – Based on the geometry layout, two cells can only be merged if they
share a common edge that can be deleted to join these cells. Technically, a common edge
between two cells means that one of the cells has an edge whose geometric twin is an edge of
the second cell. Edges containing hanging nodes cannot be common edges.
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Priority Queue and Sorting – For the coarsening operation a priority queue of pairs of
adjacent cells that can be merged is maintained. A multi-pass sort is performed based on the
chosen edge-weights. Not only the smallest cells should be merged first but also for each cell
two neighboring cells are candidates for merge (except for boundary cells). For the example
of the segmentation workflow in Section 5.5 the priority queue is first sorted by minimum
edge length of the edges involved and then by maximum edge length of the edges to be merged.

Algorithm
– Check adjacent cells for if they can be merged and sort these into the priority queue,

based on the chosen edge-weight prioritization.
– While the priority queue is not empty, the pair with the highest priority is merged.
– Update the data structure by merging the appropriate edges of the pair cells, deleting

the common edge and creating a new cell from the new edges.
– Update the priority queue with the new merged cell.
– If contiguous cell pairs in direction of the deleted common edge are to be merged move

them on top of the queue to accomplish the recursive workflow. See Figure 4(b).

5.3.2 Subdivision
Single cells are subdivided by starting a new tensor line of opposite color on one of its edges
that has to be subdivided. Similar to the coarsening operation an edge-weight based priority
queue implemented as FIFO.

Start Point of Subdividing Tensor line – Two possibilities for the start point of the
new tensor lines are provided. The first option favours the generation of equally sized cells,
and starts the tensor line in the midpoint of the edge. The second option starts the tensor
line between the extrema of the scalar values on the edge. This choice is more adapted to the
data and guarantees to decrease the edge-weight when subdividing. There are no technical
prerequisites to subdivide a cell.

Priority Functions and Sorting – Differently from the coarsening operation, a priority
queue for edges is used rather than cells. Again the priority queue can be sorted according to
multiple edge-weights. The growing strategy in subdividing consecutive cells is implemented
by integrating a subdividing tensor line as long as possible and necessary, see termination
conditions (a,b) in the algorithm below. No explicit prioritisation has to be done.

Algorithm
– Sort edges to be subdivided into priority queue, based on chosen edge-weights.
– While the priority queue is not empty, pop the top edge and start a subdividing tensor

line of opposite color.
– Integrate tensor line until one of the following termination conditions is reached:

(a) It intersects an edge, which is not in the priority queue and therefore should not be
subdivided.
(b) It intersects an edge and it’s subdivision would generate edges violating fixed edge
weight thresholds, for example minimum edge length.
(c) It fulfils one of the termination conditions described in Section 4.1.

– Subdivide all cells corresponding to edges intersected by the new tensor line, as shown
in Figure 4(c). Update data structure by subdividing intersected edges, generating new
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edges along the tensor line, and finally generating new subdivided cells using the new
edges.

– Update priority queue by deleting the original edges intersected by the new tensor line,
and adding and sorting the newly generated edges if they are candidates for further
subdivision.

5.4 Customized Workflow of Adaptive Refinement
The possibility to customize the workflow gives a high degree of flexibility in obtaining various
analyses of the same dataset. Essentially the workflow consists of modules for operations,
which are influenced by the control parameters and strategies adopted for implementation.
Variations in the workflow are achieved by changing the number and order of the modules, by
adjusting the thresholds used for each operation, and by deciding on the strategies to be used
for the control flow of the modules. Strategies include the choice of appropriate edge-weights
and scalar fields and choice of position of starting a new tensor line for subdivision of edges.

Table 1 Table to summarize the options when configuring for the segmentation process.

Basic operations coarsening subdivide
Edge-weight prioritisation geometric scalar field
Error measure for edge-weight
definition

variance max difference

Tensor line seeding middle of edge between max and min
Level of detail resolution accuracy

For a domain expert the flexibility of the approach ranges from using the presets with the
scalar field of his choice over strictening or loosening thresholds to mixing and matching the
implemented components to his needs. Developers can extend the basic set by implementing
new elements, as e.g. edge-weights or tensorline seeding.

5.5 Workflow: Basic Segmentation
This workflow delivers a focus + context visualization, calculating an initial context seg-
mentation which can be browsed in detail by selecting a focus region. The field is segmented
in regions of similar tensor invariant behavior. We chose FA∗ (see Section 5.1) as scalar
field to render the eigenvalue characteristics. For all operations the same edge-weights and
thresholds are used.

The default parameters are, if not differently noted:
(a) Geometric edge-weight steering resolution is the edge length wl with minimum edge length
threshold fixed to ϕl = 1% of the displayed domain range. By selecting a focus region the
minimum edge length is automatically adjusted and the segmentation is refined displaying
further details.
(b) Scalar field edge-weight steering accuracy is the absolute difference of minimum and
maximum scalar value wd, with its threshold set to 10 % of the scalar value range, which is
for FA∗ as scalar field ϕd= 0.1.
Resolution and accuracy are the basic level of detail parameters for focus + context visualiz-
ations, where the geometric edge-weight has higher priority than the accuracy edge-weight.
This means for edge lengths smaller than the fixed minimum edge length a merge is performed
even if the merged edge exceeds the given accuracy threshold.
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The following operations composite the workflow
1. First coarsening: in merging as many similar cells as possible cleans up the pre-

segmentation , especially very small cells are removed. The priority queue is first
sorted by minimum edge length of the edges involved and then by maximum edge length
of the edges to be merged. Merging of small cells with rather large cells favours the goal
of a smooth segmentation.

2. Subdivision: the cells are refined to the pre-defined accuracy, unless this violates the
resolution criterion. The tensor line seeding is between the extremal points. Experiments
showed that the best strategy for a smooth segmentation is to do a 2-pass sort of the
priority queue first based on maximum edge-length, the second pass based on maximum
scalar edge weight.

3. Final coarsening: cells with highest similarity are merged. The priority queue is sorted
first by minimum edge length of the edges involved and then in ascending order by a
pre-calculated scalar edge weight wd of the edges to be merged.

For a chosen focus step 2 and 3 are repeated with adjusted geometric edge weight, the
accuracy edge weight remains. As the cells are given as explicit entities, cells exceeding the
accuracy edge weight can be highlighted on demand.
This workflow and thresholds can be used in any tensor field segmentation as stable presets.
Results for using variance as scalar field edge-weight are given in Section 6.

5.6 Workflow: Degenerate Regions
In the direct vicinity of degenerate entities tensors are almost isotropic and thus directional
behavior is not strongly expressed. Such areas are collectively represented as degenerate
regions, following the paradigm of the coarsening operation, that all cells are combined which
do not exhibit enough structural information on their own. These degenerate regions are
"grown" from the degenerated entities using two passes of the subdivision operation. FA∗ is
used as scalar field.

1. First subdivision: In the first pass only edges, called degenerate edges, emerging from
a degenerate entity are considered for subdivision using a specific edge-weight, which
is the maximum anisotropy occurring on the edge. The start point for the subdividing
tensor line is the point on the edge with anisotropy below a fixed threshold ϕ = 0.05 and
with maximum distance from the degenerate entity. prioritisation is done by the least
anisotropy value of the start points.

2. Second subdivision: As it cannot be guaranteed that the subdividing tensor lines will
intersect other degenerate edges at points with anisotropy below ϕ, a second subdivision
pass is performed, where all edges participating in the intermediate degenerate regions
from the first subdivision step are considered.

It should be noted that the generation of degenerate cells may induce subdivision of neigh-
boring cells that may result in small not well shaped cells, which may not get merged in a
later step, as seen in Figure 9. It is still of benefit to extract degenerate regions, as the weak
expression of direction in such areas can result in numerical instabilities.

6 Results and Discussion

We tested our algorithm on three datasets from structural engineering, which are finite
element simulations of forces acting upon solid blocks resulting in stress tensor data. These
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Figure 5 Focus + context visualization.

are simulations of one and two forces applied to the top of a solid block and of multiple
forces applied to a notched block, the latter using hp-adaptive finite elements. In this section,
we will refer to them as one point load (1PL), two point load (2PL), and notched block (NB),
respectively.
Figure 5 shows the focus + context implementation proposed in Section 5.5 on the 1PL
dataset. The right image shows the selected focus further refined with the resolution threshold,
minimum edge length, adapted to 1% of the displayed domain range, the accuracy threshold
remains. In this visualization the cells delineate regions of similar eigenvalue behavior, the
color coding of the cells renders the relation of the eigenvalues. The two arrows in the lower
right corner of the focus image indicate exemplary how the eigenvector behavior can be
interpreted from the cell boundaries.
We conducted further analysis on thresholds, specific control parameters and strategies. To
evaluate the quality of the overview segmentation we used the following methods:

Image representation of local error: The error is sampled in an image of resolution u× v
where each pixel (i, j) is mapped to a point (x, y) in the tensor field, and is assigned a
color from a red-shaded colormap mapping to error value
err(i, j) = ‖s(x, y)− s̄cell(x,y)‖, where cell(x, y) is the cell containing (x, y) and s̄cell(x,y)
is the average scalar value on the edges of cell cell(x, y). Results are shown in Figure 8(a)
and 7.
Average error: While computing the image representation of the local error, we calculate

the average error for the field as �Err =
∑

i,j
err(i,j)

u∗v .
Number of cells needed for pre-defined quality: We aim to have as few cells as possible
in an adaptively segmented field, which makes the number of cells needed to achieve a
segmentation of predefined quality an important criterion.

The first example examines level of detail according to accuracy, see Figure 6. In Figure 6(b)
ϕd is twice as strict as for Figure 6(c). Using superimposition of the original scalar field
on segmentation result of the one point load dataset, Figure 6(a) demonstrates that the
segmentation and original scalar field match.
The second example focuses on resolution as level of detail. In Figure 7(b) the minimum
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(a) (b) (c) (d)

Figure 6 Adaptive segmentation of a slice in the one point load dataset. (a) Superimposition
of scalar field on adaptive segmentation of tensor field. Choice of threshold for edge-weight ϕd of
value (b) 0.1 and (c) 0.2 for customizing the workflow for segmentation. (d) Segmentation with
edge-weight variation and ϕv = 0.015

(a) (b) (c)

Figure 7 Image representation of error for a specific slice of two point load dataset. (a) Initial
segmentation of tensor field. (b) Adaptive segmentation using wd as edge-weight. (c) Adaptive
segmentation using double threshold for minimum edge length.

edge length ϕl is twice as strict as for Figure 7(c). All images are superimpositions of error
images and the segmented cell boundaries. Figure 7(a) shows the pre-segmentation, and
7(b,c) the results for the different levels of detail.
As differences in images can be hard to perceive we display results of further evalutation in
tables, associated figures are denoted. The first block in Table 2 is used as reference for the
subsequent evaluation, it lists the values for the overview segmentation of Section 5.5.

Test 1: Comparison of edge-weights, variance wv vs. absolute difference of extremal values
of scalar field wd:
As threshold for wv 0.1% of the scalar value range is used, given by ϕv = 0.001. The middle
block in table 2 and Figure 6(d) demonstrate that wv leads to fewer cells at a higher mean
error, compared to wd used in the basic workflow. Variance is a criterion that regards mean
values and ignores smaller variations along an edge. Thus fewer cells have to be subdivided,
see Figure 6(d). The smoothing effect of the variance-based edge-weight can be extensively
used to achieve desired results. wd is an edge-weight that is rather strict and regards any
change in the scalar field along the edge, which results in more cells, but higher accuracy.

Test 2: Comparison of strategies in choice of start point of tensor lines for subdivision
operation: midpoint of an edge vs. point between extrema of the scalar field along an edge.
Using the midpoint of an edge is a simple, straightforward technique, which leads to a slightly
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(a) (b) (c)

Figure 8 Close up of adaptive segmentation of a slice in the notched block dataset: (a) Image
representation of error shows how the edge-weights only reflect the behavior of the scalar field on
the edges of the cell but not in its interior. Results of the choice of start point of tensor lines for the
subdivision operation, at (b) the midpoint of edge and (c) the midpoint of extrema of scalar value
along edge.

Table 2 Results for tests on control parameters and strategies 5.5.

Data 2PL 1PL NB

Basic workflow:
#Cells 2830 1424 420
�Err 4.67e-2 3.38e-2 4.02e-2

Ref. Figure Fig. 7(b) Fig. 6(b) Fig. 8(a,c)

Accuracy edge weight variance:
#Cells 2497 1129 285
�Err 5.039e-2 3.64e-2 4.93e-2

Ref. Figure Fig. 6(d)

Start point for subdividing tensor line in the middle:
#Cells 2870 1414 402
�Err 4.75e-2 3.38e-2 4.02e-2

Ref. Figure Fig. 8(b)

higher mean error, as shown in Table 2 last block. Starting the subdividing tensor lines
between the minimum and maximum scalar values guarantees decrease in the edge-weights.
This leads to qualitatively higher subdivisions as shown in Figure 8(b,c).

7 Conclusions

We have shown that the presented segmentation approach is able to generate segmentations
aligned to the tensor field with low error measures. The weights and strategies can be
chosen dependent on the demands of the specific application and allow a wide variety of data
representation. The results shown in this paper are based on the anisotropy of the tensor
field, and we can extend our work to other scalar fields used individually or as a combination
of several fields. The main challenge for a segmentation based on tensor lines is the fact that
feature lines resulting from the scalar field are in general not aligned with the eigenvector
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Figure 9 Close up: degenerate regions marked in violet.

field and thus they can only be approximated by a step function (see Figure 8(a)).
The strength of the application lies in its flexibility - restricting the modification process
to geometric edge-weights delivers a uniform segmentation, whereas steering it by accuracy
edge-weights generates a highly adaptive segmentation. There is a variety of options to
customize the segmentation and use it for example for tensorline seeding or as preprocessing
step for glyph placement or texture mapping.
During the design of the algorithm at many points decisions were made to balance its
efficiency and accuracy. One example is the choice to define weights only on basis of the
scalar field along cell edges, which is very efficient. But it cannot be guaranteed that the
error contained in a cell is always well represented by the error along its one-dimensional
edges. An integrated analysis of all cell edges, which leads to use of cell-weights as opposed
to edge-weights is one of the interesting options for the future.
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Abstract
This paper describes the concept of A-space. A-space is the space where visualization algorithms
reside. Every visualization algorithm is a unique point in A-space. Integrated visualizations can
be interpreted as an interpolation between known algorithms. The void between algorithms can
be considered as a visualization opportunity where a new point in A-space can be reconstructed
and new integrated visualizations can be created.
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1 Introduction

Illustrative visualization has been quite successful in recent years. The idea of illustrative
visualization is to mimic the traditional illustrators’ styles and procedures. Many techniques
have been developed that span a wide range of traditional styles. These techniques include
lighting models that resemble illustrative styles, exploded views, labeling, ghosting, and
halos and have been successful at simulating the original illustrators’ results. One strategy
of illustrators is in principle to blend together very different styles. For example in one part
of an illustration a photo realistic representation of the object is shown while in another
part of the drawing the object is shown using ghosting effects, halos or outlines. Figure 1
demonstrates this heterogenous blending of different styles with several examples of a car.

This approach is similar to what illustrative visualization is doing and the idea of blend-
ing different styles is a concept that can be transferred, in a metaphorical way, to blending
of different algorithms. Merging the results from one visualization with the results from
another visualization, in a non-trivial way, can be considered as blending between the two
algorithms. A simple example of this concept can be derived from slicing and volume render-
ing. These are two different visualization techniques for volume data. Blending between the
two techniques could result in a visualization where the slice is integrated into the volume
rendering. Figure 2 shows an example of what an integrated visualization combining direct
volume rendering and slicing may look like.
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Figure 1 An illustration of a car with different parts ghosted. Image courtesy of Alan Daniels.
Copyright beaudaniels.com

Integrated visualizations solve a limitation typical for linked views. In a linked-views
setup the number of views increases with the complexity of the data. As the complexity
increases the number of interesting aspects of the data also increases and more views are
necessary to convey all of the important parts. Integrated visualizations alleviate this prob-
lem by providing a single frame of reference for all visualizations. They incorporate all of
the important aspects of the data into the same view. Creating an integrated visualization
is not straightforward, though, and so far only rather ad hoc approaches are known. A
more systematic approach to create integrated views might be A-space. A-space is a space
where all visualization algorithms reside. In A-space every algorithm is represented by a
unique point. A-space is sparsely covered by the known visualization algorithms and there
are many voids. Filling the voids between the points leads to reconstruction in A-space and
new integrated visualizations.

In the next section we will give examples of different visualizations that are reconstruc-
tions in A-space and we will describe what type of integration each example is. In Section 3
we will describe A-space in more detail and we will conclude in Section 4.
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Figure 2 A volume-rendering with an integrated sagittal slice.

2 Examples of Reconstruction in A-Space

In this section we will showcase several examples of visualizations that are a blending of
algorithms. The integrated visualizations presented can be considered as reconstructions
in A-space with known starting points. We will show where in A-space these visualizations
reside and the component algorithms required to perform the reconstructions. Figure 3 is a
schematic of A-space with several algorithms indicated. The pink points represent well known
algorithms that in principle are not integrated visualizations. Between these points paths
have been drawn with green crosses indicating the reconstructed algorithms. An interesting
observation is that between MIP and DVR there are two different paths. A path represents
one way of blending algorithms. In A-space several paths may exist between algorithms
and may result in fundamentally different visualizations. In the following sections we will
describe all of the example visualizations that are present in Figure 3. We will discuss them
in the order indicated by the number in the lower left of each frame. The chosen examples
are just a subjective selection to illustrate a few nice places in A-space. A comprehensive
overview on previous integrated views is beyond the scope of this paper.
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Figure 3 A-space with example population.
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(a) (b)

Figure 4 (a) A result from the Two-Level Volume Rendering [5, 4] visualization technique. One
specific technique is used for the bone, another one for the skin and a third one for the vessels. (b)
A schematic of the algorithm selection during rendering (NPR: Non-Photorealistic Rendering).

2.1 Two-Level Volume Rendering
The Two-Level Volume Rendering approach proposed by Hauser and Hadwiger [5, 4] is a
merger of several visualization techniques. The idea is to use different rendering techniques
depending on the underlying data. The techniques available for the rendering are Maximum
Intensity Projection (MIP), Direct Volume Rendering (DVR) and others. During volume
rendering the appropriate visualization techniques for the underlying segmented regions are
chosen. The integration is a spatially coarse one since there is no smooth transition between
the techniques and the resulting pixel is a composite of the visual representations produced
by the different techniques. Figure 4a shows an example of this visualization approach where
one technique is used for the bone, another technique for the vessels, and a third technique
for the skin. Figure 4b indicates that for different spatial regions different algorithms are
employed.

2.2 Illustrative Context-Preserving Exploration of Volume Data
The Illustrative Context-Preserving Exploration of Volume Data technique proposed by
Bruckner et al. [2] is a visualization technique that enhances interior structures during
volume rendering while still preserving the context. During volume rendering one or several
structures may occlude the one of interest. Many techniques exist that can help in reducing
the occlusion. Reducing the opacity of the occluding structures or applying clipping are two
such techniques. The problem with these techniques is that they might remove the context
of the interesting feature. The proposed approach combines DVR based on compositing
with Gradient Magnitude Modulated DVR to reduce the opacity of less interesting areas
in a selective manner. Two parameters are used to decide how to continuously interpolate
between the two algorithms based on the input data. The results are illustrative volume
renderings where contextual structures are outlined and the focused structures are kept in
a prominent way. Figure 5a shows an example image produced by this technique. The
center of the hand is semi transparent showing, among other details, the blood vessels
quite prominently. The edges of the hand are not ghosted and thus retain the context.
As indicated in Figure 5b the technique is a smooth and seamless integration of gradient-
based opacity modulation, selective occlusion removal, fuzzy clipping planes and multiple
transparent layers’ handling.
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(a)

(b)

Figure 5 (a) The context-preserving volume rendering [2] of a CT-scanned hand produces simi-
larities to the ghosting effect used by illustrators. (b) Illustrates how different rendering techniques
are seamlessly integrated while preserving the context [2].

2.3 The VesselGlyph: Focus & Context Visualization in
CT-Angiography

The two previous examples have shown integration between techniques that all operate in
3D. The following example is an integration between a 2D technique and a 3D technique.
The result is a visualization that exploits the complementary strengths and avoids the com-
plementary weaknesses of both.

The VesselGlyph, proposed by Straka et al. [8], is a technique that combines Curved
Planar Reformation (CPR) with DVR. CPR is a technique that takes a feature like a blood
vessel and cuts it with a curved surface revealing the inside structures. The shape of the
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(a)

(MIP) (MIP)

(b)

Figure 6 (a) The VesseGlyph [8] in action. The CPR, the vertical orange and red band on the
left side, is projected onto the DVR of the same structure. (b) The concept of the VesselGlyph
where CPR, the focus region, is integrated smoothly into the DVR, the context region.

surface is adapted so that it follows the curving and twisting of the structure. The resulting
visualization is a 2D slice of the inside of the vessel. The VesselGlyph technique incorporates
the CPR slice into the DVR visualization of the context structures. The resulting visual-
ization shows interior details of blood vessels with CPR presented in the correct context
rendered with DVR. The type of integration employed in this visualization is the merging
of two spatially registered visualizations using for example image compositing techniques.
Figure 6a shows an example of this type of visualization. With DVR alone the interior cal-
cifications of blood vessels would not show up appropriately. With CPR alone the context
region would be sliced arbitrarily which greatly reduces overview. Figure 6b depicts the
concept of the VesselGlyph within an axial slice where the blood vessel would show up as a
circular region in the slice center. CPR is considered for the focus region and is smoothly
integrated into the DVR which is considered for the context region. It is also indicated that
the context could alternatively be visualized using MIP.

2.4 Interactive Illustrative Visualization of Hierarchical Volume Data

The following example is more complex than the previous ones. The visualization performs
integration between 3D and 2D techniques and also between scientific visualization and
information-visualization techniques. The result is a visualization that in A-space blends
more than two different algorithms.

Hierarchical Visualization of Volume Data by Balabanian et al. [1] is an integrated vi-
sualization that uses graph drawing to visualize the hierarchical nature of structures in a
volumetric dataset. Graph drawing in 2D is used as a guiding space where other 2D or 3D
visualizations are embedded. The nodes in the graph drawing are enlarged and serve as a
canvas for the other visualizations. These visualizations include DVR, slicing, and scatter
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Figure 7 Hierarchical rendering of volume data [1]. A node-link diagram represents the hierar-
chical structuring with embedded volume renderings and scatter plots.

plots and are all integrated into one space. The type of integration employed in this visu-
alization is at different levels. DVR and slicing are integrated in the same way as shown in
Figure 2. The object that is actually rendered is defined by the hierarchical structure visual-
ized by the graph drawing. The graph drawing is specified by the hierarchy information and
every node is rendered as a circle. With statistical data available for the structures a scatter
plot is added. Figure 7 shows an example of the subcortical areas of the brain (slicing not
included here). The hierarchy of the substructures is visible with semi-transparent scatter
plots on top of the embedded volume renderings.

In this example the integration is steered by the graph drawing. The abstract data is
used to create a structure to present both the abstract and spatial data. It is also possible
to envision an approach that uses the scientific-visualization space as the embedding space.
In Figure 8 we have sketched the interpolation between the two spaces that are part of the
visualization, i.e., the abstract and the spatial space. The red circle indicates where this
work is located but using scientific visualization as the embedding space will result in a
visualization located in the dashed square. Such an integrated view might be an exploded
view in 3D space where the abstract hierarchical relationships are indicated through arrows.

2.5 Maximum Intensity Difference Accumulation
We now present another example of DVR-MIP integration in A-space. This demonstrates
that there are more than one possibilities to perform interpolation between points in A-
space. Maximum Intensity Difference Accumulation (MIDA) is a technique proposed by
Bruckner and Gröller [3]. It is a volume rendering technique that integrates MIP and DVR.
The integrated visualization preserves the complementary strengths of both techniques, i.e.,
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2D 3D
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Figure 8 The red circle indicates the location where the interpolation between spaces takes place

in the work by Balabanian et al. [1] while the dashed square indicates an alternative approach to
this work.

DVR MIDA MIP

(a)

1

2

3

DVR

MIDA

MIP

(b)

Figure 9 (a) Ultramicroscopy of a mouse embryo showing the MIDA [3] rendering enhanced
with possible interpolations from DVR to MIP in the bottom. (b) Shows typical ray profiles for (1)
DVR, (2) MIDA and (3) MIP [3].

efficient depth cuing from DVR and parameter less rendering from MIP. Since some datasets
look better with DVR and others are best viewed with MIP, MIDA lets the user interpolate
smoothly between DVR and MIP. Compared to the two-level volume rendering technique
described in Section 2.1, MIDA is a spatially fine-grained integration approach and pro-
vides smooth transitions between the techniques. At each spatial position elements of both
techniques are incorporated, whereas in two-level volume rendering algorithms are applied
spatially disjoint. Figure 9a shows the result of using MIDA on an ultramicroscopy of a
mouse embryo. Figure 9b shows the typical ray profiles generated with the different tech-
niques.

2.6 Animated Transitions in Statistical Data Graphics
The Animated Transitions in Statistical Data Graphics proposed by Heer and Robertson [6]
is a 2D to 2D integration performed in the information-visualization domain. The visu-
alization techniques created provide smooth transitions between different visualizations of
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Figure 10 A schematic overview showing two possible transitions from a scatter plot to a bar
chart [6].

Figure 11 Two separate frames of the transition from DVR to scatter plots. [7]

statistical data. The example reconstructed in A-space is an integration between scatter
plots and bar charts. A benefit of this visualization is that the spatial relationship be-
tween sample points is visualized in the transition. The technique allows several different
transitions between the statistical visualizations. Figure 10 shows in a schematic way two
possible transitions from a scatter plot to a bar chart. This visualization technique is just
one example of many approaches that exist for blending 2D to 2D algorithms.

2.7 Scattered Direct Volume Rendering

Our last somewhat speculative example from A-space is the work by Rautek and Gröller [7]
where a quite unusual integration is taking place. The integration is between 3D and 2D,
specifically between DVR and scatter plots. On one side a volume rendering is shown and on
the other side a scatter plot. In an animated transition the voxels are moving from the 3D
volume-rendering space to their appropriate location in the 2D scatter plot and vice versa.
Figure 11 shows two separate frames of the animated transition between DVR and scatter
plots.
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3 On the Nature of A-Space

In the previous sections we have sketched the concept of A-space. Via examples we have
shown how visualization algorithms are points in A-space and reconstruction is the process
of blending between algorithms. However this concept entails more than this and in this
section we will indicate further aspects of A-space and open issues. A-space is not a space
in the strict mathematical sense. It shall act as a thought-provoking concept. Real-world
phenomena are increasingly measured through several heterogeneous modalities with quite
different characteristics. We believe that this increased data complexity can be tackled
through integrated views. A-space may help to more systematically explore the possibilities
to blend together diverse visualization approaches with complimentary strengths. In the
following we shortly discuss various open issues concerning A-space.

Interpolation and reconstruction In the examples we have shown various types of blending
algorithms together. Loosely we have called this blending interpolation and reconstruc-
tion. Can other types of interpolation be transferred to A-space? Would it be possible to
use barycentric coordinates to smoothly and simultaneously interpolate between three
or more algorithms? Having several data sources for the same phenomenon makes fusion
often a necessity. Fusion at the data and image level have been around for a long time.
The visualization pipeline, however, consists of many more steps from the data to the
final image. It is here where algorithm fusion and A-space come into play. We cannot
fight increased data complexity with increased visual complexity. Therefore a sensible
step would be to move from linked to integrated or combined views.

Dimensionality and units What is the dimensionality of A? What are the dimensions of
A? Would knowing the coordinates of an algorithm give some insight into the possibil-
ities of reconstruction or the compatibility of algorithms. For example do algorithms
in the same plane share some features? What kind of units does A-space use? Is A a
metric space? What is the distance between two algorithms and how does one mea-
sure this distance? Currently algorithms are often categorized according to their spatial
and temporal asymptotical complexity. Could visualization algorithms be categorized
according to other measures like visual complexity, number of algorithms integrated, al-
gorithm length? Does A-space have a set of basis algorithms where all other visualization
techniques can be reconstructed from?

Transformations Which transformations make sense in A-space? Let us assume we are
starting with a linked view as the initial visualization where all the component algorithms
are known points in A-space. Is it possible to create a generic transformation that would
convert such a visualization into an integrated visualization based on the linking between
the views? Would that process reconstruct a new point in A-space or create a mapping
to an already known point?

Iso-algorithms Iso-surfaces are very important in the scientific-visualization domain. Anal-
ogously are there iso-algorithms in A-space, with the visual complexity as iso-value for
example?

Subspaces Into what subspaces can A-space be subdivided? Would the subspaces corre-
spond to natural categorizations such as 2D and 3D techniques or information visualiza-
tion and scientific-visualization techniques?

Local neighborhood Given a point in A-space how would the local neighborhood look like?
Example measures might be gradient, divergence, curl. What would be the gradient,
divergence or curl of DVR or MIP, i.e., ∇DV R, ∇MIP?
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Interaction Given the typically dense overlapping in integrated views, interaction has hardly
been explored in this context. An interaction event might simultaneously navigate in
several spaces. How can the user be supported to efficiently interact with integrated
views?

The above list of aspects and open issues of A-space is for sure not complete. Creating
integrated visualizations is currently done in an ad hoc way. Sparse data is reasonably
simple to integrate, but the difficulty of integration increases with the density of the data.
Dense data may have many important features collocated both spatially and temporally
and currently there is no general way of solving this. Maybe some sort of exploded views in
space and time could be an answer for this?

Categorizing the algorithms in A-space may help in defining the boundaries of A. The
categorization may be to differentiate between fine and coarse visualization integration or
to differentiate at what stage the integration is performed, i.e., data stage, algorithm stage,
or image stage.

4 Conclusion

Integrated visualization will become more important in the future. Integrated views are a
not yet fully explored area and they are one answer to cope with increased data complexity.
We have shown some of the possibilities in A-space and we think it may be a new direction
on how to look at ways to perform visualization integration. A-space might be a useful tool
for classifying and indicating the possibilities of integrated visualizations. There already
exist many integrated visualizations that may benefit to be localized in A-space. Increasing
the population of A-space would also indicate untapped regions where reconstruction is a
possibility and could lead to new integrated visualizations. Fill in the holes of A!!!
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Abstract
Visualization depends among other things on the interpolant used in generating images. One
way to assess this is to construct case tables for Marching Cubes that represent the chosen
interpolant accuracy. Instead, we show how to construct the interpolants induced by Marching
Cases for comparison and assessment, how to extend this approach to Marching Squares, Cubes
and Hypercubes, and how to construct an interpolant which is computationally equivalent to
the digital rules conventionally used in image processing. Furthermore, we demonstrate that
unlike tetrahedral meshes, geometric measurements over multi-linear mesh cells are inherently
non-linear and cannot be summed as in the Contour Spectrum.
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1 Introduction

In scientific and medical visualization, properties such as object volume and surface area
are commonly computed for individual isosurfaces. Since the introduction of the Contour
Spectrum [1], these properties have been computed for entire families of isosurfaces and used
either as part of a visual interface [1], for automated analysis of significant features in the
data [16], and as a measure of importance for topological simplification [6].

However, while geometric properties for simplicial meshes are generally piecewise-polynomial
splines [1], computations on non-simplicial meshes have used discrete approximations in-
stead [6]. Recent work [3, 15] has however shown that discrete approximations such as
histograms or other image statistics are a rather poor approximation of the underlying
geometric properties, a problem which is exacerbated by aliasing for small features.

Given this, it is natural to ask whether piecewise polynomial splines exist for geometric
properties of non-simplicial meshes, and in particular of rectilinear meshes. This in turn
requires examining both multilinear interpolants and the conventional Marching Cubes cases
that are commonly used for extracting isosurfaces.

It has also been known for some time that the standard Marching Cubes cases do not
correspond exactly to the trilinear interpolant [8, 10, 14, 13]. It is therefore also natural to
ask whether there is an interpolant whose contours are identical to these cases.
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This paper will demonstrate that piecewise-polynomial splines do not in general exist for
multilinear interpolants or for Marching Cubes cases. In the process, we will also construct
the interpolant corresponding to Marching Squares cases with a construction that extends to
Marching Cubes cases, and demonstrate that these interpolants have undesirable qualities.

2 Previous Work

Isosurfaces are formally defined as the inverse image f−1(h) of a continuous function f : IR3 →
IR for a particular isovalue h, and are a core technique in scientific and medical visualization.
In practice, isosurfaces are approximated using variations on Marching Cubes [9], which
generates a triangulated separating surface between those samples known to be inside the
isosurface and those samples known to be outside the isosurface.

More generally, marching cases can also be used to extract contours in 2D (isolines),
3D (isosurfaces) or higher (isohypersurfaces), using any type of mesh, whether simplicial
(triangles in 2D, tetrahedra in 3D, pentatopes in 4D, &c.), rectilinear (squares or rectangles
in 2D, cubes or hexahedra in 3D, hypercubes or hyperblocks in higher dimensions) or other
cell types. Much of the literature on Marching Cubes has recently been surveyed by Newman
and Yi [11].

While the intent of Marching Cubes was to generate surfaces that matched the trilinear
interpolant on cubes, it was soon discovered that the mathematically correct bilinear and
trilinear contours were hyperbolic in nature [14]. As a result, the standard Marching Cubes
cases are only approximations, and subsequent work [13] has developed more complex tables
that capture the topology of the isosurfaces in triangulated approximations.

Statistical properties such as histograms have long been used in user interfaces. Bajaj,
Pascucci & Schikore introduced the Contour Spectrum [1], where geometric properties such
as contour length (in 2D), area (in 3D), enclosed area (in 2D) and enclosed volume (in 3D)
were computed for all isovalues and displayed in a separate panel to help a user identify
significant isovalues. This work also identified that for simplicial meshes these properties are
piecewise-polynomial splines that can be computed efficiently, as we will see in Section 3.

Subsequent work [6] showed that these properties can be computed for single contours
during the construction of the contour tree, and used for topological simplification. The
authors also observed in passing that these properties were not piecewise-polynomial for
cubic meshes, instead using discrete approximations such as sample counts and isovalue
summations.

Although this approach was necessary at the time, it has since been shown [3, 15] that
discrete approximations (including histograms) effectively assume the nearest-neighbour
interpolant, and as a result give poor approximations of these geometric properties, especially
for small objects or at low sampling resolution.

We therefore return to the question of whether it is possible to find closed form solutions
for non-simplicial meshes such as rectilinear meshes, either for multilinear interpolants or for
marching cases. We will also show that an interpolant can be constructed that is equivalent
to the marching cases, in the sense that its contours are identical to those extracted by the
marching cases.

3 Spline Linearity

In the Contour Spectrum [1], the observation was made that for simplicial meshes, geometric
properties took on the form of piecewise-polynomial splines. As this is the point of departure
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Figure 1 Computing Area in a Linear Triangle.

for the balance of this paper, it is worthwhile reviewing the construction, which we will
perform in 2D with linear contours in triangles for simplicity. As is conventional, we shall
assume that the isovalues h1, h2, h3 at the vertices p1, p2, p3 of the triangle are distinct, i.e.
that h1 < h2 < h3.

As we can see in Figure 1, each contour of a linear interpolant on a simplicial mesh is
simply a line. And, as each contour is defined by a single isovalue h, the length of the contour
will be a function L(h), whose input is an isovalue, and whose output is the length of the
corresponding contour. Similarly, the area behind the contour will also be a function A(h)

Now, we know that the contours are the intersection of a horizontal plane with the
graph of the function in IR3, so it follows that all contours are parallel to each other, and
in particular are parallel to the contour at isovalue h2 that passes through p2. Since this
contour is fixed and has a known length and area associated, it follows that L(h) and A(h)
can be computed using similar triangles, depending on which half of the triangle the contour
is in. Because similar triangles have linear relationships, it then follows that properties
such as length and area are polynomials in h, which allows easy tracking by summation of
coefficients.

In a simplicial (tetrahedral) mesh in 3D, contours of the linear interpolant are planes,
and the corresponding construction applies. In general, therefore, geometric properties in
a simplicial mesh can be computed by laws of similar simplices, and generate piecewise-
polynomial properties.

4 Bilinear Non-linearity

As we have just seen, geometric properties of isosurfaces on a simplicial mesh are polynomials,
which are easy to track and combine. Unfortunately, the same is not in general true for
higher-order interpolants. We will demonstrate this by examining geometric properties of
the bilinear interpolant.

To do so, we start with the paradigm case of the area bounded by the contour at isovalue
h. We know from Nielson & Hamann [14] that the contours of a bilinear cell are hyperbolae,
and we show a single contour in a bilinear cell in Figure 2.

To compute the area of region A, we need to know the area B under the hyperbolic curve
y = k

x−xv
+ yh, where xv is the x coordinate of the vertical asymptote, yh is the y coordinate

of the horizontal asymptote, and k is a scaling constant. The area of B is then given by the
integral:

∫ b

a

k

x− xv
+ yh dx = k ln |b− xv| − k ln |a− xv|+ (b− a)yh . (1)
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Figure 2 Computing Area in a Bilinear Cell. Since bilinear interpolants generate hyperbolic
contours, computing local spatial measures involves logarithmic terms.

The appearance of a logarithmic term is problematic, because both the Contour Spec-
trum [1] and local geometric measures [6] rely on tracking the sum of polynomial terms with
a single polynomial of O(1) size.

It is possible on principle to sum logarithmic terms using the identity:

log(a) + log(b) = log(ab) , (2)

i.e. we can exponentiate each term and multiply them together, then take a logarithm any
time we need it. For an extended sequence of log terms, however, we will have to worry
about the numerical precision of performing a large number of multiplications.

The arclength of the contour is even worse, being defined by:

L(x) =
∫ b

a

√
1 + (f ′(x))2

=
∫ b

a

√
1 +

(
−1
x2

)2

=
∫ b

a

√
1 + 1

x4

for which no simple integration formula exists.
A further complication is that computing these formulae first requires finding the bounds

of integration a, b. While this is feasible for the bilinear interpolant, for even the trilinear
interpolant, it requires accurate analysis of the MC cases required to represent the trilinear
interpolant correctly [12, 4].

Given the difficulties associated with non-polynomial function representations, analytically
intractable integrals and hard-to-determine bounds of integration, it is natural to ask whether
the task is any simpler if we simply use the known Marching Squares (or Cubes) cases.

5 Interpolant Induced by Marching Squares

Both for theoretical reasons and for practical reasons, therefore, it is desireable to identify what
function, if any, corresponds to the contours generated by Marching Squares (Cubes) cases.
Moreover, since the end points of the contour fragments are defined by linear interpolation,
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Figure 3 Subject to symmetry, only three distinct types of cell are possible, as shown by the
coloured arrows.

we would like to know whether their geometric properties are polynomial splines as in the
case of simplicial meshes.

We will see shortly that there is not in fact a single interpolant induced by Marching
Squares. Instead, the interpolant depends on the set of Marching Squares cases swept through
by the contour over all isovalues. Figure 3 illustrates the possibilities using a finite state
machine to represent all possible sequences of cases [5].

In any given cell, if we sweep a contour from high isovalues to low, it will pass through a
sequence of cases dictated only by the order in which the vertices are swept past (i.e. when
they turn from white to black as the sweep passes their isovalue). Moreover, for the range
of isovalues corresponding to the case, the points that define the contour fragments are
linearly interpolated along the edges. Since the contours are linear combinations of these
edge points, it follows that the contour sweeps out a continuous region of the cell, which
can be represented as a surface, as in Figure 4. So, if each case sweeps out a surface over a
range of isovalues, can the surfaces corresponding to different cases intersect? We will see in
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Figure 4 Illustration of Surface for Ambiguous Case with Projection to Ground Plane.

Section 7 that we can guarantee that they do not, but for now, we simply assume that they
do not.

Consider an isovalued sweep through a particular cell. At high isovalues, all four vertices
are white and the contour fails to intersect the cell (case 0). Some time later, one vertex
becomes black, and the contour is in case 1, 2, 4, or 8, which are rotationally symmetric to
each other. If we follow the path marked in red in Figure 3, we sweep past vertex 2 to case
4, as illustrated. Thereafter, the next vertex to turn black can be diagonally opposite to the
first (i.e. case 6), or adjacent to it (e.g. case 5 or 12). Again, following the red path, we
sweep past vertex 1 to get case 14. Finally, the last vertex is swept to reach case 15.

Clearly, there are symmetries involved here, and several other paths equivalent to the
red path. Up to these symmetries, there are three possible paths, marked in red, blue and
green respectively in Figure 3. Having identify the set of possible paths, we now consider
each type of path separately.

5.1 Ambiguous Face: The Red Path
Interestingly, the red path can only occur in a cell with an ambiguous face [14], as it requires
diagonally opposing black and white vertices for case 6. While this might seem to be the
hardest case to analyse, it is in fact the easiest, as can be seen in Figure 4.

This path uses cases 0, 4, 6, 14, 15, of which 0 and 15 may be ignored as they have no
contours. In case 4, the contour is defined by two edge points which move linearly, and thus
sweep out a triangular surface until the isovalue of the opposite corner is reached. At this
point, a separate contour starts at this new corner and similarly sweeps out a triangular
surface, while the contour in the upper left corner continues to sweep out its triangular
surface. Once the third vertex isovalue is reached however, these two contours disappear and
a new one is swept towards the lower left corner. This is the exact opposite of case 2, and
sweeps a final triangular surface.

Note however that this triangle only meets the previous ones at the edge points, and
that a large region in the centre of the cell is never used by any contour. We can, however,
set the isovalue of all points in this region to the vertex isovalue, forming a flat sheet that
connects the three swept triangles. Thus, we have used the sweeping metaphor to construct
a continuous function over the cell whose contours match those extracted using Marching
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Figure 5 Illustration of Surface for Cyclic Case with Projection to Ground Plane.

Squares for this cell. Moreover, we note that this surface is composed of triangles, so that
geometric properties will continue to be represented by tidy polynomials.

Unfortunately, however, this is not true for non-ambiguous faces, which we turn our
attention to next. Moreover, the interpolant is data-dependent, and is not the same in every
cell, which poses a problem for frequency domain analysis.

5.2 Cyclic Faces: The Blue Path
Our next possibility is the path shown in blue, where the vertices are swept in cyclic order
around the face. Here, we start off with a single edge in case 8, and end up with a triangular
surface in case 11. In between, however, we have one vertex moving along the top edge and
one along the bottom edge. If we label these points p(h) and q(h), each linearly interpolated
along the edge with respect to the isovalue h, we can derive the following formula for edge
length:

L(h) =
√
‖p(h)− q(h)‖

=

√∥∥∥∥(v00 + h− h00

h01 − h00
(v01 − v00)

)
−
(

v10 + h− h10

h11 − h10
(v11 − v10)

)∥∥∥∥
which is clearly non-polynomial.

5.3 Zigzag Faces: The Green Path
Finally, we deal with faces corresponding to the green path. Here, the vertices are swept
in a zigzag fashion. As with the cyclic faces, we have triangles swept through when the
edges defining the contour share a vertex, and an intermediate section with non-polynomial
behaviour.

5.4 Asymptotic Decider
One additional possibility is to use the Asymptotic Decider [14] to adjudicate ambiguous
faces. In this case, as shown in Figure 7, we end up with not three but four triangular
sections induced by the actual contours, and a flat diamond in the middle connecting them.
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Figure 6 Illustration of Surface for Zigzag Case with Projection to Ground Plane.

Figure 7 Illustration of Surface for Ambiguous Face with Asymptotic Decider.
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5.5 Interpolant Properties
From the foregoing sections, we can see that the interpolant thus induced, while continuous,
has several undesireable properties:

1. Piecewise: the interpolant is defined piecewise within each cell,
2. Non-Smooth: the interpolant is not smooth - i.e. it is only C0 continuous
3. Non-Uniform: the details of the interpolant depend on the actual isovalues and their

discrete relationships, rendering analysis based on signal processing difficult or impossible.

but, compared to the nearest neighbour (NN) interpolant, is at least piecewise continuous.

6 Interpolant Induced by Marching Cubes

Unsurprisingly, this approach can also be extended to Marching Cubes, following the same
general principles:

1. There will be as many cases as there are distinct paths through the finite state machine.
Note that while there will be reductions due to symmetry, it will not be true that the
paths can simply be counted in a symmetry-reduced finite state machine. For example,
consider our cyclic (blue) and zigzag (green) cases above. In both paths the sequence of
symmetry reduced cases is: 0, 1, 2, 1C, 0C. But, as we can see from the corresponding
surfaces, the details of the interpolants differ.

2. Each marching case in the path through the finite state machine will correspond to a
patch of the interpolant, as will the isovalues at which the cases change.

3. For each marching case, the corresponding range of isovalues will generate a sequence of
smoothly varying contours.

4. For each surface fragment, if the edges used to interpolate share a common vertex, the
fragment will move linearly, and sweep out a barycentric interpolant over a simplex. Such
fragments will have polynomial spline properties as in the Contour Spectrum [1].

5. For surface fragments whose vertices are not interpolated along edges with a common
vertex, the corresponding patch will in general have non-linear behaviour, and will not
generate polynomial spline properties.

6. The remaining regions of the cell will be defined by contours immediately above and
below the isovalue of some vertex of the cell, and can be assigned that isovalue to generate
a piecewise-continuous but not smooth interpolant.

Since the conclusion from Marching Squares is that non-linear behaviour is to be expected,
neither the paths nor the details of the interpolants for Marching Cubes have been enumerated.

7 Extension to Marching Hypercubes

More generally, a similar approach can be applied to the Marching Hypercubes defined by
Bhaniramka, Wenger & Crawfis [2]. For this, in any given case, the white vertices and the
edge points are collected, and their convex hull is computed to serve as the exterior (lower
level set) of the contour, the surface of the convex hull being used as the contour itself except
at the boundaries.

In two dimensions, this rule generates the cases shown in Figure 3, and in three dimensions,
it generates cases nearly identical to the standard set of crack-free Marching Cubes [10].

Because of the convex hull construction, the interpolated edge points expand continuously,
and the convex hull surfaces can therefore be shown to be distinct from each other. Take
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two isovalues h1 > h2 in the same case and observe that an edge point e2 for the isovalue h2
must be in the interior of the edge from an edge point e1 at isovalue h1 to some vertex v

with isovalue h2 > h. Since all points on the contour at h2 are convex combinations of edge
points constructed in this way, it follows that they are strictly in the interior of the contour
at h1 and the result follows.

8 Digital Connectivity Rules

Carr & Snoeyink [5] showed that the connectivity of the standard crack-free Marching Cubes
cases [10] and of Marching Hypercubes [2] are equivalent to connectivity rules from digital
imaging, and it follows that the interpolants discussed in Section 5 and Section 6 are also
equivalent to these connectivity rules.

9 Conclusions and Future Work

We have shown that the piecewise linear splines of the Contour Spectrum [1] do not easily
generalize to non-simplicial meshes, that geometric properties of contours defined by Marching
Squares or Marching Cubes cases are not piecewise linear, and and have shown how to
construct continuous interpolants whose contours are exactly those of a given set of marching
cases.

In practice, the implications of this are that for non-simplicial meshes, geometric properties
for the Contour Spectrum [1] or for topological analysis [7] will continue to be computed
either by discrete approximations such as voxel count or by explicit extraction of individual
contours.

Although it may not be tractable, we would still like to find closed form equations for
geometric properties of multilinear interpolants and of marching case contours. Subject
to concerns about accuracy, we would also like to find approximate splines of geometric
properties.
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Abstract
We present a data-level comparative visualization system that utilizes two key pieces of techno-
logy: (1) cross-mesh field evaluation – algorithms to evaluate a field from one mesh onto another
– and (2) a highly flexible system for creating new derived quantities. In contrast to previous
comparative visualization efforts, which focused on “A − B" comparisons, our system is able to
compare many related simulations in a single analysis. Types of possible novel comparisons in-
clude comparisons of ensembles of data generated through parameter studies, or comparisons of
time-varying data. All portions of the system have been parallelized and our results are applicable
to petascale data sets.
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1 Introduction

One of the most common activities of an analyst is to perform comparisons. These com-
parisons take different forms: comparing a simulation to experimental data, comparing a
simulation to a legacy simulation result, comparing the results of a simulation before and
after key algorithmic changes, comparing the results of two simulations with different initial
geometries. These are generally “A-B" type comparisons, where two results are compared.
Sometimes, however, the comparisons need to take place between a series of data sets, for
example when doing a parameter study or looking at time-varying data.

In this paper, we present a powerful system for facilitating data-level comparisons. Our
system incorporates multiple inputs and creates an output data set that reflects a compar-
ison. The system combines two key technologies:
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1. cross-mesh field evaluation (CMFE), where a field from a “donor” mesh is evaluated onto
a “target” mesh, and

2. derived quantity generation, where new fields are created from existing ones
These two capabilities combine to form a powerful and flexible system where end users are
given great latitude to create data sets tailored to application specific comparative metrics.

Given a set of donor meshes M1,M2, ...,Mk each containing a corresponding field F1,

F2, ..., Fk, and a target mesh MC , We evaluate each field Fi onto MC , creating a new field
on the target mesh. These new fields are analyzed using the derived quantity subsystem,
creating a new field overMC that can be displayed using conventional visualization methods.
Cross-mesh field evaluation is related to derived quantity generation because, from the
perspective of the target mesh, it results in the creation of a new field. We exploit this
relationship by integrating cross-mesh field evaluation with derived function generation in a
data-parallel distributed memory implementation, making it applicable to a number of very
large scale problems.

Research related to this effort is addressed in Section 2. Section 3 describes data-level
comparison methods and illustrates the problems of cross-mesh field evaluation. Section 4
describes our system and the data-parallel implementation of cross-mesh field evaluation.
Results of this effort are given in Section 5, and in the supplementary material.

2 Related Work

Three basic areas of comparative visualization – image-based, data-level, and topological com-
parisons – have been discussed in the literature (see Shen et al. [17]). Image-based methods
generate multiple images, and provide methods by which a user can compare the image data;
data-level methods compare the actual data between input data sets, and provide methods
by which the differences can be compared; and topological-based methods compare results
of features generated for each of the input data sets.

Most image-based comparison systems [9, 21, 22] perform image differencing algorithms
on images from multiple inputs. These systems are limited to comparing visualizations where
the data set can be represented by a single image. These techniques are extremely important
in the context of comparison to experimental results, such as in the case with [9] and [22].
The VisTrails system of Bavoil et al. [3] coined the phrase multiple-view comparative system
to describe image-based systems where plots are placed side-by-side or potentially overlaid.
In multiple-view comparative systems, the burden is placed on the human viewer to visually
correlate features and detect differences.

Topological methods [2, 10, 20] compare features of data sets. Typically, they survey the
data set, create summaries of the data, and develop image-based or data-level methods to
visualize these summaries.

The ALICE Differencing Engine of Freitag and Urness [11] is a data-level comparison
tool. It is limited to comparing data sets that have identical underlying meshes and only
allows data differencing comparisons. Shen et al. [17, 18] place data sets on an target mesh
and utilize derived quantities to form comparisons. Sommer and Ertl [19] also base their
comparisons on data-level methods. Their system employs only connectivity-based differen-
cing, although they also consider the problem of comparisons across parameter studies.

Many visualization systems [1, 7, 12] provide subsystems for generating derived quant-
ities. Moran and Henze give an excellent overview in [15] of their DDV system, using
a demand driven calculation of derived quantities. McCormick et al. furthered this ap-
proach with Scout [14] by pushing derived quantity generation onto the GPU. Joy et al. [13]
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have developed statistics-based derived quantities that greatly expand the uses of derived
functions.

Our comparative visualization system has been deployed within VisIt [6], an open source
visualization system designed to support extremely large scale data sets. As with many
visualization tools [12, 1], it has a data flow network design that leverages pieces of VTK [16].
A key differentiating aspect is its strong contract basis [5], which enables many algorithms
to be implemented in parallel. As with the system of Shen et al. [17, 18], the data sets to
be compared are placed on a target mesh and derived quantities are generated. Our system
contains the following extensions:

comparison of more than two input data sets, which enables powerful applications for
time-varying data and parameter studies,
the flexibility of applying either position-based or connectivity-based comparisons, and
a fully parallel, distributed memory solution.

3 Data-level Comparison Methods

Let M1,M2, ...,Mk denote a set of donor meshes, each containing a corresponding field
F1, F2, ..., Fk, and let MC denote some target mesh. The cross-mesh evaluation step eval-
uates each field Fi, for i = 1, ..., k, onto MC , creating new fields FC,i, i = 1, ..., k that
represent each of the original fields on the target mesh. We then employ a function,
D(FC,1, FC,2, ..., FC,k) → <, that takes elements of the k fields as input and produces a
new derived quantity. The resulting field FD, defined over MC , is then visualized with con-
ventional algorithms. (Most previous systems consider only M1 and M2 and visualize FD =
FC,1 - FC,2.)

Mi and Fi can come from simulation or experimental observation. Some common ex-
amples are: two or more related simulations at the same time slice, multiple time slices from
one simulation, or a data set to be compared with an analytic function.

The target mesh MC can be a new mesh or one of the donor meshes Mi. In practice,
we frequently use the latter option. However, this system supports the generation of new
arbitrary rectilinear grids with a user-specified region and resolution.

There are two choices for generating FC,i: the evaluation can be made either in a position-
based fashion or in a connectivity-based fashion. Position-based evaluation is the most
common method. Here, the donor and target meshes are overlaid and overlapping elements
(cells) from the meshes are identified. Interpolation methods are applied to evaluate Fi on
MC . This technique is difficult to implement, especially in a parallel, distributed memory
setting, because MC and Mi may be partitioned over processors differently – which requires
a re-partitioning to align the data. This re-partitioning must be carefully constructed to
ensure that no processor exceeds primary memory.

Connectivity-based evaluation requires that both the donor mesh, Mi, and the target
mesh, MC , are homeomorphic. That is, they have the same number of elements and nodes,
and the element-to-node connectivities for all elements are the same. This is often the case
ifMC is selected from one of theMi, because for comparisons across time and/or parameter
studies the remainingMj:j 6=i typically have the same underlying mesh. In this case, the value
of an element or node in Mi is directly transferred to the corresponding element or node in
MC . Connectivity-based cross-mesh field evaluation is substantially faster; the difficult task
of finding the overlap between elements is eliminated.

For Eulerian simulations (where node positions are constant, but materials are allowed to
move through the mesh), connectivity-based evaluation yields the same results as position-
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Table 1 Common derived quantities for comparisons. For simplicity, we assume only two donor
meshes, M1 and M2. The target mesh (MC) is M2, and the fields from the evaluation phase are F1

and F2. Derivation 1 allows users to explore the differences between the two data sets. Derivation 2
is used in a similar fashion, but amplifies small changes on relatively small quantities. Derivations
3-5 (minima, maxima, and averages) are useful when going beyond simple “A − B" comparisons
for a large number of donor meshes. When analyzing time series or parameter studies with many
related inputs, these quantities allow for visualization of all data sets with a single, composite data
set.

Description Definition

1 Difference F2 − F1

2 Relative difference (F2 − F1)/(F2 + F1)
3 Maximum or minimum (F2 > F1 ? F2 : F1)

(F2 < F1 ? F2 : F1)
4 Determine the simulation (F2 > F1 ? 2 : 1)

containing the maximum (F2 < F1 ? 2 : 1)
or minimum

5 Average (F2 + F1)/2

based evaluation but with higher performance. For Lagrangian simulations (where materials
are fixed to elements, but the nodes are allowed to move spatially), position-based evaluations
are used most often, because connectivity-based evaluations typically do not make sense in
the context of moving nodes. However, connectivity-based evaluation allows for new types of
comparisons, because comparisons can take place along material boundaries, even if they are
at different spatial positions. Further, connectivity-based evaluations allow for simulation
code developers to pose questions such as: how much compression has an element undergone?
(This is the volume of an element at the initial time divided its volume at current time.)

There are limitless forms of derived quantities, FD, that are necessary for different types
of comparisons in different situations. We list a few of the most frequently used in Table 1
as examples.

4 System Description

Three critical pieces make up the comparative system: the derived quantity system, the
cross-mesh field evaluation methods, and key portions that allow a distributed, parallelized
implementation. We describe our comparative system within the constraints of VisIt [6].

4.1 Data-flow-based Visualization Systems
A number of visualization systems make heavy use of data flow networks, a common design
for providing interoperability and extensibility. An instantiation of a data flow network,
referred to as a pipeline, consists of a source, filters, and a sink. An example source is a
file reader, an example sink is a rendering module, and an example filter is a visualization
algorithm, such as slicing or contouring. In this model, data flows from the source, through
the filters, and ultimately to the sink.

When operating in parallel, each of VisIt’s processors instantiate an identical data flow
network, which only differs in the data it operates on. So, when each filter executes, there
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Table 2 Our expression language allows for all of these functions to be combined in arbitrary
ways.

Math +, -, *, /, power, log, log10, absval, ...
Vector cross, dot, magnitude
Tensor determinant, eigenvector, effective (e.g. strain), ...
Mesh coordinates, polar, volume, area, element_id, ...

Field Operator gradient, divergence, curl, Laplacian
Relational if-then-else, and, or, not, <,≤, >,≥, =, 6=

Mesh Quality shear, skew, jacobian, oddy, largest angle, ...
Trigonometric sine, cosine,..., arctangent, degree2radian, ...
Image Filters mean, median, conservative smoothing
Miscellaneous recenter, surf. normal, material vol. fraction, ...

are multiple instances of this filter, one on each processor, and the inputs to these filters
form a partition of the input data set.

4.2 Derived Quantities
There are two key areas to VisIt’s derived quantity system. One is the expression language
that allows end users to create new, arbitrary derived quantities. The other is the mechanism
that transforms an instance of an expression into a form suitable for data flow networks.

4.2.1 Expression Language
We have developed a functional, string-based system to allow users to create new derived
quantities. This results in an expression language syntax that enables users to compose
derived quantities in arbitrary ways. A major goal of the design of our expression language
was to provide an intuitive interface where creation of new derived quantities required little
to no learning curve for common operations. For example, the average of two fields, A and
B, is as simple as “(A+B)/2".

Of course, users will want to create derived quantities that are more than simple math-
ematical constructs. Support exists in the language for composing scalar quantities into
vectors or tensors, and for extracting scalar components back out. Notation for strings,
lists, ranges, and strides allows selection of materials, parts, and other subsets of elements.
For accessing other files, either within the same sequence or in different sequences, the lan-
guage supports references by cycle, absolute and relative time index, and filename. Other
named operations are referenced as functions, and a small selection of the over one hundred
available are listed in Table 2.

The strength of our expression language lies in the richness of functionality and the
interoperability between these expressions. Consider, for example, computing divergence
(5). If a two-dimensional vector F is defined as Px̂+Qŷ, then 5F = ∂P

∂x + ∂Q
∂y . A user can

calculate divergence directly using the built-in function, divergence(). But, for illustrative
purposes, it is also straightforward to calculate divergence using other functions as building
blocks: “divF = gradient(P)[0] + gradient(Q)[1]". VisIt has a custom scanner and parser
that constructs a parse tree based on expressions like this one. Figure 1 contains the parse
tree for this divergence expression.
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Figure 1 Creation of a derived quantity. On the left, we see an expression’s parse tree. On the
right, we see the linearized data flow network for that parse tree.

When VisIt assembles a data flow network, it relies on an Expression Evaluator Filter
(EEF) to construct derived quantities. The EEF is typically inserted as the first filter in the
pipeline, immediately following the file reader module. In a preparatory phase, the other
filters place the names of their required variables into a list. When executing, the EEF
cross-references this list with known expression names to determine what derived quantities
need to be calculated.

The EEF dynamically creates a sub-network to create needed derived quantities. To
do this, it first consults the parse trees of the expressions. For each node in each parse
tree, a filter that can perform the corresponding operation is placed into the sub-network.
Ultimately, this sub-network reflects a linearized form of the parse trees. The linearization
process requires the EEF to do dependency checking between all of the parse trees for all
of the expressions involved to ensure that every filter has the inputs it needs. VisIt’s imple-
mentation supports the linearization of any parse tree, including this dependency checking.

Our system supports the accumulation of partial results onto the target meshMC so that
individual FC,i’s can be quickly discarded. While the sub-network is executing, the EEF
is able to determine when intermediate variables are no longer needed and remove them.
Through this mechanism, the EEF is able to successfully handle many related data sets that
would otherwise exceed the available memory.

To perform a cross-mesh field evaluation, the user defines an expression involving built-
in functions for the evaluation algorithms – position-based or connectivity-based. Like all
other expressions, the comparison expressions have corresponding filters that can be placed
in the sub-network to perform the cross-mesh evaluation. By combining these algorithms
with expressions, users can direct the creation of new, derived quantities from a multitude of
sources on the same target mesh. Furthermore, they can manipulate these quantities using
all of the previously mentioned expressions to create interesting comparisons.

Finally, although derived quantity generation typically takes place immediately after
reading the data, it is also possible to defer their evaluation until later in the pipeline. This
ability allows for the target mesh to be transformed before the cross-mesh field evaluation
takes place. This is important when registration is needed, for example for comparison with
experimental data.
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4.3 Cross-Mesh Field Evaluation
The implementations of the various filters for cross-mesh field evaluation (CMFE) are sim-
ilar. They all have one input for the target mesh and they all are capable of dynamically
instantiating an additional data flow network to obtainMi and Fi. The differentiating point
between the CMFE filters is how they evaluate the fields.

The connectivity-based CMFE algorithm is straightforward. For each element or node,
it places Fi onto MC to create FC,i. The only subtlety is guaranteeing that the partitioning
of the input data (in a parallel setting) is done so that each processor operates on the same
chunks of data.

The position-based CMFE algorithm is complex. There are three major challenges:
1. the overlay step – identifying which elements of the donor mesh Mi overlap with an

element in the target mesh MC .
2. the interpolation step – fitting an interpolant for the field on the target mesh MC such

that it matches, as closely as possible, at key points on the donor mesh Mi.
3. Managing the distribution of data to maximize parallel computational efficiency in a

distributed-memory environment.

4.3.1 The Overlay Step
We use interval trees [8] to efficiently identify elements from meshesMi andMC that overlap
spatially. We start by placing all elements from Mi into the interval tree. Then, for each
element ofMC , we use its bounding box to index the interval tree and find the list of elements
from Mi with overlapping bounding boxes. We examine this list to find the elements that
truly overlap (as opposed to only having overlapping bounding boxes). If MC contains NC

elements and Mi contains Ni elements, then the time to generate the tree is O(Nilog(Ni))
and the time to locate the elements of Mi that overlap with an element of MC is O(log(Ni)
+ α), where α is the number of elements from Mi returned by the search. This gives a total
time of O((NC + Ni)*log(Ni)). Note that α is amortized out for all but degenerate mesh
configurations.

4.3.2 Field Interpolation
For each position x on the target mesh MC , we evaluate the field on the donor mesh Mi at
x, and assign the value at that location to MC . This method was chosen because it favors
performance over accuracy. A good improvement to our implementation, however, would
be to add the use of weighted averaging with weights based on volume overlaps.

4.3.3 Parallel Implementation
The final piece of the problem is to perform cross-mesh field evaluations in a parallel,
distributed-memory environment. The key issue deals with spatial overlap. When a pro-
cessor is evaluating a field from mesh Mi onto the target mesh MC , it must have access to
the portion of Mi that overlaps spatially with the portion of MC it is operating on. Our
strategy for this issue is to create a spatial partition to guide re-distribution of both meshes
for the evaluation phase. Unfortunately, the spatial partition must be created with great
care. If the partition divides space into regions that cover appreciably different numbers of
elements, it will lead to load imbalances and potentially exhaust memory. Therefore, we
focus on creating a balanced spatial partitioning, where “balanced" implies that every region
contains approximately the same number of elements, Et (see Figure 2). The Et elements
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Figure 2 In the upper left, two meshes, Mi and MC , are shown. Assume the red portions are
on processor 1, blue on 2, and so on. We employ an iterative strategy that creates a balanced
spatial partition. We start by dividing in X, then in Y, and continue until every region contains
approximately 1/N th of the data, where N is the total number of processors. Each processor is
then assigned one region from the partition and we communicate the data so that every processor
contains all data for its region. The data for processor 3 is shown in the last set of figures.

from each region may contain different proportions of elements fromMC andMi; in general,
it is not possible to have this proportion be fixed and Et be equal on all processors.

The algorithm to efficiently determine a balanced spatial partitioning is recursive. We
start by creating a region that spans the entire data set. On each iteration and for each region
that represents more than 1/N th of the data (measured in number of elements covered), we
try to select “pivots", possible locations to split a region along a given axis. This axis changes
on each iteration. All elements are then traversed, and their positions with respect to the
pivots are categorized. If a pivot exists that allows for a good split, then the region is split
into two sub-regions and recursive processing continues. Otherwise we choose a new set of
pivots, whose choice incorporates the closest matching pivots from the previous iteration
as extrema. If a good pivot is not found after some number of iterations, we use the best
encountered pivot and accept the potential for load imbalance.

The implementation of this algorithm is complicated by doing many parallel pivot loca-
tions at one time. The above procedure, if performed on a single region at a time, would have
a running time proportional to the number of processors involved, which is unacceptable. To
overcome this, we concurrently operate on many regions at one time. When iterating over
a list of elements, we avoid the poor strategy of interacting with regions that do not even
contain the element. Instead, we employ a separate interval tree that stores the bounding
boxes of the regions. Then, for each element, we can quickly locate exactly the regions that
element spans. This variation in the algorithm gives a running time proportional to the
logarithm of the number of processors, which is more palatable.

Balanced spatial partitioning only guarantees that the total number of elements from
both MC and Mi are approximately equal. Our interval tree-based approach gives the best
results if the number of elements from Mi are balanced as well.

After the best partition is computed, we create a one-to-one correspondence between the
regions of that partition and the processors. We then re-distribute Mi, Fi, and MC with a
large, parallel, all-to-all communication phase. If elements belong to multiple regions, they
are sent to all corresponding processors. After the communication takes place, evaluation
takes place using the interval-tree based identification method described previously. Finally,
all of the evaluations are sent back to the originating processor and placed on MC .

We used the data set from Section 5 for a rough illustration of performance. The eval-
uation is of a 1.5 million element unstructured grid onto a 1K x 1K x 676 rectilinear grid,
in parallel, using eighty processors. The most expensive phase is evaluation. In this phase,
each processor is doing nearly ten million lookups on its interval tree. Table 3 summarizes
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Table 3 The time spent in the different phases of the parallelized cross-mesh field evaluation
algorithm. The communication column represents communicating data to create the balanced
spatial partitioning, and also the time to return the final evaluations.

Create Communi- Build
Phase Spatial cation Interval Eval

Partition of Data Tree

Time 0.7s 2.9s 5.2s 27.4s

the times spent in different phases of the algorithm. The inclusion of this information clearly
does not serve as a performance study, which will be studied further in the future. However,
it does inform as to the general running time for large problems.

5 Results

We have provided an interface that allows the user to manage the entire comparison process,
including what data sets are compared, how, and onto what target mesh. This system has
been implemented in VisIt. We illustrate the systems use through the following examples.

5.1 Rayleigh-Taylor Instabilities

Rayleigh-Taylor instability simulations model the mixing of heavy and light fluids. For this
study, we looked at two types of related data sets. First, we investigated a single simulation
and its evolution in time. Then we looked at a parameter study, where turbulence parameters
were varied to study how differences in these parameters affected the results.

5.1.1 Time-Varying Data

We started our analysis by looking at a single Rayleigh-Taylor instability calculation that
simulated ten microseconds, outputting eighty-five time slices. Rather than focus on the
differences between two time slices, we created visualizations that would summarize the
whole data set. In particular, we were interested in summaries derived from a given binary
condition, BC(P, T), where BC(P, T) is true if and only if condition C is true at point P
and time T. For a given point P, the derived quantity was:

time(P ) : BC(P, time) AND (¬ ∃ t′ : t′ < time AND BC(P, t′))

This derived quantity is a scalar field that, for each point P, represents the first time that
BC(P, T ) is true. For our study, since we were observing the mixing of two fluids, we chose
BC(P, T ) to be whether or not mixing between the fluids occurs at point P at time T. From
Figure 3, we can see that the mixing rate increased as the simulation went on (because there
is more red than blue in the picture). We comment that the technique demonstrated here,
showing a plot of the first time a binary condition is true in the context of time varying data,
is very general. Further, we believe this is the first time that it has been presented in the
context of creating these plots of this form (by using of data-level comparative techniques).
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Figure 3 Along the top, we see a visualization comprising all time slices. Blue areas mixed early
in the simulation, while red areas mixed later. Gray areas did not mix during the simulation. This
plot allows us to observe mixing rates as well. Along the bottom, we include three time slices for
reference. Heavy fluids are colored green, light fluids are colored red.

5.1.2 Parameter Studies

A simulation of a Rayleigh-Taylor instability is dependent on certain coefficients, which
are adjusted in different situations. An important question is to understand how variation
in these coefficients affects the outcome of a simulation. These effects can be monitored
during parameter studies, where these coefficients are varied and the results are compared.
For this parameter study, two coefficients were varied independently: the coefficient for
turbulent viscosity and the coefficient of buoyancy. For each coefficient, five values were
chosen. Twenty-five calculations were then performed, one for each pair of coefficients.

We focused on differences in magnitude of velocity, i.e. speed. This quantity had the most
variation throughout the simulations and we wanted to characterize the relation between
speed and the coefficients. We examined three different derived quantities defined over the
whole mesh. The first quantity was the simulation index that resulted in the maximum speed
at the given point. The second and third, respectively, were the coefficients of turbulent
viscosity and buoyancy corresponding to that simulation index.

If i is a simulation identifier/index, Ctv(S) and Cb(S) are the turbulent viscosity and
buoyancy coefficients for i, then the derived quantities, for each point P are:
1. maxsid(P ) = arg max

i∈1,...,25
speedi(P)

2. Ctv_of_max_speed(P ) = Ctv(maxsid(P ))
3. Cb_of_max_speed(P ) = Cb(maxsid(P ))

The results of these derived quantities are displayed in Figure 4. From the maxsid(P )
plot, we can see that no one simulation dominates the others in terms of maximum speed.
From the Cb_of_max_speed(P ) plot, we can draw modest conclusions, but it would be
difficult to claim that this term is greatly affecting which simulations have the maximum
speed. From the Ctv_of_max_speed(P ) plot, we can see that most of the high speeds
either come from very low or very high turbulent viscosity coefficients (colored blue and
red, respectively). We quantified this observation (see Table 4), and found that the simula-
tions with extreme turbulent viscosity coefficients had over three quarters of the total area,
meaning that the relationship between high speeds and turbulent viscosity is large.
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Table 4 Quantifying how much space each coefficient covered in terms of percentage of the total
space.

Coefficient very low middle high very
low high

Buoyancy 4.2% 21.1% 20.4% 17.5% 36.8%
Turbulent 47.2% 8.1% 4.8% 8.7% 31.0%
Viscosity

Figure 4 In the upper left, we see a normal rendering of speed for a single simulation. In the
upper right, we color by maxsid(P ). In the lower left, we color by Cb_of_max_speed(P ). In the
lower right, we color by Ctv_of_max_speed(P ).

Finally, we were also interested in quantifying the changes from simulation to simulation
in our parameter study. We did this by calculating the following derived quantities:

1. 1
25

∑25
i=1 speedi 2. max

i=1,...,25
speedi

3. min
i=1,...,25

speedi 4. max
i=1,...,25

speedi − min
i=1,...,25

speedi

The results are shown in Figure 5. The fourth quantity informs an analyst as to the max-
imum differences possible for each point in space. Since we are performing these operations
on a parameter study, we are effectively quantifying the uncertainty for this simulation. Of
course, there are many alternative ways that an analyst may want to construct uncertainty
information from ensembles of simulations. But we believe that through the examples we
have presented in this section, we have motivated the capability of our system to do so and
the importance of a flexible and powerful derived quantity system.
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Figure 5 In the upper left, we are coloring by average speed, in the upper right by maximum
speed, in the lower left by minimum speed, and in the lower right maximum variation. The first
three plots vary in speed from zero to two and are colored using a logarithmic scale. The fourth
plot (of differences) ranges from zero to one and is colored linearly. These plots effectively quantify
the uncertainty for this ensemble of simulations.

6 Conclusions

We have demonstrated a powerful system for data-level comparative visualization and ana-
lysis. The system we have developed supports a wide range of comparative analyses. In
addition, the system is very versatile not only in the modalities of cross-mesh field evalu-
ation it offers, but also in the range of derived quantities that can be generated. Finally, it
supports these operations in a highly scalable, distributed memory, parallel computational
paradigm.

This methodology has greatly expanded the types of comparative visualization that can
be addressed. By integrating this system into an open-source product, we have been able to
get this technology in the hands of scientists and engineers. Future work will focus on the
enhancements of these technologies to generate new comparative methods that impact their
work.
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Abstract
Integral curves, such as streamlines, streaklines, pathlines, and timelines, are an essential tool in
the analysis of vector field structures, offering straightforward and intuitive interpretation of vi-
sualization results. While such curves have a long-standing tradition in vector field visualization,
their application to Adaptive Mesh Refinement (AMR) simulation results poses unique problems.
AMR is a highly effective discretization method for a variety of physical simulation problems
and has recently been applied to the study of vector fields in flow and magnetohydrodynamic
applications. The cell-centered nature of AMR data and discontinuities in the vector field repre-
sentation arising from AMR level boundaries complicate the application of numerical integration
methods to compute integral curves. In this paper, we propose a novel approach to alleviate
these problems and show its application to streamline visualization in an AMR model of the
magnetic field of the solar system as well as to a simulation of two incompressible viscous vortex
rings merging.
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1 Introduction

Simulation and visualization are key components of the modern scientific knowledge discovery
pipeline across many different disciplines. In this context, the task of visualization is to provide
insight into science problems from raw data generated by measurement or computer simulation.
In certain application areas, such as astrophysics, the simulation must accommodate many
different spatial scales. For example, in simulations of the solar system, the computational
domain may span thousands of astronomical units (AU), whereas some physical structures
that need to be resolved occupy significantly shorter length scales. As a consequence, it is
not possible to use regular grids, which in many cases are a primary choice due to their
conceptual simplicity, to discretize such simulation domains. The uniform resolution required
to represent the smallest phenomena in a simulation would result in infeasible overall storage
requirements. Unstructured grids, on the other hand, adapt well to differences in length
scales, but they also introduce significant overhead by requiring an explicit representation
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of grid connectivity. Adaptive mesh refinement (AMR) techniques are a hybrid solution
that discretizes the simulation domain as set of overlapping, nested, axis-aligned rectilinear
grids [4]. These grids are arranged in levels of increasing resolution, and information for a
specific point of the domain is stored at the finest grid overlapping this point. Thus, AMR
combines the adaptivity of unstructured grids with the implicit connectivity of regular grids,
adding only little overhead in form of a layout description. This arrangement makes it
possible to discretize adaptively simulations with comparatively little overhead.

In the visualization process, AMR data presents two challenges not found in other data
representations. First, portions of the coarse grid that span the simulation domain are
replaced with higher-accuracy information provided by grids at levels of higher resolution.
Thus, it is necessary to detect this overlap and always consider data at the finest resolution
available. Second, for methods that are built on the existence of a continuous interpolant
over the entire data set, special care must be taken to reconcile coarse and fine information
resolution at resolution boundaries to yield continuous interpolation. AMR simulations often
specify cell-centered values, which further complicates interpolation.

Previous work on addressing these problems for the visualization of AMR data focused
mainly on scalar field visualization techniques such as isosurface extraction and direct volume
rendering (Section 2.2 provides a brief overview). In this paper, we focus on making it possible
to use integration-based visualization techniques on AMR data sets. For this purpose, we
investigate existing streamline construction algorithms and apply them to AMR vector fields.
The goal of this effort is to identify problems that preclude efficient and accurate visualization
of AMR vector fields and then develop a novel algorithm to address these problems. We
perform a numerical evaluation of the accuracy of our method, compare it against existing
approaches, and document the applicability of our scheme by using it to visualize two AMR
data sets from astrophysics and fluid flow simulations. Finally, we discuss limitations of our
approach and possible future extensions to overcome them.

2 Background and Related Work

2.1 Adaptive Mesh Refinement (AMR)
Adaptive Mesh Refinement (AMR), introduced by Berger and Oliger [3], combines the topo-
logical (structural) simplicity of regular, rectilinear grids with the adaptivity of unstructured
grids to local changes in resolution: The computational domain is discretized using one or
more coarse grids (also called boxes or patches) in a root level. During the simulation, an
error estimate is computed for each cell of this root level, and all cells whose error estimate
exceeds a given threshold are tagged for refinement. Subsequently, a set of rectilinear grids
with an increased resolution is created that overlaps all tagged cells. These tagging and
grid creation steps are repeated recursively until all regions are represented with adequate
resolution. Simulation results from higher-refined levels are propagated back to the coarser
levels, resulting in a consistent representation of the domain. In Berger and Oliger’s original
approach [3], newly created grids are structured, rectilinear grids that can be rotated with
respect to the parent level. Berger and Collela published a modified version [4] of this
algorithm where newly created grids are axis aligned with respect to the parent level, which
is now widely used for simulations in applied science and engineering [35, 9, 12, 14, 31, 13, 1].

A Berger-Colella AMR hierarchy consists of axis aligned structured grids as building
blocks (see Fig. 1 for an example). These grids are arranged in levels, starting at the coarsest
root level up to the finest level of resolution. The hierarchy shown in Fig. 1, for example,
consists of three levels, including the root level. Within a level, grids have identical resolutions.
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Going from one level to the next finer level, a coarser grid cell is alway split into an integer
number of finer grid cells, where the integer refinement ratio specifies the number of fine
grid cells per coarse grid cell along each axis. The AMR hierarchy shown in Fig. 1 has a
refinement ratio of two, meaning that each coarser grid cell is covered by two finer grid cells
along each axis. Since the depicted data set is defined on a two-dimensional domain, each
coarser grid cell is covered by a total of four finer cells. Furthermore, a fine grid always starts
at the boundary of a coarse grid cell and a coarser grid cell is always either refined completely
or not at all. An AMR level is always contained completely within the next coarser level.
While a single grid (e.g., the grid comprising the third level in Fig. 1) at a given level may
overlap more than one grid of the next coarser level, it is always enclosed in the union of
all grids of that coarser level. Finally, transitions only occur between two consecutive levels.
There is always a layer of grid cells of the next coarser level around all grids of a refining
level.

Figure 1 AMR mesh consisting of four grids arranged in three refinement levels.

An important aspect in the parallelization of simulations working on structured, rectilinear
grids (AMR and other approaches that utilize multiple grids) is the concept of ghost cells,
see Fig. 2. Most simulation codes require the computation of derivatives and approximate
these derivatives based on the difference between values in cells adjacent to the current cell;
however, cells at boundaries do not have neighbors in all directions. To make it possible to
handle all cells in a grid in the same way, one introduces ghost cells to the simulation. These
ghost cells can either be external to the simulation, i.e., lie outside the computational domain,
or they can be located inside the domain. The latter case occurs if the domain is partitioned
into multiple blocks. Where blocks are adjacent to each other, ghost cells replicate data from
adjacent blocks, reducing the need for communication in parallel computation. In any case,
ghost cells are not considered to be part of the actual simulation domain. Note that if one
considers ghost cells, finer AMR levels do not necessarily start at coarser cell boundaries.
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Figure 2 Ghost cells create overlap between resolution levels and allow all cells of a level to have
a uniform neighborhood.

2.2 Visualization of AMR Data Sets

Much of the existing research on AMR visualization is focused on the visualization of
scalar fields and particularly on the development of effective volume rendering and iso-
surface extraction algorithms. Early approaches worked around problems with AMR data in
visualization by converting it to a form compatible with existing software implementations,
such as regular or unstructured meshes [28]. However, in this conversion the implicit mesh
connectivity is lost together with the storage efficiency advantage of AMR over unstructured-
grid-based approaches.

Specifically treating the case of iso-surface extraction, Weber et al. developed a method
that addresses the discontinuities of interpolation across resolution level boundaries to extract
crack-free iso-surfaces from cell-centered AMR data [38, 39]. Similar to our work described
below, cell centers of each patch of an AMR hierarchy are interpreted as vertices of a new
patch, forming the dual grid to the original patch. The use of dual grids leads to gaps
between patches comprising different AMR hierarchy levels. Weber et al. used a procedural
scheme to fill these gaps with so-called stitch cells. Fang et al. [10] presented an alternate
iso-surface extraction approach for node-centered AMR data with the main goal of preserving
the original patch structures.

Research concerned with volume rendering includes effective sorting schemes for cell-based
volume rendering [26], accelerating AMR volume rendering using graphics hardware [37, 20,
16, 29, 18], dealing with interpolation issues [16, 40] and allowing for parallel approaches [23,
20, 41]. Furthermore, Kähler et al. [15] used a set of existing tools to render star formation
simulation data produced by the framework developed by Bryan et al. [6]. Finally, Kähler et
al. [17] also described a framework for remote visualization of time-varying AMR data.
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2.3 Integration-Based Visualization

In the context of vector fields, integration-based visualization aims at using the trajectories of
idealized, massless particles as basic primitives to construct insightful visualization methods.
These particle trajectories, also called integral curves, are given as ordinary differential
equations over the vector field of interest and are approximated using numerical integration
schemes, such as e.g. the class of Runge-Kutta schemes. Here, we make use of a scheme by
Dormand and Prince termed DoPri5 [32, 33], that is popular for the task of integral curve
approximation [11, 34]. It offers 4th-order accuracy, adaptive stepsize control, i.e. the ability
to automatically adjust the integration step size based on the complexity of the vector field
in the traversed region, and dense output in the form of a polynomial curve describing every
integration step.

Beyond direct depiction in the form of streamlines (in stationary vector fields) and
pathlines (in time-varying vector fields), integration-based visualization techniques also
include more general techniques. Integral surfaces depict the movement of a family of
particles originating on a common curve or surface; this results in an illustrative depiction of
vector field structures and avoids visual problems that are often incurred when visualizing
many integral curves simultaneously [11]. Topological methods derive specific integral curves,
so-called separatrices, from an analysis of a vector field’s critical points, providing an abstract,
skeleton-type overview of a vector field [36]. Dense methods focus on depicting all particles
traversing a vector field simultaneously to e.g. mimic the effect of flow-induced oil smearing
in physical experiment [21].

All these methods rely on the reliable and accurate computation of integral curves of the
considered vector field. AMR vector fields present a number of challenges in this context. A
number of publications demonstrate streamlines over adaptive meshes [2, 27, 22]; however,
they are used as a visual benchmark for the described simulation or grid conversion methods
using adaptive techniques, and a description of the used integration algorithm is not provided.

2.4 Problems with Integral Curves in AMR Data

Since the mesh consists of multiple refinement levels, each of which may contain several
domains represented as rectilinear grids, the data in the finer levels replaces the coarser level
information. Because individual domains across all levels overlap, it is necessary to obtain
information from the finest level to represent the vector field data in full fidelity. Identifying
the correct domain and level can be a difficult task; below, we present an approach to handle
this efficiently. Moreover, due to the typical nature of AMR simulation codes, the vector field
is provided on a per-cell basis. Thus, interpolation is required to achieve the requirement
of continuity of the vector field for the application of numerical integration. While many
interpolation schemes may accommodate this requirement, tri-linear interpolation is typically
chosen for efficiency reasons. Here, we examine and compare the typically used cell-averaging
interpolation and contrast it with a novel dual-mesh approach that promises better accuracy.
Finally, due to the discontinuity of the vector field interpolant when traversing resolution
level boundaries, significant errors can be introduced during numerical integration, leading
to less accurate or incorrect integral curve approximations. Below, we demonstrate how
these boundaries can be explicitly taken into account during integration to avoid this loss of
accuracy and correctness.
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3 Integral Curves in AMR Vector Fields

In this section we describe several possibilities how we can address the problems of integral
curve computation in AMR data sets. Interpolating only in the root grid leads to large
differences in resulting streamlines when compared to utilizing properly the data present in
all hierarchy levels (see Figure 12). Thus, it is essential to consider the AMR hierarchy. We
have examined two different possibilities to handle the AMR refinement grids. To calculate a
single integration step, the Dopri54 algorithm needs to perform six vector field evaluations.
In our first method, we identify the corresponding AMR grid in the finest possible level for
each evaluation point and evaluate the vector field on this grid. The finest domain can be
found efficiently using an interval tree structure. Here, we do not consider the boundaries
between the different domains and levels. As a consequence, any possible discontinuity issues
mentioned above are captured by the error estimation of the Dopri54 method, thereby
reducing the integration step size and resulting in a larger number of integration steps (many
failed steps) during integral curve computation. Additionally, the computational error in the
numerical solution after passing the discontinuity is usually larger than the user prescribed
tolerance (see [7]). The individual steps of this approach are summarized in Algorithm 1.

Algorithm 1 AMR_Ignore_Boundaries
start in domain in finest possible level
while not finished do

advance integration step {
for each vector field evaluation do

find domain in finest possible level
evaluate field in this domain

end for
}
add step to curve

end while

Figure 3 Streamline intersection with level boundary.
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The error due to the discontinuity can be avoided by localizing the discontinuity position
and stopping and re-starting integration at the discontinuity introducing minimal possible
error (see [24, 7]). In our case, discontinuities are located at level boundaries. Thus, we have
to calculate an intersection point of the integral curve with the boundaries of the nested
refined grids. This is also the transition point where we have to descend into the finer level.
We formulate the second approach as follows. We start the integration in the domain in
the finest possible level. After each integration step we determine whether a refined region
was crossed. For this purpose, we detect whether the bounding box surrounding the current
integration step intersects the bounding box containing all the nested grids in the considered
domain. If so, we then check for a possible intersection with the boundary of the child
domains. Once we have determined an intersection point we can restart the integration in the
corresponding nested domain with the intersection position as starting point. This process is
illustrated in Figure 3. The Dopri54 method provides a polynomial representation of the
integral curve in each integration step. We use Newton’s method to calculate the intersection
point. The pseudo code of this approach is outlined in Algorithm 3.

Algorithm 2 Integrate_Domain
while inside domain do

advance integration step
if cross ghost cells then

if inside children bounding box then
if found child then

intersect with child bounding box
advance to intersection point
set new domain to child domain
outside domain

else
add step to curve

end if
else

intersect with domain bounding box
advance to intersection point
outside domain

end if
else

add step to curve
end if

end while

Algorithm 3 AMR_Explicit_Boundaries
while not finished do

find domain in finest possible level
Integrate_Domain (see Algorithm 2)

end while

The advantage of the second approach, compared to the first, simpler method, is that we
can process the curve integration in each AMR domain separately. In the first approach we
additionally need at least the fields of the nested child domains and the neighbor domains in
each integration step.

As mentioned in the previous section, the simulated data is mostly cell-centered whereas
integration requires vertex-centered vector field data. Only using the vector value given in a
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cell independently of the position (nearest neighbor interpolation) of the evaluation point
inside the cell is not sufficient. Thus, we have to calculate the vector values at grid vertices
based on the given cell vector values. Computing the vector at the vertex position as average
of the vectors inside the cells that surround a node yields a continuous trilinear interpolant.
However, it also has limitations due to very strong smoothing and inaccurate calculation of
field values at grid boundaries. Since an AMR hierarchy usually consists of a large number
of grids, this method can result in a significant error during integral curve computation.

Figure 4 Dual-grid representation without additional ghost cells showing gaps between different
AMR grids.

A proven approach in scalar visualization over AMR meshes with empirically better
interpolation accuracy for a cell-centerd vector field is a dual-mesh interpolant. The set of
all cell centers of the original grid form a grid, called the dual grid. In the case of block-
structured AMR the dual grid is also rectilinear. AMR data contains several independent
grids. Constructing the dual grid for each of them independently produces gaps between the
neighboring domains as shown in Figure 4. A solution to this problem is the computation of
an additional ghost layer surrounding the domain grid (see Figure 2). This implies extra
data to be stored and processed, but the resulting dual grid of the entire AMR mesh is
connected (see Figure 5). Thus, we can use the cell values for integral curve computation.
This additional ghost cell layer is often generated during the simulation process.

4 Numerical Evaluation

To examine and evaluate the different methods for the integral curve computation described
in the subsections above we perform the following test (see Algorithm 4). We used an 2D
AMR mesh with 4 refinement levels and 172 domains. On this mesh we defined a cell-based
vector field for which an analytical solution is easy to calculate by:

v =
(
−rsin(α)
rcos(α)

)
(1)
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Figure 5 Dual-grid representation with additional ghost cells. The boundaries between different
AMR domain grids (red lines) overlap showing no gaps.

with r =
√
x2 + y2, α = atan2(y, x), and (x,y) are the positions of the cell centers. We

calculate integral curves over the interval [0, 2π] in the field v and evaluated the relative error
of the final point:

Er = ‖C(2π)− S(2π)‖
‖S(2π)‖ (2)

where C is the computed integral curve and S the exact solution.
In order to make the error calculation more significant and exclude artifacts, we use 100

different initial values and computed the average relative error of these runs. The results are
plotted on a log-log scale. Figure 6 depicts the relative error of the test cases AI and DI.
For comparison we calculated two additional error plots. The first one shows the error of
the integration in the field without using any field interpolation. The integrator uses the

Algorithm 4 Test_Case
Case: AI

cell data to point data using averaging
execute AMR_Ignore_Boundaries

Case: AE
cell data to point data using averaging
execute AMR_Explicit_Boundaries

Case: DI
build dual-grid
execute AMR_Ignore_Boundaries

Case: DE
build dual-grid
execute AMR_Explicit_Boundaries
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field value of the corresponding cell regardless of the evaluation position inside the cell. The
second represents the error of the integral curve computation only in the coarsest level of the
AMR mesh. In Figure 7 the error plots of all four test cases are compared. Finally, Figure 8
depicts the average number of vector field evaluations needed to calculate the curves for all
four test cases.

As we can see from the resulting errors, interpolation is required in order to obtain
reasonable results. By using the averaging method problems resulting from discontinuous
behavior at level boundaries are clearly seen, introducing a large computational error and
an increase in the amount of vector field evaluations. However, this error can be reduced
by considering the domain boundaries. The dual grid interpolation shows better results
compared to the averaging method. Even if we disregard the domain boundaries, the error is
small. The cases DI and DE show equal behavior and the resulting error is smaller compared
to the error resulting from the integration in the coarsest level of the AMR. One problem that
may occur by disregarding the domain boundaries is that the integrator would not descend
into refined levels and important features of the considered vector field can be missed (see
for example sketch in Figure 3 and Figure 12). Furthermore, for the method in test case
DI, we need to know the entire data set for each integration step, whereas in case DA the
integration can be performed for each domain independently.
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5 Implementation

We have implemented our algorithm using VisIt [8], an open source visualization and analysis
tool for large data sets. We chose VisIt as a basis for our work since it already supports
a wide variety of AMR file formats. VisIt accommodates AMR as first class data type. It
handles coarse cells in AMR data that are also available in a finer resolution level as a special
case of “ghost data,” i.e., data that is used to make computations more efficient, but which
is not considered to be part of the simulation result. This marking is done by adding an
array to each box/grid that designates the status of each cell (ghost or non-ghost).

VisIt’s marking of refined AMR cells as ghost is facilitated by another data structure, the
so called “domain nesting.” This data structure specifies which grids/boxes are adjacent to
each other and makes it possible to populate boundary ghost cells of one mesh with copied
data from an adjacent box. Furthermore, this nesting information also specifies whether
a box/grid contains any boxes of a finer level. For example, it is possible to query what
boxes/grids of the next finer level intersect the current box/grid and what cells are covered.
This information is given as a set of ranges.

VisIt also supports vector field visualization, for example with vector glyph plots and
streamlines. However, the current implementation of streamlines in VisIt does not consider
an AMR hierarchy. Instead, streamlines that are started in one grid/box of the domain
only use information from that box/grid until they exit its outer boundaries. In particular,
streamlines do not use ghost information to detect refined cells and appropriately descends
into the AMR hierarchy.

Algorithm 5 AMR_Integrate_Curve
if no outer ghost zones then

compute additional ghost layer
end if
while not finished do

find domain in finest possible level
build dual grid
Integrate_Domain (see Algorithm 2)

end while

Based on the comparison results in section 4 we have implemented the method outlined
in Algorithm 5 for the streamline visualization in our application cases. In order to descend
into finer regions of the AMR grid, we utilize VisIt’s data structures holding the nesting
information, the ghost cell array, and the domain nesting described above. The ghost cell
array specifies which cells of the coarse grid are refined. The domain nesting structure can
be used to obtain the entire region of the finer domains (children domains) to construct
the bounding boxes needed for the intersection calculations. If the simulation data do not
provide additional ghost cells, we calculate them as follows: If an adjacent grid with equal
refinement resolution exists, we use the values in the adjacent cells of the neighbor grid to
generate the external ghost layer. If the domain is at the refinement level boundary we
interpolate the ghost values using the coarser cell values. Note, that after the calculation of
the dual grid we have to adapt the ghost cell array to the new grid, since the number of cells
has changed.
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6 Use Case – Application

In this section we will use our integration algorithm in order to visualize streamlines in two
different application cases, the simulation of the solar wind interaction with the interstellar
medium as well as a simulation of two incompressible viscous vortex cores merging.

6.1 The Solar Wind Interaction with the Local Interstellar Medium
Simulations of the solar system, particularly the interaction of solar wind with the local
interstellar medium, are an important application area of AMR simulations. For example,
scientists are particularly interested in plasma quantities in the solar system because they
are currently measured by the Voyager 1 and Voyager 2 spacecraft. The global modeling
of the heliosphere requires a computational region to be about 1000 AU, whereas length of
plasma fluctuations can be 0.01AU, which are too fine to be modeled without AMR. The
other application of the AMR is putting a very fine mesh at the spacecraft locations to
compare the observations with the theoretical models.

The Voyager program was conducted to investigate distant planets of the solar system.
The primary mission ended in 1989 and this was the beginning of the Voyager Interstellar
Mission, which has the purpose to investigate outer solar system environment and search for
the heliopause boundary. The magnetic field plays an important role in investigating our solar
system. The solar flares produce strong magnetic field disturbances in the interplanetary
magnetic field (IMF). The solar system is surrounded by local interstellar medium (LISM),
which is weakly ionized plasma. The interstellar magnetic field (ISMF) has strong influence
on heliosphere shape. The Voyager probes have a big set of instruments, however only
magnetometers are still operational on both spacecraft. Therefore, modeling and visualization
of the magnetic field are extremely important for this problem.

(a) (b)

Figure 9 (a) The heliosphere. SW: Solar Wind, TS: Termination Shock, HP: Heliopause, BS:
Bow Shock, LISM: Local Interstellar Medium. (b) The structure of the AMR mesh.

The heliosphere is the region of space filled by the expanding solar corona, a vast region
indeed extending 150 − 180 astronomic units (AU) in the direction of the Sun’s motion
through the local interstellar medium (LISM) and several thousand AU in the opposite
direction. The solar wind (SW) is a hydrogen plasma, expanding more-or-less radially from
the Sun at speeds of 400− 800 km/s, with a density that decays as r−2 (r denoting radial
heliocentric distance from the Sun). The interstellar plasma, on the contrary, is rather weakly
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ionized. The Sun moves through the LISM with the velocity of about 25− 26 km/s. Collision
of the SW and LISM flows creates a tangential discontinuity (the heliopause (HP), see
Figure 9a) that separates these flows, a termination shock (TS), which decelerates supersonic
SW at the inner side of the HP creating a so-called inner heliosheath, and possibly a LISM
bow shock (BS).

(a) (b)

Figure 10 Magnetic field of the Sun. (a) Parker spiral shaped field lines. (b) Field lines passed
the termination shock, colored by the field magnitude.

The AMR mesh used for the solar system simulation consists of five refinement levels
and 20040 domains. The root grid on the coarsest level contains 100 × 100 × 80 cells. In
Figure 9b the structure of the AMR mesh around the heliopause is illustrated. Figure 10
shows the interplanetary magnetic field, which has the shape of the Parker spiral [30]. This
distribution of the IMF is due to the expansion of the Sun’s dipole magnetic field with SW
velocity. As a result of the SW compression at the TS, the distance between two consecutive
coils of the spiral becomes 3 times smaller in the inner heliosheath than in the supersonic
SW. The streamlines behind the termination shock are shown in Figure 10b.

(a) (b)

Figure 11 Interstellar magnetic field lines draping the heliopause. (a) Colored by the field
magnitude. (b) Single color for each streamline).

Figure 11 shows interstellar magnetic field stream lines wrapping the heliopause, which is
shown as the isosurface. The magnetic field squeezes the heliopause in the direction parallel
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to direction of the interstellar magnetic field at infinity. The wavy structure on the flanks of
the heliopause is the combination of the Kevin-Helmholtz and Raleigh-Taylor instabilities
(see [5]), which arises from the charge exchange between neutral hydrogen and plasma. The
magnetic field acts as the stabilizing force, suppressing the instability, however, if magnetic
field becomes perpendicular to the velocity of plasma, this stabilizing force becomes very
small. This is the reason why the instability happens in the specific parts of the heliopause.

6.2 Simulation of Two Incompressible Viscous Vortex Cores
A second example comes from a 3D simulation of two incompressible viscous vortex rings
merging, taken from [25]. Two co-rotating vortex rings approach each other at an angle,
merging as they meet into a single vortex ring. The domain is periodic in the z−direction, with
no-shear solid wall boundaries in the x− and y−directions. This problem has been studied
extensively due to its interesting vortex dynamics, both numerically and experimentally [19].
As the vortices merge, a complicated flow field is generated, providing a good testbed for the
streamline algorithm. Streamlines provide a very useful visualization tool for interpreting
the complex flow patterns produced as the flow evolves. Figure 12 clearly shows that the
structure of the flow can not be captured without considering the AMR refined levels.

Figure 13 shows streamlines for the AMR data at the initial time (when there are two
distinct vortex rings), after 60 timesteps (when the vortex rings are merging), and after 120
timesteps (after the two vortex rings have merged into a single flow structure). There are
two levels of refinement in this simulation, each representing a factor of 4 refinement of the
solution. The root grid on the coarsest level consists of 643 cells. In each figure, one can see
tightly-wound streamlines around the vortex ring cores, along with streamlines farther from
the vortex ring cores, which illustrate the far-field flowfield induced by the vortex rings.

(a) (b)

Figure 12 Streamlines in the vortex core data set (a) not considering the refinement levels, (b)
using our algorithm. The color represents the velocity field magnitude.

7 Conclusions and Future Work

In our paper, we have examined the problem of the computation of integral curves in
AMR simulations. We proposed a method for numerical integration which utilizes the data
information provided at finest refinement level available and also handles interpolation issues
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(a) (b)

(c)

Figure 13 Streamlines visualization of the vortex core simulation for the time steps 0 (a), 60 (b),
120 (c), colored by field magnitude.

occurring at level boundaries. We applied our algorithm to visualization of streamlines in
a model of the solar magnetic field as well as to a simulation of two vortex cores merging.
Currently, our method is limited to block-structured rectilinear AMR grids. AMR methods
have been expanded to simulate flow fields in complex geometries based on Cartesian grids
with embedded boundaries or mapped grids. In future work we want to adapt our algorithm
to handle these cases as well, which will make it possible to consider several additional
interesting application areas, such as fusion. We further plan to implement a parallel version
of our algorithm.
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Abstract
Most of today’s visualization systems give the user considerable control over the visualization
process. Many parameters might be changed until the obtention of a satisfactory visualization.
The visualization process is a very complex exploration activity and, even for skilled users, it can
be difficult to arrive at an effective visualization. We propose the construction of a visualization
prototype to assist users and designers throughout the stages of the visualization process, and
the integration of such process with a reasoning procedure that allows the configuration of the
visualization, based on the entailed conclusions. We are working on a formal representation
of the Visualization field. We aim to establish a common visualization vocabulary, include the
underlying semantics, and enable the definition of visualization specifications that can be executed
by a visualization engine with ontological support. An ontological description of a visualization
should be enough to specify the visualization and, thus, to generate a runtime environment that
is able to bring that visualization to life. The visualization ontology defines the vocabulary.
With the addition of inference rules to the system, we can derive conclusions about visualization
properties that allow to enhance the visualization, and guide the user throughout the entire
process toward an effective result.
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1 Introduction

Visualization tools have strong dependency on the visualized data domain. This leads to a
great heterogeneity in the field. If we compare, for example, a flow visualization with a graph
visualization, we find differences between them in many respects. Data topologies in flow
visualization are usually highly structured regular grids whereas in graph visualization are
graphs. Data items in flow visualization have spatial locations that should be represented
in the visual representation, but in graph visualization the layout of elements is a freedom
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degree whereas the node-link structure is the key aspect to represent. As a result of such
heterogeneity, different approaches need to be applied depending on the case.

However, there are many aspects in common across the visualization techniques. Data
derivation, cleaning and filtering, and layout algorithms, are a few examples of tasks that
are performed in similar ways in almost every visualization tool. A key issue to unify
the Visualization area is the identification of such common aspects in order to perform
developments that enable the reuse along the visualizations. Many efforts exist to gather
these aspects, such as [25], [4], [26], [7], [3] and our Unified Visualization Model (UVM) [17].

The UVM is a reference model that gives users and designers a unique mental model
in terms of which express their needs. It defines a theoretical framework for describing the
intermediate states and transformations of the data, from its raw origin in the application
domain to the final view construction. Additionally, the UVM enables the explicit definition
of user interactions through the definition of tasks, basic interactions, and low level operators
and operands.

The UVM and the other proposals are steps toward the foundation of a Visualization
Base Theory and an extensive work has been done to unify the vocabulary in the field and
overcome the heterogeneity. However, achieving an effective visualization is still more an art
than a science. Although, with a framework for describing each aspect, each technique, and
each possible choice in Visualization, how to configure the visualization process to obtain an
effective visualization is a very difficult task, even for skilled users. Visualization systems
can give the user considerable control over the visualization process. This freedom makes it
difficult to choose a proper configuration that allows to obtain the desired results.

To overcome this difficulty, we propose to integrate semantics into the visualization in
order to guide the user in the selection of the visualization parameters. We found necessary
to include semantics for describing the data, the visual representation, the interactions, and
the visualization process itself, plus a reasoning mechanism to derive the features of an
effective visualization from such semantics. In consequence, our proposal relies upon three
major components: a description about how each visualization technique represents each
aspect of the data (i.e. a visualization ontology), a specification about the meaning of the
raw data (i.e. a visualization-oriented data taxonomy), and a mechanism that performs the
selection of the most suitable visual parameters to be applied to a concrete scenario (i.e. a
rule system for semantic-based visualization).

The general objective of our proposal is the integration of the visualization process with a
reasoning procedure that allows the configuration of the visualization, based on the entailed
conclusions. In particular, we are working to obtain an operational visualization prototype
with semantic support that allows to assist users and designers throughout all the stages
of the visualization process. As part of our ongoing work, we are defining a visualization
ontology based on the UVM, and formalizing a data taxonomy. Additionally, we are working
on a preliminary set of rules that enable the entailment of conclusions that suggest to the
user the selection of an appropriate configuration for an effective visualization.

This work is organized as follows. In Section 2, we present some related work on integrating
semantics in visualization. Next, in Sections 3, 4, and 5, we describe the main components
of our ongoing work. Finally, we give some closing remarks.

2 Related Work

The integration of semantics in visualization has evidenced an ever increasing interest in
the community. Much work has been done to formalize the visualization topics and define
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visualization reference models. In [8], the authors argument the need for increasing the
rigourousness in visualization descriptions to explicitly define a visualization ontology, and
give some clues about how it can be achieved. In this sense, data and/or task oriented
taxonomies such as [25], [4], [7], [3], and the UVM [17] are partial views of the semantic
shared conceptualization for Visualization that must be explicitly modeled by every valid
visualization ontology.

There are some good examples of how semantic information can be integrated into
visualization tasks ([32], [15], [18], and [31]). However, in all these examples, the role of
the semantics is to improve the integration, querying, and description of the data in the
visualization; in none of these cases the semantics associated with the data is used to create
the visualization.

Despite that, there are cases where semantics is used, although limited in some way, for
aiding in the visualization creation. In [13], it is presented a semi-automatic visualization
assistant that helps users to construct perceptually sound visualizations for large multidimen-
sional datasets. In [10], it is proposed a framework that uses context information and a set of
rules to automatically select a suitable visualization method. In [16], the authors present a
method for aiding in the visualization pipeline design. A database of pipeline configurations
is used to properly complete the configuration of the user’s pipeline. In [9], the authors
combine a domain ontology with a visual representation ontology to automatically select a
proper visualization for web data.

Several efforts to define generalized visualization ontologies have also been made. A
seminal paper on this matter is [2]. In that work, a top level ontology is outlined and
future tendencies are given. Moreover, authors in [6] discuss the role of the information
and the knowledge in visualization and identify possible trends. In [14] a graphics ontology
representing the semantics for a 3D-scene graph is proposed to define the semantics of
graphical primitives, using a very similar approach to ours.

Additionally, there are semantic specifications for particular visualization aspects such
as the user domain data classification, the visual representation, and the visual mapping.
Some examples are size-based data classifications [30, 29], a taxonomy for visualization
algorithms that is based in assumptions over their inputs [28], the characterization of visual
variables to represent visual representations at a higher level of abstraction [5], the use of
fuzzy logic semantics to replace the traditional transfer function setup in illustrative volume
rendering [21], and a specific semantic model created by a machine learning mechanism that
uses representative dataset collections as training sets [24].

Finally, we can mention a rule-based related work. PRAVDA (Perceptual Rule-Based
Architecture for Visualizing Data Accurately) [1] is a rule based architecture for assisting
the user in making choices of visualization color parameters. This architecture provides
appropriate choices for visualization, based on a set of underlying rules [23, 22], which are
used to select a colormap.

3 Toward a Visualization Ontology

An ontology for visualization is the first necessary step to enable the building of visualization
tools with underlying ontological support. An ontology is a formal, explicit specification
of a shared conceptualization [12]. That shared conceptualization is given in visualization
by the reference models discussed earlier, which provide the foundations and the necessary
theoretical background. Our purpose is to formalize the theoretical framework given by
the UVM and make it explicit and manipulable by a software platform automatically. To
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Figure 1 The ontology architecture. The figure shows the main components of the core ontology,
the ontology extensions, and the inference rules. Users provide their own domain ontology and the
selected runtime engine adds its primitives.

emphasize the shared nature of our ontology, we have adopted the Ontology Web Language
(OWL) [20] as the language to define it. OWL is the W3C standard ontology language for
the Semantic Web initiative and has been under active development for about six years. The
utilization of a heavily supported standard facilitates the sharing and the interoperability of
our proposal, and enables us to exploit the vast set of tools that have been implemented.
In particular, we are interested in the definition of an OWL DL visualization ontology (i.e.
the subset of OWL whose semantics is based in Description Logics), in order to keep the
reasoning decidable.

The design of the ontology follows a modular approach (see Fig. 1). It has a core composed
of a minimal set of basic concepts and relationships that can be extended by concepts and
relationships of higher level of abstraction. The definitions in each ontology extension are
based directly or transitively on the core definitions. Ontology extensions have a particular
purpose and may be used depending on the user needs. In this way, only the extensions that
model aspects of interest for the current application are used. This simplify the reasoning
process, facilitates the decision making about the visualization configuration, and allows to
focus on the outstanding topics of Visualization required for such application. This setting
of core definitions plus their respective extensions leads to a layered and more extensible
architecture.

From a static perspective, a visualization can be described in terms of the data in the
user domain, the visual representation, and the visual mapping. From a dynamic perspective,
the visualization can be perceived as a process of transformation that takes the user domain
data as input, processes it to get the visual representation, and can be affected by the user
interactions. The core of the ontology supports these both perspectives and it is presented in
the following subsections (see Fig. 1).
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3.1 User Domain Data Representation
Data in the user domain and its relevant properties are characterized by a domain ontology
provided by the user. This ontology is imported and its concepts and relationships are made
available to establish visual mappings from them.

Users are the experts in their domains. They know all the subtleties of the knowledge area
that they want to visualize. Thus, it is reasonable that they provide their own representation
for that area. Additionally, for a particular application domain, many domain ontologies may
exist differing in how they represent such a domain, its purpose, level of detail, specificity,
ontology commitment, etc. We prioritize the maximal flexibility in our design by allowing
users the inclusion of their most adequate OWL domain ontology to represent their data and
metadata. By requiring an OWL DL user ontology, we enable the use of all the OWL DL
constructors, and ensure a successful integration between user and visualization ontologies.

3.2 The Visual Representation
The definition of the visual representation must describe the spatial substrate (how the
elements are arranged in the visual representation space), the visual elements, and their
attributes. Concepts for space and geometric transformation are used to describe the
visualization layout.

In order to enable the automatic execution of the visualization represented by an onto-
logical description, the visualization system must be able to perform the rendering of the
elements represented by the involved concepts. But rendering engines may have different
rendering capabilities. To overcome this issue without losing flexibility in our design, our
system allows modular runtime engines for rendering and event handling. Each runtime
engine provides concepts describing its supported graphical primitives (e.g., vertex based
primitives, nurbs, etc) with its attributes (e.g., color, opacity, shader models, etc), the
supported transformations (e.g., translations, rotations, etc), the user events that can be
handled (e.g., mouse click, mouse drag, keystrokes, etc.), and every platform dependent
aspect. These primitive concepts do not rely on any other concepts and they have a semantics
given by how they are processed at runtime. Primitive concepts can also be combined to
define derived concepts for describing more complex scenes (see Fig. 1).

3.3 The Visual Mapping and The Visualization Process
Concepts for the data in the user domain and the visual representation are combined to
define the visual mapping. From a static viewpoint, the visual mapping consists mainly in
ontological relationships that associates data items and attributes in the user domain with
graphical elements and attributes in the visual representation. In many cases, the mapping
follows a data structure or topology, or some data values are mapped specifically depending
on their datatype.

However, the visual mapping can be the result of a complex data transformation. From
a dynamic viewpoint, the visualization can be perceived as a process that takes the data
in the user domain (i.e., the input data or raw data) and process it, giving back the view
as a result. This processing is decomposed in a visualization network or pipeline where the
intermediate data stages, the transformations, and the interconnections between them are
described (see Fig. 2).

The visualization ontology defines concepts and relationships to describe the visualization
stages and transformations. In each transformation, a formal description of the calcula-
tions performed there, and the conditions that must hold to carry out them, are provided.
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Figure 2 The visualization process and the interactions. The figure shows a visualization network
that obtains a visual representation from the input data in the user domain, and the interaction
feedback loop. A set of events are combined to characterize the basic interactions. These interactions
affect the visualization network through low level operators provided in each stage.

These descriptions involve the specification of control structures such as the sequence, the
conditionals, etc. Additionally, each stage provides low level operators that enables its
reconfiguration. To represent these aspects the Process Ontology of OWL-S can be used.
OWL-S, the Semantic Markup for Web Services [19], is an OWL ontology that describes
semantic web services. The description of the behavior of such web services could be useful
to describe the semantics of the stages and transformations in the visualization process.

The formal description of the visualization process enables its dynamic reconfiguration,
the re-execution of the proper stages in response to interactions, and the ability to reason
about how to connect the available stages and transformations to obtain the desired visual
representation.

3.4 Interactions in Visualization

After the visual representation is generated, the user can interact with the visualization
triggering background processes that recalculates and re-executes several parts of the visual-
ization. Then, the user receives some feedback from the visualization and the interaction
cycle is repeated again and again.

Each interaction in the visualization starts when the user produces an event on the
visual representation. The events that the visualization can handle are associated to basic
interactions. These interactions reconfigure the visualization process through low level
operators defined in each stage of the visualization network (see Fig. 2).

Ontologically speaking, the basic interactions are mappings from events to low level
operators. Events that can be handled by the runtime engine are provided as a set of
concepts. Low level operators are part of the set of concepts used to define the visualization
process. Hence, the basic interactions are represented in the ontology by relationships that
map those two set of concepts. In this way, each time the user produces the set of events
that triggers some interaction, the runtime engine will report them, and then, the semantic
information about such interaction will be used to perform the appropriate reconfiguration
of the visualization network represented by the ontology.
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3.5 Extensions of the Visualization Ontology
In the previous subsections the main parts of the ontology core have been discussed. The core
concepts and relationships offer the ability to model the key elements of the visualization,
but they present a low abstraction level for the user data model and the underlying software
platform. In visualization, many decisions take into account more abstract information.
Concepts such as shape, transfer function, visualization technique, among others, are more
appropriate to reason and decide the optimal way to represent some particular dataset.

Extensions to classify datasets, handle transfer functions, manipulate color spaces and
transformations, and define information channels in visualization (such as shape, opacity,
color, etc.) can be defined by combining core concepts and used independently only when
they are required. For example, a user interested in transfer functions can use such extensions
without importing others. In this way, there is no need to perform the reasoning over the
full visualization ontology. Only the relevant concepts are considered to assist the user.
Additionally, since extensions are defined in terms of core concepts, and such concepts
have support in the runtime engine, the extensions automatically acquire runtime support
contributing to the automatic execution of the visualization represented by the ontology.

4 Building Up a Visualization-Oriented Data Taxonomy

Data classification is the categorization of data for its most effective and efficient use. Data
can be classified according to any criteria. For example, it can be divided according to
its topical content, file type, operating platform, average file size, creation date, etc. We
need a suitable data classification to integrate in the UVM and in our ontology. An explicit
description of the data provides the semantics necessary to enable the reasoning and the
selection of effective visualization techniques to visualize it.

A visualization-oriented data taxonomy should consider not only the size in bytes of the
dataset but also issues like:

the amount of items, to determine how important it is the visual scalability of the
technique to be used,
the existing relationships among items, to determine how important is to use a technique
that displays explicitly such relationships (e.g. a graph-based technique),
the amount of attributes, to determine how important is to use a multidimensional
visualization technique,
and finally, the amount of different objects to be represented and their complexity, to
determine the necessary interactions to explore and analyze the data.

These aspects are key features to select the most adequate technique to visualize a dataset.
A dataset taxonomy also helps in the selection of the graphical elements and their attributes.
For example, the techniques to visualize high-dimensional textual data are very different from
the techniques required to visualize a vector field, and the graphical elements to represent
tuples are very different from those used to represent vectors. Figure 3 shows the UVM’s
transformations where the taxonomy-driven selections are performed.

In the context of our Visualization Ontology, we need to provide concepts and relationships
to enable the formal definition of visualization-oriented data taxonomies. This implies the
description of the metrics needed to characterize the datasets accordingly to the aspects
previously mentioned. Based on such metric values, it is possible to define hierarchies for
dataset classification. Then, for each category, a set of proper visualization techniques
can be made available ensuring an adequate visual representation. All these concepts and
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Figure 3 The role of a visualization-oriented data taxonomy in the context of the UVM’s pipeline.
The taxonomy is involved in the selection of how the elements and its attributes are represented
(Visual Mapping Transformation), and it is essential to choose an appropriate visualization technique
(Visualization Transformation).

relationships will be integrated into the visualization ontology through one or more extensions
created for this particular purpose.

5 Fulfilling Semantics Through Rules: Semantic-Based Visualization

An ontology describes the meaning of the domain that it represents. But such ontology
cannot be useful if that meaning is not exploited in all its extent. An OWL specification of
concepts and relationships only describe the axioms of the knowledge base. It has information
about what holds and what does not, and is able to be queried for ontology consistency,
concept satisfiability, concept subsumption, and instance checking. These operations are
valuable for validation purposes and provide richer “object oriented” axiomatic descriptions.
However, to assist the user in his search for an effective visualization, it is necessary to
include inference rules into the system. This addition will allow to derive conclusions about
visualization properties that will be used to enhance the visualization and guide the user
throughout the process.

Inference rules are able to represent the way in which the system can derive new infor-
mation. They are combined with the axiomatic descriptions in the visualization ontology
to entail new facts that can be queried and used to suggest how to visually represent some
dataset. Rules also allow the use of variables in their specification giving the ability to infer
through a pattern matching based mechanism. Such a mechanism, not present at ontological
level, is essential to bind visualization parameters, derive new information, and increase the
overall expressive power. Additionally, inference rules allow a richer information manage-
ment by making reference to concepts of a higher abstraction level, i.e., concepts described
by specific extensions of the ontology. For example, rules stating that some visualization
technique is appropriate for some particular kind of dataset, are rules that make reference to
the concepts for the visualization-oriented data taxonomy discussed before.

From combining the semantics given by the visualization ontology with a carefully chosen
set of inference rules, the available family of queries become more according to our objective:
assist the user to get an effective visualization. For example, one could ask the system if
some technique is suitable for the input data, if some color scheme is appropriate to make
evident the differences between some attributes, if the visual mapping shows appropriately
the presence of some data correlation, etc.

In order to include rules into our proposal in an elegant and consistent manner, we are
analyzing the use of a rule language that has a good integration with OWL. Unfortunately, the
rule language for the Semantic Web is not standardized yet. The most encouraged proposal
under consideration is the Semantic Web Rule Language (SWRL) [27]. This language adds
rules written in RuleML (an XML-based language for the denotation of rules) to OWL DL.
The result is a language based in horn clauses which has the expressive power of a First Order
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Logic, but, in consequence, it is undecidable. Another proposal is the use of Description
Logics Programs [11], a combination of OWL DL with the decidable portion of a horn-like
rule language. This last proposal emphasizes decidability over expressiveness resulting in a
more limited but decidable language.

Although the rule support for the Semantic Web is not mature yet, the tendency indicates
that some kind of horn-like clauses will be used to enable full reasoning over the web. In this
context, we expect that our proposal also make use of such a kind of rules.

6 Final Remarks

We have presented a proposal to integrate semantics into visualization to aid users to obtain
an effective visualization. The semantic specification is based on the definitions given by
a visualization reference model (the UVM), and contributes to the formalization of the
visualization base theory. Such specification requires a visualization ontology, plus a set of
inference rules to entail information to properly configure the visualization. The ontology
was designed following a modular design that separates the core ontology describing basic
concepts, from the higher abstraction level concepts defined in particular purpose extensions.
Additionally, the ontology design distinguishes between primitive and derived concepts to
provide runtime support for the visualization represented by the ontology.

Several aspects compose the semantic description for a visualization. Static aspects such
as the data in the user application domain, the visual representation, and the visual mapping,
are combined with concepts describing the stages and transformations of the visualization
process and the interaction feedback provided by a visualization tool. All this information is
gathered and used to establish valid conclusions about how to configure a visualization that
represents adequately and accurately the input dataset.

In addition to the core visualization ontology, we have outlined an ontology extension to
describe a dataset taxonomy, and have described the use of inference rules in the reasoning
process. These two topics are essential to make possible, to our system, the selection of a
suitable visualization technique as a function of the input dataset characteristics.

This work is the first of a long series of steps toward the construction of a visualization
system that helps users represent their data in an effective manner. We are currently
working in the design and implementation of a service-oriented visualization model that will
extend the UVM through the inclusion of semantic information and reasoning. Currently,
we are working on the formalization of the UVM and its ontological representation, the
definition of the core ontology, the development of a service-oriented version of the UVM, the
characterization of the input data and an inference model based on semantic reasoning. In the
future, we expect to complete the ontology definition with specific extensions to handle data
categorization, color management, and information channels among other topics. Also, we
pursue the implementation of a modular prototype for a concrete evaluation of the exposed
topics, and the validation of the proposed formalisms by the Visualization community.
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Abstract
We present a novel approach to simulate drug application to the inner ear of the guinea pig
with the goal to reduce animal experiments and to increase the accuracy of measurements. The
framework is based on a tetrahedral grid representing the individual compartments of the cochlea,
associated with a finite element model used to simulate medical diffusion and clearance. In a
first simulation scenario, we were able to compute transfer coefficients between the inner com-
partments of the ear, validating experiments from the literature, and to prove the existence of
clearance at the inner scala tympani. In a second scenario, the cochlea was unwound to obtain
a one-dimensional model for efficient simulation-based transfer coefficient identification. These
coefficients are useful to predict the impact of novel medication application systems.
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1 Introduction

Hearing loss is still one of the most frequent chronic diseases and it may affect people of any
age. Irreversible impairment of the sensory hair cells inside the human cochlea (inner ear), is
often the reason for acute hearing loss. Due to the high sensibility of these hair cells, there is
a wide range of possible causes for hearing loss, ranging from certain antibiotic treatments
to simple aging processes. A drug therapy against hearing loss may only be successful when
the right dosage is applied.

A promising alternative to systemic therapy, where medication is absorbed by the entire
body, is the local delivery of drugs to the inner ear [7]. This is typically performed by
injecting a small quantity of substance through the ear drum on top of the round window
(purple region illustrated in Figure 3(a)), from where it will enter the scala tympani and will
eventually reach the hair cells in the region where the hearing loss occurs, since hair cells
at the front and at the end of the cochlea are associated with different frequency ranges.
State of the art is round window application, i.e. placing a gel containing the drug on the
round window. Alternatives to that may also help placing the medication closer to the target
region, in the near future.
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Figure 1 Unwinding the cochlea of a guinea pig, facilitating simulation and visualization of
medical drug application to the inner ear.

Figure 2 Simulation and modeling framework. The modules colored in blue belong to our own
software, whereas red boxes denote commercial tools we used.

(a) (b)

Figure 3 The cochlea (inner ear) of the guinea pig. (a) Segmented geometric model used for
FEM-based simulation; (b) histological cross-section image of the cochlea, courtesy of Renate Lauf,
Tübingen Hearing Research Center (THRC).
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(a) (b)

(c) (d)

Figure 4 Segmented volume compartments: (a) scalae tympani and vestibuli; (b) endolymphic
space; (c) spiral ligament; (d) organ corti.

Care must be taken not to cause further damage to the inner ear when locally applying
medication. An over dosage of applied medication may increase hearing loss, as well as inner
tissues may suffer from surgery. With under dosage, incorrect application frequency, or faulty
medication formulation (e.g. too large molecules to penetrate round window tissue), no
significant quantity will enter the cochlea. Due to these risks, at the current state approval
of new application systems requires a large number of animal experiments.

The cochlea of the guinea pig (Figure 1) is shaped in a similar way as the human cochlea,
except that it is much smaller and variations in size and shape are rather limited [3, 13].
Animal experiments required by law are used to assess the effect of drug application. The
results are scaled up to the human ear without understanding the physical fundamentals of
this process. Measurements of drug concentration are very difficult to perform due to the
small size of a guinea pig’s cochlea. Substances that cannot be measured with micro CT or
magnetic resonance microscopy [11] may require destruction of the cochlea when measured.
Unfortunately, the visible marker substances may have different transfer coefficients than the
medication to be investigated.

In our present work, we contribute a simulation and modeling framework with the goal to
reduce and replace animal experiments. Besides the ethical advantage of computer-simulated
approaches, there are virtually no limitations in measuring results and in the accuracy for
transforming the underlying physics into mathematical models. The only loss of precision is
due to (small) numerical simulation errors and due to differences between the virtual model
and reality, both in geometry and the physical phenomena developed here. Our algorithm
simulates and visualizes the application process for the cochlea of a guinea pig with much
greater accuracy than can be obtained with any state of the art animal experiment, provided
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Figure 5 Volume modeling by cross-sectional segmentation with AMIRA.

that transfer and diffusion coefficients are known. We anticipate that similar methods will
be available in the near future to simulate analogous processes in the human ear.

A schematic view of our framework is depicted in Figure 2. We used the AMIRA software
to construct a segmented geometric model of the cochlea compartments. The resulting
tetrahedral mesh is parsed by our system and exported for simulation with ANSYS. After
the model and a number of ANSYS simulation runs used for validation have been established,
our system forms a stand-alone application, as we obtain a parametrized 1D-representation
by unwinding the cochlea and the simulation model. The 1D-version of the simulation is now
implemented in MATLAB, whereas C++ with OpenGL was used for the remaining modules.
Based on user-defined parameters, 3D ANSYS and 1D MATLAB simulations are mapped to
the geometric model for visualization purposes.

The remainder of our paper is structured as follows: The next section summarizes previous
and related work. Section 3 contains the parameter identification process determining transfer
coefficients and validating them based on results from previous work. Section 4 is devoted to
the model reduction process, unwrapping the cochlea geometry into a one-dimensional model.
Segmentation and visualization of the geometry facilitates the construction of a parametrized
1D simulation approach that accurately matches the results of the full 3D finite element
simulation. Section 5 presents a concluding discussion of the results obtained.

2 Previous and Related Work

An initial study of the cochlea geometry for the guinea pig has been described by Fernandez
[3]. A more recent work by Shepherd and Colreavy [13] presents geometric examples for the
micro structure of the main compartments of the human cochlea (inner ear), the scala tympani
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and the scala vestibuli (cavities in Figure 3(b)). Approaches directed at surgery planning
propose segmentation of computer tomography data [2] and direct volume rendering [5].
Modeling of the human middle ear has been described for dynamic and acoustic simulation
[4, 1].

The compartments of the inner ear are mostly filled with a liquid, such that the distribution
of medical substances is mostly due to diffusion within homogeneous liquid and transfer
across boundary tissues. Further effects are clearance (advection) due to blood flow and
bio-chemical degradation, which also reduces the concentration on a longer time scale.

Recent work is concerned with localizing the most important transfer (communication)
routes between individual scalae [7, 9]. Knowing these transfer routes, (and corresponding
transfer coefficients) it is possible to locate and quantify the clearance due to blood flow.
Compartments that are densely connected to blood flow, like the spiral ligament at the
outer boundary (gray surface in Figure 3(a)) cause a reduction of medication substance. For
controlling medication dosage, it is important to fully understand the interplay between
diffusion, transfer, and clearance.

An early study based on animal experiments measuring the transfer between scalae
tympani and vestibuli is described in [12]. In our present work, we used these results for
validation and for parameter identification, i.e. specifying the transfer coefficients based on a
3D finite element model. A mathematical FEM-based diffusion approach has been described
in [8], using an analytic snake-like shape as geometric model. For a more complete overview
of the physical modeling, we refer to [6].

In the present work, an accurate 3D model of the cochlea is used for FEM-based simulation
of medication concentration. Data sets for reconstructing the geometry of the guinea pig
inner ear were obtained from computed tomography (CT) and orthogonal plane fluorescence
optical sectioning (OPFOS; A. Voie, G. Saxon; Spencer Technologies). Fluid spaces of the
inner ear were segmented using the AMIRA software system (MERCURY Computer Systems
Inc.). The 3D construction of the geometric cochlea model was published in [10] and is
illustrated in Figure 5.

Figure 6 Schematic view of middle ear (ME), round window (RW), scala tympani (ST), scala
vestibuli (SV), and vestibule (V). Both scalae are connected in the apex and also exchange material
due to their proximity.

3 FEM-based Simulation and Parameter Identification

3.1 Simulation Model
The segmented geometric model constructed with AMIRA is composed of 117,773 vertices
and 586,674 tetrahedra, each of which is marked with a label denoting its compartment.
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Figure 7 Duplicating inner compartment boundary vertices. Diffusion is based on linear ansatz
functions associated with the ANSYS nodes (blue dots). Transfer across boundary surfaces is defined
by ANSYS link elements (red arrows) between duplicated nodes.

(a) (b)

Figure 8 Simulation scenarios using ANSYS. (a) Round window application scenario; (b)
validation of transfer coefficients for clearance estimation.

The four major compartments are illustrated in Figure 4. Most tetrahedra belong to the
complex containing scala tympani, scala vestibuli, and the vestibule. The round window,
where medication is usually applied, is located in front of the scala tympani (seen from the
middle ear), which is twisted to a snake-like shape together with the other scalae. At the
very end, the apex, it is connected to the scala vestibuli, as depicted in Figure 6. For the
ANSYS simulation, this complex is split into two labels ST and SV (scala tympani and scala
vestibuli).

The three other compartments illustrated in Figure 4 are the endolymphic space (ES,
green) between the scalae, the spiral ligament (SL, gray) causing a clearance at the outside
boundary due to blood flow, and the organ corti (OC, blue), which is part of the hearing
nerve system. Our simulation model assumes that each compartment has a unique diffusion
coefficient and that material can also be exchanged between the common boundaries, based
on transfer coefficients. While the diffusion coefficients mostly depend on the medium,
the transfer coefficients heavily depend on the molecule size of the drug and of the tissue.
Modeling the tissue as a surface rather than a volumetric shape is already a simplification.
The simulation model has been described earlier [8] using a simple spiral-like shape model.
The equations are defined as follows:

Diffusion of medical concentration ci (i = ST, SV,ES,OC, SL) in a compartment, due
to its diffusion constant ki:

∂ci

∂t
= ki∆ci, (1)

where ∆ denotes the Laplace operator.
Transfer between concentrations ci and cj in adjacent scalae linked by (directed) area n
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with transfer coefficient kij :

ki
∂ci

∂n
= kij(ci − cj). (2)

Inflow of medication concentration from the round window into the scala tympani, due
to concentration D at round window:

kST
∂cST

∂n
= −β(cST −D). (3)

Clearance at the outer boundary of spiral ligament:

kSL
∂cSL

∂n
= −γcSL. (4)

The only well known quantities in the above model are the diffusion coefficients ki. The
transfer coefficients kij depend on the structure of the tissue between each pair of neighboring
scalae and on the molecular size of the drug. We note that the transfer constraints in equation
(2) are symmetric, seen from both sides. The coefficients β and γ are one-sided transfer
coefficients for inflow and clearance, respectively. We assume that the drug concentration in
the blood is zero, since the volume of the cochlea is much smaller than the volume of the
entire body. An additional term for bio-chemical degradation reducing the drug concentration
over time may be added when considering long time scales.

We assume that the drug or marker substance is either placed on the round window
surface or (in secondary experiments) directly ejected into the scala tympani. The overall
concentration drops down over time, mostly due to a clearance at tissues connected to major
blood flow. In regions such as the spiral ligament, the drug is partially advected by blood flow
into the entire body, where it does not play a significant role for ours simulation. We note
that this effect is reversed when a systemic therapy is simulated, i.e. the drug is contained in
the blood and gets into the cochlea via diffusion.

For the solution of above equations, we used ANSYS, a FEM-based simulation package
mostly used for calculating heat transfer. Our diffusion model in fact differs from heat transfer
only in the physical units used. The drug concentration inside the scalae is represented by a
piecewise linear representation,

c(x, y, z) =
∑

i

aiφi(x, y, z), (5)

where ai are coefficients and φi linear ansatz functions associated with ANSYS nodes located
at the vertices of our tetrahedral mesh.

For the transfer between adjacent scalae, ANSYS link elements are employed. These
couple the corresponding nodes and take into account a transfer coefficient and the directed
surface i.e. an averaged normal vector times the orthogonal surface area. To properly specify
these link elements, our preprocessor needs to duplicate all triangles (and the corresponding
vertices) belonging to inner tissues, see Figure 7. The link element between two ANSYS nodes
corresponding to a split vertex takes one third of the directed areas of all tissue triangles
connected to this vertex. Directed areas are accumulated by summing up the corresponding
vectors.

After the tetrahedral model has been preprocessed and exported for ANSYS, the simulation
is started, based on an ANSYS script. Figure 8 depicts two simulation scenarios, (a) round
window application where the concentration decays along the scala tympani and also spreads
into the adjacent compartments and (b) a scenario to estimate transfer coefficients, described
below.
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Figure 9 Results from first experiment [12] filling scala tympani with an ionic marker (TMPA)
and measuring concentration in scala vestibuli.

Figure 10 Results from second experiment [12] filling scala vestibuli and measuring concentration
in scala tympani.

3.2 Clearance Estimation
The main difficulty in our simulation approach is the estimation of transfer and clearance
coefficients. These are not known from the literature (like diffusion coefficients) and may
depend on the molecular shape of a drug or marker substance. The only way of estimating
these coefficients is a time-consuming parameter-identification process, where the FEM solver
is iteratively being used with different parameter sets until the most proper solution has been
found. This process requires some knowledge about the data, for example measurements.

In the following, we describe this parameter identification process validating measured
results from the literature [12]. These measurements are taken from two experiments. First,
the scala tympani of a guinea pig had been filled with a ionic marker (TMPA) substance and
the concentration had been measured over time at two points inside the scalae tympani and
vestibuli, see Figure 9. In the second experiment, the scala vestibuli was filled with the ionic
marker and the concentration inside the scala tympani was measured. It is observed that
this concentration does not reach the full level, since the clearance via the spiral ligament
constantly reduces the concentration, while that one in the scala vestibuli is artificially kept
at the same level.

Based on the data from the first experiment, we were able to estimate the clearance
coefficient for the spiral ligament, see Figure 11. Without any clearance (left), the scala
vestibuli is eventually filled up completely, i.e. with the same concentration as inserted. By
adding clearance from the spiral ligament to the systemic blood flow the calculated final
concentration at the measurement site (third winding of scala vestibuli) can be matched to
the measured concentration (right of Figure 11). With this method, the transfer coefficient
for the outer clearance is determined.

It is conjectured that also a clearance inside the cochlea due to blood vessels near the
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Figure 11 Validation of results of first experiment without clearance from spiral ligament (left)
and with outer clearance identified by matching experimental results (right).

Figure 12 Schematic view of medication clearance due to blood flow. It is conjectured that in
addition to the spiral ligament (SL), a second clearance must apply at the inner scala tympani.

scala tympani exists [9], see Figure 12. With our simulation we were able to prove this
hypothesis. The corresponding transfer coefficient can be estimated, provided that the exact
region of the inner clearance is known. Figure 13 shows the calculated concentration at
pipette location in the third turn of the scala tympani while holding the level inside the scala
vestibuli constant. When only adjusting the clearance coefficient for the spiral ligament, the
actually measured concentration cannot be reached. An additional clearance of substance
to the modiolus is needed to explain the data. The link nodes where we assumed that the
clearance takes place are highlighted in Figure 14.

4 1D Model Reduction

In the above section we have described the parameter identification process. Since the
full-resolution ANSYS simulation takes about 30 minutes (regardless of the simulation time,
since time steps are adapted to the rate of change in “temperature”), this process is not
very efficient. On the other hand, our model still contains a number of transfer coefficients
that are not really accurate. For calculating these parameters, the FE-model needs to be
reduced into a more efficient, yet accurate approach. Exploiting the one-dimensional shape
of the scalae, we propose a 1D-parametrization of these, such that we obtain five univariate
concentration functions ci(s), interconnected by corresponding transfer functions. This
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Figure 13 Validation of results of second experiment without clearance from inner scala tympani
(left) and with inner clearance identified by matching experimental results.

(a) (b)

Figure 14 Link nodes used for clearance. (a) outside spiral ligament; (b) inside scala tympani.

approach corresponds to unwrapping and stretching the cochlea, as illustrated in Figure 1.
With a one-dimensional parametrization of the individual scalae, also the simulation model
is projected onto the topologically simpler 1D model space, according to Figure 15.

Unfortunately, to our knowledge no commercial tool for unwinding inner ear models
exists. Hence, we extended our own modeling and visualization system (previously used to
link AMIRA with ANSYS; all implemented in C++ based on OpenGL rendering) to also
support these geometric operations (Figure 2).

In a first approach, we approximated the four main compartments (leaving scalae tympani
and vestibuli connected) by polylines. These where obtained by a graph clustering approach
in the following way:

create a graph node for every tetrahedron
connect the nodes of adjacent tetrahedra by edges
repeatedly collapse shortest edges merging two nodes

For collapsing, we admit only edges that do not connect different compartments. Each node
is associated with the center of a polyhedral complex and each edge carries the accumulated
directed area of its corresponding surface. Based on this approach (with few more constraints
eliminating small cycles) we obtained the clustering in Figure 16.

Though this cluster graph still contains enough information for simulation, its representa-
tion is too coarse to obtain accurate results. However, we could use the resulting polylines to
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Figure 15 Schematic view of 1D model.

(a) (b)

Figure 16 Clustering results. (a) visualization of associated polyhedral volumes; (b) connectivity
graph for parametrization of scalae.

parametrize the different compartments. Thus, the clustering provided a (nearly) automatic
way of separating the scalae tympani, vestibuli and the apex by simply marking tetrahedra
associated with the nodes of corresponding polylines, see Figure 17.

In a second attempt, for each compartment a set of cross-sectional slices following a
midpoint-curve (cubic interpolating spline for graph nodes) was constructed. Besides the
matching problem for parametrizations of different scalae, this approach did not provide
smooth transitions of the coordinate frame (Bishop Frame). One of the most significant
reasons for this is that the normal plane of a guiding curve (i.e. a plane whose normal vector
is tangential to the curve) is not the optimal choice for minimal cross sections. In some cases,
these intersection planes produced connected 2D regions from multiple windings.

A clean approach to parametric cross sections was found by interpolating a linear axis
inside the cochlea. With two fixed points on this axis and one parametrized point on a
guiding curve (midpoint of spiral ligament), a smooth parametrization of cutting planes
is obtained. The polygonal regions of the individual scalae can be combined to a tubular
structure, as depicted in Figure 18.

Starting with a resolution of 500 slices, the region where scalae tympani and vestibuli
are disconnected (408 slices) was identified. Interestingly, the scala vestibuli already ends at
slice 324, where it enters the apex, see white tube in Figure 1 and compare to Figure 17.
What on the first glance looks like a flaw in our visualization is caused by the fact, that this
scala has one winding less than the other scalae.

The parametrization of cross-sectional slices of the five scalae allowed us to transform
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Figure 17 Automatic separation of scala tympani (black), scala vestibuli (white), and apex
(cyan), based on clustering graph.

(a) (b)

Figure 18 Construction of slices. (a) moving slices around organ corti (blue); (b) slices connected
to tubes.

the equations (1–4) of the 3D model into a one-dimensional approach. This means that the
system of equations is now a banded system with five equations for every cross-sectional
slice. In order to transform the equations properly, we needed to calculate for every two
consecutive slices the volume of the compartments in between and the common surface areas
for every pair of compartments.

The simulation results for a round-window application scenario based on our reduced 1D
model and the full 3D ANSYS simulation are compared in Figure 19. Therefore, we have
re-loaded the ANSYS simulation into our own viewer and averaged it over the cross-sectional
area for each scala. A 3D comparison of both results is depicted in 20. Despite of the much
greater efficiency of the 1D approach, the solution is nearly as accurate as the 3D approach.
The computation time for one simulation has dropped down from 30 minutes to a few seconds,
which is efficient enough for sophisticated parameter identification.

5 Concluding Discussion

In the present work, we have combined previous constructions of accurate cochlea geometry
[10] with a physical simulation method [8] for medical application to the inner ear. The
model is accurate enough to validate measurement results from the literature [12] and to
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(a) (b)

Figure 19 1D Comparison of 3D ANSYS simulation and 1D model reduction. (a) Simulated
concentration inside scala tympani after one hour of application; (b) after 10 hours.

(a) (b)

Figure 20 3D Comparison for scala tympani after one hour application time. (a) ANSYS-result;
(b) reduced 1D simulation. The 1D simulation nearly coincides with the full 3D simulation, since
concentration gradients are mostly oriented along the scalae in typical application scenarios. We
used a similar color map as ANSYS, here without quantization. Alternative color maps are available
(since rainbow colors work well for comparative visualization but do not convey gradient magnitude).

prove a hypothesis [9] that also a clearance at the inner boundary of the scala tympani exists.
The benefit of our modeling and visualization system to achieve this task is that simulation

results obtained with ANSYS and with MATLAB can be integrated into the same system
and compared on the same geometric model. For this case study, even simple visualization
methods were extremely helpful to understand the entire process. For example, when
unwinding the cochlea, we observe that the scala vestibuli (white in Figure 1) is shorter than
the others, since it is connected earlier to the apex. Also the location and quantification of
clearances is very convenient with the aid of a 3D visualization with user interaction.

A limitation of the simulation model is still that the exact values for a number of
parameters are still unknown. These are mostly related to the material-dependent transfer
coefficients that also may have local variations. A further increase of accuracy would be
obtained by knowing the exact regions where clearance can occur. In order to determine these
parameters, we have reduced our finite element model to a more efficient one-dimensional
approach that matches the FEM-based simulation results for round window application
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scenarios. Simulation scenarios with steep concentration gradients across scalae boundaries
may cause greater errors of the 1D approach. However, when using this efficient method
for parameter identification (where the simulation is run hundreds of times with various
parameters), the resulting parameter set can be validated by a single 3D simulation.

Our ultimate goal is the reduction of animal experiments required for approval of novel
application systems designed for the human ear. This includes a more reliable method
for predicting such processes compared to “up-scaling” results from animal experiments to
the human ear geometry. The present work is a small step towards this goal, providing a
methodology composed of geometric modeling, visualization, simulation, and validation. In
the near future, a lot of work will be necessary for modeling and simulating human cochleas
where the variation in geometric shape is somewhat greater than for the guinea pig. A further
challenge is the validation of the results, based on non-invasive measurements.
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Abstract
The temporal evolution of scientific data is of high relevance in many fields of application. Under-
standing the dynamics over time is a crucial step in understanding the underlying system. The
availability of large scale parallel computers has led to a finer and finer resolution of simulation
data, which makes it difficult to detect all relevant changes of the system by watching a video or
a set of snapshots. In recent years, algorithms for the automatic detection of coherent temporal
structures have been developed that allow for an identification of interesting areas and time steps
in unsteady data. With such techniques, the user can be guided to interesting subsets of the data
or a video can be automatically created that does not occlude relevant aspects of the simulation.
In this paper, we give an overview over the different techniques, show how their combination
helps to gain deeper insight and look at different directions for further improvement. Two CFD
simulations are used to illustrate the different techniques.

1998 ACM Subject Classification G.3 Time series analysis, E.4 Coding and information theory

Keywords and phrases Information theory, unsteady data

Digital Object Identifier 10.4230/DFU.Vol2.SciViz.2011.118

1 Introduction

One of the big challenges in visualization is the depiction of data that changes over time.
Many interesting structures in fluid simulations owe their relevance to their temporal evo-
lution and the effects they have on a wider region of the system. Wake vortices that occur
behind aeroplanes, for example, originate from the aeroplanes wings and effect growing re-
gions behind the plane with increasing time. One way to investigate such evolution over
time is to watch a video of the data set or to take snapshots at relevant time steps. As many
applications are inherently three-dimensional, it is difficult to find a good camera position
to depict all relevant changes in an unsteady data set. A second problem is the fact that not
all relevant properties are known a priori. Hence, the movie might be perfect to investigate
large changing structures but smaller and more subtle phenomena might be overlooked or
occluded.

One way to ensure that relevant structures are depicted in the video, is to automati-
cally detect interesting phenomena beforehand using so called feature detection algorithms.
Many such algorithms use a predefined mathematical description of the phenomenon and
find corresponding structures in space and time. However, even for such basic structures
as vortices there exists no unique detection criterion but rather a large variety of vortex
measures. Structures so far unknown are likely to be missed as it is difficult to capture
anomalies by mathematical descriptions. Such structures might easily evolve in simulations
with conditions that did not exist before like abnormal weather patterns induced by climate
change.

In order to detect all these different relevant patterns, several approaches have been
recently proposed. Commonly, they identify coherent structures that are different from
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what would be considered ordinary in the given data set. Most such techniques are based
on concepts from information theory, a theory that is amongst other things concerned with
measures that quantify how much information a subset of data contains about the entire
system.

In the following we will give a brief overview over different techniques and use two dif-
ferent flow simulation data sets to show how they can be used in combination to explore
time-dependent data. As the different techniques are related to a large variety of applica-
tions, we refer the interested reader to the related work sections of the papers cited for each
technique.

2 Information-theoretic Data Analysis

Information theory is a vast field with a huge amount of measures to quantify information
contents. However, only few of them are applicable to structured time-dependent spatial
data. The concepts to come are based on the notion of causal states which can be thought
of as stochastic spatio-temporal patterns capturing the dynamics of a local neighborhood.
Hence, causal states are perfectly suited to investigate the dynamics in the applications
under consideration. Afterwards, we will investigate measures to quantify which causal
states feature unusual behavior, before we summarize the idea of ε-machines that can be
used to investigate the evolution of entire systems over longer time intervals.

2.1 Causal States
A powerful concept from information theory is the notion of causal states as introduced
by Crutchfield and Young [2]. A causal state is a stochastic spatio-temporal pattern that
describes a position’s or particle’s past and future (compare figure 1). The past comprises
all other positions that go directly or indirectly into the computation of the value at the
central position. The future is the set of positions whose value is influenced by the value
associated with the position or particle. A simulation’s set of causal states is computed from
the underlying data by dividing the occurring configurations into different classes according
to their past and future. Each resulting causal state is a set of past configurations along
with an associated distribution over possible futures that might occur after observing the
past. For more details on the theory and computational aspects of causal states, we refer
the interested reader to previous work [5]. In summary, the set of causal states summarizes
the dynamics in the data set and gives an overview over the short-term temporal evolutions
in it.

2.2 Eulerian vs. Lagrangian Frame of Reference
As shown in figure 1, the structural masks for past and future can be chosen differently.
If we choose these structures such that they are analog to the finite difference model used
in computational fluid dynamics (CFD), they have the shape of light cones as illustrated
in figure 1 (top) labeled EulerianLSC. This structure supports the Eulerian description of
motion, where the simulation domain is subdivided into cells and the evolution of values
at different cell positions is recorded over time. An alternative frame of reference is the
Lagrangian description of motion, where the flow is described using a number of particles that
change their position according to the velocity field. In the Lagrangian frame of reference,
the evolution of values associated with a certain particle is of interest. A simple example
of the two frames of reference is the investigation of a river. We can either observe a fixed
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Figure 1 Past and future configurations for the different measures of complexity.

position and monitor the velocity, temperature or pressure at this particular position or we
can put a small boat on the river and monitor the water properties beneath the boat that
follows the current. Both frames of reference are of high importance in CFD research and can
be supported by the causal states using different structures for past and future as illustrated
in figure 1. The light cone structures at top and center support the Eulerian frame of
reference and the one at the bottom the Lagrangian frame of reference. The cylinder shaped
structure depicted in the middle is a computationally faster version of the EulerianLSC,
which we found to give similar results as the full cone structure [4].

2.3 Local Statistical Complexity (LSC)
The goal of this work is to identify positions that form interesting structures in the data
set. The causal states we have identified so far subdivide the data set into different classes
of behavior. The next thing we need is a measure to quantify how interesting each class of
coherent behavior is. Commonly, it is very difficult to say what a user might be interested in.
If we assume that we are to show the user the unlikely events, the task becomes more feasible.
Local statistical complexity [7, 3] is an information-theoretic measure that tells for a given
causal state how much information from the past is required to predict the dynamics in the
local future. If we only need little information and it is very easy to predict the dynamics,
we found a pattern that is very common in the data set and the user probably knows that
it is in there anyway. However, if we detect a pattern that is hard to predict and therefore
unusual, it might be something that the user is interested in. Hence, by computing the local
information contents, local statistical complexity assigns each causal state and thus each
position in the (multivariate) data set a scalar value telling whether the local dynamics are
common or not. The resulting time-dependent scalarfield can easily be used to guide the
users attention or to compute a good position for the camera when generating a movie.

2.4 ε-Machines
In order to study the dynamics of the system as one, we need a depiction of the causal
states that provides information on how they interact with each other. Such a visualization
is provided by ε-machines [6]. ε-Machines can be thought of as directed graphs. The nodes
are the causal states of the system and the edges depict the transitions between them.
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Figure 2 Relevant structures in the delta wing data set: (left) Streamsurfaces indicating the
six vortices above the wing. (center) ε-machine of this data set with colored substructures. (right)
Physical positions corresponding to the colored subregions of the ε-machine.

For example, if a position in the data set changes from causal state A in time step t to
causal state B in time step t + 1, we add an edge linking causal states A and B in the
ε-machine and assign it weight 1. This procedure is repeated for all transitions in the entire
data set. The resulting structure can be thought of as a finite state machine capable of
simulating the dynamics in the given data set. Now that we have a model representing the
entire data, we can analyze its properties. For example, we can investigate strongly linked
components to detect coherent structures in space, find subsets with high LSC to identify
unusual formations or track features over time.

2.5 Areas of Application of the Different Techniques
In the preceding sections, we have summarized the concepts of causal states with their
application to Lagrangian and Eulerian flows, local statistical complexity and ε-machines.
Before we continue with the data analysis let us briefly look at the type of information the
different concepts can extract. Causal states form the building blocks of all the techniques.
They subdivide a given system into a set of stochastic spatio-temporal patterns. Based on
the structural mask of the causal state, we can decide if we want to investigate the data from
an Eulerian or Lagrangian point of view. The Eulerian view gives site specific information
and relates different positions to one another. The Lagrangian view supports the analysis
of particle evolution. Local statistical complexity can be used in both scenarios to identify
either positions or particles that feature extraordinary local dynamics and hence, indicate
interesting regions. When the dynamics of the entire system are of interest, ε-machines are a
useful tool. They depict all causal states occurring in a system and show how they interact.
Different enhancements can be used to focus on specific information such as the evolution
of coherent structures, stability of different phenomena or the interaction between different
structures in the domain.

3 Data Analysis

In the following we will apply the different analysis techniques to two different flow sim-
ulations and show how they can be used in combination to gain deeper insight into the
data.

3.1 Delta Wing
The Delta Wing data-set represents the airflow around a delta wing at low speeds with
an increasing angle of attack. Multiple vortex structures form on top of the wing due
to the rolling-up of the viscous shear layers that separate from the upper surface. These
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Figure 3 Evolution of the recirculating bubble in the delta wing data set: (left) ε-machine;
Selected nodes are colored in blue. (center) Corresponding positions in time step 650. The pink
frame indicates the area of the closeup. (right) Physical positions with corresponding causal states
in time steps 650, 670, 690, and 710.

formations of three vortices can be observed on either side of the wing (Fig. 2(left)). With
increasing angle of attack the intensity of the primary vortices (vortices nearest the symmetry
axis) increases until in time-step 700 a vortex breakdown occurs (bubbles at the end of the
vortices). The analysis of vortex breakdown is highly interesting, as it is one of the limiting
factors of extreme flight maneuvers. The grid consists of approximately 3.1 million positions.

Figure 2(center) shows the ε-machine of the data set. Several highly interconnected
structures were brushed and positions corresponding to these causal states are depicted
in figure 2(right) using isosurfaces of the same color. We can distinguish four different
structures: the causal states indicated by number one and colored in dark blue can be found
at the recirculating bubbles and at the tips of the wing, number two is the surrounding
domain, number three comprises positions forming an outer hull around the major vortices
and number four are the positions in the main vortex. If we follow the causal states in the
dark blue selection number one over time as depicted in figure 3, we see that the outline
perfectly follows the changing structures of the recirculating bubble. Hence, we are able to
detect and follow features without giving an a priori mathematical definition of the structure.
Moreover, as such structures consist of a set of connected causal states the description is
more flexible and we can easily adopt it to features whose values change over time, by
adapting the selection to strongly linked nodes in the graph.

Now that we have identified the different structures in the data set, we can look for
the unusual ones. Therefore, we can either color the nodes in the ε-machine according to
local statistical complexity as illustrated in figure 4(left) or we can render an isosurface
highlighting all positions with a LSC value above a given threshold. The colored ε-machines
reveals that the recirculating zones are the most complex structures. Additionally some
interesting formations occur in all other subparts but it is rather difficult to isolate additional
coherent structures. Looking at the isosurface in the LSC field (fig. 5), we can clearly
distinguish the minor vortices that are part of subset 2 in the ε-machine. Color coding the
ε-machine according to the number of edges per node, as shown in figure 4(right), reveals
that positions belonging to the major vortices and their hulls are very dynamic and often
change their state in a very unpredictable manner as there are many possible successors. To
investigate this behavior more closely, we will look at the Lagrangian representation of the
data.

Figures 6a and 6b show a number of pathlines started in front of the delta wing where
color indicates the norm of velocity or pressure at the given position. Comparing the two
color distributions, the images look very different. However, if we color the particle traces
using the LSC of the respective variables, the results become quite similar. This means that
particles feature an unusual evolution of values for velocity as well as for pressure. The two
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Figure 4 ε-Machine of the delta wing using different color codings: (left) local statistical com-
plexity of causal state and (right) number of edges per node.

(a) LSC > 10 (b) LSC > 14

Figure 5 Isosurfaces in the local statistical complexity field of the norm of velocity of the delta
wing data set.

close-ups focus on two different features. The left image depicts an area where particles
move from the area of influence of the major vortex into the one of the minor vortices. We
can see that the particle traces that first go underneath the spiralling major vortex feature
yellow color, i.e., high LSC, when close to the first vortex, go back to more usual temporal
dynamics when between both vortex structures and change to more unusual dynamics again
as they enter the minor vortices. The close-up on the right hand-side depicts particles that
change from the major vortex into the recirculating bubble. Here we see that the dynamics
are most unusual at the transition point and more predictable inside the structure.

In summary, we saw that ε-machines are well suited to identify major coherent structures
in a data set and their evolution over time. Moreover, they give an overview over the
distribution of different quantities such as LSC over the different structures. For a more
detailed analysis, we used the depictions of the Eulerian- and the LagrangianLSC. While the
EulerianLSC is good at giving holistic impressions of the relevant structure, LagrangianLSC
is better suited to investigate more subtle phenomena. Hence, all three techniques are a
powerful combination and can answer a large variety of questions.
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(a) Norm of velocity

(b) Pressure

Figure 6 Pathlines in the delta wing data set color-coded using (a) (left) norm of velocity, (right)
LagrangianLSC of norm of velocity and (b) (left) pressure and (right) LagrangianLSC of pressure.

3.2 Swirling Jet
The development of a recirculation zone in a swirling flow is investigated by numerical
simulation. This type of flow is relevant to several applications where residence time is
important to enable mixing and chemical reactions.

The unsteady flow in a swirling jet is simulated with an accurate finite-difference method.
The Navier-Stokes equations for an incompressible, Newtonian fluid are set up in cylindrical
coordinates assuming axi-symmetry in terms of streamfunction and azimuthal vorticity. All
equations are dimensionless containing the Reynolds number Re and the swirl number S as
defined by Billant et al. [1]

Re ≡ vz(0, z0)D
ν

S ≡ 2vθ(R/2, z0)
vz(0, z0) (1)

where z0 = 0.4D, D = 2R is the nozzle diameter and ν the kinematic viscosity, as dimen-
sionless parameters.

The flow domain is the meridional plane D = {(r, z) : 0 ≤ r ≤ R, 0 ≤ z ≤ L} with
R = 5D, L = 8D and D denoting the nozzle diameter at the entrance boundary. The flow
domain is mapped onto the unit rectangle which is discretized with constant spacing. The
mapping is separable and allows to a limited extent crowding of grid points in regions of
interest. The present simulation uses nr = 91 and nz = 175 grid points in radial and axial
directions. The boundary conditions are of Dirichlet type at the entrance section and the
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(a) LIC + EulerianLSC
(Cone)

(b) LIC + EulerianLSC
(Line)

(c) LIC + LagrangianLSC

Figure 7 Swirling jet: Relevant structures extracted using Eulerian- and LagrangianLSC.

outer boundary and at the exit convective conditions are imposed for the azimuthal vorticity.
The initial conditions are stagnant flow and the entrance conditions are smoothly ramped
up to their asymptotic values within four time units.

The depiction of time-dependent two-dimensional data is much easier than the visual-
ization of 3D data as it is free of occlusion. All structures can directly be presented using
texture-based techniques such as line integral convolution (LIC) and the movie approach.
However, these approaches have two disadvantages. Texture-based approaches do not dis-
tinguish between high relevance features and those that are induced by noise. Hence, subtle
irrelevant structures are overemphasized and it is difficult to distinguish between structures
and noise. An additional color-coding based on the norm of velocity or another field might
provide assistance in this direction, but the user has to know the relevant value ranges be-
forehand. Similar problems occur in the temporal domain, where no assistance on what is
relevant and what is not is provided. In the following, we will show how the previously
introduced methods can help detect interesting phenomena in space and time.

Figure 7 depicts the three different complexity measures applied to the swirling jet data.
In general the structures look very similar. This is due to the fact that they change little over
time and that the vortex structures remain at more or less fixed locations. Minor differences
are present at the central part of the jet and the region at the top of the image where water
leaves the domain. While the dynamics in the center are more unusual from an Eulerian
point of view, those at the upper parts feature higher LagrangianLSC. EulerianLSC (Cone)
marks large areas of the flow and the complexity slowly decreases at the boundaries. This
happens as the cones consider a large area of influence that gradually moves out of the
relevant structures at the boundaries. This more extended spatial pattern has its strengths
when it comes to the analysis of structures that are in itself not very interesting such as
vortex center, where the velocity is zero, but are relevant due to the surrounding flow. LSC
is perfectly able to capture vortex corelines as it takes neighboring values into account.
Hence, the unusual pattern is a stagnant center surrounded by stronger current. The two
line-based measures, EulerianLSC (Line) and LagrangianLSC are not able to capture such
structures, but nevertheless highlight the vortices as the surrounding flow is very unusual.
The more crisp boundaries of the last two measures are, however, better suited to detect
sharp boundaries than the conical shear region. Here the boundaries do not get washed out
as with EulerianLSC (Cone) but precisely mark the outer and inner boundary. In summary
we can say that all three techniques were able to detect the relevant structures and using
a combined presentation of LIC and LSC gives a better impression of the dynamics in the
data as relevant structures are immediately visible. Spatial patterns in the lower part of
the images that are close to noise are not highlighted by the LSC and hence, attract less
attention.
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Figure 8 Evolution of the ε-machine of the swirling jet (norm of vorticity): Time steps (0), 2,
(8), 56, 100.

Now that we have identified the unusual structures in space, we will focus on the temporal
component. To investigate the longterm evolution, we look at the ε-machine of a related
simulation as depicted in figure 8. The corresponding ε-machine depicted below looks like a
curling up snail-shell. We see a well pronounced outer arc and a lump-like inner set of nodes
that is highly interlinked. The color-coding of the nodes indicates the number of positions
per causal state in the different time steps.

An easier overview over the temporal dynamics can be gained when representing these
structures in a matrix view as depicted in figure 9. Nodes are aligned along the x-axis,
the y-axis encodes time and color indicates the number of physical positions that are in a
certain causal state at a given time. Two different features can be observed: First, some of
the nodes are present throughout almost the entire run and have quite constant intensity,
i.e., a stable number of corresponding positions. Second, around time steps 18 and 56 strong
fluctuations occur and many of the otherwise unused causal states appear.

When we look at the rendering of the data set at these noticeable time steps, we can
relate certain formations in the matrix to physical events. The flow starts with a resting
fluid and all positions feature a single causal state, the dark red node at the spirals end in
the machine and the corresponding dark red line in the matrix view. With increasing time,
the velocity increases and larger parts of the domain leave the steady causal state. During
this process (first eight time steps), the nodes in the outer arc of the machine become used
more frequently. In the matrix view, this corresponds to the lower part of the matrix where
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Figure 9 Transition probability in matrix view with logarithmic scaling.

the different vertical lines start, each representing a node in the outer arc of the ε-machine.
After this initial period, the flow becomes more dynamic and nodes in the center of the
machine are activated as well. Strongest dynamics can be observed around time step 56
(fig. 8(center)) when almost the entire inner part of the machine is active. Up to this time
step, a strong conical shear region has formed and ring-like vortex structures evolved. Both
the matrix view and the ε-machine show that the dynamics during this period are hard to
predict. The matrix view contains many fluctuations and in the ε-machine the inner lump
is active that is highly connected with transitions of very low probabilities. In time step 75
the flow becomes more predictable again. The inner lump is no longer active and only stable
patterns with few transitions in the outer arc occur in the flow. This stable evolution lasts
until the end of the simulation and time step 100 is given exemplarily in figure 8(right).

The LSC analysis in the first part revealed the different relevant structures in the data
set, namely the conical shear region and the ring-like vortex structures. However, the mea-
sures provided little information about the temporal distribution of the structures and their
evolution. This part can be better analyzed using the ε-machine and the representation
of the causal states. Thus, we can easily go to time steps in the simulation that features
an unusual formation in the matrix view of the causal state distribution, render the data
using a standard texture-based visualization algorithm such as LIC and highlight relevant
components using LSC. If the features are more dynamic, a similar analysis as used with
the delta wing based on the LagrangianLSC is possible to investigate the local temporal
evolution more closely. However, in this example we found the application of the ε-machine
combined with any of the LSC measures sufficient to extract all relevant structures over
time.

4 Conclusion

In this paper we gave a summarizing overview over recently introduced visualization tech-
niques that aim at the extraction of coherent structures based on information theory. So far,
causal states, local statistical complexity and ε-machines have always been introduced as
independent techniques. While LSC is a measure to extract coherent structures in a time-
dependent data set, ε-machines are applied to study the longterm behavior in unsteady
dynamics. In this paper we showed how the different techniques can be used in combination
to gain deeper insight into the data than can be provided by the individual approaches.

In the future we would like to extend the set of methods towards better investigation
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concepts for long-term correlations and effects. Moreover, the feature tracking ability of the
information-theoretic concepts requires more attention to uncover its full ability.
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Abstract
We present a novel feature-based approach to surface generation from point clouds in three-
dimensional space obtained by terrestrial and airborne laser scanning. In a first step, we apply
a multiscale clustering and classification of local point set neighborhoods by considering their
geometric shape. Corresponding feature values quantify the similarity to curve-like, surface-
like, and solid-like shapes. For selecting and extracting surface features, we build a hierarchical
trivariate B-spline representation of this surface feature function. Surfaces are extracted with a
variant of marching cubes (MC), providing an inner and outer shell that are merged into a single
non-manifold surface component at the field’s ridges. By adapting the iso-value of the feature
function the user may control surface topology and thus adapt the extracted features to the noise
level of the underlying point cloud. User control and adaptive approximation make our method
robust for noisy and complex point data.
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1 Introduction

The exploration of point data sets, like environmental LiDaR (Light Detection and Ranging)
data, is a challenging problem of current interest. Besides the vast amount of points obtained
from terrestrial and airborne scanning, data complexity is increased by e.g., noise, occlusion,
alternating sample density and overlapping samples. Despite of the high scanning resolution,
undersampling occurs at small and fractured components like fences and leaves of trees.

In this research we introduce a new surface reconstruction approach that allows to recover
surface meshes from relative complex point data sets. Since most reconstruction methods
do not distinguish between surface and non-surface related point structures, they rather
assume the input points always originate from surface structures, applying them to noisy
and complex point data would not lead to reliable results. To perform a reliable surface
reconstruction a feature-based reconstruction approach taking into account the structural
composition of the acquired point cloud is proposed. It adapts the mesh reconstruction
in a way that only surface-related point structures are extracted. This is accomplished by
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first performing a structural analysis of the point cloud that filters the point data based
on a classification of local point set neighborhoods. The feature values assigned to the
individual points are used to define whether a point corresponds to a surface or not. The
proposed approach constructs a feature field function approximating these feature values
from which an initial surface representation is extracted. The locus of points associated with
the local extrema of this implicit “feature function“ most probably represents the underlying
surface structures. Thus, moving the initial surface toward these local extrema, incorporating
operations adapting the topology of the surface meshes, yields the final surface approximation.
Since the proposed approach is meant to complement the visualization of raw laser-scanned
data, it provides a mesh-representation exhibiting a user specified topology. The topology
can be controlled, similar to choosing a radius for alpha shapes in 3D space [11], in a way
that the extracted surfaces adapt to the point cloud specific properties. A further advantage
is that the extracted surface representation is continuous and thus can be used for further
post-processing.

The remainder of this paper is structured as follows: Section 3 provides an overview
about the steps of the proposed method. In Section 4, Section 5, Section 6 and Section 7
we discuss the individual steps of the reconstruction approach in detail. The results are
presented in Section 8. The conclusions are provided in Section 9.

2 Related Work

Many methods exist for the construction of surfaces from scattered point data. The existing
methods can be divided into explicit and volume-based reconstruction methods.

2.1 Volume-based (implicit) surface reconstruction
These reconstruction techniques transfer the input point cloud into volumetric representations
implicitly defining the underlying surfaces. Using methods like the marching cubes algorithm
(MC) [21] enables us to extract explicit surfaces representations in form of polygonal meshes.
One of the first reconstruction methods within this field was introduced by Hoppe et al. [16].
The basic idea is to combine local signed distance functions (SDF) into a global representation
from which the surface can be extracted by contouring. Following this idea the methods
discussed in [33], [5] and [24] are based on defining SDFs whose zero level sets represent the
desired surfaces. More recently, scattered data approximation with radial basis functions
(RBF) is described in [30] [7] [6] to construct SDFs. Othake et al. [26] extended the original
RBF construction to multi-scale RBFs increasing approximation quality. Shen et al. [29]
improved the original method by incorporating additional normal information in the RBFs
allowing a more stable reconstruction. Another possible technique for surface reconstruction
concerns the usage of level set methods [31] [33]. This technique defines a function attracting
the level set surface toward the data points. However, the application of these techniques is
limited when working with noisy unfiltered point clouds like environmental LiDaR data.

2.2 Explicit surface reconstruction
Another possible way to obtain surfaces from unorganized point clouds is to fit parametric
surface patches to the input points. The approach of Eck and Hoppe [10] fits a network
of B-Spline patches in a way allowing them to reconstruct surfaces of arbitrary topology.
Alexa et al. [2] introduced an approach based on moving least squares (MLS) also used in
[1] [25] [12] [9] which fits polynomial surface patches to local point neighborhoods. In [22]
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the authors propose an MLS reconstruction scheme which takes into account local curvature
approximations to obtain meshes of higher quality. One of the main problems associated
with the MLS-based techniques is that they have to adapt in order to capture the correct
underlying topology. Depending on the structure of the input data this can be hard to achieve.
Another drawback is that the MLS-technique in general is not capable of constructing surfaces
having sharp features. One approach for solving this problem was published by Fleishman et
al. [12]. Alternative methods like the power crust (PC) algorithm introduced by Amenta
et al. [3] the 3D Alpha Shapes method from [11], the Cocone algorithm [8] as well as some
other approaches [23] [17] also produce good results concerning surface reconstruction from
point data.

Most of the existing techniques make the assumption that the point cloud exclusively
contains points corresponding to surface-like structures. In cases the point cloud includes
objects having non-surface character, like trees or bushes as is the case in environmental
point clouds featuring vegetation, most of the existing methods would fail. We propose an
approach able to extract surfaces even from these types of point clouds. We do not make
any assumptions on the structural composition of the point clouds in advance. This allows
us to apply our method to nearly any type of point data. The provided results suggest
that our method holds great promise in the field of surface reconstruction from unorganized
environmental point cloud data.

3 Overview

The proposed method aims at generating an implicit representation of the underlying
surface(s) in form of a 3D scalar field, named feature field. From this feature field the final
surface representation is extracted using a MC-based approach. The proposed feature-based
surface reconstruction consists of the following steps:

1. Pre-processing. This step includes the organization of the input points into an octree-
based voxel structure as well as the determination and assignment of feature values to
the individual points. These feature values in a certain sense express the likelihood that
a point is part of a surface structure by measuring the ”planarity” of a point’s local
neighborhood.

2. The approximation/interpolation of the computed feature values using 3D (trivariate)
hierarchical B-splines provides the scalar-valued feature field function.

3. The extraction of an initial surface mesh, associated with an user-specified iso-value by
using the MC-algorithm.

4. The adaption of the initial surface representation to approximate the meta-surface which
represents the local maxima of the corresponding feature field. This includes additional
refinement strategies increasing the quality of the final surface representation.

4 Pre-Processing

4.1 Hierarchical Point Cloud Decomposition
For purposes of efficient data processing the proposed reconstruction method applies the
octree-based data organization scheme. Considering the applied surface reconstruction
algorithm, this form of data management has several advantages: Besides the efficient
handling and visualization of point clouds as well as the acceleration of certain point
operations like k-nearest neighbor searches, it facilitates the construction of the feature field
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function since it makes possible applying the hierarchical B-spline approximation scheme. It
also supports a straightforward MC-based iso-surface extraction by incorporating the edges
of the multi-level voxel grid;

4.2 Determining Feature Values
The determination of the feature values expressing the correspondence of individual points
to surfaces is based on a former approach described in [18]. The feature values are defined in
a way that they measure the ”planarity” of the local neighborhood N(p) of a point p ∈ P ,
whereas N(p) either can be defined by the set of k-nearest neighbor points of p, or the set
of points lying within a specified radius r of p. In principle, we want the feature value of
p to be high, if N(p) corresponds to a smooth surface and low otherwise. This is achieved
by analyzing the geometric shape of N(p) by relating the eigenvalues λ0 ≤ λ1 ≤ λ2 of
the covariance matrix C of N(p) amongst each others. It holds that N(p) has a spherical
shape if λ0 ≈ λ1 ≈ λ2, a planar shape if λ0 � λ1 ∧ λ1 ≈ λ2 and a cylindrical shape if
λ0 ≈ λ1 ∧ λ1 � λ2. We combine this information and define the surface feature value f of a
point p to be

f(p) = λ1 − λ0

λ2
. (1)

The size of N(p) has major impact on the obtained value f and is an important influence
factor controlling the quality of the final surface representation. Choosing N(p) to be small
compared to the noise ratio or the point density results in strongly varying feature field
interfering with the reconstruction process. Forcing N(p) to be too large will degrade the
quality of the extracted surface. This effect is discussed more detailed in Section 8.

5 Scattered Data Approximation

We consider the approximation of the introduced feature values fi ∈ R assigned to the input
points pi ∈ P ⊂ R3. Obtaining a smooth global feature function F approximating the given
feature values fi becomes a scattered data problem. This problem can be formalized as
follows: Given a finite set of scattered data points {(pi, fi)|p ∈ R3, fi ∈ R}, construct a
function F : R3 → R that minimizes the residuals ‖F (pi)− fi‖. There are several possible
ways for accomplishing this task like using approximation schemes based on, e.g., RBFs
[13] [27] or spline fitting techniques [19] [15]. Good overviews of existing scattered data
interpolation/approximation techniques are provided in [14] [20] [27] [28]. The introduced
method follows the ideas presented in [4] [32] using hierarchical B-splines defined over the
rectangular regions of a corresponding quadtree. This approach is able to provide a smooth
and adaptive approximation of the feature field by a set of hierarchical trivariate B-spline
functions. Extended to the 3D case, starting from the original bounding voxel enclosing the
entire point cloud, the approximation scheme consists of the following steps:

1. The initial approximation of the determined feature values associated with the individual
points by triquadratic Bernstein-Bézier polynomials.

2. Joining the individual Bernstein-Bézier polynomials into one continuous B-spline repres-
entation by applying the knot removal scheme proposed by Bertram et al. [4].

3. The refinement of the approximation by performing above steps to the voxel grid at the
next finer octree level.

Recursively applying these steps provides a hierarchical approximation of the feature values.
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5.1 Initial Bézier Fitting
Let Pi = {(pj , fj)} be a set of n scattered data points associated with the voxel Vi. Pi is
approximated by a trivariate Bernstein-Bézier polynomials of the form

Fi(pj) =
l∑

i=0

l∑
j=0

l∑
k=0

ci,j,kφ
l
i,j,k(pj), (2)

where φl
j,j,k(pj) are the corresponding trivariate basis functions of degree l. The solution for

Fi is found by solving Equation (5.1) according the basis coefficients ci,j,k. In the case that
an overdetermined system is given, Fi is determined by minimizing the sum of the squared
residuals ϕ with respect to the basis coefficients ci,j,k

ϕ =
n∑

j=0
‖Fi(pj)− fj‖2. (3)

To deal with an under-determined system we add additional constraints forcing Fi to
become zero in regions where no scattered data samples are given. The additional term has
the form

ψ =
l∑

i=0

l∑
j=0

l∑
k=0

(ci,j,k)2 . (4)

Minimizing

ε = ϕ+ ψ −→ min (5)

requires solving a relatively small linear system of equations yielding the desired function Fi.
Since we are interested in obtaining a continuous representation we apply further processing.

5.2 Global B-spline Approximation

(a) (b)

Figure 1 (a) Initial distribution of the basis coefficients defining corresponding biquadratic
B-spline functions within an adaptive quad-grid consisting of empty and non-empty quadrilateral.
Blue points represent zero-valued basis coefficients located at the domain boundaries of the data set
having knot multiplicity three, black and white points are basis coefficients having knot multiplicity
one. The white points are zero-valued basis coefficients of empty quadrilaterals. (b) quad-grid after
knot removal.

To obtain a continuous approximation, we merge the individual Bernstein-Bézier poly-
nomials Fi into a global B-spline representation F . The Bernstein-Bézier polynomials of
degree l associated with the individual voxels can be represented as one global piecewise
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continuous B-spline function in which the control points at the voxel boundaries (faces, edges,
vertices) have multiplicity l. The multiplicity of the knots associated with control points at
the inside of a voxel is one. Figure 1a shows a 2D example that illustrates the distribution
of the control points corresponding to a biquadratic B-spline over a quadrangular domain.
The grid consists of empty (white) and non-empty (blue) quads. If a basis coefficient is
located on the domain boundary of the point data set, its value is forced to be zero. The
domain boundary of the data set in the 3D case is defined by the vertices, the edges and
the faces of the smallest voxel enclosing the entire point set. In regions where voxels are
classified as empty the control points are set to zero (depicted white). Removing knots
at the voxel boundaries that are not located on the domain boundaries, yields the desired
B-spline representation (see Figure 1b). In the triquadratic case the resulting B-spline is C1

continuous. The knot removal may affect the quality of the approximation and thus demands
re-fitting the remaining coefficients ci,j,k. This is accomplished by sequentially readjusting
each coefficient

ci,j,k =

∑
p∈Vi

(
fp −

∑l
x=0,x 6=i

∑l
y=0,y 6=j

∑l
z=0,z 6=k cx,y,zφx,y,z(~p)

)
∑

p∈Vi
φi,j,k(~p) , (6)

where ~p ∈ R3 denotes the coordinates of the points p ∈ Vi in parameter space, and fp ∈ R
terms the feature value associated with p. Each adjustment of ci,j,k again has impact on the
quality of the approximation in the neighbor voxel. Hence, the re-fitting becomes an iterative
process. The process is terminated if the local approximation error |

∑
p∈Vi

F (p)− fp| falls
below a given error bound or a maximum number of iterations has been performed. The
resulting function F represents a continuous approximation of the feature field function
getting zero at the point clouds domain boundaries.

Problems arise in cases, where the least squares residual is small, but the slopes or
curvatures of the trivariate B-spline functions are extremely high. This, especially, occurs
in regions where the distribution of the points or the function values is one-sided. For
example, in ”empty” voxel regions the function values may take arbitrarily large values
which results in a poor representation. To encounter this problem, additional constraints are
incorporated forcing the final representation to be smooth. The enhanced approximation
scheme incorporates the minimization of the first principal derivatives of the B-spline
representation F at the positions of the individual points.

5.3 Recursive Refinement
Let Lj = {(P j

i , F
j
i ), · · · } be a set where P j

i are the scattered point sets associated with
the individual voxels at octree level j and F j

i be the corresponding approximating B-spline
functions. Starting at octree level j we determine F j

i for each Pi 6= ∅. The subsequent
merging of adjacent functions F j

i is performed by applying the above introduced knot removal.
This leads to a globally C1 continuous representation F j at level j. In order to obtain Lj+1
we recompute the feature values

∆f j+1(p) = ∆f j(p)− F j(p) (7)

for each point, where ∆f0
p = fp are the initial feature values assigned to p. This yields the

basis for the subsequent approximation step performed at level j + 1. Again, applying the
least squares fitting procedure and merging the individual Bernstein-Bézier polynomials at
level j+ 1 results in the continuous representations ∆F j+1

i of the underlying residuals ∆f j+1
i .

The final approximation is defined by

F j+1 = F j + ∆F j+1. (8)



P. Keller et al. 135

Figure 2 Two-dimensional example illustrating the extraction of the base mesh Sα via the MC
algorithm regarding a specified iso-value α. The locus of the local maxima of F to be approximated
by Sα is represented by the curve Smax.

(a) (b) (c) (d)

Figure 3 Example data set illustrating the effects of varying the iso-value at the initial extraction
procedure. (a) Input point cloud of a simple test cube data set with points colored from blue to red
according the correspondence of points to surface-related structures. (b)-(d) extracted base meshes
obtained for iso-values (b) 0.4, (c) 0.6 and (d) 0.9.

The choice of the level at which the approximation is started and terminated has major
impact on the performance and the quality of the final approximation.

For example, starting the computation at a low-resolution level e.g., on the root of the
octree, and performing a large number of refinement steps would be computationally expensive.
Otherwise, performing too few refinement steps may result in low-quality approximations.
The B-spline refinement can be stopped, if a specific maximal refinement level is reached or
the approximation error |

∑
p∈Vi

F j(p)− fp| approaches a predefined limit.

6 Initial Surface Extraction

Given a continuous function F approximating or interpolating the feature values assigned
to the individual points, the first step aims at the extraction of a base mesh from F using
the MC-algorithm [21]. The quality of the extracted mesh depends on the resolution of the
voxel as well as on the quality of F . In general, the MC algorithm generates two-manifold
meshes reflecting the topology of the iso-surface at the given extraction level (see Figure 2).
Varying the iso-value results in base meshes having different topological characteristics. At
this point the user has to control the surface topology by choosing the iso-value, such that
the extracted mesh reflects the desired topology. This approach is inspired by the alpha-
shape reconstruction method by Edelsbrunner and Mücke [11], where a Delaunay-complex is
constructed for a point set, erasing all simplices whose circumscribed hypersphere exceeds a
predefined radius alpha. Figure 3 shows some examples regarding a simple test data set. It
illustrates the variation in topology, for extracting an initial surface from a precomputed
feature function F , by varying the iso-value from low to high.
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(a) (b)

Figure 4 Examples illustrating the principles of approximating the meta-surface Smax representing
the locus of local maxima of F . (a) Initial approximation Sα with vertices vi and corresponding
gradient vectors di, before the vertex displacement is applied. (b) Resulting mesh after the
displacement of the vertices vi along the vectors di toward Smax.

7 Approximation of Local Maxima

Next, the generated base is adapted to approximate the meta-surface representing the locus
of local maxima of F . The set of points associated with this meta-surface is defined by Smax.
In a sense, Smax represents ”ridge-lines” within the feature field.

The locus of the local maxima of F is defined by

Smax = {p ∈ Ω|∇F (p) = 0 ∧∇2F (p) < 0 ∧ F (p) > α}, (9)

where Ω ⊆ R3 defines the support domain of F defined by the bounding voxel enclosing the
point cloud and α denotes the iso-value chosen for the the initial base mesh extraction.

Depending on the topological characteristics of F the subsets of Smax can be associated
with surfaces, lines or isolated points. As mentioned above, the function F approximates
feature values assigned to the points P within the interval [0, 1] where the value 1 (0) is
associated with points assumed to be represent surface (non-surface) related structures.
Based on this, the surface related subsets of Smax most probably represent the point clouds
inherent surfaces. The following procedure is intended to approximate these structures.
Using the extracted base mesh, the meta-surface Smax is obtained by iteratively applying
the following steps:

1. We move the mesh toward the local maxima of the feature field F by displacing the mesh
vertices (cf. Figure 4).

2. In addition, an adaptive strategy for updating the mesh connectivity, to improve the
quality of the final representation, is applied.

7.1 Vertex Displacement
Moving the mesh toward Smax is achieved by displacing the vertices along the vector field
∇F . Let ~d be the corresponding displacement vector of vertex v, then v is relocated by
iteratively moving v along ~d toward Smax. Since F approximates the local trend of the
feature values assigned to points distributed in 3D space, the maximum values of F most
probably occur in regions the corresponding point cloud has high feature values. Hence,
projecting the vertices along ~d into these regions is obvious. The new position ~vnew of v is
defined by

~vnew = ~v − ~d · (~d · (~v − ~c)), (10)
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where ~v ∈ R3 denotes the position of vertex v, and ~c represents the weighted centroid of the
proximate point neighborhood N(v) of v determined by

~c =
∑

p∈N(v)

fp∑
q∈N(v) fq

~p, (11)

where fp denotes the feature value assigned to the point p. The size of the neighborhood
N(v) is determined by the radius of the one-star neighborhood of vertex v. The one-star
neighborhood of v is given by all vertices that are directly connected to v. Let r be the range
to the most distant vertex corresponding to the one-star neighborhood of v, then N(v) is
defined to be N(v) = {p ∈ R3|‖v − p‖ < r}.

7.2 Adapting Mesh Connectivity

This step becomes necessary when triangles corresponding to different mesh regions converge
or intersect each other. To obtain the final surface representation we collapse vertices of
affected triangles. The collapsing criterion depends on the size of the involved triangles.
Collapsing two vertices v and w, not connected, is allowed, if the following condition holds:

‖~v − ~w‖ < rmin, (12)

where r = min{· · · , ri, · · · } with ri representing the radius of the smallest sphere enclosing
the triangle ti ∈ Tv ∪ Tw. The sets Tv and Tw consist of the triangles connected to v and w.
If condition (12) is satisfied, the vertices v and w are collapsed and substituted by a new
vertex vnew. The position of vnew is computed by ~vnew = 1

2 (~v+ ~w). The collapsing operation
takes into account additional rules preventing the mesh to break or to collapse. Additional
operations are incorporated maintaining the mesh consistence e.g., by removing duplicated
triangles. As a consequence of the vertex collapse, the resulting mesh is no longer guaranteed
to be two-manifold.

After repositioning the vertices the resulting mesh might not approximate Smax in an
optimal way. One possible reason is that the resolution of the mesh in some regions is too
coarse. Subdividing selected triangles introduces new vertices at the centers of the triangles.
Again, forcing these vertices toward Smax further increases the quality of the surface mesh.
The decision whether a triangle is subdivided or not depends on the error measure

ε =
(
f − fc

‖∇Fc‖

)2

, (13)

where f denotes the average feature value of the vertices of the considered triangle, fc

and ∇Fc represent the feature value and the gradient at the triangles center. We allow
subdividing a triangle if ε > r2, with r being the radius of the smallest sphere enclosing the
corresponding triangle. Subdividing triangles introduces new vertices w at the center of the
triangles. Those vertices, in a subsequent step, are moved toward Smax following the rules of
vertex displacement (cf. Section 7.1). On the other hand, triangles are collapsed if they have
a bad edge-to-edge aspect ratio.

Since the subsets of Smax in some cases represent points or curves, it may happen that
the vertex displacement forces the mesh to collapse into point- or a curve-like structures. In
this case the corresponding mesh structures are deleted.
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(a) (b)

(c) (d)

Figure 5 (a) original point cloud showing an environmental scene. (b) feature values, computed by
the applied point classification scheme, which are mapped in form of color values to the corresponding
points (red indicates surface-related, blue non-surface related points). (c) reconstructed initial mesh,
(d) final surface representation.

8 Results

This section provides some results obtained by applying the proposed method to different
point data sets. The used data sets are well-suited to demonstrate the ability of the method
to reconstruct surfaces from complex and noisy point data sets.

Figure 5a presents the raw input point cloud showing an environmental scene (having
about 50,000 points) consisting of quite complex structures. Applying the proposed point
classification scheme delivers feature values for each point. The classification was performed
using the local point neighborhood N(p) determined by all points lying within a given range
r of the considered point p. In the following, r is specified in terms of percentage of the
diagonal of the smallest sphere enclosing the entire point cloud. Figure 5b visualizes these
values by mapping colors ranging from blue to red to the points. Red colors indicate points
in near-planar regions, whereas blue colors indicate points that are not assumed to be part of
surfaces. In this example r was chosen to be 0.02. As the image shows, mainly the points at
the ground are identified as surface-related structures, but also some isolated point structures
at the crowns. This is due to the fact that the local neighborhoods of the isolated points are
rather planar and thus the points misleadingly are assumed to lie on a surface. Figure 5c
shows the base mesh extracted for the iso-value 0.6. Besides capturing the ground structure
the initial mesh also captures the identified structures at the crowns. Figure 5c shows the
final mesh after the application of the vertex displacement and the adaption of the mesh
connectivity. The ground surface is almost completely recovered, except for a small part
located at the tree trunk in the middle. Since the point cloud does not exhibit surface-like
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(a) (b)

Figure 6 (a) Visualization of the feature values for a chosen neighborhood size r = 0.016. (b)
the final surface representation.

character at the area at which the trunk merges with the ground, the local point environment
rather has cylindrical or spherical character, the affected region is not captured by the final
surface.

The reconstruction process strongly depends on the choice of the neighborhood size
considered for performing the point classification. Figure 6a demonstrates the effect of
choosing the neighborhood size to be to small with respect to the density of the points
located at the ground. In this example the radius determining the neighborhood N(p) was
chosen to be r = 0.016. The generated surface mesh, depicted by Figure 6b, does not capture
the entire ground. The points in the front at which the feature values are low (blue colors)
are not approximated by the surface. Due to the small neighborhood size chosen the points
are not assumed to be part of the ground surface and thus not part of the final surface mesh.

In both examples the chosen parameters are equal, except for r. The B-spline based
approximation of the feature values was started at octree level five and terminated at level
ten. The Cartesian grid used for the MC-based extraction was determined by partitioning
the original bounding voxel into 40× 40× 40 cubes.

The next example demonstrates the stability of the reconstruction approach by applying
it to a modified point set. Figure 7a shows the point cloud of the Stanford bunny data
set where noise is added in form of randomly distributed point samples. In this case, the
boundary voxel, considered for adding the additional samples, is centered at the centroid
of the point cloud and has the diagonal length of two times the length of the most distant
point to the centroid. The number of additional noise samples in this example equals
80, 000 points, the original number of points of the bunny data set is approximately 35, 000.
Figure 7b shows the color-coded point cloud indicating the computed feature values. Again,
blue represents non-surface like, red represents surface like point structures. The chosen
neighborhood size equals r = 0.01. It is observable that the classification process identifies
most points corresponding to the original point cloud. Applying the approximation scheme
followed by the MC mesh extraction delivers the initial base mesh depicted in Figure 7c. The
approximation was started at level six and was terminated at octree level ten. Here, the cube
grid used for the MC-based mesh extraction was determined by partitioning the original
bounding voxel into 80× 80× 80 cubes. The final mesh after performing several repositioning
and smoothing steps is depicted in Figure 7d. This example shows that the method provides
reliable results in cases the point cloud becomes extremely noisy. Several experiments have
been performed using an increased number of additional noise samples. The reconstruction
provides acceptable results up to 100, 000 noise samples. Theoretically, the reconstruction is
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(a) (b)

(c) (d)

Figure 7 (a)-(d) examples illustrating the surface reconstruction from a point cloud enriched with
80, 000 noise samples. (a) original point cloud containing the Stanford bunny data set consisting of
approx. 35, 000 points, (b) point cloud featuring color values indicating the estimated strength of
the correspondence of points to surface-related structures (blue indicates low, red indicates high
correspondences). (c) the extracted base mesh, (d) the final surface mesh.

possible as long as the density of the points, corresponding to underlying surfaces, locally is
higher than the density of the proximate noise samples. However, if the noise samples form
surface-related point structures close to the original point samples the reconstruction might
fail at these regions.

The average computational complexity of the proposed algorithm is estimated to be
O(k2 · n · log(n)), where k is the average number of points within N(p) and n is the number
of input data points. In case that k << n the complexity O(n · log(n)) rather holds. The
complexity of the mesh extraction is estimated to be O(m · log(n)) and primarily depends on
the number of extracted mesh vertices m and the number of input points. Computationally
most expensive are the approximation of the feature values by F and the vertex displacement.
Hence, it was decided to perform the determination of feature values and their approximation
in a pre-processing step. This allows the user to perform the actual surface reconstruction
more efficiently. Table 1 presents the computation times for the results depicted by Figure 5
and Figure 7. The processing was performed on a desktop computer equipped with an Intel
Core2 Duo Processor and 4GB main memory.

9 Conclusions

We have presented a novel approach to feature classification and selective surface reconstruc-
tion from large scale point clouds. Our method is used to complement visualization of raw
data sets obtained from terrestrial and airborne laser scanning. The main problem when
visualizing such vast amounts of points is that the user may not recognize structures of interest
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Table 1 Computation times for each step of the algorithm concerning the two example data sets.
The approximation was performed using four iterations at each processed octree level.

Computation step Time [sec.] Time [sec.]
environmental modified bunny

data set data set
(50,000 points) (115,000) points

Computation
of feature values 46.95 72.34

Performing
approximation 145.11 1107.84
Extracting
base mesh 13.2 141.39
Vertex

displacement 7.65 415.12
(1st iteration) (3,900 vertices) (26,000 vertices)

without additional visual cues. Therefore, we classify point neighborhoods into different
feature groups by assigning corresponding feature values. These values assigned to surface
features are approximated by a hierarchical trivariate B-Spline function which is the basis of
our surface reconstruction approach. Topological and geometric detail can be controlled by a
user-defined parameter. Future work will be directed at choosing these parameters locally
and accelerating the approach further by more sophisticated data structures for streaming
and view-dependent querying.
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Abstract
Scalable large high-resolution displays such as tiled displays are imperative for the visualization
of large and complex datasets. In recent times, the relatively low costs for setting up large display
systems have led to an highly increased usage of such devices. However, it is equally vital to
optimally utilize their size and resolution to effectively explore such data through a combination of
diverse visualizations, views, and interaction mechanisms. In this paper, we present a lightweight
dispatcher framework which facilitates input management, focus management, and the execution
of several interrelated yet independent visualizations. The approach is deliberately kept flexible to
not only tackle different hardware configurations but also the amount of visualization applications
to be implemented. This is demonstrated through a scenario that executes four interrelated
visualizations equally well on both a 5 PC tiled-wall and a single desktop. The key contribution
of this work is the ability to extend the tiled-wall to work with multiple applications for enhanced
size and resolution utilization of such displays.

1998 ACM Subject Classification I.3 Computer graphics, I.3.3 Picture and Image Generation

Keywords and phrases Large and High res Displays, Coordinated and Multiple Views, Human
Computer Interaction

Digital Object Identifier 10.4230/DFU.Vol2.SciViz.2011.144

1 Introduction

Innovations in large wall-sized displays have been yielding benefits to visualizations in industry
and academia: to cater to a larger audience, for more efficient collaborative work, to further
immerse the client in virtual reality applications, and to facilitate the visualization of large
and complex datasets by maintaining both overview and detail views simultaneously [5]. It
is these improvements that have led to the growth of large display implementations despite
the limitations in size of a single such display and the costs associated with them. The single
most influential factor in this progression has been the advent of tiled display systems - a
large display consisting of tiled smaller ones driven by clusters of off-the-shelf PC systems.
This leads to complete physical scalability over the eventual size of the display while keeping
the costs relatively low. These facts have led to a number of research projects that have
incorporated tiled displays and made it amongst the top ten visualization research topics in
recent times [15].

Effective exploration of truly large complex datasets is a quandary that researchers are
constantly trying to tackle in a number of domains. In the recent past various solutions
have been employed including multiple views, data aggregation, and filter techniques. There
is no single solution to this problem, as it varies depending on the nature of the domain,
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the dataset, and the experts involved. However, the work presented in this paper proposes
the use of coordinated multiple applications / views on tiled-wall displays as a means to
efficiently explore such datasets irrespective of the domain. The core idea is to divide the
tiled-wall into a large work area that utilizes a distributed rendering framework and several
other subsections that run coordinated applications. The emphasis of this work has been
on the management of different concurrent applications running on a tiled-wall through a
dispatcher framework that handles coordination and input management.

There are a number of tiled-display rendering frameworks available that vary in their
sophistication and as a consequence in their complexity and functionality as well [16, 22].
However, these choices were significantly reduced while imposing the following requisites: to
hide the display setup from the developer, to have the flexibility to execute on several display
configurations, and to keep the implementation relatively simple. These rationales assisted us
in choosing TileRenderer [5] as an appropriate rendering framework, as the other frameworks
examined (CAVELib [14], VRjuggler [3], Syzygy [19], Jinx [21], Chromium [9], NAVER
[11], and CGLX [6]) were quite heavy-weight with extensive APIs. The common theme
amongst the frameworks mentioned is that they provide extensive libraries for interactions,
interfaces, and virtual contents for virtual reality environments. It is due to the various
libraries required and the sheer quantity of modules involved that makes their usage highly
complex and heavy-weight. In comparison, Deller et al. formed TileRenderer with a small
and easy to use library that allows developers to shape or alter existing OpenGL applications
through the use of a few callback functions.

TileRenderer much like most existing such frameworks distributes the geometry and
material data to render a single applications graphics database on multiple rendering clients
while we aim to tackle multiple applications. This left three vital tasks for our dispatcher
framework to perform: inter-application communication, interaction, and focus management.
The only other viable solution would be to have a single scene with various viewports;
however, we choose to refrain from this approach to eliminate the possibility of artifacts
from one model appearing in the background of another and to a larger extent due to the
interaction limitations within these viewports.

The organization of this paper is as follows: examine related work (Section 2), discuss
the proposed dispatcher framework (Section 3), demonstrate it using a visualization case
study (Section 4), and lastly look at possible future work (Section 5). In the case study,
a visualization scenario is presented on two distinct hardware configurations that utilizes
our framework in order to execute four visualization applications simultaneously, handle
interactions between them, and manage input and focus remotely.

2 Related Work

In order to obtain a working prototype of the dispatcher framework, the following issue
needed to be addressed: distribute and synchronize input devices and applications over
the network. In this section, software solutions aimed at distributing input devices and
applications are examined for comparison.

2.1 Distributed Device Data
In the related context of collaborative environments, co-located and synchronous interactions
lead to a query of how a specific form of input supports an application realized on a shared
display [8]. APIs such as CAVELib [14], Syzygy [19], and VR Juggler [3] have embedded
support for collaborative interaction between remote applications. In the case of the latter,
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this is in the form of a module called Gadgeteer, which distributes device data across machines
and clusters.

Instead of integrating such a heavy-weight architecture, producing our own streamlined
mechanism was preferred: switching the virtual focus and passing encoded/decoded Simple
DirectMedia Layer (SDL) [20] messages - see Section 3.4.

2.2 Distributed Applications
There are a few standards or technologies that are designed towards application integration.
Common Object Request Broker Architecture (CORBA) was a revelation in allowing devel-
opers to undertake distributed object-oriented programming to integrate diverse applications
into heterogeneous distributed systems [24]. Similarly, the High Level Architecture (HLA) [4]
has been instrumental in linking disparate simulations. Such frameworks provide rich func-
tionality at the expense of API complexity, so we crafted our own method: each application
registering for a message type with the dispatcher and processing it accordingly.

3 Framework Overview

The dispatcher framework presented in this paper works in conjunction with TileRenderer,
however, it can be quite easily ported to any distributed rendering software such as the ones
mentioned in Section 1.

First, TileRenderer was modified to work with Coin3D [12], an open source Open Inventor
API, instead of pure OpenGL. With the incorporation of scene graphs the environment
immediately improved significantly, providing two distinct advantages:
1. Improved rendering performance and optimal use of available hardware resources. Scene

graphs by nature maintain a "retained" model of the virtual world allowing additional
optimizations such as processing culling and drawing in parallel, and state sorting [18].

2. Introducing a high-level programming interface to eliminate low-level OpenGL commands
such as primitive drawing commands, state settings, and matrix manipulations [18].

The next vital step towards our goal of enhanced tiled wall utilization required the
ability to handle multiple applications. This led to the development of the dispatcher
framework that is explored further in the next sections. Its main functionality is to act as a
centralized message center where all messages are received and forwarded as needed. The
main components of this framework are depicted in the figure below and described thereafter.

NetMessages (see Section 3.1) are created by the applications and connected to the
Dispatcher via the MessageHandler (see Section 3.3).
Individual applications register for a message type at the Dispatcher (see Section 3.2).
Appropriate messages are forwarded by the Dispatcher only to the subscribers (see Section
3.2).
Input is fed directly to the application running TileRenderer, for all others we incorporate
the concept of Virtual Input - a special type of message that is an encoded SDL event
(see Section 3.4).

Figure 1 depicts the logical system structure of the dispatcher framework. The developer
may add several disjoint applications to the framework, however these applications need
to interface with the common MessageHandler for both interaction and communication
purposes. It is through the MessageHandler that the different applications are able to
communicate with the Dispatcher. Here, a particular communiqué is worth mentioning:
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Dispatcher
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Figure 1 Logical System Structure.

encoded SDL events that are used to pass the virtual focus, hence providing the ability to
interact with applications that may be running on a remote PC.

A centralized message center that is referred to as the Dispatcher is responsible for
receiving and forwarding messages if necessary. The communication itself is realized by using
sockets that are represented as black and white boxes in Figure 1. The distinction here is
in the communication direction: a black box stands for an output socket while a white box
stands for an input socket.

3.1 NetMessage
To be able to distinguish between different NetMessages, enumerated message types are used.
Alternatively, one might have encoded the message type in the text message itself leading to
a more complex process. Depending on the type of message, the processing of the message
text varies:

INVALID: An invalid message can not be processed. Non-blocking socket reading
may return NULL, if there is no value to read. To avoid NULL references, this type is
introduced.
DISPATCHER_REGISTRATION: To take part in the communication process, the
applications have to register at the Dispatcher by using this type of message.
DISPATCHER_MESSAGE_SUBSCRIPTION: To be informed when a certain type of
message is received at the Dispatcher, a client has to subscribe for it. This is done to
avoid passing all messages to all the clients - flooding.
DISPATCHER_VIRTUALFOCUSCHANGE: To force a change in which application
has the virtual focus, this type of message has to be sent.
VIRTUALFOCUS_RECEIVED: If an application receives this type of message, it has
received the virtual focus. In case of TileRenderer this implies processing the SDL_Events
captured by the input devices locally.
VIRTUALFOCUS_LOST: If an application receives this type of message, it has lost the
virtual focus. In case of TileRenderer this means to forward the SDL_Events captured
by the input devices to the Dispatcher.
SDLEVENT: This type of message signals that an SDL_Event is encoded in the
NetMessage. This is described further in Section 3.4.
QUIT: An application has to finish its current task and shut down.

There are a number of other application specific messages that can be added to exchange
specific information as required by the developer, examples of these are presented later in
the case study.
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3.2 Dispatcher
In this section, we examine the logical structure of the Dispatcher (see Figure 2a) and the
flow of its main loop (see Figure 2b). The DispacherThread is at the heart of the logical
structure: it periodically invokes the main loop, polls the InputSocket, and maintains the
VirtualFocus and the Registry.

The DispatcherThread is an asynchronous thread that implements a non-blocking read by
continuously polling the InputSocket for an encoded character stream. This encoded stream
is used to fill a NetMessage data structure, where a key field is the enumerated message
type that determines how to process such a message. If the received message is of type
INVALID this means there is no data available and the next NetMessage is polled. This
action continues until there is valid data available on the socket - any message that is not of
type INVALID.

As soon as a valid message is received, it is checked at the Registry whether there are
subscribers for this type of message. If this is the case, the NetMessage is forwarded via the
OutputSocket of the corresponding registry entry. Depending on the message type, further
processing may be required:

DISPATCHER_REGISTRATION: If the received message is of this type, a new applica-
tion has to be registered. This is accomplished through a new application entry created
at the Registry that contains the OutputSocket connection to the remote application.
DISPATCHER_MESSAGE_SUBSCRIPTION: If such a message is received, it implies
that an application has subscribed for a new type of message at the Dispatcher. Whenever
a message with the corresponding type is received by the Dispatcher, it will be forwarded
to all its subscribers.
DISPATCHER_VIRTUALFOCUSCHANGE: This type of message forces the virtual
focus to switch to another application. The switching process is faciliated by the Virtual-
FocusServer, responsible for the release of the virtual focus from the previous application
and for setting it to a new one. In other words, input device data captured by SDL is
forwarded to the appropriate subscribing application.
QUIT: If a message of type QUIT is received, it is distributed to all registered applications
in order to initiate their respective shutdown.

If some other type of message is received by the Dispatcher, it is simply ignored as it
holds no significance for the Dispatcher itself.

3.3 MessageHandler
It has been shown earlier in Figure 1 that all applications or views use the MessageHandler
component to communicate with the Dispatcher. Here it is important to note that the current
configuration utilizes TCP for both input and output sockets, thus ensuring that events are
received in the same order as they occur. In this section we shall further examine the logical
structure of the MessageHandler as shown in Figure 3a and the typical behavior of a view as
in Figure 3b.

When a new application or view starts up, it initializes the MessageHandler. It is
the MessageHandler that communicates backwards to the registered applications or views,
through the use of callbacks. Thus, the first step is to register all callbacks at the Message-
Handler, which in turn registers itself automatically for the corresponding message types
at the Dispatcher. Once these callbacks are registered, both the InputThread as well as the
OutputThread are started.
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Figure 2 Structure and flow of the Dispatcher.

The original thread continues with the execution of the applications main program loop.
While this program loop is in operation, some NetMessages may be put into the SendQueue.
Similarly, the InputThread continuously receives messages in a non-blocking way. Much
like the dispatcher functionality described in Section 3.2, as long as no valid messages are
received the InputThread simply waits. On the other hand, a valid message is pushed to the
CallbackManager as soon as it is received. If there are callbacks registered for this type of
message, the corresponding callback function is executed.

The VirtualFocusClient registers callbacks at the CallbackManager by default when
it starts up. Further, if a received message is of the type VirtualFocusChange then the
VirtualFocusClient is called and the virtual focus is handled automatically - by either grabbing
or releasing the virtual focus in question.

The OutputThread continuously polls the SendQueue. If there are messages available,
they are pushed to the OutputSocket and transmitted.

Input devices are physically connected only to the TileRenderer application, the extension
point in Figure 3b for this application is refined further in Figure 4. The TileRenderer
based application continuously captures input data from all its connected input devices as
SDL_Events. If an SDL_Event representing a special menu key is pressed, a message is put
into the SendQueue to switch the focus to the Menu View. If the SDL_Event represents the
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Figure 3 Structure and behavior of the MessageHandler.

special quit key, in this case the ESC key, a message of type Quit is put into the SendQueue. If
the TileRenderer holds the virtual focus, it processes these SDL_Events locally. Alternatively,
if it does not hold the virtual focus then the SDL_Events are encoded and put into the
SendQueue, so that the remote application with the virtual focus can process it.

3.4 Virtual Input: Encoding/Decoding of SDL Events
The structure of an SDL_Event is shown in Figure 5. This is a streamlined structure as only
the SDL_Event types which are used by our system are listed, further general SDL details
are found on their Wiki documentation [20]. It is prominent from the above-mentioned
diagram that each SDL_Event type has its own specific structure:

SDL_MouseButtonEvent: this SDL event type signalizes a mouse button event and
is followed by the fields: button, state, x, and y. These fields encode the following
information: button encodes the mouse button index, state is either set to SDL_PRESSED
or SDL_RELEASED indicating if the button is pressed or released, x holds the x
coordinate relative to the window, and y holds the y coordinate relative to the window.
SDL_MouseMotionEvent: this field signalizes a mouse motion event and is followed by
the fields: state, x, y, xrel, and yrel. These fields encode the following information: for
state, x, and y refer above, whereas xrel and yrel hold the relative motion in the x and y
screen directions respectively.
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Figure 5 Structure of an SDL_Event.

SDL_UserEvent: this field refers to a user defined input device and is followed by the
fields: code, data1, and data2. These fields encode the following information: code is a
user defined event code, whereas data1 and data2 are user defined data pointers that
may be utilized as required.
SDL_KeyboardEvent: this field refers to a keyboard event and is followed by the fields:
state and SDL_keysym. The state field can hold either the value SDL_PRESSED or
SDL_RELEASED indicating if a key is pressed or released. The SDL_keysym structure
on the other hand is composed of several further fields: scancode, sym, mod, and unicode.
The scancode field is normally not utilized; it contains a hardware-dependent scan-code
returned by the keyboard. The sym field is the SDL-defined constant that represents the
selected key and is often used while programming to inquire if a certain key has been
pressed or released. The field mod stores the current state of the keyboard modifiers and
unicode stores the unicode character corresponding to the key if it is enabled.

In the case of TileRenderer having virtual focus, these SDL events are processed locally.
On the other hand, when another application has the virtual focus we encode these SDL
events into a character string and send them to that application via the Dispatcher. It is
possible to encode and then later decode these SDL events as knowledge of its datastructure
is known beforehand. Once decoded, a new SDL event is created with the received values
and pushed into the SDL event queue of the receiving application, hence the concept of
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Virtual Input. The only exception to the above process was the SDL_UserEvent, where
data1 and data2 are user defined data pointers. In our scenario (see Section 4), a space
mouse was added as a user defined device. Here, knowledge of the Rotation and Translation
datastructures utilized by the space mouse handler assisted in encoding and decoding data1
and data2 respectively.

4 Case Study: Safety and Security Analysis using CakES

The framework presented in this paper has been used to produce a safety visualization
called CakES [1] that was designed to assist software engineers in the safety and security of
embedded systems. This visualization system consists of multiple applications or views that
visualize the physical model, the minimal cutsets, and the basic events of the fault tree. Our
framework facilitates interaction amongst these different views, allowing the user to have
different levels of focus and context simultaneously.

A brief introduction to these safety analysis topics is listed below with references for
further readings:

Fault Trees (FTs) are tools in system safety, reliability, and availability studies [13].
Basic Events (BEs) are the lowest-level influence factors in the FT and they are repre-
sented as the leaves. The hazard that is examined in the fault tree is called the top event
which is at its root [10].
Minimal Cut Sets (MCSs) are unique combinations of BEs that can cause the top event
to occur [2].

In addition to the NetMessages described in section 3.1, the following application specific
messages were added to the framework:

MCS_SELECTION: A minimal cut set was selected.
MCS_BE_PROBABILITY: A basic event’s probability is sent.
HOLDER_BOUNDS_CHANGED: Min and Max bounds changed.
HOLDER_VALUES_CHANGED: Value of a holder changed.

4.1 Multiple Applications

The CakES system utilizes four distinct applications or views interconnected through the
framework presented in this paper. The reason to employ these views as independent
applications is two-folds: 1) give programming freedom to the developer, and 2) avoid
different viewports in the same scene to avoid artifacts and interaction limitations. These
views are described further in the following subsections.

4.1.1 Menu View

The menu (see Figure 6) functions as the primary interface between the other views that are
discussed further in Sections 4.1.2, 4.1.3, and 4.1.4. It allows the user to switch the virtual
focus between these different views. Additionally, it displays vital statistical data about the
selected MCS : size, probability, and details of its BEs. Further, the user may reorganize the
MCSs in the MCS View according to his preferred criteria by using either the sliders or radio
buttons provided.
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Figure 6 Menu View.

4.1.2 Model View

This view is employed to exhibit the physical parts of the RAVON model as shown in Figure
7a. The model depicted is of the Robot RAVON (Robust Autonomous Vehicle for Off-road
Navigation); further details can be found on the AG Robotersysteme website [17]. The
TileRenderer application drives this view as it is to be displayed on a stereo monitor in
the configuration described in Section 4.2.1 and on the larger area of the tiled wall as in
the configuration described in Section 4.2.2. Interaction mechanisms that allow the user to
explore the model further are zooming, rotation, and translation. Further, it utilizes the
framework by registering for an MCS_SELECTION, so that once an MCS is selected in the
MCS View (see Section 4.1.3) appropriate data is received. As a consequence of this data
exchange, the RAVON model is rendered transparent and the relevant BEs are rendered
opaque (see Figure 7b).

4.1.3 MCS View

This view uses a Cake metaphor [1] to visualize the MCSs, their probabilities, and their BEs
(see Figure 8). A text file containing information about the BE distribution is generated
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(a) Before (no MCS selected) (b) After (MCS selected)

Figure 7 Model View: Before and after receiving MCS data through Dispatcher.

(a) Before Virtual Picking (b) After Virtual Picking

Figure 8 MCS View: Before and after Virtual picking.

using the ESSaRel tool [7] and is used in the intial formation of the Cake (see Figure 8a).
The Cake consists of three separate levels depicted by red, yellow, and blue cylinders. Each
cylinder represents an MCS and within each MCS there are a certain number of BEs. These
three levels correspond to a range of fault probabilities that may also be adjusted via the
Menu sliders. Further, each level uses saturation to distinguish between probabilities that lie
in the same range.

The user is provided interaction mechanisms quite similar to the Model View 4.1.2. In
addition, the concept of Virtual Picking was utilized to handle virtual interactions within this
view, as there was no real focus available - the user interacts through remote devices that send
relevant data through our framework. Virtual Picking is accomplished by tracking relative
mouse movements, drawing a ray through the current mouse position and the far clipping
plane, and selecting the intersecting shape. When invoked, it makes an MCS transparent
and one can see the BEs within (see Figure 8b). Information regarding the selected MCS
and its BEs are then sent to the other views interested in them through the Dispatcher.

4.1.4 BEs View
The BEs View (see Figure 9) is directly related to the Model and MCS Views of Sections
4.1.2 and 4.1.3. In this view, the hardware components related to the BEs within the selected
MCS in the MCS View (Figure 8b) are displayed in more detail. Currently, there are no
interaction mechanisms in this view.



T. Khan, D. Schneider, Y.I. Al-Zokari, D. Zeckzer, and H. Hagen 155

Figure 9 BEs View.
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4.2 Hardware Configurations
The framework presented in this paper is highly flexible in terms of hardware configurations.
A text file holds key information for each application such as: the name of the application,
the port number associated to it, the PC host name, and a keyword indicating whether it is
virtually focussable. Depending on the desired configuration, the developer would need to
carry out the following two tasks for each application:
1. Provide the correct host name in the configuration file
2. Supply appropriate orientation and dimension for each view

For the CakES visualization, two different configurations were employed. The first is
a two-monitor single-PC solution (see Section 4.2.1), while the second is a nine-monitor
five-PC tiled-display solution (see Section 4.2.2).

4.2.1 Desktop
This configuration consisted of a standard monitor with 1920x1200 pixels and a Zalman
Trimon passive-stereo monitor with a resolution of 1600x1050. The desktop PC ran on a
Windows XP operating system and had the following key components: 2.60 GHz AMD
Phenom™ 9950 Quad-Core Processor, 3.25 GB of RAM, and an NVIDIA GeForce GTX
280 graphics card. An additional user defined interaction device, the 3Dconnexion Space
Navigator was added. This system was mainly used for development purposes and its physical
layout is depicted in Figure 10.

The stereo monitor was used to display the physical parts of the RAVON model as shown
in Figure 7. On the other hand, the standard monitor was used to tile the Menu, BEs, and
Cake Views next to each other as in Figure 11.
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Figure 11 Menu, BEs, and MCS Views tiled on a standard PC.
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4.2.2 Tiled Wall
A 3x3 tiled wall with five computers was implemented as depicted in Figure 12. This image
is based on the ‘schematic view on a typical 3x3 tiled display’ figure presented by Deller et al.
[5], it is modified to incorporate our dispatcher framework. As shown, the tiled wall consists
of nine displays controlled by five network-connected PCs. Each computer ran on Windows
XP and had the following hardware configuration: Intel® Core™ Dual Core @ 2.4 GHz, 4
GB of RAM, and two GeForce 7950 GX2 graphics cards. Each screen of the tiled wall has a
resolution of 2500x1600 pixel, making the total resolution of the wall 7500x4800. Further,
there is an upper and a lower separation of the Tiled-Wall:

The upper six displays are managed by TileRenderer - it uses three PCs for this task,
where one of them acts as the Master-PC and controls the other two Slave-PCs via the
network.
The lower three displays are controlled by the remaining two PCs. One of them runs
the Dispatcher framework and displays the Menu View on the lower-left screen of the
Tiled-Wall. The other is used to visualize the BEs and MCS Views on the remaining two
screens.

All the above mentioned applications are controlled by the same input devices, which
are physically connected to the Master-PC of the TileRenderer. This configuration allows
the Master-PC to process input events locally when the Model View application has the
virtual focus. On the other hand, it forwards input data via the network to PC1 and PC2



T. Khan, D. Schneider, Y.I. Al-Zokari, D. Zeckzer, and H. Hagen 157

Figure 13 Real-Time Tiled-Wall Scenario.

when one of those two applications has the virtual focus. A screen shot of these applications
interacting with one another is illustrated in Figure 13.

5 Conclusion and Future Work

In this paper we have presented a light-weight yet flexible Dispatcher framework that
facilitates the simultaneous execution of multiple inter-communicative visualizations built on
Open Inventor scene graphs.

TileRenderer was the preferred tiled-display-rendering framework due to its simple yet
robust rendering framework. As seen in the case study, it was responsible for rendering
the Model View across a large section of the display area. However, the approach was kept
flexible enough to let developers employ their own preferred distributed rendering framework.
Additional stand-alone visualizations such as the Menu, the BEs View, and the MCS View
were rendered separately on three of the tiled-wall displays. All of the above-mentioned visual
applications had to be registered with the Dispatcher in order to effectively communicate
with one another and to appropriately handle the remote input devices via our Virtual Input
implementation.

Through the CakES case study that has been realized using our framework, we tackled
our primary goal of efficient tiled-display size and resolution utilization by rendering four
different applications and interacting between them. Further, we have been able to develop a
system to assist model designers and safety analysts in the context of analyzing embedded
system. These applications are highly adaptive, as the developer can easily switch the scene
graph database files and still use all our interaction mechanisms. Additionally, there is
complete freedom to the number of applications that may be incorporated - it is a simple
matter of adding them to the configuration file and providing appropriate display parameters.

The resulting CakES solution worked remarkably well, with the exception of an initial
minor glitch - once blending was triggered in the Model View, interaction with the applications
through the Dispatcher slowed down significantly. After studying this issue further we realized
that this was an Open Inventor performance issue due to inadequate volatile memory. Once
we increased the RAM from one gigabyte to four, interaction through the Dispatcher became
virtually real-time.

In the future, we plan to extract input capture from Model View and have device capturing
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modules independent of the applications themselves. This would provide us with the ability
to easily integrate suitable virtual reality interaction devices and for all the applications
to handle interaction via our virtual input mechanism. Currently, only one application is
integrated with a distributed rendering framework, we would like to add it to all of them,
providing the operator a choice of which application he would like to be tiled. Alternatively,
the MCS View may be tiled across a larger area and elements of the BEs View may be
explored interactively. Also, projecting a low resolution image onto the bezels of the model
view would improve the presentation of the model and the distinction between the different
applications (see [5]).

Finally, another possible enhancement is to implement the Message Handler via interrupts
or callbacks instead of polling threads to save CPU cycles. It is planned to conduct a
quantitative measure of the framework’s performance, once the Dispatcher is improved.
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Abstract
Recent advances in sophisticated computational techniques have facilitated simulation of incredibly-
detailed time-varying trajectories and in the process have generated vast quantities of simulation
data. The current tools to analyze and comprehend large-scale time-varying data, however, lag
far behind our ability to produce such simulation data. Saliency-based analysis can be applied
to time-varying 3D datasets for the purpose of summarization, abstraction, and motion analysis.
As the sizes of time-varying datasets continue to grow, it becomes more and more difficult to
comprehend vast amounts of data and information in a short period of time. In this paper, we use
eigenanalysis to generate orthogonal basis functions over sliding windows to characterize regions
of unusual deviations and significant trends. Our results show that motion subspaces provide an
effective technique for summarization of large molecular dynamics trajectories.
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1 Introduction

Recent advances in acquisition and simulation techniques have resulted in immense time-
varying datasets. These datasets are being used to study and explore a wide variety of
phenomena in a diverse set of disciplines spanning life sciences to earth and space sciences.
As the number and complexity of these datasets increases exponentially [9], it is becoming
impractical to expect a domain expert to be able to look at such datasets manually. Auto-
matic or semi-automatic tools to help humans discover scientifically interesting features are
especially important for this reason.

Many illustration-based techniques have been proposed by several researchers [3, 10, 21]
to summarize time-varying datasets such as ocean flow, volume, and human skeletons. The
basic step for these illustration techniques is automatic detection of salient frames which
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have interesting features. In the method of image saliency by Itti [8] or mesh saliency by
Lee [13], they use a center-surround operator to identify the uniqueness of a pixel or a vertex
with respect to its neighborhood. In this paper, we have decided to use a similar approach
and define saliency as the uniqueness of a single frame with respect to its neighboring frames
both forwards and backwards in time. Our collaborator, Dr. Sergei Sukharev’s group at
Biology Department at the University of Maryland, was interested in identifying the frames
in molecular dynamics simulations, where the anomalies (kinks) in the secondary structures
happen in the opening and closing simulations of thechannel [1]. We validate the effectiveness
of our salient frame detection algorithm in this molecular dynamics simulation.

The rest of this paper is organized as follows. A review of related work is provided
in Section 2. In Section 3, we formulate the relationship between one residue and the
neighboring residues in space, and present an algorithm to detect saliency in time. Results
are presented in Section 4. Performance considerations to improve the scalability of our
approach for larger simulations are given in Section 5. Section 6 concludes this paper and
discusses future work.

2 Background and Related Work

The goal of this paper is to detect salient frames in molecular dynamics simulations. This
section briefly reviews some background in protein and ion channel structure and the related
research in the area of motion analysis and visualization for time-varying 3D datasets.

2.1 Protein Structures

A protein structure is formed by a unique three-dimensional assembly of a specific poly-
peptide chain. Each polypeptide chain contains a particular sequence of serially linked
amino acids. Figure 1(a) shows an amino acid which is composed of an amino group, a
carboxyl group, and a side-chain, which are connected at the central Cα atom. When the
carboxyl group of one amino acid reacts with the amino group of another amino acid, a
peptide (i.e., amide) bond (Figure 1(b)) is formed by releasing a molecule of water (H2O).
This peptide bond is typically composed of four atoms (C, O, N, and H) which lie on a com-
mon plane due to the partial double bond characteristic at the CO-NH connection. Here,
the recurring atomic array of N-Cα-C(=O) from each amino acid of a polypeptide chain
constitutes the protein backbone. By definition, the specific amino acid sequence for each
polypeptide chain is the primary structure of the protein. Segments of polypeptides often
fold locally into stable structures such as α-helices or β-strands, each of which is called a
secondary structure. An α-helix is a right-handed coiled conformation, resembling a spring.
β-strands connected laterally by three or more hydrogen bonds, form a generally twisted,
pleated sheet.

The angle between two planes is referred as their dihedral angle. Figure 2(a) and (b)
shows how we can compute the dihedral angle when there are four atoms which are not
co-linear in 3D space. We first align the atoms B and C as shown in Figure 2(b). Then the
dihedral angle corresponds to the angle measured in clockwise direction between the atom
A and the atom D. Similarly, for a sequence on a protein’s polypeptide chain, backbone
atoms (C, N, and Cα) allow for three different dihedral angles of proteins as depicted in
Figure 2(c): φ involving the backbone atoms C-N-Cα-C, ψ involving the backbone atoms N-
Cα-C-N, and ω involving the backbone atoms Cα-C-N-Cα. The planarity of the peptide bond
usually restricts ω to be 180◦ or 0◦. Thus the Ramachandran plot [19] considers two variable
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(a)

(b)

Figure 1 Image (a) shows the structure of an amino acid. Image (b) shows a peptide bond formed
by the reaction between a carboxyl group of one amino acid and an amino group of the other amino
acid. Images are adapted from [6].

dihedral (torsion) angles (φ and ψ) and shows possible combinations of these conformational
angles of representative secondary structures in a polypeptide such as α-helices or β-sheets.

2.2 Ion Channels

Ion channels are proteins that regulate the flow of ions into and out of the cells. Ion channels
enable a very rapid flow of ions. In physiological conditions, MscS can provide for the flow
of about a billion ions per second. Ion channel transitions are very fast – some opening
for less than a millisecond before they close. This rapid and highly specific gating of ion
channels is necessary for survival of cells. The ion channel kinetics impacts the speed at
which ions flow across the cell membrane and the reaction time of a nerve or a muscle cell,
and thus dictates the response time of the animal to the possible environmental dangers.
An accurate understanding of the structural changes and functioning of ion channels is vital
for therapeutic drug design. Nearly a third of the top 100 pharmaceutical drugs target
ion-channels.

The bacterial mechanosensitive channel MscS and its eukaryotic homologs are principal
turgor regulators in many walled cells. In bacteria, both free-living and pathogenic, these
channels play critical roles of tension-driven osmolyte release valves thus allowing the or-
ganisms to avoid osmotic rupture in the event of abrupt medium dilution. MscS opening is
driven directly by tension in the surrounding lipid bilayer and is accompanied by tilting of
the pore-lining helices (TM3) which assume a kink-free conformation [2, 4]. When tension is
released, the TM3 helices may buckle at two different hinge points, which defines the progres-
sion toward the closed state, as is shown in Figure 3(a). Thus, helical flexibility appears to
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(a) (b)
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(c)

Figure 2 Images (a) and (b) show the computation of a dihedral angle between 4 atoms (A, B,
C, and D). When we align the atom B and the atom C as shown in Image (b), the dihedral angle
θ is defined as the angle between the atom A and the atom D in clockwise direction. Image (c)
shows the dihedral angles (φ between C-N-Cα-C, ψ between N-Cα-C-N, and ω between Cα-C-N-Cα)
and the normal vectors ( ~n1 and ~n2 on the planes defined using N-Cα-C in residue 1 and residue 2,
respectively. Images are adapted from [6].

define the functional cycle of E. coli MscS. The major dataset analyzed consisted of two tra-
jectories of atomic coordinates obtained from 4 ns steered simulations representing opening
of wild-type and F68S mutant of E. coli MscS. The major goal was identification of frames
in which conformations of helices deviated from the typical alpha-helical conformations.

2.3 Saliency-based Motion Analysis

Designers and artists have long used a single static image or a few images to illustrate
dynamics of scenes for motion. They have depicted dynamics to facilitate visual communic-
ation in comic books and storyboards [14]. Recently, several graphics researchers [10, 17, 18]
have proposed illustration-based techniques to depict the dynamics of time-varying data in
a compact way. They use principles of visual art such as glyphs, and generate an image (or a
few images) to summarize the time-varying data to facilitate visual communication. For in-
stance, Joshi and Rheingans [10] have used illustration-based techniques such as speedlines,
flow ribbons, and strobe silhouettes to convey change over time for a time-varying dataset.
Nienhaus and Dollner [17] have used dynamic glyphs such as directed acyclic graphs and
behavior graphs to provide further information about dynamics in the 3D scene.

A very interesting beginning in detecting salient frames for human skeleton datasets has
been made by Assa et al. [3]. They generate an action synopsis for presenting the motion
of a single skeleton-based character. They represent motion in affinity matrices, constructed
from various aspects of a pose such as joint positions, joint velocities, joint angles, and joint
angular velocities. They first define a vector xk

a which represents an aspect a of the pose at
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(a) (b)

Figure 3 The images above show the closed (left) and open (right) conformations of the hep-
tameric E. coli mechanosensitive channel MscS.

frame k. Then, they compute the dissimilarity of the aspect a between two given frames i
and j by a simple distance measure to identify key poses. Finally, they compose these key
poses into a single image by including the most significant poses.

There has been a significant increase in research activities related to the visualization
of molecular dynamics simulations. Lampe et al. explore the use of a two-level hierarchical
technique for the visualization of protein dynamics [12]. Recently, Krone et al. presen-
ted a method capable of visualizing molecular surface dynamics at interactive rates [11].
Tarini et al. [20] present a method to enhance shape perception in interactive molecular
visualizations by employing ambient occlusion and edge cueing. Bidmon et al. present an
informative and intuitive method for visualizing the motion of molecules around existing
proteins using pathlines [5]. All of these papers [12, 11, 5] discuss methods for efficiently
visualizing molecular dynamics, but do not detect key or salient frames in the simulation.
Mehta et al. have explored approaches to the detection, classification and visualization of
anomalous structures, such as defects in crystalline lattice structures [16, 15]. We are not
aware of any research into the detection of salient frames for protein dynamics simulations.

3 Salient Frame Detection

In this paper, we characterize saliency as the uniqueness of a single frame with respect to
its surrounding frames in time, and detect the salient frames for molecular dynamics simu-
lations. A molecular dynamics simulation gives discrete samples of how a protein changes
over a period of time. We are interested in identifying the time steps that highlight these
changes by using subspace analysis. We analyze a particular time step k in a molecular
dynamics simulation with the following approach:

1. Select the residues of interest, this could be a subunit of a molecule or residues corres-
ponding to an α-helix of interest.

2. Model the angular relationship along the protein backbone for each time step k as an
affinity matrix Ak.

3. Decompose the affinity matrix using SVD, Ak = UkΣkVT
k

4. Analyze the salience, sk, of the structure of the protein at time step k with respect to
the surrounding time steps.

5. Peaks of salience sk curve determine the best set of time steps.

Mechanosensitive ion channels play a critical role in transducing physical stresses at
the cell membrane into an electrochemical response. The crystal structure of E. coli MscS
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has provided a starting point for detailed descriptions of its mechanism. Figure 3 shows
the opening of the E. coli mechanosensitive ion channel that we will consider throughout
this paper. There are 7 subunits in this ion channel, and all 7 subunits are topologically
identical, but act relatively independently in the simulation. Out of 286 residues in each
subunit, 175-residue N-terminal segments were included in simulations. To understand
this mechanism, identifying the presence of kinks in α-helices is critical because they have
functional importance. Kink detection, however, is a tricky question because there are many
factors involved. These include the state (ruptured or not) of the H bonds, local geometric
information such as Ramachandran angles (torsion angles), and more global information
such as the angles among multiple atoms.

In this section, we formulate the relationship between one residue and the neighboring
residues spatially, and present an algorithm to detect saliency in time. Our framework
encompasses the global and local geometric properties of backbone residues in a molecular
dynamics simulation.

3.1 Construction of Affinity Matrices in Space
We explore the relationship between one residue and the neighboring residues to detect the
changes in α-helices. The straightening and buckling of α-helices are interesting because
they appear in many simulations of ion channels and are believed to be correlated with
conformational states of the whole channel. There are many ways to define the relation-
ship among residues, but we believe the angles in backbone atoms would be one of the
best ways since backbone atoms are much more stable in their positions than side-chains.
As a Ramachandran plot suggests, we could have measured torsion (dihedral) angles and
conjectured the changes of secondary structures for each residue. However, analysis of
Ramachandran angles only considers very local properties inside a residue, and does not
encompass the global geometric property among a sequence of residues. Instead, we use the
relative angles between one Cα (α-carbon) and other α-carbons within a cutoff distance,
rs. The cutoff distance refers to the difference in index between the Cα currently being
considered and its neighboring residues along the chain. A good choice is rs = 5, because
on average, α-helices turn once every 3.6 amino acids. Considering ±5 amino acids forwards
and backwards should cover, in total, about 3 turns in α-helices, which is a sufficient scale
for kink detection. Alternatively, instead of imposing a hard cutoff, we can use a Gaussian
cutoff.

Molecular dynamics simulations give us a trajectory file which holds all the atom positions
in 3D space for every frame k. Since three non-co-linear points in 3D space define a plane,
the positions of N-Cα-C atoms in each residue can define a plane and its normal vector ~n
as shown in Figure 2(c). We compute normal vectors (~ni) to the planes formed by these
N-Cα-C atoms in residues (Ri) for every frame k.

Specifically, we model the interactions amongst neighboring amino acids for time step k
by an affinity matrix Ak. Each entry aij , of the matrix Ak models the strength of interaction
between amino acid residues i and j. As discussed above, each amino acid residue, i, is
associated with the vector ~ni.

aij =

 〈 ~ni, ~nj〉
rs
2
√

2π e
− (j−i)2

r2
s if |j − i| < rs

0 otherwise
(1)

where 〈·, ·〉 denotes the inner product of two vectors. This allows us to generate the
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Figure 4 Visualization of affinity matrices computed from the first and the second frames for 33
residues of the subunit 1 for E. coli MscS (shown in Figure 3) when the cutoff distance, rs = 5 is
used.

affinity matrix Ak as:

Ak =


a11 a12 a13 . . . a1m
a21 a22 a23 . . . a2m
a31 a32 a33 . . . a3m
...

...
...

. . .
...

am1 am2 am3 . . . amm

 (2)

Figure 4 visualizes the affinity matrices from the first and the second frames for 33
residues (from residue 94 to residue 126) of the subunit 1 for the molecule shown in Figure 3.

3.2 Saliency Detection among Neighboring Affinity Matrices

Our affinity matrix in equation 2 represents the geometric relationship among neighbor-
ing residues. This angular relationship cannot be represented by a single vector x as in [3].
Therefore, the dissimilarity between two given frames i and j should be computed as the
difference between two affinity matrices Ai and Aj .

A naïve approach to comparing two affinity matrices Ai and Aj is to directly measure
the difference. For example, one might compute ‖Ai − Aj‖F , where ‖·‖F is the Frobenius
norm, and for a matrix M is defined as:

‖M ‖F=

√√√√ m∑
a=1

n∑
b=1
|mab|2

where mab is the entry in the ath row and bth column of M .
However, as the affinity matrices are constructed directly from the simulation data, they

encode high frequency changes in atom positions that are the result of Brownian motion. Yet,
we wish to identify large-scale conformational changes in the molecule. For our purposes,
the high frequency information in the affinity matrix which results from Brownian motion is
essentially noise. Thus, when comparing two affinity matrices, we wish to ignore such noise
and to consider only more significant changes. For this purpose, we employ the Singular
value decomposition (SVD), the computation of which can be found in the standard text by
Golub and Van Loan [7]. The SVD factorizes a given m× n matrix A into three matrices:
A = UΣV T , where U is an m×m orthogonal matrix (UUT = I and UTU = I), Σ is m× n
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diagonal matrix with non-negative numbers, and V T is the transpose of an n × n unitary
matrix V . There are three properties of the SVD of which we shall take advantage:
1. U and V are a set of orthonormal basis vectors (singular vectors).
2. The diagonal entries in Σ (called singular values), are sorted in non-increasing order and

indicate the importance of the corresponding basis vectors.
3. Â = U Σ̂V T , where Σ̂ is the same as Σ except that all but the d largest singular values

have been set to zero, is the best rank-d approximation to A in the sense that:

Â = min
{M |rank(M)=d}

‖A−M‖F

In α-helices, backbone atoms (C, O, N, and H) are much more stable than side-chains
because of the H bonds. However, there are still significant random vibrations in the posi-
tions of backbone atoms over time due to the effects of Brownian motion. By using SVD to
obtain a lower-rank approximation of our original affinity matrices, we hope the to reduce or
eliminate the effects of such vibrations by ignoring the contributions of the highest frequency
singular vectors, where we expect their contributions to reside. This is why we use SVD as
opposed to other methods for computing the uniqueness of the affinity matrix Ai relative to
the affinity matrix Aj .

Uniqueness of the affinity matrix Ai relative to the affinity matrix Aj:

We use the following procedure to compare the affinity matrices Ai and Aj for frames i and
j. We perform a singular value decomposition of Ai to obtain Ai = Ui × Σi × V Ti . This
returns the basis vectors as the column vectors in Ui. Since the basis vectors are sorted by
their importance in SVD decomposition, we can obtain a reduced (rank d) matrix Ûi by
taking the first d basis vectors in Ui. For the j-th frame Aj , we use these d basis vectors
to best approximate it. For this, we project Aj to the low-dimensional subspace spanned
by the d basis vectors as: Wi,j = ÛTi × Aj . This gives us the weight matrix Wi,j for the d
basis vectors. We use this weight matrix to approximate Aj by: Âj = Ûi×Wi,j . Finally we
compute the root mean square error (εij) between Âj and Aj : ‖ Âj −Aj ‖F .

To determine d, we use a user-specified parameter τ and choose d to be the largest
integer such that δi = ‖Âd

i−Ai‖F

‖Ai‖F
< τ ; where Âdi is the rank d approximation of Ai obtained

using the truncated singular value decomposition. Note that δ2
i can be easily computed as∑

j>d σ
2
j /

∑
j σ

2
j , where σj is the jth largest singular value.

Saliency Value si for the frame i:

To compute the uniqueness of a frame i relative to other frames j, we avoid considering all
possible pairs (i, j). Instead, we consider neighboring frames j where |i−j| ≤ rt. Throughout
this paper, we use rt = F/10, where F is the total number of frames. The final saliency
value si is the average of the errors εij in neighboring frames of i:

si =

∑
|j−i|≤rt

εij

Fi
(3)

where Fi is the number of frames whose distance from the frame i is less than or equal to
rt. Figure 5 shows the graph for these saliency values in blue.

Chapte r 12



168 Salient Frame Detection for Molecular Dynamics Simulations

4 Results

We have compared our detected salient frames with the ones identified independently by our
collaborators (biology scientists) for molecular dynamics simulations. Figure 5 shows the five
most salient frames detected by our method for the subunit 4 in the E. coli mechanosensitive
ion channel in Figure 3. The frames 5, 26, 30, and 34 which have been detected by our
method are the same or very close to the frames 3, 24, 26, 30, and 35 with changes in the
kinks, which were detected manually by our collaborators. The frame 39 detected by our
algorithm is not close to any frame detected manually by our collaborators, but it had the
lowest saliency value among the five most salient frames. Generally, kinks change towards
the end of this simulation, and our method successfully detects these important frames.

Figure 6 shows the five most salient frames detected by our method for the subunit 1 in
the ion channel shown in Figure 3. This subunit is topologically identical to the subunit 4,
but acts differently in the simulation. Therefore, it results in different salient frames (frames
11, 19, 21, 35, and 39) as shown in Figure 6. Our collaborators identified frames 2, 18, 20,
23, 35, 36, and 39 as being salient. Figure 7 shows the six most salient frames detected
by our method for the subunit 4 in the symmetry annealing of MscS F68S mutant. In this
molecular dynamics simulation, residue 68 was mutated to another, serine, which has very
specific consequences for channel inactivation in real experiments. As changes in the kinks
occur more frequently than the previous simulations, we observe a larger number of salient
frames than in the previous cases. Our collaborators have manually identified frames 2, 4,
18, 34, and 38 as being salient. Among these, frames 2, 4, 18, and 38 are the same or close
to the frames 1, 5, 18, and 39 detected by our algorithm, and the remaining frame 34 also
exhibits a relatively high saliency value as shown in Figure 7.

5 Performance Considerations

Performance considerations need to be taken into account in order to make our approach
feasible for large datasets. The analysis of a particular simulation may require us to consider
thousands of amino acid residues, and thousands of frames. The running time of our al-
gorithm is dominated by the computation of the SVD for each affinity matrix. If we consider
r residues and F frames, this leads to a worst case complexity in O(r3F ). However, since our
affinity matrices are highly sparse, and since we usually require use a rank d approximation
of these matricies with d � r, our algorithm is far more efficient in practice. Below, we
detail a number of optimizations we implemented to allow our approach to scale to problems
of the size we need to consider.

5.1 Maintaining Only Local Data
For very small data sets, it is possible to first calculate the requisite information for every
time step of the simulation and then to analyze the errors considering the window centered
around each. Though this approach eases the implementation of our algorithm somewhat,
it scales poorly to even moderately sized data. We typically expect molecular dynamics
simulations to run for many time steps. Yet, we will not be able to store the necessary
information for all time steps in random access memory.

To overcome this difficulty, the implementation of our algorithm stores only local data
that is relevant to the analysis of a time step, k, about which the current window is centered.
In particular, for time step k, it is necessary to compute Ak, Ûk and for all other time steps
` in the window, it is necessary to compute A`. This information is sufficient to compute
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a saliency measure for time step k. Storing only the information necessary to analyze the
current time step implies that the memory requirements can be made independent of the
length of the simulation. Ideally, the size of a window is based on the physical timescale over
which actions of interest are expect to occur in the molecule, and it varies independently of
the number of time steps in the simulation.

5.2 Data Reuse
A second practical consideration we make in our implementation of our algorithm is the
reuse of data to avoid redundant computation. If the algorithm is implemented in a naïve
fashion (relevant analysis data for the entire simulation is computed at once) then this is
trivially achieved. However, even when we consider only the local data, in the window
Wk, relevant to the analysis of a time step k, it is possible to reuse many of the computed
quantities when considering the window Wk+1, centered around the next time step, k + 1.
When the sliding window is moved forward by a single time step, from Wk to Wk+1, all
but the leftmost of the affinity matrices from Wk remain relevant to the analysis of the
new window. Further, since all but one of the affinity matrices from the previous window
are reused, only a single new affinity matrix, corresponding to the rightmost time step in
Wk+1 need be computed. Finally, the basis vectors, Ûk, may be discarded while Ûk+1
will be computed. Thus, by reusing relevant data as the sliding window proceeds forward
along the time steps of a simulation, we can ensure that, despite the fact that we only store
window-local data, each affinity matrix and approximate basis is computed only once.

5.3 Exploiting Sparsity
Even if we only consider storing window-local data, memory requirements might still be
exorbitant if we need to consider many amino acid residues for each time step. This is due
to the fact that we will require the storage of an affinity matrix for each time step in the
current window. However, since our affinity matrix considers only local interactions (residues
within 5 units of each other along the protein backbone), the matrix itself is very sparse. In
the affinity matrix of a given time step, k, each row will have, at most, 11 non-zero entries.
Thus, by using a sparse matrix structure the memory requirements for storing an affinity
matrix can be made linear, rather than quadratic, in the number of considered amino acid
residues. This enables us to consider many residues for each time step while keeping feasible
memory requirements.

5.4 Iterative SVD Transform Using Spectral Shift
The singular value decomposition is the most computationally intensive step of our al-
gorithm. Yet, even this step of the algorithm can be optimized significantly by obtaining
singular vectors iteratively. When obtaining an approximate basis, Ûk, for the affinity mat-
rix Ak, we need enough singular vectors so that we can represent Ak with sufficient accuracy.
However, the number of basis vectors required for the desired accuracy is often significantly
less than the number of columns ( or rows ) of Ak. Thus, it is wasteful and unnecessary to
perform a full SVD of Ak. Most SVD implementations allow the user to request only the
D most significant singular vectors. Unfortunately, we do not know, a priori, the number of
vectors that will be required to reach our desired error threshold. Additionally, most sparse
SVD implementations exhibit another behavior that is undesirable. Namely, the running
time of the algorithm is super-linear in the number of requested singular values/vectors. We
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adopt the approach suggested by Vallet and Levy [22] to overcome both of these difficulties
simultaneously.

To overcome the aforementioned difficulties, we make use of the ability (available in most
SVD implementations) to request the singular values and corresponding singular vectors
that are closest to a particular spectral shift value, σ. We request a fixed number, d = 50,
of singular values for each call to the SVD procedure. When we obtain the results, we
find the largest (σu) and smallest (σl) singular values. Then, we compute a spectral shift
σs = σl +λ(σu−σl) for the next invocation of the SVD procedure. Here, λ is a small scalar
value (we use λ = 0.2), and σs is computed so that there is overlap between the spectra
returned by consecutive calls to SVD. Since we only request d singular vectors per invocation
of the SVD procedure, we avoid the super-linear runtime in number of requested singular
vectors. Furthermore, after each iteration, we obtain a more complete set of basis vectors
for the affinity matrix; driving down the residual error. Thus, we can compute the residual
error after each iteration, subsequently ensuring that the total number of singular vectors
we obtain from the SVD is never more than d−1 in excess of the amount required to satisfy
our error threshold.

6 Conclusions and Future Work

In this paper, we have detected salient frames for molecular dynamics simulations. We
have introduced the notion of saliency in time, and successfully identified most of the key
frames which have changes in the kinks (i.e. appearance or disappearance of a kink) for
E. coli channel. We believe that our method can enable researchers to focus on the important
frames for further analysis of the dataset.

We currently consider the angles between the normal vectors defined by the planes of
different residues in α-helices, and identify the anomalies (kinks) in the secondary structures
for an E. coli channel. However, it makes sense to explore other structural properties of
the molecule as well. For example, we could consider quantities like the rotational angles
between residues or the derivatives of such quantities over time. It will be interesting to see
how affinity matrices based on other quantities compare to the ones we have chosen for this
work. Also, it will be interesting to explore how the approach detailed in this work might
be generalized to other types of time-varying data. We believe this framework can be easily
extended to encompass salient features in other time-varying simulations by changing the
way we construct affinity matrices to address other needs by scientists or domain experts.
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(a) Frames 0 to 19

(b) Frames 20 to 39

Figure 5 Five most salient frames detected by our method for the subunit 4 in the E. coli ion
channel (MscS) in Figure 3. The changes in the kinks are detected towards the end of this simulation,
and our method successfully detects some of the most important frames.
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(a) Frames 0 to 19

(b) Frames 20 to 39

Figure 6 Five most salient frames detected by our method for the subunit 1 in the E. coli ion
channel (MscS) in Figure 3. This subunit is topologically identical to the subunit 1, but acts differ-
ently in the simulation.
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(a) Frames 0 to 19

(b) Frames 20 to 39

Figure 7 Six most salient frames detected by our method for the subunit 4 in the other molecular
dynamics simulation, showing the symmetry annealing of MscS F68S mutant – the residue 68 was
mutated to another, serine, which has very specific consequences for channel inactivation in real
experiments.
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Abstract
The analysis of X-ray imagery is the standard pre-screening approach for lung cancer. Unlike CT-
scans, X-ray images only provide a 2D projection of the patient’s body. As a result occlusions, i.e.
some body parts covering other areas of the body within this projected X-ray image, can make
the analysis more difficult. For example, the ribs, a predominant feature within the X-ray image,
can cover up cancerous nodules, making it difficult for the Computer Aided Diagnostic (CAD)
systems or even a doctor to detect such nodules. Hence, this paper describes a methodology for
reconstructing a patient-specific 3D model of the ribs and lungs based on a set of lateral and PA
X-ray images, which allows the system to calculate simulated X-ray images of just the ribs. The
simulated X-ray images can then be subtracted from the original PA X-ray image resulting in
an image where most of the cross hatching pattern caused by the ribs is removed to improve on
automated diagnostic processes.

1998 ACM Subject Classification J.3 Life and medical sciences, I.3 Computer graphics, I.3.7
Three-Dimensional Graphics and Realism

Keywords and phrases 3D Reconstruction, X-ray images

Digital Object Identifier 10.4230/DFU.Vol2.SciViz.2011.176

1 Background

Lung cancer accounts for more cancer deaths in the United States than any other form of
cancer [5]. Unfortunately, the chances of surviving lung cancer drop drastically if it is not
detected early enough. 3D CT scans are a more effective visualization technique for detecting
lung cancer than X-ray images [6], however they – besides a significantly higher dose of
radiation, are very expensive in comparison to use for early screening of patients who do
not know if they have the disease. For this reason, traditional PA and lateral X-ray images
are still the most used method for lung cancer early detection. A PA X-ray image is taken
from behind a patient and shows the posterior (rear) and anterior (front) portion of the ribs,
whereas a lateral X-ray image is taken from the side of a patient.

Computer aided disease detection (CAD) software is an effective tool to aid medical
professionals in the difficult task of detecting lung cancer at its early stages in X-ray images.
Typically CAD software focuses on the PA X-ray images, and uses image processing and
soft computation techniques to identify potentially diseased areas. However, the anatomy
of the upper body, such as the ribs, can obscure some of the cancerous nodules making it
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difficult for the CAD software to detect such nodules. Hence, removing the ribs beforehand
can improve the overall result.

It would be ideal to be able to use the available X-ray images that are already being
collected to generate an approximate 3D reconstruction of the ribs and lungs and then use the
final reconstructed geometry to remove the ribs from the original X-ray image. This paper
presents a unique approach for generating such a reconstruction that combines the user’s
knowledge of the general shape of human ribs and lungs with X-ray image segmentations
and 3D geometric templates to generate patient specific ribcage and lung reconstructions.
Furthermore, the final reconstructions are voxelized and subtracted from the PA X-ray image
in order to remove the ribs, thereby allowing a user to see the lungs more clearly.

2 Related Work

There have been several techniques presented in the literature for creating 3D reconstructions
based on X-ray image data. Statistical shape models and atlases were used to reconstruct
a 3D pelvis based on two X-ray images [8]. Several techniques focusing specifically on
creating ribcage reconstructions to aid in treatment of patients with scoliosis have also
been presented. Patient specific scoliotic 3D bone models were generated based on free
form deformation, one lateral X-ray image and two PA X-ray images taken at different
angles [3]. Also, X-ray image based reconstructions were done for scoliosis patients by using
an energy minimization function to select from a database of probabilistic prior models.
While the application is entirely different, the techniques to reconstruct buildings in 3D
based on architectural drawings described by Yin et al. [16] also have a lot in common with
reconstructing anatomical structures based on X-ray images. More recently, Dworzak et al.
reconstructed the human ribcage from a set of two images based on a statistical shape model
[4].

For segmenting the rib borders in PA X-ray images, several techniques have been proposed
by other researchers. Multiple vertical portions of X-ray images have been mapped to
sinusoidal functions to detect rib edges [11]. Approximate rib borders have been found with
the Hough transform and then refined with R-Snakes [17]. Statistical ribcage models have
been aligned to patient specific data [15]. Iterative pixel classification has also been used to
segment rib borders [9]. Semi-automatic segmentation of both the anterior and posterior
ribs has been achieved with directional filtering and parallel edge following [10]. Since it
is the only published algorithm capable of segmenting entire ribs in PA X-ray images, the
technique described in [10] was used to generate segmentation data to test our reconstruction
algorithms.

Our lung reconstruction algorithm is based on interactively refining the Boolean inter-
section of the convex hull of a reconstructed ribcage and a 3D extrusion of the lung fields
detected in the PA X-ray image. Thus, a reliable method for segmenting the lungs is a
necessary part of the reconstruction process. There have been several methods to segment
lung fields presented in the literature in the last several years. Adaptive-sized hybrid neural
networks were used to classify pixels as being part of a lung or not based on measurements
taken at that pixel [13]. A combination of pixel classification and rule-based segmentation
has also been effectively used to segment lung fields in X-ray images [14].

3 Rib Subtraction

One promising application of a 3D reconstruction of the ribs and lung fields is to subtract the
ribs from the original X-ray images. The rib subtraction algorithm utilizes knowledge gained

Chapte r 13



178 3D reconstruction of Human Ribcage and Lungs

during both the segmentation and reconstruction processes. The goal of the algorithm is to
reduce intensities at pixels which correspond to ribs in the original PA X-ray image in order
to significantly reduce the confusing cross-hatching pattern that the ribs leave in the images
without altering any other data contained in the image. The algorithm consists of several
steps. First, the 3D reconstructions of both the ribs and the lung fields have to be generated
based on a patient specific set of X-ray images. For this, the ribs and lung fields have to be
segmented within the X-ray images. Based on these results, a 3D geometric representation
of the ribs and the lung fields can be derived. Using these geometric representations, an
X-ray image can be simulated that only contains a projection of the ribs by emulating the
way an X-ray would transverse the ribs and the lung fields. This simulated X-ray image is
then subtracted from the original PA X-ray image, thereby removing the majority of the rib
silhouettes from that image. This cleaned up image can then be used for further diagnostic
processing, such as analysis using CAD software. The individual steps of the algorithm are
discussed in more detail in the following sub-sections.

3.1 Segmentation
The algorithms to reconstruct both the ribs and the lungs involve alignment of 3D models to
2D segmentation data from the X-ray images and also generation of 3D meshes by extruding
certain 2D features found in the images. Hence, it is important to start with accurate
segmentations of the X-ray images. In particular it is necessary to segment the lung fields
and the rib borders in the PA X-ray image, and the outer border of the ribcage in the lateral
X-ray image. Segmenting anatomical features in 2D X-ray images is a difficult task due
to the large genetic variations between patients as well as the subtle intensity variations
resulting from bone, organs and soft tissue being superimposed onto each other during the
X-ray process. Our solution is to use a combination of both automated and interactive
segmentation techniques that integrate some of the best features of previously published
segmentation work with our own unique algorithms to detect all necessary features from a
pair of X-ray images.

The segmentation of the rib borders is based on the approach by Plourde et al. [10]. The
3D reconstruction process also requires some data about the rib structure from the lateral
X-ray image. Lateral X-ray images can be extremely difficult to interpret due to ribs from
both sides of the patient as well as the vertebrae all being superimposed on top of each
other, so a completely automated segmentation is not feasible due to the high amount of
intuition required for this task. However, since the general shape of a rib is known ahead
of time, it is only necessary for a technician to interactively identify one point from each
rib along the rear border of the ribcage and one point on the front border in the lateral
X-ray image. A b-spline curve is used to interpolate between the marked points, which
forms an approximate segmentation of the ribcage boundary. A local window of histogram
equalization and contrast adjustment follows the user’s mouse cursor throughout the process
to make it easier to identify ribs in the noisiest portions of the image. The results of the rib
segmentations are shown in Figure 1.

In order to eliminate the ribs from the PA X-ray image, an accurate reconstruction of the
lung fields is needed in addition to the segmented ribs. The lung fields appear as two large
dark patches in the center of the images, surrounded by a lighter area due to the lateral
ribs, shoulder bones, organs and soft tissue. The corners of PA X-Ray images are often
dark due to the patient’s bodies not extending to the image corners. The first step of the
lung segmentation algorithm is to identify pixels near the center of both lungs, separate
approximate lung field boundaries from any other dark patches in the image and then later
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Figure 1 Rib segmentation process and results. (a) Initial PA X-ray image. (b) Segmentation
done based on Plourde’s edge following method. (c) Ribcage boundary segmentation.

Figure 2 Lung segmentation for four different patient data sets.

attempt to refine the segmentation border.
As a starting point, the average pixel intensity in the PA X-ray image is taken as a

threshold value. All pixels below this threshold are marked black and all those above are
marked white. Then, image intensities are examined along every scan line of the image;
white pixels closest to its center are assumed to be on the spinal cord and black pixels to
the left and right of this white area are assumed to belong to the lung fields. The threshold
value is gradually reduced until there are no longer any paths of black pixels from the lung
field centers to the image borders. All black pixels that are connected to the image borders
are then set to white. To smooth the lung borders and to remove any remaining noisy spots
in the image, Gaussian smoothing is performed with a large value of sigma, and thresholding
is done again resulting in another binary image. Any remaining black patches except the
two largest are then removed.

Based on this segmentation, a contour line is generated consisting of a series of connected
vertices which are refined to more closely match the true lung boundaries using Canny edge
detection [2]. The contours are then recursively traced and discretized into a series of vertices.
The bottom inner portions of the discretized lung segmentations are refined with an active
contour based technique. The slope of the tangent at each discretized vertex is taken as
the slope of the line between the next and previous vertices. The negative inverse of the
slope is then used to find endpoints of a line segment orthogonal to the current pixel and
the endpoints are connected. The intensities of the original PA X-ray image underlying
each point on this new line segment are found resulting in an intensity histogram, which
is smoothed with a Gaussian kernel. The first derivatives of the intensity histogram are
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computed. The pixel with the maximum rate of intensity change is assumed to be part of
the new discretized boundary of the lung field if the intensity change at that pixel exceeds a
threshold. Parameters such as this threshold, the length of the orthogonal line segments,
and the smoothing filter kernel size were determined experimentally in order to achieve the
closest match with expert segmentations. Figure 2 shows results of the lung segmentation
and discretization process for four different sets of X-ray images.

3.2 3D Reconstruction
The ribcage is reconstructed first based on our previous work [7]. Using a rib template of
the shape of a half-torus, the geometry of the individual ribs is reconstructed by moving
the vertices of the template to line up with the projections as defined by the segmentation
results of the lateral and PA X-ray images. The basic idea is to exploit the fact that the
overall shape of a rib is known. Hence, this shape, represented by the rib template, has to
be matched with the segmentation found in the X-ray images. Specifically, the template is
split up into clusters of vertices, where each of these clusters forms a ring around the rib.
These clusters are first moved to match the location of the corresponding rib within the PA
X-ray image. In a second step, the clusters of vertices are aligned with the segmentation
results of the lateral X-ray image. This then results in a geometric representation of each rib
as shown in the first row of Figure 4.

The geometric lung reconstruction utilizes both the rib reconstruction data that has
already been generated and the lung segmentation data. Essentially it works by creating
a mesh that encompasses the inside of the reconstructed ribcage, and then carves out the
portion of that mesh which corresponds to the lungs by extruding the segmented lungs
up through it. The resulting mesh is then refined with polygon reduction and subdivision
smoothing so that its surface is smooth like that of a real lung.

Earlier in the section on lung segmentation, it was mentioned that the segmentation
boundary was discretized into a series of vertices. The reason for doing this is that those
vertices can now be extruded into 3D to generate a shape that is the basis for reconstructing
the lungs. The result is two tube-like structures that resemble lungs from the front, but
are completely flat along the sides. The reason for choosing a discretization interval that is
coarser than the available accuracy of the segmentation is that it would create a mesh with
many extremely skinny triangular faces later when it is merged with another mesh whose
accuracy is already limited by a lack of data between ribs.

True lungs do not have flat sides, but rather they curve along with the interior of the ribs.
The extrusion of the lung fields alone does not capture this fact, and there is no data that
can be taken directly from the X-ray images to generate this structure. What can be used
is the reconstructed ribcage that has already been generated at this point. Vertices along
the interior of each reconstructed rib are found and a new mesh is generated that fills the
interior of the ribcage by computing the Delaunay tetrahedrization [12] [1] of these vertices.

The new mesh resulting from the Delaunay tetrahedrization captures approximately how
the outer border of the lungs follow the inside of the ribcage, but it is solid in the center and
near the bottom where the trachea, diaphragm, vertebrae and heart should be located. The
silhouette of these features shows up white in the PA X-ray image so they are not included
in the lung segmentation. Thus, the next step of the lung reconstruction is to carve the lung
fields out by taking the Boolean intersection of the two meshes. The lung reconstruction
process up to this point is illustrated in Figure 3.

The initial reconstructed lung mesh contains hard edges at the boundaries of where the
ribcage interior and lung extrusion meshes intersected each other. This can be fixed through
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Figure 3 Initial lung reconstruction process. Top: The discretized lung segmentation is extruded
into two hollow lung fields. Bottom: A polygon mesh is generated by taking the Delaunay tetra-
hedrization of the interior vertex clusters of each rib after the rib reconstruction is complete. Right:
The initial reconstructed lung meshes are created by taking the Boolean intersection of the extruded
lung fields and the Delaunay tetrahedrization.

a combination of polygon reduction and subdivision smoothing. This process is not entirely
straightforward though because despite our best efforts to limit it at several steps in the
reconstruction, there will inevitably be a variable number of strangely shaped polygons in the
initial mesh of the reconstructed lungs. Subdivision smoothing alone produces undesirable
results due to the high variation in the faces of the mesh. Even with polygon reduction
performed first to make the faces more uniform, artifacts of the reconstruction process
will manifest themselves in the final smoothed model for variable percentages of polygon
reduction, making it difficult to hardcode a set reduction percentage. Hence, the current
software allows for some user intervention at this point ensuring an optimal choice to yield
an appropriate reconstruction of the lung volume.

The rib and lung reconstructions as well as the segmentation methods were tested on 19
pairs of PA and lateral X-ray images. Results from four of the patients with significantly
different bone structures are shown from several views in Figure 4. In the future we hope
to further validate the results of the lung reconstruction algorithm against a CT scan of a
human torso by creating simulated X-ray images through volume renderings, performing rib
and lung reconstructions and then comparing the results to the original CT.

3.3 X-Ray Simulation

To get an estimate of how much intensity should be subtracted from each pixel in the original
X-ray images, simulated X-ray images of both the ribs and the lungs are generated. In
order to create X-ray simulations, the polygon based meshes created by the rib and lung
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Figure 4 Renderings of final output from the rib and lung reconstruction algorithms when used
on four different patients with significantly different bone structures rendered from the front, back,
and two other angles.

reconstruction are first converted to voxels. For this, the geometric description of the ribs is
discretized into voxels at the same resolution as governed by the input X-ray image dimensions
such that every triangle in the reconstructed mesh is covered by a voxel in the resulting
volumetric space. Volume renderings are then created from the voxelized reconstruction to
simulate X-raying the reconstructed ribs and lungs. In order to remove any artifacts of the
reconstruction, voxelization and volume rendering processes, Gaussian blurring is performed
on the renderings. Then they are clipped against the original rib segmentations. These
cleaned renderings are then weighted and subtracted from the original X-ray images, which
effectively removes most of the ribs from the X-ray images.

The interior of the voxelized lungs was filled prior to rendering them however, the ribs are
intentionally not filled after they are converted to voxels so that the edges of the rendered
ribs will be lighter in order to capture the effects of real bones when they are X-rayed. Bone
is porous on the inside, but much denser toward its surface, thus more intensity needs to be
subtracted from the bone edges to remove them from the images. This effect can be seen in
Figure 5.

A rib removal scheme needs to ensure minimal alterations of the original lung data in the
X-ray images and not just softening the effect of the ribs. Intensity subtraction based on the
rendering of the voxelized rib and lung reconstruction data helps achieve both of these goals.
Rib removal is only done inside the original lung segmentations because the lungs are the
most important part of the PA X-ray images for applications like disease detection, so it is
not important to remove the lateral ribs as nothing of interesting is located behind them as
far as detecting cancerous nodules is concerned.
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Figure 5 Simulated X-ray renderings of the anterior (top), posterior (center), and lungs (bottom).

3.4 Rib Splitting
Since the effect of the anterior portion of the ribs in the original X-ray images is very subtle,
they are rendered separately from the posterior ribs by splitting the reconstructed rib meshes
into posterior and anterior portions before they are voxelized (Figure 5). In order to reduce
the intensities of each pixel in the anterior rib rendering, it is desirable to know how thick the
lung would have been at that pixel. This is what the simulated lung X-ray image mentioned
in the previous section is used for. The anterior rib subtraction process is the same as what
is done for the posterior ribs; however, their effect is reduced proportionally to the intensity
of the lung X-ray simulation at each pixel and a different user controlled weight is applied to
them. These renderings are weighted and subtracted from the original X-ray images, which
effectively removes the ribs from the X-ray images.

One side effect from both the posterior and anterior rib removal is a slight dark boundary
around where the ribs used to be. This is due to a partial pixel effect combined with slight
inaccuracies in the original segmentation of the ribs. Despite this side effect, the overall
result reduces the effect of the ribs in the PA X-ray image and makes it easier to get a better
look at the lungs. Pairs of PA X-ray images for four patients are shown before and after rib
subtraction in Figure 6.

3.5 Automation
To get the best results in the rib removal, a technician adjusts two sliders controlling the
weights applied to the posterior and anterior rib renderings before subtraction. This process
can be done in under a minute so it is not a hindrance, but preliminary experiments have
been done on how to automatically generate the best rib subtraction images.
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Figure 6 Original (left) and X-ray images with ribs subtracted (right).

Second-order gray-level statistics were chosen as a starting point to automatically discern
the quality of a rib subtraction due to the fact that they can look at pairs of pixels that are
both inside and outside of a rib. In order to compare second-order gray-level statistics before
and after the rib subtraction, the co-occurrence matrix of each image must be generated.
The co-occurrence matrix H(m, n) is defined as the number of image locations (r, c) for
which the corresponding pixel has intensity m and the pixel at location (r + ∆r, c + ∆c) has
intensity n.
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Figure 7 Intensity co-occurrence matrices before (left) and after (right) rib-removal for four
different values of ∆r.

The co-occurrence matrices generated from before and after rib subtraction for one patient
are shown in Figure 7. The individual images show the matrix before (left) and after the
removal of the ribs (right). In each pair ∆c was set to 0 while ∆r is incremented, because
the rows occupied by a single rib does not change greatly at any portion of the rib. The
values of ∆r were chosen in hopes of maximizing the number of pixel pairs where one pixel
was inside a rib and one pixel was not. Only intensities that were inside the segmented lungs
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were used in this step to prevent the very light lateral ribs and the very dark background
from throwing off measurements. The co-occurrence matrix should depict mainly diagonal
entries when there is little intensity variation in the measured image. As can be seen from
the images, there is a slight improvement in that the light diagonal strip shown in the images
becomes slightly thinner and more distinct in the matrices on the right side of Figure 7.
However, all the second-order grey level statistics based on these co-occurrence matrices
tested thus far, such as energy, entropy, correlation and contrast, have been insufficient to
automatically discern the quality of a rib removal, so more work is needed in this area to
achieve a fully automated approach.

4 Conclusion

We have developed an algorithm that generates geometric reconstructions of the ribs and
lungs based on a pair of PA and lateral chest X-ray images by combining segmentation and
geometric templates. Using the geometric reconstructions of the ribs and lungs, simulated
X-ray images can be generated and subtracted from the original PA X-ray images to eliminate
the ribs. This then can help in the diagnostic process where ribs overlaying cancerous nodules
may result in misdiagnosis when analyzed by a physician or using computer aided detection
software.

Medical professionals will ultimately evaluate whether such reconstruction techniques are
useful as a supplement to increase the accuracy of current disease detection methods. Any
technique that can add even a small percentage decrease in the number of false positive and
false negative diagnoses is of great value, which is where the removal of the ribs can help by
reducing the effect of obstructing anatomic elements on the detection of cancerous nodules.

Acknowledgments

The authors thank Riverain Medical for providing the data sets used in this paper as well
as the Ohio Department of Development and the Dayton Area Graduate Studies Institute
(DAGSI) for providing funding for the Early Lung Disease Detection Alliance to pursue the
presented research agenda.

References

1 Joe Barry. Construction of three-dimensional Delaunay triangulations using local trans-
formations. Comput.Aided Geom.Des., 8(2):123–142, 1991.

2 John Canny. A Computational Approach to Edge Detection. IEEE Transactions onPattern
Analysis and Machine Intelligence, PAMI-8(6):679–698, 1986.

3 S. Delorme, Y. Petit, J. A. de Guise, H. Labelle, C. E Aubin, and J. Dansereau. Assess-
ment of the 3-D reconstruction and high-resolution geometrical modeling of the human
skeletal trunk from 2-D radiographic images. IEEE Transactions on Biomedical Engineer-
ing, 50(8):989–998, 2003.

4 J. Dworzak, H. Lamecker, J. von Berg, T. Klinder, C. Lorenz, D. Kainmu"ller, H. Seim, H. C.
Hege, and S. Zachow. 3D reconstruction of the human rib cage from 3D projection images
using a statistical shape model. International Journal of Computer Assisted Radiology and
Surgery, 2009.

5 Centers for Disease Control and Prevention. Cancer – Lung Cancer Statistics, January 7
2009.



C. Koehler and T. Wischgoll 187

6 M. Kaneko, K. Eguchi, H. Ohmatsu, R. Kakinuma, T. Naruke, K. Suemasu, and N. Mor-
iyama. Peripheral lung cancer: screening and detection with low-dose spiral CT versus
radiography. Radiology, 201(3):798–802, December 1 1996.

7 C. Koehler and T. Wischgoll. 3-d reconstruction of the human ribcage based on chest x-ray
images and template models. IEEE MultiMedia, 17(3):46–53, 2010.

8 Hans Lamecker, Thomas H. Wenckebach, and Hans-Christian Hege. Atlas-based 3d-shape
reconstruction from x-ray images. International Conference on Pattern Recognition, 1:371–
374, 2006.

9 M. Loog and B. Ginneken. Segmentation of the posterior ribs in chest radiographs using
iterated contextual pixel classification. IEEE Transactions on Medical Imaging, 25(5):602–
611, 2006.

10 F. Plourde, F. Cheriet, and J. Dansereau. Semi-automatic detection of scoliotic rib borders
using chest radiographs. Studies in Health Technology & Informatics, 123:533–537, 2006.

11 Shigeru Sanada, Kunio Doi, and Heber MacMahon. Image feature analysis and computer-
aided diagnosis in digital radiography: Automated delineation of posterior ribs in chest
images. Med.Phys., 18(5):964–971, September 1991 1991.

12 Hang Si. TetGen: A Quality Tetrahedral Mesh Generator and Three-Dimensional Delaunay
Triangulator. howpublished: http://tetgen.berlios.de/.

13 Osamu Tsujii, Matthew T. Freedman, and Seong K. Mun. Automated segmentation of ana-
tomic regions in chest radiographs using an adaptive-sized hybrid neural network. Medical
physics, 25(6):998–1007, 1998.

14 B. van Ginneken and B. M. ter Haar Romeny. Automatic delineation of ribs in frontal
chest radiographs. Proceedings of SPIE – The International Society for Optical Engineering,
3979:825–836, 2000.

15 Bram van Ginneken and Bart M. ter Haar Romeny. Automatic segmentation of lung fields
in chest radiographs. Medical physics, 27(10):2445–2455, 2000.

16 Xuetao Yin, P. Wonka, and A. Razdan. Generating 3D Building Models from Architectural
Drawings: A Survey. Computer Graphics and Applications, IEEE, 29(1):20–30, 2009.

17 Zhanjun Yue, A. Goshtasby, and L. V. Ackerman. Automatic detection of rib borders in
chest radiographs. IEEE Transactions on Medical Imaging, 14(3):525–536, 1995.

Chapte r 13



A Visual Approach to Analysis of Stress Tensor
Fields∗

Andrea Kratz1, Björn Meyer1, and Ingrid Hotz1

1 Zuse Institute Berlin (ZIB)
Department Visualization and Data Analysis
{kratz, bjoern.meyer, hotz}@zib.de

Abstract
We present a visual approach for the exploration of stress tensor fields. In contrast to common
tensor visualization methods that only provide a single view to the tensor field, we pursue the
idea of providing various perspectives onto the data in attribute and object space. Especially
in the context of stress tensors, advanced tensor visualization methods have a young tradition.
Thus, we propose a combination of visualization techniques domain experts are used to with stat-
istical views of tensor attributes. The application of this concept to tensor fields was achieved by
extending the notion of shape space. It provides an intuitive way of finding tensor invariants that
represent relevant physical properties. Using brushing techniques, the user can select features in
attribute space, which are mapped to displayable entities in a three-dimensional hybrid visualiz-
ation in object space. Volume rendering serves as context, while glyphs encode the whole tensor
information in focus regions. Tensorlines can be included to emphasize directionally coherent
features in the tensor field. We show that the benefit of such a multi-perspective approach is
manifold. Foremost, it provides easy access to the complexity of tensor data. Moreover, including
well-known analysis tools, such as Mohr diagrams, users can familiarize themselves gradually with
novel visualization methods. Finally, by employing a focus-driven hybrid rendering, we signific-
antly reduce clutter, which was a major problem of other three-dimensional tensor visualization
methods.
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Keywords and phrases Tensor Field, Visualization and Analysis
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1 Introduction

The focus of this work is the analysis and visualization of 3D stress tensor fields, which
express the response of a material to applied forces. Important application areas and their
interest in such data are: In material science, a material’s behavior under pressure is observed
to examine its stability. Similar questions also arise in astrophysics. Rock fractures caused by
tension or compression, for example, are analyzed in geosciences. A medical example is the
simulation of an implant design’s impact on the distribution of physiological stress inside a
bone [12]. Common to most of these areas is the goal of finding regions where the inspected
material tends to crack. Various failure models exist, but in general they are based on the
analysis of large shear stresses. Besides understanding a physical phenomenon, tensor analysis
can help to detect failures in simulations where tensors appear as intermediate product. In
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all these application areas, regions of interest are not necessarily known in advance. For this
reason, powerful visual exploration and analysis tools are of high importance.

The complexity of tensor data makes them hard to visualize and interpret. Therefore,
users tend to analyze tensor data via two-dimensional plots of derived scalars (data reduction).
Although these plots simplify the analysis at first glance, they do not communicate the
evolution of tensors over the whole field [19]. They might even fail to convey all information
given by a single tensor. From a visualization point of view, the difficulty lies in depicting
each tensor’s complex information, especially for three-dimensional tensor fields. Often,
visualizations are restricted to two-dimensional slices (data projection), as three-dimensional
visualizations tend to result in cluttered images. However, data reduction and data projection
both reduce the complex information of the tensor field to a small subset. Thus, the richness
of the data is not communicated.

A further challenge, for example in contrast to vector field visualization, is the young
tradition of advanced tensor visualization methods in the considered application areas. Users
need to get used to the advantages of modern visualization techniques, and therefore need
tools to explore the data so they can develop an intuition and construct new hypotheses.
Therefore, it is important to link methods domain experts are already used to with novel
techniques. The main challenges and the resulting goals of our work are:

Tensor data are hard to interpret. Thus, we provide an intuitive approach to the analysis
of tensor data.
Tensor visualization methods do not have a long tradition in the application areas that
are considered in this paper. Thus, we provide well-known perspectives onto these data
and link them with novel visualization methods.
A lack of a-priori feature definitions prevents the use of automatic segmentation algorithms.
Thus, we allow users to find the unknown and let them steer the visualization process.
The stress tensors we are dealing with are symmetric 3D tensors described by six
independent variables. Thus, effectively capturing all of this information with a single
visualization method is practically not feasible. We therefore employ a feature-dependent
hybrid visualization combined with diagram views.

To meet these goals, we present a new access to stress tensor fields. We consider our
major contributions as below:

Extending the notion of shape space as basic means for feature designation in attribute
space. We introduce an intuitive way of finding tensor invariants that reflect relevant
features. Building upon the idea of shape space, the challenging task of translating
questions into appropriate invariants boils down to a basis change of shape space. Using
concepts from stress analysis and including failure models, we present invariants for stress
tensor fields together with common and new visualization techniques (Figure 2). However,
our approach is extendable to the analysis of various types of symmetric second-order
tensors.
Introduction of multiple linked views to stress tensor visualization. Previous work mostly
concentrated on only two dimensions and/or one particular visualization technique. We
pursue the idea of providing various perspectives onto the data and propose visual
exploration in attribute and object space. The concept of shape space serves as link
between the abstract tensor and its visualization in attribute space. In object space,
features are mapped to displayable entities and are explored in a three-dimensional hybrid
visualization.
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Figure 1 Tensor analysis and visualization pipeline. The basis builds the diagonalization of the
tensor into its eigenvalues and eigenvectors. The first step then is the choice of appropriate shape
descriptors and directional invariants steered by a specific question or task. These are visualized in
attribute space. Within this space, features are selected using brushing techniques and are then
encoded in a mask volume. In object space, various tensor visualization techniques are combined in
a feature-driven hybrid visualization. Volume rendering provides context, and glyphs or tensorlines
are placed in focus regions. The user has a variety of options to adjust the visualization (interaction
loops): Shape descriptors and directional invariants can be adapted (#1) and focus/context regions
can be interactively refined (#2).

2 Related Work

Besides work from tensor field visualization [18], our work is based on publications from
multiple view systems [13] as well as from the visualization of multivariate data [7]. This
review is structured according to our main contributions focusing on second-order stress
tensors and their visualization in attribute (diagram views) and object space (spatial views).

Tensor Invariants: Central to our work is the finding that tensor visualization
methods can be designed and parametrized by a specific choice of invariants, which are scalar
quantities that do not change under orthogonal coordinate transformation. Considering and
analyzing important invariants is common in many physical applications [9]. For analysis of
diffusion tensors, [9] has been transferred to visualization [15]. In the same context, Bahn [1]
came up with the definition of eigenvalue space, where the eigenvalues are considered to be
coordinates of a point in Euclidean space. In this work, we use the term shape space referring
to application areas such as vision and geometric modeling. Coordinates within this space
describe a set of tensor invariants and are called shape descriptor.

Diagram Views: Only few visualization papers are related to using diagram views
for tensors [24, 8]. Mohr’s circle [6] is a common tool in material mechanics, being used to
compute coordinate transformations. In visualization, it has been applied to diffusion tensors
to depict the tensor’s diffusivity [4] as well as to stress tensors [10]. Being a known technique
for domain experts, Mohr diagrams can ease the access to novel visualization methods.
Directional histograms have been used to visualize the distribution of fiber orientations in
sprayed concrete [17] and for diffusion tensors in terms of rose diagrams and 3D scatterplots
of the major eigenvector angles [40]. Despite [6], combined views for stress tensors have not
been presented previously.

Spatial Views: A common classification of spatial visualization methods for second-
order tensors is to distinguish between local, global and feature-based methods.

Local methods use geometries (glyphs) to depict single tensors at discrete points. Shape,
size, color and transparency are used to encode tensor invariants. Dense glyph visualizations
use less complex geometries together with placement algorithms [28, 21, 16]. When only
selected locations are examined (probing), more complex geometries can be used. A variety
of glyph types have been presented, focusing on stress tensors [19], higher-order tensors [30]
and perceptual issues [25, 39]. Although, local methods have the potential to depict the
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whole tensor information, they generally fail in giving an overview of the complete 3D tensor
field.

In contrast, global methods present an overview and emphasize regional coherence.
They can be classified into methods based on scalar and vector visualization, as well as
hybrid methods. Scalar visualization methods that are used to visualize tensors are ray-
casting [26, 27, 22] and splatting [2, 3]. The main challenge is the design of an appropriate
transfer function. Kindlmann et al. [26, 27] define an opacity transfer function based on the
isotropic behavior of the tensor field. Color and shading are defined by tensor properties such
as orientation and shape. Inspired by this work, Hlawitschka et al. [22] focus on directional
information for transfer function design to emphasize fiber bundle boundaries. Recently,
Dick et al. [12] presented a colormapping for stress tensors in order to distinguish between
compressive and tensile forces.

Vector visualization methods are used to depict the behavior of the eigenvectors. We
distinguish line tracing algorithms like tensorlines [38], texture-based approaches such as
Line Integral Convolution (LIC) [42] and reaction-diffusion textures [33, 27]. Hotz et al. [23]
presented a LIC-like method for the visualization of two-dimensional slices of a stress tensor
field. They introduce a mapping of the indefinite stress tensor to a positive-definite metric.
The mapped eigenvalues then are used to define input parameters used for LIC.

Whereas scalar-related visualization techniques are able to cover aspects of the whole 3D
field, vector-related methods are mostly restricted to two dimensions. Hybrid approaches
combine global and local methods [31, 34] as well as scalar- and vector-related techniques [12,
41]. Dick et al. [12] proposed hybrid visualization for 3D stress tensor fields. They combine
ray-casting of the three eigenvalues with tensorlines to depict selected directions. To account
for clutter, tensorlines are only seeded on a surface mesh. Although some hybrid approaches
try to combine complex focus with non-disruptive context visualization, none of the existing
methods allows the analysis and visualization of a complete 3D field both in detail and at
large.

Feature-based methods comprise topological methods [20, 43, 44, 37] and tensor segment-
ation algorithms [35, 11]. Regions of similar behavior are merged, which helps to handle
the complex information within a tensor field. However, automatic segmentation algorithms
can only be used, if the characteristics of interesting structures can be defined in advance.
They fail in describing new features and might even remove important aspects of the data [7].
Furthermore, they are hard to extend to three-dimensional tensor data.

3 Tensor Visualization and Analysis Pipeline

Multiple linked views are used to explore three-dimensional stress tensor fields. We distinguish
between diagram views in attribute space (see Section 5) and three-dimensional spatial views
in object space (Section 6). Both are linked over a mask volume, i.e., a three-dimensional
data structure of the same size as the input data storing a binary value (0 or 1). The mask
is created and modified by brushing tensor properties in attribute space; it is evaluated for
rendering in the spatial domain. For an overview of the proposed pipeline see Figure 1.

The basis of the pipeline is the diagonalization of the tensor (Section 4.1.1). Thus, the
tensor is decomposed into shape and orientation, whereas shape refers to the eigenvalues
and orientation to the eigenvectors. The first step then is the choice of appropriate shape
descriptors and directional invariants (Section 4). We conceive this process as translating a
question into a mathematical description (Figure 2). Being supported by various views in
attribute space, the user can select and substitute tensor properties (interaction loop #1)
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Question
          Shape            Orientation

Invariants
Scaling Visualization Technique

  Attribute    Object
Space

σ₁,σ₂,σ₃ Scatterplot X

X

X

X

X

Logarithmic (SP)Distinguish regions of compression, expansion,
shear and isotropic regions.

τ, R Logarithmic (SP) ScatterplotExplore regions of high shear and kind of anisotropy.

τ Linear (SP) HWY Glyph
Depict the magnitude of shear stress acting at a given
point in any direction.

τ, c, R Linear (SP) Mohr Diagram
Distinguish regions of compression, expansion, shear. 
Kind of anisotropy. Tensor as a whole.

e₁,e₂,e₃ - Directional HistogramDistribution of principal directions.

(e₁±e₃)

(e₁±e₃)

- Directional HistogramDistribution of directions of maximum shear stress.

X

X

X

f(σ₁,σ₂,σ₃) Linear (SP) Volume Rendering
Provide a spatial context by means of a derived
scalar field.

σ₁,σ₂,σ₃

FA, mode(T)

e₁,e₂,e₃

e₁,e₂,e₃

Asymmetric (POS) Ellipsoid GlyphEncode whole tensor information in focus regions.

X

X

σ₁,σ₂,σ₃ Linear (SP) Reynolds GlyphDepict the normal stress acting at a given point in any 
direction.

e₁,e₂,e₃

e₁,e₂,e₃

- TensorlinesEmphasize selected directions.

XNormalized Superquadric GlyphDTI example: Which regions exhibit high anisotropy,
and do they have a characteristic shape?

Figure 2 Invariant Selection. The table gives examples for shape descriptors and directional
invariants that correspond to a specific task or question. We mainly present invariants for stress
tensors. However, our approach is extendable to various types of symmetric second-order tensors.
Besides convertible invariants, the analysis of tensors from diverse application areas requires variable
scalings. The abbreviations SP and POS refer to sign-preserving mappings (SP) and mappings into
a positive-definite metric (POS), respectively. Furthermore, the table lists possible visualization
techniques in attribute and object space.

until a set is found for being explored in more detail. Multiple views are possible at the same
time, so different parameter choices and selections can be visually compared. Within these
views, features are selected and highlighted using brushing-and-linking techniques (interaction
loop #2). In this work, we propose the following diagrams: Shape space scatterplots can
be understood as a cut through three-dimensional shape space and, thus, deliver insight
into the distribution of tensor properties (Section 5.1). Mohr diagrams [10] represent the
most important invariants for stress tensors (Section 4.4). Directional histograms are used
to analyze the distribution of principal directions (Section 5.3), and directional scatterplots
to inspect shape properties together with directions (Section 5.4).

Hybrid object space rendering (Section 6) allows the inspection of the selected features in
a spatial context. The mask defines in which regions glyphs are displayed and/or tensorlines
are started. Volume rendering of scalar invariants serves as a context view. If the final
image does not show all relevant features, users may refine their selections in attribute space,
changing the mask volume and the rendering accordingly. Selections in object space, for
example of single glyphs, are part of our future work.

4 Tensor Invariants and Shape Space

In this section we formulate the task of finding relevant features in the language of shape
space. Then we discuss our particular choice of shape descriptors, directions (Section 4.4)
and shape space scaling (Section 4.3) for stress tensor fields.

4.1 Foundations
For the three-dimensional Euclidean space, a tensor T with respect to a basis (b1, b2, b3),
denoted by Tb, can be described by a matrix M ∈ R3×3. That is, Tb = M = (mij) with i,j =
1,2,3. A tensor field over some domain D assigns a tensor T (x) to every point x ∈ D.
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f

Figure 3 External forces f that are applied to a material (left), stress measured on an infinites-
imally small volume element (middle), and force (traction t) acting on an cutting plane with normal
vector n (right).

Tensor invariants are scalar quantities that do not change under orthogonal coordinate
transformation. In general, any scalar function f(λ1, λ2, λ3) again is an invariant. Most
common examples are the tensor’s eigenvalues, determinant and trace.

4.1.1 Tensor Diagonalization
Tensors are invariant under coordinate transformation, which distinguishes them from
matrices. That is, the characteristics of the tensor stay the same, independent from the
choice of basis. Consequently, a tensor can be analyzed using any convenient coordinate
system.

In the following, we only consider symmetric tensors, i.e., mij = mji, being defined by
six independent components. They can be transformed into a principal coordinate system
using the concept of eigenanalysis

U T UT =

λ1 0 0
0 λ2 0
0 0 λ3

 . (1)

The diagonal elements λi are the eigenvalues and the transformation matrix U is composed of
the eigenvectors ei. For symmetric tensors, the eigenvalues are all real, and the eigenvectors
constitute an orthonormal basis. They are ordered such that λ1 ≥ λ2 ≥ λ3.

4.1.2 Stress Tensor
A stress tensor conveys information about the stress acting on cutting planes through a
material (Figure 3). It is given as

σ =

σ11 τ12 τ13
τ12 σ22 τ23
τ13 τ23 σ33

 , (2)

with the diagonal components σij being the normal stress components and the off-diagonal
components τij the shear stress components respective to cutting planes normal to the
coordinate axis. The sign of the normal stress components encodes if they are compressive
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(a) Linear σ3 ≈ σ2 < σ1; R ≈ 1 (b) Planar σ3 < σ2 ≈ σ1; R ≈ 0 (c) Isotropic σ3 ≈ σ2 ≈ σ1

Figure 4 Lame’s stress ellipsoid (displaying all possible traction vectors) and Mohr’s circle in
comparison. The ellipsoid’s axis are aligned with the three eigenvectors, which are scaled by the
eigenvalues. For three-dimensional tensors, Mohr’s circle consists of three circles drawn between
the three eigenvalues [10]. The horizontal axis depicts the normal stress and the vertical axis the
shear stress. The outer circle gives an impression of the maximum shear stress, i.e., the larger the
circle, the greater the shear stress acting on that plane. The blue shaded area represents all possible
combinations of normal and shear forces for a given cutting plane. A point within this region then
corresponds to the orientation of the plane’s normal.

or tensile. In this paper, we interpret negative eigenvalues as compressive forces (making
the volume smaller) and positive eigenvalues as tensile forces (expanding the volume). It is
worth noting that in some application areas the sign is interpreted in a reverse way. If forces
are balanced and there is no rotation (which is, in general, fulfilled for infinitesimally small
volume elements), the tensor is symmetric and uniquely described by its three eigenvalues
and eigenvectors (Equation (1)). In this context, the eigenvectors are called principal stress
axes, and the eigenvalues are called principal stresses. As principal stresses may be positive
or negative, the tensor is indefinite. The force (traction vector) t acting on a cutting plane
with normal vector n is given by

t = σ · n = τ + σn. (3)

It can be decomposed into its normal stress σn and shear stress component τ (Figure 3,
right). In cutting planes orthogonal to the principal directions the shear stress vanishes. For
planes with normals bisecting the minimum and maximum principal direction, the shear
stress takes its maximum value and is called maximum shear stress τmax. The corresponding
directions are called direction of maximum shear stress.

4.2 Shape Space
We use the term shape space for the vector space spanned by the three eigenvalues. In
this space, tensor shape [15] is represented by a point, whose coordinates are called shape
descriptors. Finding shape descriptors, suiting the initial question, then corresponds to
finding an appropriate reference frame (Figure 5). Common orthogonal reference frames
correspond to Cartesian, spherical, and cylindrical coordinates, respectively. An example
for a complete orthogonal spherical invariant set commonly used in the context of diffusion
tensor imaging (DTI) is [15]: tensor norm (radius), fractional anisotropy (polar angle) and
tensor mode (azimuthal angle). These descriptors represent central physiological properties
(Figure 2). It is worth noting that all angular coordinates correspond to relative entities and
are not defined in the origin (norm(T )2 = λ2

1 + λ2
2 + λ2

3 = 0). For tensors with small norm,
these values are unstable and sensitive to small changes. As a consequence, such coordinate
systems are not optimal for indefinite tensors, for which the characteristic invariants may be
positive, negative, or equal to zero (Section 4.1.2).
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σ1

σ3

σ2
(a) Shape Space

c

τ

R
(b) Circle Parameters

σn

τ

(c) Mohr’s Circle

Figure 5 Shape Space Transformation using the example of Mohr’s Circle. The shape space (a) is
spanned by the major (x-axis), minor (y-axis), and medium eigenvalue (z-axis). The tensor’s shape
is represented by a point. A circle is described by its center c and its radius, which corresponds to the
maximum shear τ . These shape descriptors are computed by a change of basis, which corresponds
to a rotation around the σ2-axis by 45 degrees (b). A final step corresponds to a mapping of (τ, c, R)
to glyph geometry (c), whereas R distinguishes planar and linear stresses.

An additional useful property of a reference frame is orthogonality. Orthogonal invariants
exhibit maximum independence of the shape descriptors by isolating changes of one invariant
from variations of the others.

Which shape descriptors to use may depend on a variety of criteria. We propose the use
of descriptors that give answers to specific questions and that are familiar to domain-experts.
These criteria do not necessarily coincide with the mathematically most appealing choices.

4.3 Shape Space Scaling
The scale of the shape space’s coordinate axes has a high impact on the visualization result.
Therefore, it plays a crucial role in the diagram views (Section 5), as well as for rendering
in the spatial domain (Section 6), where tensor invariants define color, transparency, glyph
shape and glyph size. Most common visualization methods require positive values, which
is challenging for indefinite tensors, where the sign of the invariants reveals important
physical characteristics. On the other hand, most diagram views are based on positive as
well as negative eigenvalues. An optimal mapping depends on the given dataset and the
desired visualization. It is possible to apply the mapping before choosing appropriate shape
descriptors (holds for relative entities), or afterwards. We distinguish between the following
mappings:

Sign-preserving mappings (SP): Examples are linear and logarithmic mappings (Equa-
tion 6) as well as histogram equalizations.
Mapping to R+ (POS) [23, 29]: Values are mapped to the positive domain in a way that
keeps the distinction between positive and negative values (Equation 7).

These mappings are further discussed in Sections 5 and 6 in the context of the specific
visualization methods. The eigenvectors are already normalized and, therefore, do not need
a mapping.

4.4 Shape Descriptors and Directions for Stress Tensors
Typical questions related to stress tensors are concerned with stability and failure analysis.
Therefore, most failure models build on the analysis of the maximum shear stress. An
example is the Coulomb-Mohr failure criterion [32]. Assuming no internal friction (µ = 0), it

Chapte r 14



196 A Visual Approach to Analysis of Stress Tensor Fields

τ0+μσn

τ0

τ

σn

(σ1−σ3)/2

σ1

σ1

σ3

σ3

θθ

2θ

σ1σ2σ3

Figure 6 Coulomb-Mohr failure criterion: The red area indicates normal-shear force combinations
leading to material failure (left). The relation between the principal stress directions σ1 and σ3 and
the predicted fracture plane are given by the angle θ.

states that a material yields as long as the maximum shear stress τ falls below the intrinsic
shear strength τ0 of the material. Figure 6 depicts this failure criterion graphically. As long
as Mohr’s circle (Section 5.2) does not intersect the failure line, the inspected material does
not fracture. The normal of the corresponding fracture plane is the angle bisector of the
principal directions of σ1 and σ3: the direction of maximum shear stress. The material
parameters µ and τ0 are measured in experiments.

Shape descriptors corresponding to the Coulomb criterion are [32]:

τ = σ1 − σ3

2 maximum shear stress

c = σ1 + σ3

2
R = σ1 − σ2

σ1 − σ3
shape factor.

(4)

For other failure models, other shape descriptors exist. In general, these sets are not simple
orthogonal coordinate frames, but represent important physical quantities.

Considering Mohr’s circle, c represents its center, and τ its radius (Figure 5). The shape
factor R ∈ [0, 1] reveals the kind of anisotropy. Similar to the terminology used in DTI,
stresses with R = 0 are called planar and R = 1 are called linear (Figure 4). It is a relative
value and undefined for small values of τ (isotropic stresses).

An example for another common anisotropy measure considering all principal stresses is
the von Mises stress

σv =
√

0.5 · ((σ1 − σ2)2 + (σ2 − σ3)2 + (σ1 − σ3)2). (5)

5 Diagram Views

We propose several diagram views, presenting various perspectives onto (stress) tensor
characteristics (Figure 2). The views abstract from the tensor volume’s spatial representation,
and give insight into the statistical distribution of tensor properties. All attribute-space
views are linked and can be used side-by-side. Brushing in the views creates and updates a
mask volume that is used to assign visualization methods in the spatial view (Section 6).
The diagram views are parameterized by:
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σ1

σ3 ≤ σ1 < 0 σ3 < 0, σ1 > 0

σ3

σ3 ≤ σ1 > 0

(a) (b)

Figure 7 Schematic illustration of the (σ1, σ3)-scatterplot (left). The x-axis corresponds to the
major eigenvalue and the y-axis the minor eigenvalue. Example scatterplot for the two-force dataset
(right); a simulation of a cube affected by a pushing and a pulling force, which results in compressive
as well as tensile stresses. The eigenvalues were logarithmically mapped (Equation 6).

Choice of shape descriptors.
Choice of directions.
Choice of shape space scaling.

In this paper, we offer a default selection of views and parameterizations specific to
the failure analysis of stress tensors. Of course, our concept offers a wide range of other
parameter choices, too. Statistical views (e.g. scatterplots, histograms) are especially suitable
to quantify tensor characteristics. We have adapted scatterplots to fit scalar (Section 5.1)
as well as directional tensor invariants (see Section 5.4). Directional histograms quantify
selected directions, as eigenvectors or the direction of maximum shear. Furthermore, we
present Mohr diagrams (Section 5.2) as additional perspective on the tensor data. They are
a common tool in engineering, and therefore familiar to a large group of users.

5.1 Shape Space Scatterplot
Scatterplots are used to depict the relation between two scalar invariants. Figure 7 illustrates
a scatterplot that is used to quantify normal (compressive or tensile) and shear stresses. The
input, therefore, are the three principal stresses sorted in descending order, i.e., σ1 ≥ σ2 ≥ σ3.
The plot is divided into four quadrants (A,B,C,D). Due to the ordering, there never will be
any points in the upper left quadrant (A). Points in the upper right quadrant (B) correspond
to eigenvalues that are all positive, characterizing tensors of high tensile stresses. Accordingly,
points in the lower left quadrant (C) correspond to high compressive stresses. The most
interesting region is the lower right quadrant (D), which shows tensors with tensile and
compressive stresses. To summarize, we can deduce the following tensor field characteristics
from the (σ1, σ3)-scatterplot:

The more points in quadrant B, the higher the level of expansion.
The more points in quadrant C, the higher the level of compression.
The more points in quadrant D, the higher the level of mixed stresses.
Points that have a large distance to the isotropic axis exhibit a high level of shear.
Points that are located near the isotropic axis exhibit no shear at all; they describe
tensors with isotropic behavior.
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(a) (σ1, σ3)

τR = 0.5

planar

linear

(b) (τ,R)

min(σ2) max(σ2)

Figure 8 Scatterplot for the slit-cube dataset (Section 7) with varying shape descriptors as input.
(a) Considering (σ1, σ3) as input, regions of compression, expansion and shear can be distinguished.
The inspected dataset exhibits mostly high shear stresses, no compressive forces and marginally
tensile forces. Therefore, we analyze the shear region (Quadrant D) in more detail (b) considering
(τ,R). Plotting the shape factor R reveals that within this region more linear (R ≈ 1) than planar
(R ≈ 0) behavior happens.

For the scatterplot, there is no need for a mapping into the positive domain. In contrast, an
explicit distinction between positive and negative scalar invariants is desirable. Therefore,
we propose two sign-preserving mappings: Logarithmic and histogram equalization [5]. As a
standard logarithmic mapping has a singularity in zero, we use

f(σi) =
{

log(σi + 1), for σi ≥ 0
− log(1− σi), for σi < 0.

(6)

The results are then linearly mapped to the range of -1 to 1. In order to see as many tensor
characteristics as possible, often a logarithmic mapping is sufficient. For some datasets,
however, the data remain cluttered after the mapping. In this case, a histogram equalization
is useful. Our modular approach allows an interactive adjustment of the mapping to the
needs of the underlying dataset.

5.2 Mohr Diagram

Figure 9 illustrates the Mohr diagram, which is used to analyze selected tensors in more detail.
It consists of Mohr circles (Figures 4 and 6), which give an impression of the relationship
between the three eigenvalues and their relative strength. The circle’s position on the x-axis
indicates whether the respective tensor exhibits tensile or compressive forces. Its radius
expresses the level of shear. In the original diagram [10], most circles would be located
around the origin. This is a region of high interest as it represents high shear and sudden
changes from tensile to compressive stresses. To equalize the circles’ distribution, we exploit
that, in general, a Mohr diagram is only one-dimensional; all circles are centered at the
x-axis. We categorize the circles according to the tensor’s anisotropic behavior (isotropic,
linear, planar), and divide the Mohr diagram into three separate diagrams (Figure 9). Thus,
clutter around the origin is reduced significantly. By drawing semi-circles in context regions,
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σ3 = σ2 = σ1

R ≥ 0.5

R < 0.5

σi < 0 σi > 0

Figure 9 We extended the Mohr diagram proposed by [10] as depicted above. The circle’s position
on the x-axis represents whether the corresponding tensor is in compression (left) or tension (right).
The vertical position corresponds to their anisotropic behavior. For a better overview, we only draw
semi-circles.

we achieve a more compact visualization without losing information or clarity. To summarize,
we can deduce the following conditions from the Mohr Diagram:

The more circles on the left, the higher the level of compression.
The more circles on the right, the higher the level of expansion.
Circles around the origin exhibit both: compressive and tensile forces.
The greater the circle’s radius, the higher the level of shear.
Circles degenerating to a single point exhibit no shear at all; they describe tensors with
isotropic behavior.
A high number of circles on one of the three categorization axes represents a high number
of isotropic/linear/planar tensors.

Due to its usability for the analysis and depiction of a single tensor or only a few tensors,
the Mohr diagram is best used after a selection has been specified in the other diagram views.
We achieve a further reduction of Mohr circles to be displayed, by clustering tensors with
similar eigenvalue behavior. As similarity measure we use the Euclidean distance between
two points in shape space. In the Mohr diagram, we encode the number of occurrences by
color (Figure 13).

5.3 Directional Histogram
Figure 10 illustrates the directional histogram, which is used to analyze the distribution of
principal shear directions. Of course, other directions of interest can be inspected, too. An
example is the directions of maximum shear stress. The spherical diagram projects each
direction, for example the major eigenvector, onto the surface of a unit sphere. Due to the
non-oriented nature of a symmetric tensor’s directional components only half of the sphere’s
surface needs to be considered. Therefore, all vectors are flipped to the positive half space of
a user-selected axis (x, y, z). To create the histogram, either a binning or a splatting approach
[17] can be followed. We use the former. The number of intersections between vectors and a
given surface patch on the sphere are counted, thus performing a region-dependent binning.
For accurate results, a uniform subdivision of the surface is crucial. To account for patch
size variations, we normalize the counted frequencies by the respective patch’s surface area.
Given a triangulation of the unit sphere, we either bin by triangle or by the Voronoi cell of
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Figure 10 The input directions for directional histogram and directional scatterplot are projected
on a hemisphere, flipping all vectors to the half space defined by the selected viewing axis. Each
point P(α,β) on the hemisphere represents all vectors spanning the angles α and β.

each vertex. Triangle binning results in a discrete visualization of the counted frequencies,
where each triangle is colored uniformly. Mapping the frequencies to vertex colors produces
a continuous diagram, as the values are interpolated between neighboring vertices. The
interpretation of the final plot depends on the selected viewing direction. In the 2D plot, the
diagram’s center corresponds to all vectors that are collinear with this viewing direction. An
arbitrary point on the sphere’s surface represents all vectors that span the angles α and β
with respect to the two axes orthogonal to the selected viewing direction (Figure 10).

We use two representations of the directional histogram (Figure 14):
Hemisphere
Mapping of the hemisphere into a planar representation for a better depiction in 2D [36]

5.4 Directional Scatterplot
The directional scatterplot uses the same setup of unit sphere and projected vectors as the
directional histogram, but instead of binning the directions each vector is represented by
an individual point on the sphere’s surface. This direct representation of the vectors allows
using the point’s size, color, and transparency to represent tensor properties. Due to numeric
instabilities in simulations, isotropic tensors exhibit an increased noise ratio (Figure 11, a).
To reduce the noise level in the plot and emphasize pronounced directions, we map the shear
stress to transparency. Thus, nearly isotropic tensors do not contribute to the final plot
(Figure 11, b). Reasonable quantities to be mapped to colors are normal and shear stresses.

6 Spatial Views

The spatial views represent the tensor field in its original three-dimensional coordinates. The
most basic method to display tensors in a spatial context is to use graphical icons (glyphs),
e.g. ellipsoids, that are placed at discrete points within the volume. Although glyphs have
the potential to show the entire tensor information, they fail to give a continuous view of the
tensor field. Such a global view, however, is important to identify regions of compression
and expansion, respectively. Volume rendering methods give a global view of the tensor
field. However, in general they only work on derived scalar values and thus do not contain
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(a) (b)

Figure 11 Directional scatterplot for the rotating-star dataset. In Figure (a), all points have the
same transparency, which reveals artifacts due to isotropic tensors. In Figure (b) the shear stress is
mapped to transparency, i.e., low transparency for low shear stresses and nearly opaque points for
high shear stresses. Thus, nearly isotropic tensors do not contribute to the plot.

directional information. We use a hybrid rendering approach, combining volume rendering
with glyphs and tensorlines. The visualization is interactively steered by a mask volume that
is created and updated through user selections in the diagram views.

The basic idea is to use various visualization methods to separate focus and context
regions in the dataset. Therefore, we evaluate the mask volume and map the selected features
to geometrical tensor representations (glyphs, tensorlines). The context is visualized by a
volume rendering of the remaining dataset, using a scalar invariant chosen by the user.

Volume Rendering: Volume rendering serves as context view with decreased opacity
in focus regions, allowing to analyze glyphs and tensorlines in more detail. We use standard
GPU ray-casting of scalar invariants, for example, the von Mises stress. As tensorlines and
glyphs are explicit geometries, we have to account for correct intersections between volume
and opaque scene geometry. As proposed by [14], we use a depth image of the geometry.
During volume traversal, rays are stopped as soon as they hit geometry positions.

Tensorlines: To add directional information, tensorlines can be drawn in focus regions,
i.e., seeds are randomly placed inside the masked volume. Starting at these seed points, the
line is integrated using a fourth-order Runge-Kutta scheme. The integration is stopped as
soon as the line runs into an isotropic region.

Tensor Glyphs: Alternatively, glyphs can be drawn in focus regions, encoding the
whole tensor information locally. Currently, we use ellipsoids. In order to distinguish between
positive and negative eigenvalues, we map the tensor to a positive-definite metric using an
antisymmetric-mapping [23]:

f(σi, c, α) = exp(αarctan(c · σi)). (7)

The parameter c determines the slope of the function in the origin, α is a scaling parameter.
The glyph’s size can be adapted using a global scale parameter.

7 Results

We describe two visual analysis sessions by means of two datasets with diverse characteristics
(Sections 7.1, 7.2). Whereas the slit cube simulation is an example where domain experts
have clear questions, the rotating-star dataset demonstrates a case with less specific questions.
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(a) (b)

min(σv) max(σv)

Figure 12 Slit Cube. The dataset is based on a finite element simulation of the deformation of a
clamped cube with two slits (a). It is fixed at the bottom. Surfaces forces act on the top and the
side of the cube. (b) Shows a hybrid rendering of the slit-cube dataset. Volume rendering of the
von Mises stress serves as context, while ellipsoids oriented by the eigenvectors and scaled by the
eigenvalues are positioned in focus regions to emphasize high shear stresses.

All analyses were performed on a standard desktop PC, equipped with an Intel Core 2 Duo
CPU with 3.0 GHz and a NVIDIA GeForce 8800GT GPU.

7.1 Exploring the Slit-Cube Dataset
The slit-cube dataset is generated via a finite element simulation of the deformation of
a clamped cube with two slits. Surface forces are applied to the top and the side of the
cube, which is fixed at the bottom. Figure 12 (a) illustrates this process. The images are
rendered based on a uniform resampling of the dataset. The resolution of the tensor field
is 256× 256× 256. In this context, the stress tensor expresses the cube’s response to the
applied forces. Questions are:

How does the material respond to the applied forces?
Which forces act in the material?

In general, the von Mises stress σv, a scalar value that is derived from the stress tensor
(Equation (5)), is used to predict yielding of materials. Regions where σv is high, are prone
to material failure.

Figure 12 (b) shows a spatial view of the dataset using a hybrid rendering to visualize
focus and context. A volume rendering of the von Mises stress σv gives an impression of the
whole field, while glyphs are positioned in focus regions and highlight areas of extremely
high stresses. It can be seen that, due to the applied forces, the cube’s slits increase. Large
stresses are concentrated close to the edges of the slits and at the bottom where the cube is
fixed, while large areas of the cube are hardly affected by the applied forces.

The von Mises stress is easy to interpret, however, important information of the stress
tensor is ignored. That is, we cannot say which forces are prevalent in the material and we
cannot say anything about the direction of maximum stresses.

The (σ1, σ3)-scatterplot (Figure 8) allows a distinction between compressive, tensile and
mixed stresses as well as isotropic and high shear stresses. It shows that the inspected
dataset exhibits mostly indefinite stresses, no compressive forces and marginally tensile forces.
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(a) Overview (b) σi < 0 (c) σi > 0 (d)

# = 1 max(#) min(σv) max(σv)

Figure 13 Slit Cube. The Mohr diagram (a) mainly reveals mixed stresses (circles around
the origin) as already shown in the scatterplot. Figures (b) and (c) show only those circles that
correspond to compressive (b) and tensile forces (c), respectively. The circles are colored according
to their frequency (#). Hybrid rendering (d) that combines volume rendering of the von Mises stress
σv and tensorlines. Seedpoints for the computation of tensorlines were only seeded in regions of
high stress and integrated along the major eigenvector direction.

(a) (b)

# = 0 max(#)

Figure 14 Slit Cube. Directional histogram to examine the distribution of the directions of
maximum shear stress. We mapped the hemisphere (front part of the sphere in (b)) into a planar
representation (a) for a better depiction in the paper.

Therefore, in the next step of the analysis, we switch the shape descriptors from (σ1, σ3)
to (τ,R) using a logarithmical mapping (interaction loop #1) for the display (Figure 8).
Thus, the shear region (Quadrant D) can be analyzed in more detail. Plotting the maximum
shear stress against the shape factor R reveals that this region exhibits more linear than
planar behavior. Linear, planar and isotropic stresses are further explored in the Mohr
diagram (Figure 13). The circles are color-coded according to their frequency. Using the
Mohr diagram as overview, we can reveal the physical behavior over the whole field. It is
clearly visible that the slit-cube mainly exhibits indefinite stresses resulting in Mohr circles
centered around the origin. However, looking at Figures 13 (b), (c) we can also deduce
marginally compressive and tensile forces. As compressive forces are only small outliers in
the scatterplot, we have not seen them before.
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# = 1 max(#)

Figure 15 Rotating star. The Mohr diagram reveals only compressive forces, which are perfectly
linear. According to our sign convention this means that all stresses are negative. In such a case it
is common in the respective application areas to consider only the absolute value of the stresses.
The principal stresses are ordered according to their magnitude, i.e., |σ1| ≥ |σ2| ≥ |σ3| and, thus,
restricted to the positive x−axis. In the selected region we draw full colored circles.

As we are especially interested in regions of high shear stress, we next examine the
directions of maximum shear stress (Figure 14). The directional histogram reveals one
strongly expressed peak aligned with the z-direction. A second, minor accumulation is
smeared over a larger angle in x, y-plane, approximately 90 degrees to the main stress
direction. Figure 13 (d) shows a hybrid rendering, where additional tensorlines are seeded in
regions of high stress following the major principal stress direction.

7.2 Exploring the Rotating-Star Dataset
Our second example shows data from an astrophysical simulation of a rotating neutron star’s
dynamics. Analyzing the evolution of such systems plays a major role for the understanding
of the fundamental processes involved in core collapse supernovae and gravitational wave
production.

The simulation results consist of a variety of data types, i.e., (complex) scalars, vector
fields and tensors. The data is usually three-dimensional and time-dependent, given on a grid
with spatially varying resolution (AMR). In this work, we focus on the second-order stress
tensor field. The data is resampled on a uniform grid with a resolution of 128× 128× 128
samples.

Until now, the domain experts’ examination focused on the scalar fields (e.g. magnetic-,
velocity- and density fields), which give insight into the evolution of the star formation. Other
data types arise as intermediate product of the simulation. The additional analysis of the
stress tensor field could support a deeper understanding of the physical processes that cause
this specific formation. Investigations are, for example, related to the forces that participate
in the star’s collapse. However, contrary to our first example (Section 7.1), questions are
much more basic. Since the users are not used to look at the tensor data, they do not have
any specific expectations. Therefore, the first goal of the visual exploration is to get an initial
idea of the information that is contained in the data. Besides the physical interpretation, a
thorough data analysis is of high importance to validate the quality of the simulated data.
Often, even simple visualizations can reveal failures in the simulations.

For a first impression of the dataset, Figure 16 displays tensorlines following the major
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(a) t = 10 (b) t = 500 (c) t = 1580

Figure 16 Rotating Star. The tensorlines are integrated along the major eigenvector direction.
Following the lines shows that the star’s rotation lags around its perturbation. The seed points were
placed at the star’s center using a simple random seeding.
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Figure 17 Rotating Star. The scatterplot shows that, due to the perturbation, the forces get
stronger with increasing time steps. The shape of the plot stays the same, which leads to the
assumption that the eigenvalues correlate to each other. The color represents the maximum shear
stress τ .

eigenvector for three time steps t. The lines are seeded close to the center of the star.
Figure 15 shows the Mohr diagram of the rotating-star dataset. Due to the high gravita-

tional forces inside the star only compressive stresses occur. According to our sign convention
this means that all stresses are negative. In such a case it is common in the respective
application areas to consider only the absolute value of the stresses. The principal stresses
are ordered according to their magnitude, i.e., |σ1| ≥ |σ2| ≥ |σ3|. As a consequence, the
dataset reveals positive-definite behavior, which can be clearly seen in the Mohr diagram.
An interesting observation that can be made when zooming into the focus regions, is that
the stresses exhibit perfectly linear behavior, i.e., the shape factor is R = 1.

Figure 17 shows scatterplots for three time steps. As |σ1| ≥ |σ2| ≥ |σ3|, only positive
stresses occur. Therefore, only quadrant B is displayed. It can be observed that after the
initial perturbation the principal stresses |σ1|, |σ3| as well as the shear forces get stronger with
increasing time, i.e., the distance to the isotropic axis increases (Figure 17 (c)). Interestingly
the characteristic shape of the scatterplot stays the same over a long period of time. This might
lead to the assumption that the major and minor eigenvalue correlate to each other. As we
have seen in the Mohr diagram, all tensors exhibit perfect linear behavior. Therefore, we can
deduce that the major eigenvalue |σ1| grows almost quadratically with respect to |σ2| and |σ3|.

A temporal analysis of the dominant shear directions can be performed based on the
directional histograms given in Figure 18. All time steps clearly reflect the symmetry inherent
to the data set. At the beginning of the simulation (t = 10) all shear directions exhibit a
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(a) t = 10 (b) t = 500 (c) t = 1580

# = 0 max(#)

Figure 18 Rotating Star. Directional histogram for the shear vectors. The colored triangles
represent the number of data points (#) exhibiting a maximum shear direction falling into the
triangle. At the beginning of the simulation (a) all shear directions exhibit a specific angle, which is
nicely depicted by a single circle in the diagram. In later time steps, the shear directions become
more scattered and the strongly expressed direction splits into two maxima rings (b). With further
increasing time, these two maxima merge again resulting in one dominant ring (c). According to our
domain experts, the splitting is not physical. It possibly reveals discretization artifacts.

(a) t = 10 (b) t = 500 (c) t = 1580

min(λ1) max(λ1)

Figure 19 Rotating Star. Hybrid rendering that combines volume rendering of the first tensor
component with glyphs. Superquadrics are calculated only on the equatorial plane and colored
according to the major eigenvalue λ1. As deduced from the scatterplot, the forces get stronger with
increasing time steps resulting in larger ellipsoids revealing linear forces.

specific angle, which is nicely depicted by a single circle in the diagram. In later time steps,
the shear directions become more scattered and the strongly expressed direction splits into
two maxima rings (t = 500). With further increasing time, these two maxima merge again
resulting in one dominant ring (t = 1580). According to our domain experts, the splitting is
not physical. As a consequence, the visualization triggered a discussion about the possible
reasons for this development. First ideas included discretization artifacts and problems with
the resolution of the star’s surface.

Figure 19 shows a hybrid rendering of the dataset. The volume rendering uses the σ11
component of the tensor. Even though this is not an invariant it expresses a characteristic
tensor behavior, due to the high symmetry of the data. The rendering is combined with a
glyph representation seeded in the equatorial plane.
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8 Discussion

Our results demonstrate the application of the presented pipeline (Figure 1) and shape
space as basic means for feature designation in attribute space (Section 4). Previous work
mostly concentrated on one particular type of tensor and visualization technique. Analyzing
tensors from diverse application areas, which exhibit different properties, requires convertible
invariants and variable mapping techniques. Figure 2 shows invariants for stress tensors,
however, the underlying concept can be used for other tensors, too. As motivated by our
co-operation partners, future research will include the comparative visualization of different
tensor types that occur during the same simulation (e.g. gravitational field tensor and stress
tensor).

Our results and the discussion with domain experts further confirm the need for powerful
visual exploration and analysis tools. The concurrent use of well known and new visualization
methods provides an access to both, the data and modern visualization techniques. In
material science and astrophysics, tensors are simulated solely to investigate scalar quantities
(von Mises stress, density). Tensors mainly appear as intermediate product of simulations.
Although, experts know that the tensor contains important information, which may help
to answer their questions (What makes the material crack?, Which forces make the star
collapse?), they avoid looking at the complex data as they do not know how to interpret it.

Until now, domain experts are mainly used to two-dimensional plots. Therefore, attribute-
space plots are of high importance. Our experience is that domain experts favor simple
visualization techniques like scatterplots and icons that are familiar to them (e.g. Mohr’s
circle). In object space, a sparse usage of lines and glyphs at specific locations is preferred,
which motivates the use of a binary mask volume to determine focus and context regions.
Moreover, all physicists and engineers rated the brushing-and-linking as extremely helpful to
ease the interpretation of the data. That way, the visual exploration leads to new questions,
which encourages both, the curiosity to look at the whole tensor and, as a consequence, the
development and usage of more complex visualization techniques. Another aspect that arose
during discussions was the usefulness of our methods to detect failures in simulations.

Our material science partners are familiar with the Mohr diagram so that it motivated
them to use our tools. For astrophysicists the representation was new but considered as
interesting. A limitation is that the diagram suffers from clutter. A clear distinction between
linear and planar anisotropy in the tensor field is still difficult. Therefore, we will integrate
clustering algorithms in the future to reveal more insight into important tensor properties.

Another subject that remains to be investigated is volume rendering in the context
of tensor fields. Users like this visualization technique as they know how to interpret it.
This work presents renderings of scalar measures (e.g., von Mises stress). Recently, Dick et
al. [12] presented a colormapping of the three eigenvalues to distinguish between compressive
and tensile forces. More advanced colormappings based on other tensor invariants may be
interesting, too. Our results demonstrate the application of the presented pipeline (Figure 1)
and shape space as basic means for feature designation in attribute space (Section 4). Previous
work mostly concentrated on one particular type of tensor and visualization technique.
Analyzing tensors from diverse application areas, which exhibit different properties, requires
convertible invariants and variable mapping techniques. Figure 2 shows invariants for stress
tensors, however, the underlying concept can be used for other tensors, too. As motivated
by our co-operation partners, future research will include the comparative visualization of
different tensor types that occur during the same simulation (e.g. gravitational field tensor
and stress tensor).
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Our results and the discussion with domain experts further confirm the need for powerful
visual exploration and analysis tools. The concurrent use of well known and new visualization
methods provides an access to both, the data and modern visualization techniques. In
material science and astrophysics, tensors are simulated solely to investigate scalar quantities
(von Mises stress, density). Tensors mainly appear as intermediate product of simulations.
Although, experts know that the tensor contains important information, which may help
to answer their questions (What makes the material crack?, Which forces make the star
collapse?), they avoid looking at the complex data as they do not know how to interpret it.

Until now, domain experts are mainly used to two-dimensional plots. Therefore, attribute-
space plots are of high importance. Our experience is that domain experts favor simple
visualization techniques like scatterplots and icons that are familiar to them (e.g. Mohr’s
circle). In object space, a sparse usage of lines and glyphs at specific locations is preferred,
which motivates the use of a binary mask volume to determine focus and context regions.
Moreover, all physicists and engineers rated the brushing-and-linking as extremely helpful to
ease the interpretation of the data. That way, the visual exploration leads to new questions,
which encourages both, the curiosity to look at the whole tensor and, as a consequence, the
development and usage of more complex visualization techniques. Another aspect that arose
during discussions was the usefulness of our methods to detect failures in simulations.

Our material science partners are familiar with the Mohr diagram so that it motivated
them to use our tools. For astrophysicists the representation was new but considered as
interesting. A limitation is that the diagram suffers from clutter. A clear distinction between
linear and planar anisotropy in the tensor field is still difficult. Therefore, we will integrate
clustering algorithms in the future to reveal more insight into important tensor properties.

Another subject that remains to be investigated is volume rendering in the context
of tensor fields. Users like this visualization technique as they know how to interpret it.
This work presents renderings of scalar measures (e.g., von Mises stress). Recently, Dick et
al. [12] presented a colormapping of the three eigenvalues to distinguish between compressive
and tensile forces. More advanced colormappings based on other tensor invariants may be
interesting, too.

9 Conclusion

We presented an approach that tackles the challenging problem of visualizing three-dimensional
tensor fields by combining multiple views. A solid theoretical basis was provided by extend-
ing the notion of shape space, which serves as a link between the abstract tensor and its
visualization in attribute space. This theory allows the application of the multiple-views
concept to tensors.

In the considered application areas, visual tensor analysis and exploration are still in
their infancy. Domain experts are often used to the analysis of derived scalar fields, although
they know that the tensor field contains important information to their questions. Especially
attribute plots help them to familiarize themselves with more advanced visualization tech-
niques, explore the data, to construct new hypotheses and to detect possible failures in their
simulations.
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Abstract
The application of n-dimensional transfer functions for feature segmentation has become increas-
ingly popular in volume rendering. Recent work has focused on the utilization of higher order
dimensional transfer functions incorporating spatial dimensions (x, y, and z) along with tra-
ditional feature space dimensions (value and value gradient). However, as the dimensionality
increases, it becomes exceedingly difficult to abstract the transfer function into an intuitive and
interactive workspace. In this work we focus on populating the traditional two-dimensional his-
togram with a set of derived metrics from the spatial (x, y and z) and feature space (value, value
gradient, etc.) domain to create a set of abstract feature space transfer function domains. Cur-
rent two-dimensional transfer function widgets typically consist of a two-dimensional histogram
where each entry in the histogram represents the number of voxels that maps to that entry. In
the case of an abstract transfer function design, the amount of spatial variance at that histogram
coordinate is mapped instead, thereby relating additional information about the data abstrac-
tion in the projected space. Finally, a non-parametric kernel density estimation approach for
feature space clustering is applied in the abstracted space, and the resultant transfer functions
are discussed with respect to the space abstraction.

1998 ACM Subject Classification I.3 Computer graphics, I.3.5 Computational Geometry and
Object Modeling, I.3.6 Methodology and Techniques, I.3.7 Three-Dimensional Graphics and Real-
ism

Keywords and phrases Volumetric Transfer Function, Abstract Feature Space

Digital Object Identifier 10.4230/DFU.Vol2.SciViz.2011.212

1 Introduction

A common method for direct volume rendering is to employ the use of interactive transfer
functions as a means of assigning color and opacity to the voxel data. One of the most
popular transfer function design tools is the interactive 2D histogram widget introduced by
Kniss et al. [8]. In this widget, the user is presented with a 2D histogram (the axes of which
represent a feature space of the data) and various selection tools are used to assign color
and opacity to the voxels through an interactive brushing of the feature space. This widget
typically displays each entry in the histogram as a gray scale color with white representing
the entry that maps to the largest number of voxels within a given data set, Figure 1 (a).
While such a tool has been shown to be extremely effective at advanced transfer function
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Figure 1 The value vs. value gradient magnitude feature space with the intensity as a function
of a) the number of voxels, b) the magnitude of spatial variance of x, c) the magnitude of spatial
variance of y, and d) the magnitude of spatial variance of z for the CT bonsai dataset.

creation, this type of histogram provides no information about the spatial relationships
between the voxels at the histogram entry.

In this work we propose to enhance the conventional 2D histogram transfer function by
mapping the entries of the histogram to statistical properties related to the spatial locations
of the voxels, specifically, the magnitude of the spatial variance, Figure 1 (b-d). By doing
so, this new abstracted feature space now illustrates the areas in which the voxels have a
higher spatial relationship as opposed to simply providing the user with a view of where
in the feature space the majority of their voxels lie. Users are able to toggle between the
conventional transfer function view, Figure 1 (a), (in which the entries in the 2D histogram
are colored by the number of voxels that map to a location) and the abstracted transfer
function views, Figure 1 (b-d), (in which the entries are colored by the spatial variance in
the voxels that map to a location).

Traditionally, the appropriate selection of features in multi-dimensional transfer functions
is a difficult task, often requiring the user to have an underlying knowledge of the data set
under exploration. By providing users with information about the spatial domain (x, y, and
z) of their data in an abstracted feature space (e.g., value versus value gradient magnitude)
we are able to enhance the exploration, allowing users to better discover features within their
dataset. Finally, we utilize the non-parametric transfer function design method proposed by
Maciejewski et al. [12] clustering the feature space in both the conventional and abstracted
transfer function views. In this manner, we explore the usefulness of abstracting statistical
properties into the transfer function widget and illustrate the effects on the exploration of
the feature space.

2 Related Work

Interactive transfer function design has been addressed with many different approaches,
ranging from simple (yet intuitive) one-dimensional (1D) transfer functions (e.g., [5, 13]) in
which a scalar data value is mapped to color and opacity, to more complex multi-dimensional
transfer functions in which color and opacity are mapped across multiple variables. Early
work by Kindlmann et al. [6] and Kniss et al. [8] applied the idea of a multi-dimensional
transfer function [9] to volume rendering. This work identified key problems in transfer
function design, noting that many interactive transfer function widgets lack the information
needed to guide users to appropriate selections, making the creation of an appropriate
transfer function essentially trial-and-error which is further complicated by the large degrees
of freedom available in transfer function editing. While many volume rendering systems have
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Figure 2 The value vs. value gradient magnitude feature space as a function of the number of
voxels and the rendering from the denoted segments of the transfer function for the CT bonsai
dataset.

adopted multi-dimensional transfer function editing tools, the creation of an appropriate
transfer function is still difficult as the user must understand the dimensionalities of the
feature space that they are interacting with.

Recent works on transfer function design have proposed higher-dimensional transfer
functions based on mathematical properties of the volume. Examples include work by
Kindlmann et al. [7], which employed the use of curvature information to enhance multi-
dimensional transfer functions, and Tzeng et al. [18], which focused on higher dimensional
transfer functions which use a voxel’s scalar value, gradient magnitude, neighborhood
information and the voxel’s spatial location. Work by Potts et. al [15] suggested visualizing
transfer functions on a log scale in order to better enhance feature visibility. Lundstrom
et al. introduced the partial range histogram [10] and the α-histogram [11] as means for
incorporating spatial relations into the transfer function design. Correa et al. introduced size
based transfer functions [3] which incorporate the magnitude of spatial extents of volume
features into the color and opacity channels and visibility based transfer functions [4] where
the opacity transfer function is modified to provide better visibility of features.

While such extensions enhance the volume rendering and provide a larger separability
of volumetric features, they still fail to provide users with information about feature space
structures. In fact, the addition of more dimensionality into the transfer function is often
automatically incorporated into the rendering parameters, obscuring the relationship between
the volumetric properties and the volume rendering. Work by Roettger et al. [16] incorporates
similar ideas of using spatial features of the volume to enhance transfer function design.
They enable the automatic setup of multi-dimensional transfer functions by adding spatial
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Figure 3 The value vs. value gradient magnitude feature space as a function of the magnitude of
the spatial variance and the rendering from the denoted segments of the transfer function for the
CT bonsai dataset.

information to the histogram of the underlying dataset, where as our work proposes a means
for the direct analysis of spatial properties. Other work focuses on the addition of more
dimensions to provide coherency between transfer functions. Recent work by Akiba et al.
[1, 2] utilized parallel coordinate plots to create a volume rendering interface for exploring
multivariate time-varying datasets. Muelder and Ma [14] proposed a prediction-correction
process to aid in creating coherent feature tracking.

In all of these related works, one can note that various statistical properties of the volumes
are being used in order to extract features of interest and segment properties of the volume.
Unfortunately, as the number of dimensions increases, interaction in n-dimensional space
becomes cumbersome to the point that few systems exceed two dimensional transfer functions;
instead, the extra dimensionality is incorporated automatically, somewhat limiting the user’s
control. In order to enhance the information provided in the transfer function histogram
widget, our work incorporates some statistical properties of the spatial domain (x, y and z)
into the projected feature space domain (e.g., value versus value gradient magnitude).

3 Abstract Feature Space Representation

Given any two-dimensional feature space for a given volume data set, the user is presented
with a representation illustrating the number of voxels at a given location within that feature
space. In order to enhance this feature space, we propose the use of an abstract feature
space representation. By this, we mean that the 2D histogram feature space is no longer
representing the number of voxels as a given location. Instead, the 2D histogram feature space
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is representing statistical properties of the volumetric (x, y and z) space with relationship to
a particular feature. The key property we have chosen to look at is spatial variance with
respect to a given feature set. Thus, given any two feature properties of the volumetric
data set (e.g., value vs. value gradient norm, temperature vs. pressure, x vs. pressure) we
compute the spatial variance of all the points that map to a given entry in the feature space
histogram.

As such, at location (i, j) in the feature space histogram, we have N voxels, Vk, that map
to this given feature space pair. For all the N voxels that map to the feature space pair (i, j)
we calculate the mean position within the (x, y, z) space of the volume.

V̄(i,j) = 1
N

N∑
k=1

Vk (1)

Once the mean is calculated, we can then determine the magnitude of the standard deviation
within the volumetric space at the feature space pair (i, j).

|σi,j | =

√√√√ 1
N

N∑
k=1

(Vk − V̄(i,j))2 (2)

Figure 1 illustrates the difference between the traditional histogram mapping the mag-
nitude of the voxels found at a histogram entry (a) to the magnitude of the spatial variance
found at a histogram entry (b-d). Furthermore, we can see that the magnitude of the spatial
variance in the z-direction is relatively constant; however, there is an obvious clustering of
high spatial variance in the y-direction. The magnitude of the standard deviation vector can
also be employed for analyzing the spatial variance found within a given feature space, and
the utility of the creation of this abstract feature space is further discussed in Section 5.

4 Non-Parametric Transfer Function Generation

Once the abstract feature space is defined in the 2D histogram, we can use the non-parametric
transfer function generation approach described in Maciejewski et al. [12] to provide users
with a means to group data in the 2D histogram by areas of similar value (in terms of the
number of voxels or in terms of the abstracted standard deviation metric described in Section
3). In order to create these clusters we employ the use of a variable kernel method [17, 19]
formed in Equation 3. Furthermore, we utilize an adaptive kernel which scales the parameter
of the density estimation by allowing the kernel radius to vary based upon the distance from
each point, Xi, to the kth nearest neighbor in the set comprising the N − 1 data points of
the histogram feature space.

f̂h(x) = 1
N

N∑
i=1

1
di,k

K

(
x−Xi

di,k

)
(3)

Here, f̂h(x) is the probability density estimate of the histogram (h) at a given location, x, in
the feature space, di,k represents the multi-dimensional smoothing parameter and N is the
total number of samples in the histogram (i.e., the number of voxels in the volume). The
window width of the kernel placed on the point Xi is proportional to di,k (where di,k is the
distance from the i-th sample to the k-th nearest neighbor) so that data points in regions
where the data is sparse will have flatter kernels. We choose k = b

√
Nc as this tends to

approximate the optimal density estimation fitting (this is a rule of thumb approximation
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[17]). Such a method groups the data based on their neighborhood information, allowing us
to visualize the underlying structure of the data.

In order to reduce the calculation time, we have chosen to employ the Epanechnikov
kernel, Equation 4.

K(u) = 3
4(1− u2)1(||u||≤1) (4)

The function 1(||u||≤1) evaluates to 1 if the inequality is true and zero for all other cases.

5 Exploring Abstracted Feature Spaces

The focus of this work is to determine if statistical properties derived from the make-up
of a given feature space can be utilized to extract more information and aid in transfer
function creation and data exploration. In this section we describe the impact of utilizing
the proposed abstract feature space for feature segmentation and data exploration.

5.1 Feature Segmentation
Figure 2 illustrates the application of the non-parametric transfer function generation
technique on the conventional transfer function view of the CT bonsai data set, and Figure 3
illustrates the application of the non-parametric transfer function generation technique on
the abstracted transfer function. Here we can see which portions of the clustered transfer
function map to regions of the volume. Note that the cluster pattern is completely different
between Figure 2 and Figure 3. Here we can see that the clustering in the conventional
transfer function space winds up with a larger portion of the background noise in each feature
segmentation than the abstract transfer function view.

Furthermore, in Figure 2 we see that in segmenting out the leaves (the red cluster), values
representing air are still being included with the transfer function; however, by utilizing the
spatial variance, those values are not included in the segmentation of the leaves as seen in
Figure 3 (again the red cluster). However, other features wind up being combined when
using the spatial variance. We can see that the tree trunk and root ball has more separation
when utilizing the voxel magnitude for clustering than when using the spatial deviation.

We can further explore the effects of using spatial deviation in transfer function generation
by utilizing the x, y and z spatial components separately, thus creating an abstract transfer
function space representing the standard deviation . Figure 4 (middle) illustrates the same
transfer function generation technique on each of the components of the spatial deviation
mapped to the transfer function. What we find in the case of the CT bonsai data is that the
area representing air (the red circled area in Figure 4 (middle)) in the feature space is not
found as a separate cluster portion in any application of the non-parametric transfer function
generation; however, when utilizing the y spatial variance component in the transfer function,
the area representing air in the transfer function is associated with another data grouping
within the transfer function. This grouping allows us to segment out the air component
(as seen in the resultant volume rendering (Figure 4 (bottom)) where as this component
is directly related to other important features in the volume when utilizing the x and z
spatial components. The segmentation of the air component is also what leads to the noise
in Figures 2 and 3

Based on these observations, it seems likely that utilizing information on the spatial
variance can help in transfer function design; however, it seems unlikely that this feature
alone can create the desired segmentation. Another option for creating abstract feature space
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Figure 4 (Top) The value vs. value gradient magnitude feature space as a function of the spatial
variance in the x (left), y (middle) and z (right) component direction. (Middle) The resultant
non-parametric transfer function. (Bottom) The resultant volume rendering from applying various
segments of the transfer function. Note in the x and z spatial variance histograms, segmentation of
the noise can not be accomplished.

representations could be utilizing bivariate color mapping schemes to simultaneously relay
information about the magnitude of change at a transfer function location and the number
of voxels that map to that location.

5.2 Data Exploration
While such tools have their use in traditional volumetric datasets (CT and MRI), the
application of these novel analytic methods to more complex simulation data also proves to
be very interesting. With the maturation of computational power, simulations are capable of
modeling physical phenomena at increasingly more realistic scales. Analysis tools, however,
are struggling to keep up with the explosion of data that has resulted from the increase
in computational horse-power. This is particularly evident in computational fluid dynamic
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(CFD) simulations modeling time-dependent complex flow phenomena. Because the contents
of the simulation are not known exactly, and because computational simulations are still
evolving and improving their ability to correctly and accurately model physical behavior, the
output from these simulations must be analyzed using data mining, feature detection, and
feature extraction techniques to provide useful, pertinent information.

Analytical 3D feature detection methods employ well-formed mathematical descriptions
of features often unique to a given domain, thus demanding a priori knowledge of the nature
and location of any potential “areas of interest.” This is a cumbersome and tedious task,
resulting in a set of methods incapable of scaling with the size of the data. Statistical
feature detection tools, on the other hand, provide an automatic way to provide general
characteristics.

Flow data sets are ideal candidates for statistically based feature detection techniques
because we can leverage physical properties to apply segmentation algorithms. For example,
using similarity allows us to segment those regions of the flow data that contain like properties
for a given variable. Conversely, using dissimilarity allows us to pinpoint regions in which
the flow changes drastically or perhaps discontinuously. This discontinuity is of interest in all
flow data sets and often indicates an important region of interest. As such, the utilization of
abstract feature space for exploring CFD data should allow researchers to discover interesting
regions hidden within their datasets. By utilizing a mapping of the spatial deviation, analysts
should be able to quickly explore areas in which flow feature properties (temperature, pressure,
velocity, etc.) quickly change from a consistent amount of spatial deviation to a (relatively)
larger or smaller amount.

6 Conclusions

From our preliminary work on creating abstract feature space, it seems like utilizing the
underlying statistical properties of the spatial volumetric features that map to a given feature
space histogram pair will provide analysts with another tool in which to explore data. Based
on our exploration of the abstract feature space, it seems likely that enhancing transfer
function design through the use of statistical information about the spatial relationships
between voxels will aid in feature segmentation and exploration. Future work will focus on
utilizing the spatial variation as an uncertainty metric, and looking at other derived data
properties (entropy, etc.) as a means for enhancing transfer function exploration and design.
Furthermore, we plan to utilize abstracted feature space measures for novel volume rendering
parameters in order to reduce the burden of transfer function design on the user. In this
manner, we hope to match statistical properties of the data to visual properties thereby being
able to semi-automatically create effective transfer functions. Finally, we plan to extend
this to the analysis of complex fluid dynamic simulations and map a variety of statistical
properties to the transfer function domain, thereby providing researchers with a tools that
provide both a fast statistical analysis of data properties and a means in which to filter the
data on said properties.
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Abstract
A standard approach for visualizing scalar volume data is the extraction of isosurfaces. The
most efficient methods for surface extraction operate on regular grids. When data is given on
unstructured point-based samples, regularization can be applied but may introduce interpola-
tion errors. We propose a method for smooth isosurface visualization that operates directly on
unstructured point-based volume data avoiding any resampling. We derive a variational formu-
lation for smooth local isosurface extraction using an implicit surface representation in form of
a level-set approach, deploying Moving Least Squares (MLS) approximation, and operating on a
kd-tree. The locality of our approach has two aspects: first, our algorithm extracts only those
components of the isosurface, which intersect a subdomain of interest; second, the action of the
main term in the governing equation is concentrated near the current isosurface position. Both
aspects reduce the computation times per level-set iteration. As for most level-set methods a
reinitialization procedure is needed, but we also consider a modified algorithm where this step is
eliminated. The final isosurface is extracted in form of a point cloud representation. We present
a novel point completion scheme that allows us to handle highly adaptive point sample distri-
butions. Subsequently, splat-based or mere (shaded) point rendering is applied. We apply our
method to several synthetic and real-world data sets to demonstrate its validity and efficiency.

1998 ACM Subject Classification Algorithm/Technique

Keywords and phrases Level-set, isosurface extraction, visualization in astrophysics, particle
simulations.

Digital Object Identifier 10.4230/DFU.Vol2.SciViz.2011.222

1 Introduction

Many applications in modern engineering and science provide techniques that produce un-
structured point-based volume data. Such data are, for instance, generated by measurements
with sensors that are irregularly placed in space. An even larger class of unstructured data
generation is given by simulations with Lagrangian methods in engineering, hydrodynamics,
astrophysics, etc. A classical representative of such methods is the approach of Smoothed
Particle Hydrodynamics (SPH) developed by Lucy [16] and Gingold and Monaghan [8].

SPH is currently used for numerous astrophysical simulations of galaxy mergers, star
formation, supernova explosions, and other processes. The method involves no regular spatial
grid. Objects are represented as an ensemble of interacting particles, which permanently
change their positions according to some governing equations. The particles carry all
quantities of interest, which may remain unchanged (mass of a particle) or may vary with
time (velocity, density, temperature, etc.). The number of particles in modern simulations
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is in the order of several millions. Thus, a large amount of information needs to be saved,
transformed, analyzed, and rendered. As a consequence, there exists a constantly growing
need in fast, robust, and effective visualization techniques.

A standard approach to visualize scalar volume data is to extract and render isosurfaces.
A huge variety of algorithms are known for gridded data. To detect an isosurface from
unstructured data, a common procedure is to first interpolate the scalar field to vertices of
a regular (rectangular) grid. Such a regularization simplifies the extraction algorithm but
inevitably introduces an interpolation error. This error can significantly affect the result,
especially in regions with low sample density or highly adaptive sample distribution. The
particular strength of Lagrangian simulations such as SPH is its adaptivity. Therefore,
visualization methods should make an effort to avoid interpolation to a regular grid whenever
possible [23]. Our intent is to perform all operations exclusively on scattered samples, i.e.,
on unstructured point-based volume data without any given connectivity information.

A high-quality smooth isosurface visualization requires accurate computation of gradients
to the isosurface. This becomes a problem for some real-world data sets, as the sampled
scalar function may contain noise and may not be sufficiently smooth. There exist two
principle approaches to extract smooth isosurfaces:

• The original scalar function f is regularized in a neighborhood of the isosurface and the
surface position and the gradient field are found with respect to the modified function;
• An auxiliary smooth (signed distance) function ψ is initialized at the samples and
iteratively updated to approach f maintaining desired regularity. Subsequently, an
isosurface is extracted due to the final values of ψ.

The first scheme works well, if an a priory information on noise parameters is available.
Moreover, the behavior of the scalar function close to the isosurface may be non-uniform: for
the real astrophysical data we work with, the ratio of the largest to the smallest gradient
norm can be of order 103, which makes the first approach hardly applicable. The competitive
second scheme being a flexible multitasking tool is referred to as a level-set approach and is
widely used in edge detection, image segmentation problems, etc.

We propose a novel method for smooth local isosurface extraction from point-based
volume data using an implicit surface representation. Locality in the context means that we
are only interested in extracting those components of the isosurface that have a non-empty
intersection with a given subdomain (region of interest). This feature is highly desirable when
operating on many-object astrophysical data, where different components of an isosurface
may occlude each other from a viewer. To derive the governing equation we introduce a cost
functional, that is minimized during level-set evolution. After convergence, we extract the
detected isosurface in point-cloud representation, which can be made arbitrarily dense for
point or splat-based rendering.

The main contributions of this work are:

• a new main term (governing equation) of the cost function, which significantly softens
the dependence of parameters on given data;
• a variational approach to the minimization problem;
• an accurate and fast estimation of differential operators based on the Moving Least
Squares (MLS) algorithm;
• investigation of a reinitialization-free formulation using the functional proposed by Li et
al. [14];
• iterative extraction of isopoints using MLS approximation and Newton’s method;
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• a new procedure for point-cloud completion resulting in dense, accurate, and smooth
point-based rendering of the isosurface; and
• numerical tests involving both synthetical and real-world data sets indicating the behavior
of several quantities measuring the quality of the solution.

Our method is designed for but not limited to the visualization of data coming from
astrophysical simulations using Smoothed Particle Hydrodynamics.

2 Related Work

Level-set methods are successfully used in various areas of research including visualization.
They find their application in image segmentation [5, 17], object detection [6], shape re-
construction [28], isosurface generation [7], multiphase motion [27], etc. The methods are
applied to data coming from scanners [17], satellites [25], or tomography [11, 12].

Most level-set algorithms are designed to operate on a grid, which may be uniform,
adaptive, octree-based, or of other form. If scattered data are allowed as input, they are
typically interpolated to an auxiliary underlying mesh. We refer to recent results in the area
of scattered data interpolation that allow for efficient large-scale data processing [20, 21].

MLS is a well-studied tool for reconstructing smooth function from scattered data. The
approach finds many applications in numerical simulations (especially, particle methods) and
computer graphics. Recently, MLS was applied to volume rendering of shaded isosurfaces
from regular and irregular volume data [10]. The high-quality shading requires accurate
approximation of derivatives. There exist two methods for gradient computation using MLS:
the faster one was proposed by Nayroles et al. [18] and was used in the Diffuse Element
Method (DEM) to solve compressible fluid equations in Rd. The more accurate but time-
consuming method proposed by Belytschko et al. [3] was used in the Element-Free Galerkin
Method (EFG).

A PDE-based technique for smooth isosurface extraction from volume data sampled
on particles was developed by Rosenthal and Linsen [23, 24, 15]. Our method also uses
original irregularly sampled data to propagate an implicit surface according to a level-
set equation. However, in contrast to the approach proposed by Rosenthal and Linsen,
we suggest to minimize a cost functional by variational methods. Also, we use the non-
morphological formulation to make the method local and achieve better efficiency [19]. The
advantages of local level-set methods are reduction of computational efforts, simplicity of
implementation, and generality [22, 26]. The data sets we work with represent systems of
interacting astrophysical objects. Thus, we prefer to use a local method to be able to extract
isosurfaces associated with one object or a group of objects.

We extract isosurfaces in point cloud representation, which we render using point-based
rendering methods. The main problem we face is that the point cloud representation of
the surface is inhomogeneously dense due to the irregularity of the data samples. Thus, a
sampling of additional isosurface points is required. We refer to recent approaches [13, 1, 2]
and references therein for some algorithms. For instance, adaptive splatting is a well-known
rendering method allowing for high-quality images from point-set surfaces [29]. Our approach
to produce additional samples is not based on the extracted point cloud, but is derived from
the underlying data field, which allows for a more precise positioning.
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3 Problem Setting and Data Structure

In astrophysical simulations, when using a particle-based method like SPH, all quantities of
interest are periodically recorded in files. The data usually contains vector fields (current
particles positions, velocities, pressure, magnetic field) and scalar functions (mass density,
particles’ interaction radii, temperature, chemical component concentrations, etc.), typically
ordered by particle indices. Required information should then be extracted from the data,
transformed, processed, and displayed to facilitate visual exploration in order to obtain a
deeper understanding of the modeled processes. In our work, we focus on the detection and
rendering of isosurfaces — surfaces corresponding to some prescribed value of a scalar field.

Given a set of N irregularly distributed points xi ∈ D ⊂ R3 with associated scalar values
fi ≈ f(xi) ∈ R representing some smooth field f : D → R in a bounded domain D, we want
to detect and render all components of a smooth isosurface Γiso = {x ∈ D : f(x) = fiso}
with respect to a given real isovalue fiso that have non-empty intersections with a subdomain
D′ ⊂ D. We assume mini fi < fiso < maxi fi. Our method produces a finite set of points
pk ∈ Γiso, which are used for surface rendering. From now on, we refer to these points as
isopoints.

A three-dimensional kd-tree T is used to store space coordinates of points together with
pointers to the scalar functions used in the surface extraction algorithm. This data structure
is an efficient and flexible tool for fast handling of irregular data and search queries [23, 10].
In a pre-processing step, an indexing of the samples is applied. Subsequently, a major part of
the required operations on the data is reduced to a fast search over the indices. In particular,
we use the generated kd-tree to compute and store the n nearest neighbors for each sample
point. In all our tests, we used n = 26.

Although it should be obvious, we still want to point out that the proposed methods
can be applied to structured data sets, as well. For structured data, the neighborhood
information can be retrieved much easier, i.e., without using the kd-tree structure, which
also allows for a more accurate estimation of differential operators on samples and a more
precise evaluation of isopoint positions.

4 Variational Formulation and Level-Set Equation

The problem of detecting isosurface locations has much in common with problems in image
segmentation. In fact, a simple transformation f → sgn(f − fiso) of the data converts the
surface defined by a prescribed isovalue into a boundary with a sharp gradient. Then, one
can apply any known edge-detection algorithm to capture the surface. However, our goal is
to develop an algorithm for isosurface detection that is more efficient, simple, and robust for
this task than the transformed image segmentation algorithms.

4.1 Cost Function

We start with a construction of a functional E, which is the target function that we want to
minimize. E depends on the given data f , the constant fiso representing the isovalue, and
a level-set function ϕ together with its derivatives of first order, i.e., E = E(ϕ,∇ϕ; f, fiso).
The total functional consists of two weighted terms

E = E1 + λE2, (1)

Chapte r 16



226 Variational Level-Set Detection of Local Isosurfaces

responsible for accuracy and smoothness of the solution, respectively. We propose to use

E1 = 1
4

∫
D

(sgn(ϕ(x))− sgn(f(x)− fiso))2 dx (2)

and

E2 =
∫
D

δ(ϕ(x)) |∇ϕ(x)| dx. (3)

Here, we use the standard definitions of the sign function

sgn(x) =
{

0 for x = 0
x/|x| for x 6= 0

and the Dirac function

δ(x) = d
dxH(x), H(x) =

{
1 for x ≥ 0
0 for x < 0 .

H(x) denotes the Heaviside function and the derivative is used in the sense of distributions.
A discussion of the proposed functional E in comparison with previous work is provided in
Section 7.

A function ϕ∞ minimizing a functional of the form
∫
L(ϕ,∇ϕ) dx satisfies the Euler-

Lagrange equation(
∂L

∂ϕ
−
∑
i

∂

∂xi

∂L

∂ϕi

)∣∣∣∣
ϕ=ϕ∞

= 0, (4)

where ϕi is the i-th component of ∇ϕ. We derive the Euler-Lagrange equations for E1 by

1
2(sgn(ϕ(x))− sgn(f(x)− fiso)) sgn′(ϕ(x)) = 0 (5)

and for E2 by

0 = δ′(ϕ(x))|∇ϕ(x)| − ∇ ·
[
δ(ϕ(x)) ∇ϕ(x)

|∇ϕ(x)|

]
= δ′(ϕ)|∇ϕ| − δ′(ϕ)∇ϕ · ∇ϕ

|∇ϕ|
− δ(ϕ)∇ ·

[
∇ϕ
|∇ϕ|

]
= − δ(ϕ(x))∇ ·

[
∇ϕ(x)
|∇ϕ(x)|

]
. (6)

The idea of a level-set approach is to reach ϕ∞ being a fixed point of an evolution equation
for ϕ = ϕ(x, t) minimizing E. Here, t is an artificial time parameterizing the minimization
process ϕ(x, t)→ ϕ∞(x) as t→∞. To construct the PDE, one equates the left-hand side of
Equation (4) with −∂ϕ/∂t. For the functional E, it reads [6, 9]

∂ϕ

∂t
= δ(ϕ) (sgn(f − fiso)− sgn(ϕ)) + λ δ(ϕ) ∇ ·

(
∇ϕ
|∇ϕ|

)
. (7)

In this derivation, we used

sgn(x) = 2H(x)− 1, sgn′(x) = 2H ′(x) = 2δ(x) (8)

in the sense of distributions. In the following, Equation (7) will be regularized and discretized
in space and time, leading to an iterative process for the value of ϕ at each sample point.
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4.2 Spatial and Temporal Discretization
In practice, the Dirac function δ(x) in Equation (7) is smoothed on a small scale ε. Recall
that δ(ϕ) in the first term of Equation (7) appears as a derivative of the sgn-function.
Therefore, in order to be consistent with the differentiation, one should also smooth sgn(ϕ).
It is worth to note that in many papers (e.g., [6, 14, 19]) the smoothed functions contain in
their definitions trigonometric expressions, which are expensive to compute. Our choice is to
use polynomial splines

δε(x) = 1
ε
δ̂
(x
ε

)
, δ̂(x) = 1

6


4− 6x2 + 3x3 for |x| ≤ 1
(2− x)3 for 1 < |x| ≤ 2
0 for |x| > 2

,

sgnε(εx) = sgn(x)
12


16|x| − 8|x|3 + 3x4 for |x| ≤ 1
12− (|x| − 2)4 for 1 < |x| ≤ 2
12 for |x| > 2

.

Here sgn′ε(x) = 2δε(x) similar to Equation (8).
The quantity 4ε characterizes the width of a band around the current zero-level surface,

in which the terms of Equation (7) operate. The smaller the value of parameter ε is, the
stronger is the localization of the update. We want to mention that Equation (7) contains
two delta-functions, which could be smoothed on different scales ε and ε′. In grid-based
methods, the smoothing parameter is chosen to be in the order of several grid steps. In our
case, there is no such characteristic, since the samples are scattered. Thus, the optimal ε
and ε′ depend on local samples distribution and the parameters can be corrected during
simulations.

To discretize Equation (7) in space we need a technique to approximate the differential
operators (i.e., gradient and divergence) on the unstructured data. For each point of interest
xi, we use the kd-tree to find its n nearest neighbors from the whole set of samples. Let
Vi be the set of the n nearest neighbors of xi including the point itself. Then, for any
scalar function g and sample xi we can determine the parameters of the linear function
gi(x) = ai · x + bi, gi : R3 → R from the condition∑

xj∈Vi

w2
i (xi − xj)(g(xj)− gi(xj))2 → min

with some weight function wi(x). In other words, gi is the local MLS approximation of the
scalar field g in the neighborhood of xi. Practically, the unknown coefficients are found as
the solution of the overdetermined system of linear equations

wi(xi − xj)(ai · xj + bi) = wi(xi − xj)g(xj), xj ∈ Vi,

using QR-decomposition [4] or by explicit formulae that are analogous to the ones proposed by
Rosenthal and Linsen [24] for least-squares approximation. The least-squares approximation
used by Rosenthal and Linsen can be viewed as a particular case of MLS with the weight
function w(x) ≡ 1. A simple one-dimensional test comparing the two approaches is presented
in Figure 1. It is shown that MLS produces a smoother interpolation when compared to
least squares.

For all our tests we use

wi(x) =
{ (

1− ‖x‖2/h2
i

)
for |x| ≤ hi

0 else ,
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Figure 1 Comparison of least squares and MLS approximation for two close samples in one spatial
dimension. Samples are located at {0, 1, 2, 2.95, 3.05, 4, 5, 6} with values due to the function f(x) =
x3 + 10. We used 6 nearest neighbors in both cases and the weight function w(x) = (1− (x/3.5)2)
for MLS. MLS produces a smoother interpolation.

where hi is the support size chosen to be equal to the distance between the ith sample and
the farthest of the 26 nearest neighbors.

After having determined an MLS linear approximation in the neighborhood of the ith
sample, we can set

∇g(xi) ≈ ai.

We note that we stay rather in the frame of the DEM than the EFG formulation. Similar to
Ledergerber et al. [10] we prefer the faster method, since the improvement by more accurate
derivative estimation is negligible. To estimate the divergence of a vector field (g1, g2, g3)
at a sample point xi we construct the linear least-square approximations gki for each k-th
component and then sum up the coefficients as

∇ · (g1, g2, g3)(xi) = (a1
i )1 + (a2

i )2 + (a3
i )3.

For the time integration we use an explicit Euler scheme. Hence, the iteration step

ϕk+1 = ϕk + ∆t
[
δε(ϕk) (sgn(f − fiso)− sgnε(ϕk)) + λ δε′(ϕk) ∇ ·

(
∇ϕk

|∇ϕk|

)]
(9)

is applied to all sample points xi. The upper index k stands for the k-th layer in time. The
use of the explicit first-order scheme ensures that the iterations are stable for a sufficiently
small ∆t depending on the spatial resolution. However, since the sampling is irregular, the
choice of a globally stable ∆t can be small. We refer the reader to the discussion about the
choice of ∆t and asynchronous time integration by Rosenthal and Linsen [24].

4.3 Reinitialization
Stability of evolution of ϕ according to a level-set equation requires closeness of ϕ to a signed
distance function [22]. The width of the band involved in computations due to Equation (9)
is determined by the size of the support of the smeared-out delta function δε(ϕ). In the
neighborhood of an isopoint p ∈ Γiso, it can be roughly estimated as 4ε|∇ϕ(p)|. Thus, a
high gradient of ϕ makes the band narrow and slows down propagation of Γiso. However,
small values of the gradient norm make the computations in Equation (9) unstable due
to the division by |∇ϕ|. This observation explains the need for keeping |∇ϕ| ≈ 1 during
computations.
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An exact calculation of the signed distance function is extremely time consuming. A
standard approach is to trigger a reinitialization routine after several evolution steps [19].
This procedure drives the auxiliary function ψ towards a signed distance function of the
zero-isosurface as in the Eikonal equation

∂ψ(x, τ)
∂τ

= sgn(ϕ(x, t)) (1− |∇ψ(x, τ)|) . (10)

We discretize and solve Equation (10) for τ > 0 with the initial condition ψ(x, 0) = ϕ(x, t).
A few iterations suffice. After the reinitialization procedure, we set ϕ = ψ and continue the
computations with respect to the level-set equation.

If the level-set function remains close to the signed distance function during evolution,
the governing equation could be simplified [19]. For example, the mean curvature term could
be reduced to the Laplacian of ϕ. In our approach, no simplified equation is used. Therefore,
we may moderate the requirement for ϕ to c < |∇ϕ(xi, t)| < C with some constants c and
C ∈ R+ for all 1 ≤ i ≤ N and t ≥ 0. Hence, it is enough to have a mechanism that suppresses
large and low gradients. Such a tool was proposed by Li et al. [14] in form of an additional
diffusion term. This term minimizes a functional controlling the closeness of the level-set
function to the signed distance function. It eliminates the need to solve the Eikonal equation.
We discuss this enhancement of our level-set method in Section 5.

4.4 Choice of Parameters and Level-Set Function Initialization
The parameters ε and ε′ define a band around the isosurface, where the level-set function
values are to be updated. Usually, they are chosen to be comparable with the cell size. In
our experiments, we set ε = ε′ ∈ [1.0l, 1.5l], where l is the local average distance between
samples. This choice results in a width of the band of 4ε due to the definition of the δε
function. Small values prevent isosurface propagation, large smoothing parameters decrease
efficiency of the method.

Next, we choose a sufficiently small time step ∆t to ensure that the main term in Equation
(9) does not destroy local monotonicity of ϕ and provides stable computations. In Figure 2,
we show how the choice of ∆t influences the shape of ϕ1(x) initialized as ϕ0(x) = −x. The
one-dimensional examples show that large time steps cause instabilities, whereas small steps
∆t slow down the propagation of the profile. Scaling analysis gives ∆t ∼ ε2. In our tests we
use ∆t ∈ [0.3ε2, 0.6ε2]. It is possible to derive an exact estimation for the time stepping as
it is shown for simple one-dimensional regularized functions in the appendix.

The last parameter to be set is λ. We refer the reader to Rosenthal and Linsen [24] for
the stability analysis of the smoothing term in Equation (9) for regular and unstructured
grids. Small λ may result in non-smooth surface, large values make computations unstable.
For our tests we use ∆tλ < 0.5.

Then we should specify an initial condition for Equation (9) to obtain a Cauchy problem.
For the reasons discussed in the previous section, it is desirable to set ϕ(x, 0) as a signed
distance function, i.e., |∇ϕ(x, 0)| = 1. In our tests, we use the scalar function f representing
mass density or temperature distribution in an astrophysical object. These quantities
necessarily vanish on the boundary of the domain D. Thus, their isosurfaces are closed
hypersurfaces with gradients pointing inside the closed volume. Therefore, it is preferable to
initialize the level-set function with a closed zero-level surface embedded in D and containing
the subdomain of interest D′ inside the bounded volume. A simple way to achieve this, is to
use the ansatz

ϕ(x, 0) = r0 − |x− x0|
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Figure 2 Dependance of the profile of the level-set function after one time step on the choice
of ∆t using the one-dimensional underlying scalar fields f(x) = 1 (left) and f(x) = sgn(x) (right).
Initial level-set function ϕ0(x) = −x (blue line) and level-set function ϕ1(x) after first time step for
∆t = 0.5, 1.0, 1.5 (green, gray, and red lines, respectively) are shown with parameter ε = 1. Large
time steps destroy the local monotonicity of ϕ.

with some parameters r0 > 0 and x0 ∈ D representing the radius and center of a sphere,
respectively. Let Ω+(g) = {x ∈ D : g(x) > 0} and Ω−(g) = Ω+(−g) for any scalar function
g. Let the region Ω+(f − fiso) have several components. Our method recovers all isosurfaces,
for which the intersection of Ω+(f − fiso) with Ω+(ϕ) is non-empty.

5 Level-Set Method without Reinitialization

A new variational formulation for active contours was proposed by Li et al. [14]. The main
idea is to add the term

E3 = 1
2

∫
D

(|∇ϕ(x)| − 1)2 dx (11)

added with some weight µ to the functional E. This term penalizes deviation of the level-set
function from a signed distance function. It aims to make the algorithm more efficient by
eliminating the costly reinitialization routine.

The associated Euler-Lagrange equation reads

0 = − ∇ ·
[
(|∇ϕ(x)| − 1) ∇ϕ(x)

|∇ϕ(x)|

]
. (12)

We add the weighted term to Equation (7), discretize it in space and time, and derive the
formulation

ϕk+1 = ϕk + ∆t
[
δε(ϕk) (sgn(f − fiso)− sgnε(ϕk)) (13)

+λ δε′(ϕk) ∇ ·
(
∇ϕk

|∇ϕk|

)
+ µ∇ ·

(
(|∇ϕk| − 1) ∇ϕ

k

|∇ϕk|

)]
.

One of our tasks was to test the algorithm without reinitialization on the problems of smooth
isosurface extraction in comparison to the standard variant with the Eikonal equation.
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Figure 3 Scheme of the local completion of the point-based surface. The sample of interest and
its neighbors (dark), added rough estimates of additional samples (red non-filled), and corrected
additional points (red filled) are shown.

6 Isopoints Computation

Following steps are performed after finishing an iteration due to the level-set equation:
1. a rough estimate for a set of isopoints pk is computed;
2. positions of pk are improved;
3. the set of isopoints is completed and rendered.

In the first step, we find all pairs of neighboring samples xi and xj such that sgn(ϕi) 6=
sgn(ϕj). Using an angle criterion [23], some pairs are rejected. Isopoints are found by means
of linear interpolation between the pairs of detected samples.

In the second step, we refine the position of each isopoint pk using MLS and Newton’s
method as follows:

pi+1
k = pik −

ϕ(pik)
|∇ϕ(pik)|2

∇ϕ(pik), p0
k = pk. (14)

Iterations are performed until |pi+1
k − pik| is sufficiently small.

The resulting point set is quite accurate but in most cases has low (and non-uniform)
density for rendering. We complete the set as it is shown in Figure 3. In the neighborhood
of each pk we compute a linear approximation to the isosurface. The plane is divided in cells
of small size. Then, neighbors of pk are orthogonally projected to the plane. We add new
samples in empty cells and refine them by Newton’s method (14). Normals at isopoints are
computed during the refinement procedure. Assuring high sampling rate, the final completed
point set can be rendered using mere point renderings (with local shading). Alternatively,
one can use a somewhat lower sampling rate and use the standard splat-based rendering
approach

7 Comparison with Literature

There are three aspects that distinguish our approach from the one proposed by Rosenthal
and Linsen [24], namely: the main part of the cost function, the variational derivation of
the level-set equation, and the non-morphological approach. In addition, we consider an
algorithm with a proper diffusive term to make the reinitialization procedure obsolete.

The functional

Ē =
∫
D

|ϕ(x)− (f(x)− fiso)|dx (15)
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was proposed by Rosenthal and Linsen [23] to measure the accuracy of isosurface extraction.
The proposed evolution level-set equation has the form

∂ϕ(x, t)
∂t

+ (ϕ(x, t)− (f(x)− fiso)) |∇ϕ(x, t)| = 0 . (16)

This equation pushes ϕ towards f(x)− fiso on the global scope, whereas the reinitialization
step tries to restore the signed distance function. As a result, ϕ converges to some compromise,
possibly being far away from both. Moreover, if we scale the field f(x) − fiso by a large
constant factor k, the isosurface obviously remains unchanged, but the discretized Equation
(16) requires a much smaller time step ∆t. When nevertheless choosing larger time steps, the
reinitialization procedure needs to be called after each iteration and needs to perform many
iterations on the whole data set. Obviously, the computational costs increase significantly.

It is absolutely not necessary to achieve ϕ(x, t) → f(x) − fiso to be able to detect the
isosurface Γiso. It suffices to make the sets Ω±(ϕ) and Ω±(f − fiso) coincide. The closeness
of the sets can be measured with the functional E1. In contrast to Ē, our functional and
level-set equation parameters are not sensible to the magnitude of f , which makes our
approach preferable. In practice, the minimization of E1 on a discrete set of nodes results in
the detection of the isosurface that is accurate up to the local internodal scale. Correction of
the isosurface on the subgrid scale is then dominated by the smoothing and reinitialization
procedures.

Finally, we underline the fact that our goal is to extract local isosurfaces. The method
automatically detects those parts of a multi-component isosurface, which intersect with the
subdomain of interest. This property will be demonstrated in experiments below.

8 Results and Discussion

8.1 Measurement Functionals
The following functionals are computed and recorded during our tests to measure the quality
of the solution.

P (t) = 1
2N

N∑
i=1
|sgn(ϕ(xi, t))− sgn(f(xi)− fiso)|

computes the relative number of samples, at which the sign of the level-set function is
different to the sign of the underlying scalar field. P can remain large, if not all isosurface
components are extracted. Constant P indicates no propagation of the isosurface.

MG(t) = max
j

{
|∇ϕ(pj , t)|, |∇ϕ(pj , t)|−1}

and

AG(t) = 1
M

M∑
j=1

max
{
|∇ϕ(pj , t)|, |∇ϕ(pj , t)|−1}

measure the maximal and the average deviation of ϕ from the signed distance function at M
isopoints. If the analytical form of f is known, we can estimate the average distance from
isopoints to the exact isosurface as follows

L(t) = 1
M

M∑
j=1

|f(pj)− fiso|
|∇f(pj)|

.
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Figure 4 Level-set evolution of the isosurface for a one-component synthetic data set: steps 5,
10, 15, 20, 30, 50, and 75 are presented. Splat-based rendering of refined isopoint sets is performed.
Parameters: total number of samples in the box [0, 128]3 is 2M, 4t = 1.0, ε = 4.0, ε′ = 5.0, and
λ = 0.15. Two reinitialization steps are performed after each iteration.

Here, we used

|pj − y| = |f(pj)− f(y)|
|f(pj)− f(y)| ‖pj − y‖ ≈ |f(pj)− fiso|

|∇f(pj)|
,

where y is the point closest to pj on the exact isosurface: f(y) = fiso. The approximation is
accurate for small |pj − y|.

Beside the quantities above, we are interested in the efficiency of the methods, which is
related to the amount of time needed to perform one temporal iteration. We have performed
several tests based on synthetic and real-world data presented in the following.

8.2 One-component Synthetic Data
In our first experiment, we investigated the accuracy and convergence of our method. We use a
synthetic volume data given by the analytic scalar field f(x) = −((ax+0.05(ay)3)2+0.7(ay)2+
0.3(az − 0.7(ya)2)2 − 4.0)/a2 with a = 0.1. Extracted is the isosurface Γ = {x : f(x) = 0}.
There are 2M samples randomly distributed within a cube of edge size 128. The isosurface is
initialized as a sphere. Positions of the isosurface during the level-set iterations as well as the
evolution of the main process characteristics are presented in Figure 4. One iteration of our
level-set approach takes about 15s on a standard PC with an Intel Xeon (3.2GHz, quad-core)
processor. The final average distance between isopoints and the exact isosurface is of order
0.7, which is less than the average sample distance (∼ 1) and the characteristic length of the
isosurface (∼ 100). Here, as well as in the next experiments we intentionally perform more
iterations than necessary to document convergence of our method.

8.3 Multi-component Synthetic Data
The second experiment shows the extraction of a subset of isosurface components and
illustrates the flexibility of the method with respect to the initial surface setting. The
results are shown in Figure 5. The initial isosurface represents two intersecting spheres.

Chapte r 16



234 Variational Level-Set Detection of Local Isosurfaces

AG

MG

30 P

L�3

0 20 40 60
i

0.5

1.0

1.5

2.0

Figure 5 Level-set evolution of the isosurface
for a multi-component synthetic data set: steps
0, 3, 5, 8, 10, 20, 30, 50 and 100 are shown. Point
rendering is used. Parameters: total number of
samples in the box [0, 128]3 is 2M,4t = 1.25, ε =
3.5, ε′ = 5.0, and λ = 0.01. Two reinitialization
steps are performed after each iteration.
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Figure 6 Level-set evolution of the isosurface
for the White Dwarf data set: steps 0, 3, 5, 8, 10,
20, 30, 50 and 100 are shown. Point rendering
is used. Parameters: total number of samples
in the box [0, 128]3 is 2M, 4t = 1.25, ε = 3.5,
ε′ = 5.0, and λ = 0.01. Four reinitialization
steps are performed after each iteration. Data set
courtesy of Stephan Rosswog, Jacobs University,
Bremen, Germany.
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Figure 7 Level-set evolution of the isosurface without reinitialization for the data set with two
White Dwarfs: steps 10, 50, 100 and 150 are shown. Splat-based rendering is used. Parameters:
total number of samples is 2.5M, 4t = 0.0025, ε = 1.0, ε′ = 0.2, λ = 10−8, and µ = 10−6. Data set
courtesy of Stephan Rosswog, Jacobs University, Bremen, Germany.

One iteration takes about 15s. The final average distance between isopoints and the exact
isosurface is ≈ 0.14 (the average sample distance: ∼ 1, object size: ∼ 90). The method
is stable to the isosurface’s topology change. Larger values of λ lead to disappearance of
the central spherical isosurface component due to the high curvature values. High values of
MG(t) in the first steps are due to non-smooth behavior of the initial level-set function: the
gradient degenerates at the samples close to the spheres’ intersection line.

8.4 Real Volume Data

In the next test we extract one of two isosurface components by applying our method to
a region of interest of a real-world astrophysical data set. The data set consists of 0.5M
samples and represents a White Dwarf passing close to a Black Hole (not represented in
data). The isosurface of the star corresponding to fiso = 0.001 consists of two parts (a head
and a tail). We extract one of them placed in the core of the White Dwarf. The results are
shown in Figure 6. One iteration takes about 12s.

8.5 Method without Reinitialization

We applied the reinitialization-free method (13) to all data sets from previous tests. We
found that the propagation of the isosurface is too slow for various parameters combinations
we tried. The reason could be that the diffusion-like term may push the isosurface in the
direction opposite to its movement. The larger µ, the more obvious is this action. Low
µ prevents the suppression of high gradients, which also leads to slow propagation of the
surface. In contrast, this is not the case for the method with reinitialization, since we do not
change the isosurface location while solving the Eikonal equation (10).

Results of one experiment for the reinitialization-free algorithm are presented in Figure 7.
The data set consist of 2.5M samples and represents two White Dwarfs passing close to each
other with a mass accretion developed. We extract the isosurface Γ = {x : f(x) = 0.055} of
one star only. The level-set function was initialized as a sphere. One iteration took ∼ 12s
computational time. In Figure 8 we compare the evolution of gradient norms (minimal,
maximal, and average) with the diffusion term enabled (green curves) and disabled (blue
curves). The diffusion term moves the average gradient norm toward the value 1 and therefore
helps the surface propagation. However, since the coefficient µ was chosen to be small, the
effect is minimal. It is impossible to increase µ, as it leads to unstable computations.
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Figure 8 Influence of the diffusion term from Equation (5) on the behavior of the gradient norm.
Green lines represent the experiments of Figure 7 with µ = 10−6, while blue lines show the same
experiments with µ = 0. The improvement of the gradient norm evolution is minimal, but larger
values of µ lead to instable computations.

9 Conclusion and Future Work

We have proposed a novel level-set approach for smooth isosurface extraction that works for
both structured and unstructured point-based volume data. A variational approach was used
to derive a level-set equation that determines the evolution of the interface towards its steady
state. The variational approach provides fast convergence. The action of the main terms of
the governing equation at each time step was localized to a narrow neighborhood around
the zero level surface of the auxiliary function. This led to a speed-up of our method when
compared to algorithms acting on all levels. The locality allowed us to apply our method
to subdomains of interest and to extract a subset of isocomponents. Finally, we tested a
specific diffusion term in the level-set equation to avoid costly reinitialization.

We compared our algorithm to the state-of-the-art approach proposed by Rosenthal and
Linsen. We showed that in their algorithm the efficiency was strongly affected by properties
of the underlying scalar field f . In particular, large gradients required small time steps and
frequent reinitialization. We removed this issue by a proper choice of the cost functional.
We tested the proposed method on synthetic and real-world data sets. Localization of the
update reduced the computational time of the isosurface extraction in the White Dwarf data
by factor 2 when compared to the method by Rosenthal and Linsen.

In the proposed method, all computations (except those due to the signed distance
property) are concentrated in a small neighborhood around the zero-isosurface of the level-set
function. It provides a gradual smooth evolution of the surface during computations, but
still requires significant computational efforts to maintain the signed distance property.
An improvement in the efficiency of the method can be obtained by incorporating a local
reinitialization procedure in the algorithm.

There are possible improvements in the algorithm which would increase the accuracy at
the cost of efficiency:

use of a higher-order basis in MLS;
more accurate estimation of MLS gradients [3]; and
more accurate time-integration scheme (provided that the spatial approximation is
accurate).

To increase the efficiency of the method, one can use individual time steps for samples and
smoothing parameters that are adaptive in space and time.
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Appendix

I Theorem 1. Let

ϕk+1(x) = ϕk(x) + ∆t δα(ϕk(x)) (sgn(f(x)− fiso)− sgnα(ϕk(x)))

for all natural k ≥ 1 with some ϕ0(x), f(x), and a constant fiso. Here,

δα(x) =

 (α− |x|)
α2 |x| < α

0 else
, sgnα(x) =

 x (2α− |x|)
α2 |x| < α

sgn(x) else
.

Then, ϕk(x)→ ϕ∞(x) as k →∞ pointwise for ∆t < α2, where

ϕ∞(x) =
{
α sgn(f(x)− fiso) for |ϕ0(x)| < α

ϕ0(x) else .

Moreover, ϕk(x) inherits the monotonicity of ϕ0(x) if ∆t < α2/3.

Proof. For all x with |ϕ0(x)| ≥ α, the main equation reads ϕk+1(x) ≡ ϕk(x). Thus, the
statement is trivial. Now, we assume sgn(f(x)−fiso) ≡ 1 for those x at which 0 ≤ ϕ0(x) < α.
Other cases can be proven by analogy. The simplified equation reads

ϕk+1(x) = ϕk(x) + ∆t
α4 (α−ϕk(x)) (α2−ϕk(x) (2α−ϕk(x))) = ϕk(x) + ∆t

α4 (α−ϕk(x))3.

The following estimations for ∆t ≤ α2 and 0 ≤ ϕk(x) < α hold:

ϕk+1(x)− ϕk(x) = ∆t
α4 (α− ϕk(x))3 > 0;

α− ϕk+1(x) = α− ϕk(x)− ∆t
α4 (α− ϕk(x))3 = (α− ϕk(x))

[
1− ∆t

α4 (α− ϕk(x))2
]
≥ 0.

This shows that {ϕk(x)} is a strictly monotonely increasing sequence bounded from above.
Clearly, α is the minimal upper bound. Thus, the first part of the theorem is proven.

To show the monotonicity of ϕk(x) with respect to x, we observe that for the function
f(x) = x+ ∆t(α− x)3/α4

f ′(x) = 1− 3∆t(α− x)2/α4 ≥ 0

if ∆t ≤ α2/3 and 0 ≤ x < α. Therefore, ϕk+1(x) ≥ ϕk+1(y) if ϕk(x) ≥ ϕk(y). J

The regularized functions used in our experiments have a support that is two times larger
than the support of the functions in the theorem statement. The substitution α = 2ε leads
to the estimation ∆t ≤ 4ε2/3, which is close to what one finds numerically.
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Abstract
We present lessons learned from the iterative design of QuestVis, a visualization interface for
the QUEST environmental sustainability model. The QUEST model predicts the effects of
policy choices in the present using scenarios of future outcomes that consist of several hundred
indicators. QuestVis treats this information as a high-dimensional dataset, and shows the rela-
tionship between input choices and output indicators using linked views and a compact multilevel
browser for indicator values. A first prototype also featured an overview of the space of all pos-
sible scenarios based on dimensionality reduction, but this representation was deemed to be be
inappropriate for a target audience of people unfamiliar with data analysis. A second prototype
with a considerably simplified and streamlined interface was created that supported comparison
between multiple scenarios using a flexible approach to aggregation. However, QuestVis was not
deployed because of a mismatch between the design goals of the project and the true needs of the
target user community, who did not need to carry out detailed analysis of the high-dimensional
dataset. We discuss this breakdown in the context of a nested model for visualization design and
evaluation.

1998 ACM Subject Classification I.3.6 Computer Graphics, Methodology and Techniques,Graphics
data structures and data types

Keywords and phrases high-dimensional visualization, dimensionality reduction, linked views,
simulation visualization, design study
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1 Introduction

Most people have a vision of the future they desire. A desired future might have low
unemployment, or less traffic, or clean air, or maybe all of the above. However, people are
often unaware of how the interplay between regional policy choices made in the present could
either bring about or prevent desired aspects of these futures.

The Georgia Basins Futures Project created an interactive software system called QUEST
(Quite Useful Ecosystem Scenario Tool) to engage the public in dialogue about sustainability
choices and outcomes [4]. QUEST contains computational models that generate future
scenarios by predicting living conditions over the next forty years for the Georgia Basin
region. These models are informed by expert understanding of ecological, social and economic
systems. They have free parameters that users can set to reflect assumptions about how
the future will unfold, governmental policies that will be implemented at a local level, and
individual behaviors. QUEST is designed for use by lay people interested in learning about

∗ This work was supported by the GEOIDE NCE.

© Tamara Munzner, Aaron Barsky, and Matt Williams;
licensed under Creative Commons License ND

Scientific Visualization: Interactions, Features, Metaphors. Dagstuhl Follow-Ups, Vol. 2.
Editor: Hans Hagen; pp. 240–259

Dagstuhl Publishing
Schloss Dagstuhl – Leibniz Zentrum für, Germany

http://dx.doi.org/10.4230/DFU.Vol2.SciViz.2011.240
http://creativecommons.org/licenses/by-nd/3.0/
http://www.dagstuhl.de/dagpub/978-3-939897-26-2


T. Munzner, A. Barsky, and M. Williams 241

sustainability issues in a facilitated workshop format lasting less than a single day. The goal
of the project is to increase a participant’s understanding of how current decisions affect the
sustainability for the region. Its underlying philosophy is that the real purpose of modeling is
not to describe the world, but to change the thinking of users. After its initial development
at the Sustainable Development Research Institute at the University of British Columbia,
QUEST has been further refined by the spinoff company Envision Sustainability Tools, Inc.

A single QUEST prediction has 294 indicators that characterize a future scenario. Example
indicators include the amount of coal burned for electricity generation, the average amount
of time spent in a car commuting each day, and the health of the sockeye salmon fisheries.
Any change to a model parameter will generates a new scenario, where some or all of these
294 indicators may have changed.

From an information visualization perspective, we can consider these QUEST predictions
as a high-dimensional data set with 294 dimensions. The goal of the QuestVis project was to
use information visualization techniques to allow individual users to explore this rich data
set of scenarios more extensively, both within and between scenarios. In this paper, we will
present the design of the two interactive prototypes that we iteratively developed. The main
contribution of this paper is the reflection on the lessons learned in this process.

We begin in Section 2 with background about the usage of the current QUEST system
in workshops. Section 3 presents the design choices of the first prototype, and Section 4
discusses its limitations. We continue with the design of the second prototype in Section
5, and then reflections on its strengths and limitations in Section 6. We then discuss the
related work in Section 7, and conclude in Section 8.

2 QUEST Usage

The QUEST software was designed for use in a large-group workshop format with a trained
facilitator, rather than for individual exploratory use. A QUEST session has three sequential
stages: an input stage where the group makes policy decisions by specifying the choices for a
scenario, a model computation stage to which generates scenario indicators as output, and an
analysis stage where future scenarios are understood through inspection of these indicators.
Optimizing for some indicators may force others to have less desirable values. QUEST is
intended to help lay people understand these tradeoffs at a deeper level than they did before
participating in a workshop. These people are often citizens in a particular community that
are wrestling with thorny policy choices, and QUEST workshops are used as part of a public
engagement process.

In the input stage, up to 49 policy choices can be made. For example, the waste
reduction policy choice controls which of five levels the scenario will use, from a maximum
of significant reduction to a minimum of same as now. The facilitator leads the group
through these choices, with significant discussion of possible consequences of their decision
making. These choices are grouped into categories, and QUEST supports presets that can
specify many input choices at once within a category. For example, Figure 1a shows that the
Urban Development options has four presets: Current Trend; Protect Air, Water and
Land; Strengthen Communities; and Live and Let Live. Choosing one of these presets
sets all seven of the input choices, although any of them can be explicitly overridden after
that choice is made. At a higher level, there is a two-phase structure, with a division into the
Set Context and Choose Options phases. After all input decisions are made, the facilitator
explicitly starts the model computation phase, which takes approximately two minutes. That
time is typically spent in continued group discussion.
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(a) (b)

(c) (d)

Figure 1 The QUEST user interface. (a) In the input stage, policy decisions are made by using
the Scenario Navigation menu on the left to select an option category, and then either using one
of the preset options in the middle to specify an entire set of choices at once, or making detailed
choices for individual options on the right. (b) The analysis stage begins with the overview page,
showing a carefully chosen subset of 9 of the 294 output indicators using a radial chart. (c) Picking
picking one of the 88 possible windows from the hierarchical Scenario Navigation menu on the
left allows detailed analysis of the 294 QUEST output indicators for the chosen scenario. The
Population by Density view shows six of the indicators as stacked bar charts. The input choices
related to each view are shown on the right as read-only displays that cannot be changed at this
stage. (d) The Economic Activity by Sector view shows seven other indicators.

The third stage of QUEST usage is the analysis phase. Figure 1b shows the overview
screen for the scenario that presents nine of the indicators in radial chart form, with the values
for today overlaid with the values forty years from now as a radar graph. The 294 output
indicators are categorized into a two-level hierarchy with a total of 88 detailed views featuring
bar charts, which can be selected by drilling down through the Scenario Navigation result
menus. Figures 1c and 1d show two of these views, which are used to understand specific
aspects of the chosen future scenario. The input variables that could affect the indicators in
question are shown on the right, but they cannot be changed during this analysis stage.

The entire facilitated process of choosing the input decisions, computing the future, and
analyzing a single chosen future scenario typically takes over an hour. The facilitator does
not typically lead the group through an exhaustive analysis of every single indicator, but
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focuses on the most relevant ones. In a workshop, this process is typically repeated a few
times to analyze a small number of scenarios.

2.1 QUEST Strengths and Limitations
Many design decisions in QUEST were made with careful attention to the difficult nuances
of how to use technology to engage citizens in an informed sustainability discussion, with the
ultimate goal of not only furthering their understanding but changing their behavior. The
user interface has a very polished graphic design, a very appropriate choice for its intended
audience of the nontechnical lay public. The software is well suited for a detailed investigation
of a few key indicators, as part of an in-depth facilitated group discussion.

However, when considering the capabilities of the software as an interface that could allow
the exploration of a rich information space, we identified a significant limitation. The tool
does not provide support for synthesizing a high-level understanding of how specific input
choices allow or preclude whole sets of scenarios. The reason for this limitation is two-fold.

First, it is difficult to compare indicators from different categories within a single scenario
because they are presented on separate screens. Individual screens have a low information
density, using a large number of pixels to show only a few variables. To comprehend the
relationships between the highly interdependent output indicators, for example whether an
attempt to improve water quality will always result in an economic loss as measured across
several possible indicators, people must internally synthesize results from multiple screens.
However, research has shown strict limits on the capacity for people to conduct a detailed
comparison of remembered images with their current view [12, 17]. Moreover, the overview
only presents information about nine specific indicators. If the user is interested in any of
the 285 other indicators, the overview screen is not useful.

Second, comparing indicator values between different scenarios is even more difficult, so it
is difficult to make a judgement about the quality of a particular scenario compared to other
possible alternatives. The central problem is the three-stage architecture where interaction is
separated into two distinct phases, setting input choices versus analyzing output indicators,
with a wait of multiple minutes between the two. A fundamental theory of interaction
design separates human cognitive response to systems based on response time, with major
differences at three threshold limits: multisecond, one second, and subsecond wait times [3].
The multi-minute gap precludes any kind of tight coupling where the result of changing an
input choice on the output indicators is immediately visible. QUEST displays the specific
inputs that might affect the output indicators on a given screen in the analysis phase, but they
are read-only and cannot be changed. Moreover, setting the inputs a relatively cumbersome
multi-step operation, because the user must use a menu to navigate to the multiple views to
make input choices across many categories.

Finally, the need for a trained facilitator is a major resource constraint. An earlier version
of QUEST did try to support individual rather than facilitated group exploration, but it was
deemed too difficult for lay users to understand the complexities of the problem without a
trained facilitator.

3 First Prototype

We created QuestVis, shown in Figure 2, a fully interactive prototype with an interface
designed for interactive exploration of data generated by the existing QUEST computational
models. It was designed primarily to support individual exploration, although it could also be
used by a facilitator in a group setting. Our hope was that powerful interactive exploration

Chapte r 17



244 Reflections on QuestVis

Figure 2 The first QuestVis prototype. Top: Exploring a single scenario, with the multilevel
indicator expanded to the middle level. Bottom: Comparing two scenarios at the highest level of
aggregation.
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capabilities would allow nontechnical users to directly synthesize an understanding of the
linkages between current policy choices and future outcomes, without the need for a facilitator.

We made three major decisions in the design of the first QuestVis prototype. First, we
provided linked views of the input choices and the output indicators that were always visible,
with the ability to change any input choices at any time and see immediate visual feedback
of how the indicators changed in response. Second, we created a multilevel overview of the
indicators that was compact enough to see all indicators within a scenario simultaneously
when fully expanded, or to compare between scenarios at higher levels of aggregation. Third,
we showed where chosen scenarios fell within a visual representation of the space of all
possible scenarios.

3.1 Linking Input Choices With Output Indicators

The goal of enabling immediate changes for output indicators in response to input choice
changes required us to use a very different system architecture than the original QUEST. We
generated a database of precomputed scenarios, removing the need for a model computation
stage and for a separation between specifying input and analyzing output stages. The set of
input choices is used as the key for the database, which returns the 294 output indicators
associated with that particular scenario. The database was generated by running the
computational model in batch mode, and saving the computed indicators. This architecture
would not be feasible with the full set of 49 input decisions that each had four possible
choices, yielding the intractable number of 1030 scenarios. The model creators at SDRI and
Envision chose the 11 most influential input decisions to use in creating the database. Ten
of these inputs had three possible choices, while one input had two choices. The resulting
database was a manageable size, containing 310 ∗ 21 = 118,098 scenarios.

QuestVis shows input choices and output indicators side by side on the same screen. The
full set of 11 input choices are displayed in a panel on the left, with sliders that visually
indicate the current choices and can be changed at any time. When an input choice is
changed, the output indicators immediately update. QuestVis is architected as a front-end
Java client that connects to a back-end database running on a separate machine. Subsecond
response time for an update is typical when a high-bandwidth connection between these two
machines is available.

In addition to real-time responsiveness, we create an explicit visual linkage between the
input and output displays using linked highlighting. In addition to the large data set that
is the mappings from input to output choices for each scenario, the database also contains
a list of which input choices can affect each indicator, and which indicators can change
when a particular input choice is changed. The linked mouseover highlighting makes this
information visually apparent to the user at all times, as shown in Figure 3. When the user
moves the cursor over an output indicator, the input sliders that can affect it are highlighted
by changing their background color to light blue. Conversely, when the user moves the
cursor over an input slider, the output indicators that could change when it is moved are
highlighted with a red underline. Our conjecture was that the combination of real-time
response and linked highlighting would allow users to understand the consequences of input
choices through direct experimentation and exploration, without the need for guidance from
a facilitator to explain the consequences of environmental choices during an extensive and
separate input decision phase. In QuestVis, exploration can take place in a tight loop that
allows users to see the impact of a few policy changes per second, as opposed to the time
scale of a few choices per hour in the previous paradigm.
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Figure 3 Bidirectional linked highlighting between input choices and output indicators. Left:
The input choice sliders that can affect an output indicator are highlighted on mouseover with
blue backgrounds. Right: All output indicators that an input slider can affect are highlighted on
mouseover by underlining them in red.

3.2 Multilevel Indicator Browsing

QuestVis provides indicator browsing in two ways. There is a detail view very similar to
QUEST, with a dedicated window for showing a small number of indicators in a single bar
chart, using spatial position to encode the indicator values. However, considerably less screen
area is devoted to this window than in QUEST.

QuestVis also has a large overview region that shows information about indicators
at three possible levels. The multilevel indicator browsing is supported using a compact
visual encoding of colored boxes, as in the heatmap views that have become popular in
bioinformatics [19], rather than the radar graph of Figure 1b that requires a lot of display
area because the information is encoded using spatial position.

Each colored box showing an indicator value is several pixels on a side: large enough to
avoid difficulties with small-field color perception, but much smaller than would be required
to encode the data spatially. We use a diverging color scale, where white represents no
change compared to the present-day value. Saturation represents the size of the increase
or decrease from this value, with fully saturated blue for the maximum increase and fully
saturated green for the maximum decrease. These values are normalized for each indicator
relative to the its minimum and maximum values across all scenarios in the database.

Figure 4 shows a zoomed-in view of this overview region in the fully expanded state,
when the full set of 294 output indicators for a scenario are shown simultaneously. The
indicators are organized into thirteen categories, such as Energy, Transportation, Water,
and Air Quality, and each is shown in a separate row. The fully expanded state allows easy
comparison between all of the indicators for a scenario. Clicking on an indicator box in the
fully expanded view changes the detailed bar chart shown in the upper right corner. The full
overview can be collapsed to a mid-level view showing only the most important indicators for
each category, or to a high-level view showing only one colored box for each category with
an aggregate value that is the average of all indicators in the category, as shown in Figure 5.
Clicking on the scenario name at the top of the column triggers the expanding or collapsing
behavior. The organization of indicators into categories and the choice of which indicators
to use for the mid-level overview was provided by the model creators.

The small footprint of the highest-level aggregate overview, requiring only a single column
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Figure 4 The fully expanded indicator overview shows all 294 dimensions simultaneously using
color encoding rather than spatial position. In this scenario, the saturated blue for most of the
Demography indicators show a dramatic population increase. A few Cost of Living indicators are
white, showing no change from the present day, while the rest are green, showing a decrease. (The
numbers presented within each cell identify the indicator number, for development purposes.)

Figure 5 Multilevel indicator browsing. Left: The highest level shows aggregate values for each
category. Middle: The middle level shows only the most important indicators within a category.
Right: The fully expanded overview shows all 294 indicators simultaneously. The user can drill
down to the lowest level by clicking on an indicator box to see detailed bar charts.

of boxes, enables side-by-side comparison between multiple scenarios. Figure 6a illustrates
a comparison between three scenarios. We can see in a single glance that many categories
are unchanged with the same colors across each row, including Demography, Solid Waste,
Neighbourhoods, and Water; the leftmost scenario has lower Cost of Living, in green; and
the rightmost scenario has more Government, in blue.

3.3 Dimensionality Reduction for Context
A QUEST scenario can be considered as a point in a high-dimensional space of 294 dimensions,
one for each indicator, which we will call scenario space. Although scenario space has far too
many dimensions to inspect directly, we wanted to show how a scenario fit into the context
of other scenarios by using a dimensionality reduction approach to create a two-dimensional
overview. Dimensionality reduction relies on the idea that some data sets measured in a
high-dimensional space have a true structure that can be closely approximated in a space of
much lower dimension.

In QuestVis, we used multidimensional scaling to create a two-dimensional overview of
scenario space, as shown in the upper middle panes of Figure 2 and in Figures 6b and 7.
In multidimensional scaling, points are placed by minimizing the difference in distances
between pairs of low-dimensional points versus their high-dimensional counterparts. This
computation is time-consuming, so we pre-computed a single layout for scenario space offline
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(a) (b)

Figure 6 (a) The highest-level indicator view has a small footprint, allowing side-by-side com-
parison between columns of multiple scenarios. It aggregates information for all 294 indicators, as
opposed to the radar graph in Figure 1b that only shows 9 of the indicators. (b) Dimensionality
reduction to show where a particular scenario, marked by the rectangle, fits within the context of
scenario space. Here, the points are colored by the value of the Time in Car indicator.

(a) (b)

Figure 7 Scenario space overviews. (a) Colored by the Industrial Energy Use indicator, with
trail showing the history of previously selected scenarios. (b) Colored by the Water Use indicator,
and filtered to only show scenarios with the greatest increase for this indicator.

using an existing program, and saved the 2D location values for each scenario point in a
database. We used Hive [14], which could compute the layout for the nearly 120,000 points
in 294-dimensional space in under three hours.

Each scenario point is always shown in the same spatial location to create a stable spatial
substrate, and the user can interactively change select which one of the 294 indicator values
should be used for color coding the points. Figures 6b and 7a show close-up views of the
scenario space overview pane, where the Time in Car indicator was chosen to color the
former and Industrial Energy Use was selected for the latter. Figure 7a also shows the
visual history mechanism, a trail marking the twelve most recently selected scenarios in the
interactive session.

The layout of points in the overview pane is dense enough that many points may be
overlapped in the same screen pixel. The overview window has a slider that filters the number
of points shown based on the value of the currently selected indicator that is used to color
the points. Figure 7b shows an overview colored by Domestic Water Use, filtered to show
only scenarios with the highest values for this indicator.
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4 Reflections on the First Prototype

We obtained feedback on the first interactive prototype from the expert modellers and
workshop facilitators at SDRI and Envision.

4.1 Immediate Response
Providing an immediate response to input changes at any time allowed exploratory "What
if?" queries and exploration of many different future scenarios. The architectural change of
using a precomputed database was considered highly successful. This idea was immediately
incorporated by Envision into their main product line. Their subsequent MetroQuest system
was built on a precomputed database.

4.2 Dimensionality Reduction
The use of dimensionality reduction was deemed to cause far more confusion than insight.
The scenario space overview was an incomprehensible cloud of dots. The failure came from
two quite distinct reasons: a mismatch with the characteristics of the target audience and
task, and the mathematical properties of this particular data set.

First, the idea of a low dimensional embedding of a high dimensional space required far
too much time to communicate to a nontechnical user during a brief session. The target
audience does not necessarily have a scientific or mathematical background and were only
intending to use our software for a short time, from a few minutes to a few hours. The
amount of time available for explaining this aspect of the software was thus only a few
minutes at best. Following an explanation on the meaning of the overview from a facilitator
required multiple conceptual leaps on the part of the audience: defining an indicator of
future life as an abstract dimension, considering a high-dimensional space beyond the familiar
three dimensions of direct perception, and embedding that high-dimensional space to a
two-dimensional plane. Moreover, one of the project goals was to allow the software to be
used without a facilitator. The experts considered it highly unlikely that the audience would
understand the meaning of the scenario space overview through interactive exploration with
the software alone, without explanation from a facilitator.

The past successes of dimensionality reduction in visualization have been in very different
circumstances: target audiences of scientists, who would be doing analysis for extended
periods of time. This project began before the publication of an intriguing definition of casual
information visualization in opposition to expert use for deep analysis tasks [13]. Using that
vocabulary, our usage scenario is a better match with casual infovis than traditional infovis.

Second, the amount of information lost in the reduction from 294 to two dimensions
was so great that very little information could be reliably inferred from the scenario space
overview, even for an observer who completely understands the mathematical ideas behind
the visual representation. The intent of the display was that similar scenarios would be
clustered together, with dissimilar scenarios far apart. Dimensionality reduction is typically
useful when points fall into spatially distinct clusters in the low-dimensional embedding.
However, in the scenario space overview, the points were fairly evenly distributed in an
oval region. A scenario’s location in 2D space was very difficult to predict, and the trail of
explored scenarios was close to a random walk. We concluded from these results that the
true dimensionality of this data set was considerably higher than two. Later analysis using
MATLAB showed that five dimensions were required to characterize most of the variance
in the data set, and 18 dimensions were enough to characterize nearly all of it. Several
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techniques, including using a matrix of scatterplots rather than a single scatterplot, have
been proposed for analyzing dataset of higher true dimensionality than two. However, all
these would require even more explanation, and so would also be inappropriate for a casual
use scenario. We thus decided to abandon a dimensionality reduction approach.

4.3 Multilevel Indicator Browsing

The multilevel indicator browsing had mixed reviews. While the ability to compare indicators
side by side between multiple future scenarios seemed promising, the representation was
so compact that comprehensibility suffered. The labels for output indicators were tooltips
available on mouseover for an individual cell. Examining indicators one a time slowed down
detailed exploration and provided little inspiration for further examination. Although the
relationship between the most compact high-level view and the fully expanded view was
clear, the mid-level view was confusing because the meaning of the aggregation was unclear.

4.4 Aggregation and Normalization

Averaging multiple low-level cells into a single aggregate higher-level cell often did not reflect
a valid summarization of a category. We had carried out a first level of normalization
separately for each indicator, in hopes of allowing sensible aggregation despite differences in
the original scales or units of the indicators. The normalized scale ranged from the maximum
possible decrease between the present and future to the maximum possible increase.

However, this method of aggregation treats all indicators neutrally. The aggregate value
shows whether the contained items increased or decreased on average. After using the
interactive prototype, our collaborators noted that many indicators had conflicting values in
the eyes of any particular person, with some positive and some negative. Aggregation that
did not reflect those personal values was not very useful.

For example, the Cost of Living category shown in Figure 8a contains the indicators
Average Wages and Tax. When average wages increased and tax decreased, the aggregate
cost of living indicator showed a neutral value because the signs of the indicators are opposite.
Intuitively, most users would consider both of these changes an improvement, and expect
that the scenario should show improvement in the aggregate value.

(a) (b)

Figure 8 Aggregation. (a) In the first prototype, unintuitive displays resulted from averaging
across indicators that are ascribed opposite values by users. (b) In the second prototype, clickable
arrows beneath indicators allow users to indicate deteriorating, neutral, and improving valences for
each value.
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4.5 Aesthetics
The look and feel of the first prototype was extremely primitive compared to the polished
interface of QUEST. Although research prototypes are typically held to a lower standard
of graphic design than commercial software, interfaces designed for the general public do
need a certain level of friendliness and visual appeal. We deemed it important to pay closer
attention to aesthetics in the next attempt.

5 The Second Prototype

The first prototype was designed to dramatically increase the density of information simul-
taneously visible to the user, but the abstraction was so extreme that the tool was deemed
difficult to engage with by casual users. For the second prototype, we wanted to keep the
interactive and exploratory nature of the first prototype, while addressing its limitations.
We completely eliminated the scenario space overview. For multilevel browsing, we kept
the high-level view and eliminated the mid-level view. We changed the low-level view to
show one category at a time, with visible labels, and be visible simultaneously with the
high-level view to support examining details of a scenario while still comparing the summary
information with other scenarios. Finally, we improved the overall look and feel to provide a
friendlier interface suitable for a casual user.

Figures 9, 10, and 11 show the second prototype when exploring one, two, and five
scenarios. At the top, the axes allow the user to change input choices, and trails showing
the selections for all active scenarios are simultaneously visible. The middle layer shows
high-level summarized scenario views side by side for easy comparison. The bottom layer
shows drilled-down views of a chosen indicator category in detail, again for every active
scenario.

5.1 Scenario Generation
The input region at the top of the window acts both as a control of and a display for multiple
active scenarios. A query is formed by choosing one option for each input choice. The radio
button design of the previous prototype could show only one active scenario, with an external
mechanism to show history only as trails in the abstract scenario space. In order to establish
a stronger link between input choices and future scenarios, this prototype was designed to
display the choices for multiple scenarios at once, providing a rich history. The design was
motivated by parallel coordinates, which are normally used to represent points in continuous
multidimensional space [7, 18]. Unlike Cartesian coordinates, where each new axis is placed
orthogonally to all other axes, each axis is placed parallel to all other axes. By discretizing
our axes into regions representing mutually exclusive input choices, we lose many of the
consistent mathematical properties of a parallel coordinate space. However, if we consider a
query to be a point in multidimensional space, our discretized parallel coordinates retain
their ability to visualize many high dimensional points at once.

The interface design was inspired by the work of Tory et al. [16]. Each axis consists of
active buttons placed side by side horizontally. All of the choices for an individual scenario
are linked by a colored line that zigzags through the input axes, and a colored dot marks
each of the choices. When creating a new scenario the dots appear after clicking on a button,
or the user can modify an existing scenario by dragging the dot to a new location. The
scenario line continues past the bottom axis to a block marked in the same color at the top of
the high-level output indicator summary for that scenario, in the middle of the window. The
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Figure 9 Browsing one scenario in the second prototype.

combination of the joining line and the common color creates a strong perceptual linkage
between inputs and outputs.

Our use of color is informed by the human perceptual limitations of the small number of
distinguishable colors that can be used to represent nominal values in small spatially separate
regions. The prototype has a carefully chosen palette of eleven unique colors. If more than
eleven scenarios are active at once, the colors are reused in the same order. Confusion is
unlikely because the lines connecting the dots creates a strong perceptual grouping, and the
dots are ordered horizontally on the buttons so there will always be ten other dots separating
a repeated color.

5.2 Two-Level Indicator Browsing
In the middle of the window, each scenario is summarized in a column showing an aggregate
view of the fourteen high-level categories. Each row has a label on the far left, and a colored
box representing the aggregate values for the category in each scenario. Summary columns
can be rearranged with drag and drop, with the scenario lines from above automatically
following to the new positions, so that any two scenarios can be placed side by side for easy
pairwise comparison.

Clicking on a labelled category button highlights it in blue, and changes the expanded
view at the bottom of the window to show that category. In the expanded view, all of the
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Figure 10 Comparing between two scenarios in the second prototype.

Figure 11 Comparing between five scenarios in the second prototype.
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indicators for the chosen category are shown as colored boxes, with a row for each active
scenario. These rows are visually linked with the scenario lines above using a header box of
the same color on the far left. The vertical order of the scenario rows in the detail view is
the same as the horizontal order of the draggable scenario columns in the summary view, to
maintain context.

In the expanded view, a column shows the same indicator across multiple scenarios, and a
text label for the indicator appears at the top. In order to have densely packed yet readable
text, the labels are drawn on a diagonal rotated 30◦ from the horizontal. With this layout,
it is easy to scan the labels for measures of interest and then make comparisons down the
columns. We chose to arrange the scenarios in rows for the detail view to take advantage of
the aspect ratio of most monitors, assuming higher resolution horizontally than vertically.

Clicking on the colored box for any indicator in the expanded view shows its full details
in a bar chart in the top right corner, with color-coded bars for each active scenario.

5.3 Aggregation

As discussed above, for some indicators an increase is an improvement, while for others a
decrease is an improvement. A technically straightforward solution would be simply record a
choice for the polarity of each indicator in the master database. For some indicators, such as
automobile deaths per year, it is trivial to assign the meaning that increased traffic deaths
are bad. However, for many indicators, assigning a good or bad value is controversial. Is
increased nuclear power good or bad? What about high-density housing, social services
spending, or bus trips to work? The goal of the QUEST project is to promote discussions
about values amongst the users of the tool, rather than advocating the specific answers
dictated by the tool creators. Furthermore, there are several indicators, such as population
age demographics, that can be considered neutral.

We therefore allow the users to interactively make and change personal value judgments
of positive, negative, and neutral for each indicator in the tool interface. In the bottom
detail pane, each indicator has a simple arrow below it to indicate whether the indicator is
currently considered good, bad, or neutral. A simple mouse click will change the mapping,
cycling through the three choices of the white upward good arrow, the black downward bad
arrow, or the grey double-sided horizontal neutral arrow. As soon as an indicator mapping is
changed, there is an immediate update of the color scale used and any upstream aggregations
involving that value. Figure 8b shows a close-up example of indicators and their arrows.

The second prototype uses one of three color scales, depending on the personal value
mapping for the indicator. We use a culturally familiar red-green divergent scale for the
positive indicator, and the same color range inverted for the negative indicator, so that good
indicators are green and bad are red. We use a visually distinguishable blue-brown divergent
scale for neutral indicators. A legend is visible at all times in the upper right corner of the
window to help users remember the meaning of the color coding. When aggregating a mix of
both neutral and good/bad indicators, we use the majority to choose which kind of arrow to
show.

The entire set of current values can be saved for later reloading. Thus, users do not have
to explicitly make choices for values before they start using the program. Using a pre-loaded
set of values does not prevent the user from customizing individual values while exploring
future scenarios. A starting set of values could be provided by a facilitator in a workshop
setting, or be automatically generated from the results of a separate values quiz taken by a
user before using the prototype.
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6 Reflections on the Second Prototype

We again obtained feedback from modellers and facilitators at SDRI and Envision on the
second prototype.

6.1 Successes
QuestVis2 was considered to be much more understandable than the first prototype. The
combination of the scenario generation display and the two-level overviews supported both
browsing through the indicators for a single scenario and comparing between multiple
scenarios. Allowing users to express their own values in order to see meaningful aggregation
in the overviews was considered to be a notable success. The look and feel were much cleaner
in the second prototype.

6.2 Scalability
The second prototype works well for browsing through a single scenario and comparing a
limited number of scenarios. When too many scenarios are active at once, the scenario
lines are hard to follow and scrolling is required to browse the detailed category outputs.
Figure 12 shows that viewing 12 scenarios simultaneously nears the limit of manageability,
and Figure 13 shows that viewing 20 scenarios once is clearly unwieldy.

The display has a lot of unused screen space when browsing a single scenario or a small
number of scenarios. If we use a target of 10 or fewer scenarios, it would be straightforward
to improve the information density by simply rearranging the major components within the
window and redistributing the space allocated to them: the scenario space generator, the
summary columns, the category view, the detail view, and the color legend.

6.3 Problem Mismatch
Although the design goals for the second prototype as we understood them were met, the
QUEST designers were still uneasy about deploying the tool. After further discussion, we
came to understand that there was a fundamental mismatch between our view of the problem
and theirs. We had approached the problem with the intention of creating software that
would help its users develop a mental model of the complex relationships between the input
policy choices and the output indicators. However, the intuition of the facilitators after using
the second prototype was that it exposed far too much of the complexity of the model to
users. Their practice in leading groups through the QUEST software was to deliberately limit
the complexity by focusing on just a few key choices and indicators. We had thought that
this limitation was part of the problem that our software should help solve, and designed the
prototype to help users explore the rich information space of the high-dimensional data. It
was only after the post-QuestVis2 discussions that we realized that the designers of QUEST
did not want users to focus too much on the internal details of the model. The high-level
goal of the QUEST project is to promote environmental sustainability and behavior change
via community engagement in environmental policy decisions. Teaching the general public
about the information space underlying their model is thus a sidetrack and a diversion from
this main goal.

The idea that exploring an information space is a central user goal is a typical bias of an
information visualization point of view. In this case, it was not the right match with the
problem at hand. After we understood this, we halted the project and did not deploy or
further refine the QuestVis prototype.
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Figure 12 At 12 scenarios, the second prototype nears the limit of manageability.

6.4 Visualization Design Process
We recently introduced a model of the visualization design process with four nested stages:
domain problem characterization, data and operation abstraction design, visual encoding
and interaction design, and algorithm design [11]. Some aspects of that model were inspired
by reflection on the evolution of this project.

Using the language of that model, we see in retrospect that this project ran aground
because of a misunderstanding at the first stage of domain problem characterization. The
cascading implications of that misunderstanding are that we were unable to choose the
right abstraction at the next stage, and thus that refinement at the third stage of visual
encoding could never fix these fundamental upstream flaws. For the first prototype, we
chose dimensionality reduction as a visual encoding technique. For the second prototype,
we backed away from dimensionality reduction but still framed the underlying abstraction
as exploring a high-dimensional information space. The visual encoding we designed did
successfully support that abstraction, but that abstraction did not address a valid user need.

7 Related Work

The first QuestVis prototype is discussed in more detail by Williams in his thesis [20]. The
two prototypes make use of several information visualization techniques previously introduced
in the literature. The utility of linked views has long been established [2], and previous
systems in many application domains have been built around this approach [1, 6, 9, 10, 15].

The multilevel indicator browser was inspired in part by previous interfaces that use
color as a compact way to represent data, such as the heatmaps currently popular in the
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Figure 13 With 20 scenarios, the second prototype is clearly unwieldy.

bioinformatics literature [19]. The perceptual and cognitive tradeoffs between a compact
representation using color and a more traditional representation using spatial positions have
since been studied, both in the context of this particular application [5] and in more general
settings [8].

We did not break new algorithmic ground in dimensionality reduction techniques, since
we use an existing algorithm for layout [14]. However, our experience may shed some light
on the question of when dimensionality reduction methods are appropriate, a topic that is
still largely unexplored in the previous literature.

8 Conclusion

We have discussed the lessons learned in building a visualization tool intended for exploration
of a dataset generated by an environmental sustainability model. The use of linked views and
aggregation to create a compact overview were appropriate techniques for visual encoding
and interaction given the design goals of the project. However, those goals were based on
a mischaracterization of the problem at hand: providing the target users with the analysis
tools for a high-dimensional dataset was in fact counterproductive in the larger context of
the sustainability project. This lesson was a motivating factor in the creation of a new nested
model for the design and validation of visualization system.
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Abstract
We introduce a novel method for the generation of fully adaptive streak surfaces in time-varying
flow fields based on particle advection and adaptive mesh refinement. Moving least squares
approximation plays an important role in multiple stages of the proposed algorithm, which adap-
tively refines the surface based on curvature approximation and circumradius properties of the
underlying Delaunay mesh. We utilize the grid-less Moving Least Squares approximation method
for both curvature and surface estimation as well as vector field evaluation during particle advec-
tion. Delaunay properties of the surface triangulation are guaranteed by edge flipping operations
on the progressive surface mesh. The results of this work illustrate the benefit of adaptivity
techniques to streak surface generation and provide the means for a qualitative analysis of the
presented approach.
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1 Introduction

Providing data for the evaluation of aerospace prototypes, industrial mixing processes, and
many other applications of flowing liquids or gases is the result of more and more accurate
simulations in Computational Fluid Dynamics (CFD). Analysis of the vector fields of these
flow simulations is heavily dependent on the range of available visualization methods, as
the information gathered from standard methods like direct volume rendering is limited
and of neglectable expressive power when applied globally. This emphasizes the need for
sophisticated feature-based visualization techniques, which has been the topic of active
research for a number of years, leading to the definition of integral curves and surfaces.
Generation and rendering of these surfaces in simulated flow fields is a well-established
technique in the field of vector field visualization, whose homogeneous visual properties
allow an in-depth analysis of the behavior of connected components of flow fields. While
efficient methods to adaptively generate such surfaces in stationary vector fields and some
generalizations like adaptive time surfaces are state-of-the-art, there are no known methods for
fully adaptive streak surface generation as presented in this work. An important application
of surface feature extraction is the visualization of separation topology in three-dimensional
data sets what, due to the absence of adaptive streak surfaces, has been limited to the
stationary vector field case so far. In comparison to surface definitions where merely the trace
of a specific single particle or curve is tracked, as is the case in path surfaces, the definition
of streak surfaces is capable of visualizing phenomena such as smoke and dye-advection,
efficiently showing the movements of distinct, continuously seeded regions over time. In
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practice, they may be used to visualize material boundaries in mixing processes or, more
general, a time-varying analogon of the stationary three-dimensional separatrix definition,
leading to a non-stationary form of three-dimensional vector field topology. Therefore, streak
surfaces form the basis for topological volume segmentation in time-dependent vector fields.
The major challenge of adaptive streak surface construction is the high complexity of
mesh refinement arising from the new time dimension of the well-known advancing front
definition introduced by Hultquist [11]. In every time step of a time-varying velocity field,
not only a front of a few stream lines or particle traces needs to be examined, but the whole
surface has to be analyzed with respect to adaptivity measures. In this work, we solve the
problem of adaptive streak surface integration with the help of Moving Least Squares (MLS)
approximation for particle advection as well as surface estimation and refinement based on
Delaunay meshes. MLS facilitates accurate surface integration independent of any underlying
computational meshes that may be created by the specific tool used for CFD simulation. In
fact, the presented test data sets are mesh-less and obtained from a grid-less Finite Pointset
Method (FPM) [18], whose interpolant is also based on MLS. Delaunay meshing helps to
approximate surface particle densities and provides a basic triangulation for visualization.
The challenge of time coherent surface generation and rendering is overcome by surface
particle integration, adaptive particle tracing, and look back methods.
The work presented in this paper has the following main contributions to the community of
vector field visualization:

Fully adaptive grid-less streak surface generation
Introduction of MLS into the generation of time-varying integral surfaces
Integral surface refinement by time-dependent Delaunay based particle density adaptation

In section 2 we give an overview of the related work that has been published in the field
of surface generation and Delaunay meshing. We present the concept of streak surfaces in
section 3. The mathematical definition of the Moving Least Squares approximation method
is given in section 4. Section 5 describes the steps of our algorithm for adaptive streak surface
generation in detail. Numerical examples are provided in section 6. Section 7 concludes this
paper and gives an outlook on future work.

2 Related Work

Adaptive (stream-) surface generation in stationary flow fields was introduced by the work of
Hultquist [11] in 1992, whose well-known advancing-front concept has led, among other things,
to the development of sophisticated methods for path surface integration in time-varying
flow fields [9, 17]. The work by Krüger et al. [13] represents the most direct way of streak
generation and visualization, namely by the use of large particle systems being influenced by
the surrounding flow field. The absence of a triangulated mesh does however limit these point
sets to discontinuous representations. Operations such as surface intersections are not possible
without further effort. Funck et al. [8], Cuntz et al. [6], and Weiskopf et al. [19] introduced
work on smoke surfaces and particle level set advection, focusing on the visualization of
non-adaptive streak surface like structures. The first of these papers triangulates the particle
system for visualization purposes and is therefore closer to our method, as far as visualization
techniques are concerned.
Examples for MLS based surface approximation in the context of surface mesh reconstruction
and refinement from point clouds are given by the work of Alexa et al. [1] and Mederos et al.
[14].
Delaunay type mesh refinement of static point sets has been the topic of multiple papers such
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Figure 1 Triangulations of a non-adaptive streak surface in three consecutive time steps.

as the work of Chew et al. [5] and Chen et al. [4]. Both approaches use incremental mesh
construction by either building a constrained Delaunay triangulation or by transforming
common Delaunay algorithms to a new parametric space. Contrary to this work, the nature of
our problem allows us to make use of an existing time-varying triangulation, thus eliminating
the need for complete mesh reconstruction and facilitating the incorporation of multiple
Delaunay triangulations into the particle insertion process, as discussed in section 5.4.

3 Streak Surface Definition

A streak surface is the locus of a set of (connected) particles that are advected by a time-
dependent flow field f : R3 × R→ R3. The integral surface (1) defines a streak surface S at
time t with particles emerging from points c(s) at an univariate seeding curve c : [0, 1]→ R3.
Individual instances of particles are identified by their age parameter r ∈ [0, t].

S(r, s, t) = c(s) +
∫ t

t−r

f(S(r − (t− x), s, x), x)dx . (1)

In contrast to stream surfaces, streak surfaces are generally no longer tangential to the flow
field and need to be updated or refined at their whole range during integration. Due to
the additional parameter r, streak surfaces describe a truly three-dimensional complex in
time and space, whereas stream surfaces are only two-dimensional in space. This increase of
complexity prevents the use of classic approaches to adaptivity such as the concept introduced
by Hultquist.
Figure 1 illustrates a simple example of (1) with a sequence of triangulations of three
consecutive time steps of a streak surface. At the curve c shown in blue, 15 particles are
seeded at equidistant positions. The problem exhibited by non-adaptive approaches can be
identified as the far too uniform particle distribution, preventing the accurate and smooth
representation of folds. One has to note, that in the discrete case a single streak surface
consists of a number of consecutive static surfaces obtained in different time steps of the
surface. Depending of the time resolution of the data set, coherency between consecutive
surfaces might be low, producing a rough, jagged animation during rendering of the streak
surface.

4 Moving Least Squares Approximation

Least Squares fitting is a common approach to data approximation, providing a method
to construct functions that minimize the squared distance to a given set of data points
(xi, fi). If a local approximation of the data is desired, the classic Least Squares scheme may
be generalized to the Weighted Least Squares method by the introduction of a weighting
function ω, see [16]. A polynomial function f with given degree at a point of evaluation x in
a Weighted Least Squares sense is defined by (2).∑

i

ω(x, xi)||f(xi)− fi||2 → min . (2)
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The scheme obtained from moving the Weighted Least Squares over the domain of the
data set to yield a continuous approximation of the field, is called Moving Least Squares
approximation. Solving (2) for the coefficient vector ax of a polynomial f(x) = aT

x · b(x)
with a given base vector b(x) leads to a linear system of equations (LSE). For a linear,
two-dimensional base vector b(x) = (1 x y)T it takes the following form:∑

i

ω(x, xi)

1 x y
x x2 xy
y xy y2

 · ax =
∑

i

ω(x, xi)

1
x
y

 fi . (3)

Computational complexity of this LSE is drastically increased by degree or dimension elevation
of domain or range of the data set. So does quadratic three-dimensional approximation
already require solving a 10× 10 system once per dimension of fi.
Accuracy and level of detail in the reconstructions created by MLS are strongly dependent
on the properties of the weighting function used. Common exponential weighting functions
of the general form

ω(x, xi) = a · e
||x−xi||

2

r2 + b

for example, yield different results for a varying smoothing length r. Hereby, an increased
smoothing length leads to less detailed but smoother reconstructions. The appropriate choice
of r is detailed in the following sections whenever we make use of MLS.

5 Surface Generation

5.1 Algorithm Outline
Our algorithm to generate adaptive streak surfaces consists of five basic stages that are
repeated for every time step of surface integration:
1. Generate new particles at the rake and insert them into the existing mesh
2. Concurrently advect all particles of the surface to their new positions
3. Restore the Delaunay property of the surface mesh by edge flipping
4. Determine curvature of the surface at every surface particle by MLS approximation
5. Adapt resolution by insertion and advection of new particles in current and previous time

steps

These steps are described in detail in the following.

5.2 Particle Birth
Let t ∈ [t0, t1] be the current time step. The basic representation of a streak surface usually
consists of a set of particles that are advected through the flow field, being seeded at a
predefined curve known as rake. Based on a user-defined resolution, we release a set of
particles at equidistant positions along the rake. While the given resolution does directly
influence the number of seed positions at the rake, the magnitude of the velocity field
indirectly governs the number of particle rows that are generated and advected at the rake.
If n particles with a seed distance of d are seeded at the rake, where the distance traveled
in one time step at an arbitrary position on the rake is l := ||f(.)|| ·∆t, we release m = l

d

particles at every seeding position, leading to a total of n×m new particles.
Let T be a given triangulation in time step t of the particles released in [t0, t). We link the
n×m new particles based on their neighborhood in parameter space (s, t) and connect this
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Figure 2 The triangulation of the recently seeded particles is linked to the old mesh. Note
that the old mesh is still located at its position in time step i− 1 until corresponding particles are
advected.

new triangulation to the first row of particles in T , as shown in Figure 2.
Consequently we obtain a fully connected particle-based streak surface, whose triangular mesh
is used for surface approximation, refinement and visualization of the surface, as explained
in the following sections. As a result, particles on a streak surface do not only carry spatial
information, but provide data about the (s, t) parametrization of the surface, that can be used
for the generation of texture coordinates, as well as normal and neighborhood information. It
is important to point out, that the basic definition, computation and visualization of a streak
surface does not require the availability of connectivity information between particles. As
described in the next sections, the triangulation created during particle birth is an auxiliary
construct to reduce the computational effort for surface approximation and particle density
calculations. While it only represents a linear approximation of the true streak surface, it
can additionally be used for basic surface visualization.

5.3 Particle Advection
Particle data of time step t− 1 has to be propagated to the new time step t and particles
need to be advected to their respective new positions in t according to the appropriate
velocity values obtained from vector field evaluation. To compensate possible artifacts in
poorly time resolved data sets or data that has a high curvature in time, we take special
care during vector field approximation. While adaptive Runge-Kutta approximation schemes
can determine the step size or order of integration k used during particle advection, the
necessary interpolation between adjacent time steps that needs to be performed, if k > 1
often introduces artifacts if the degree of interpolation is too low, as in (4). Higher order
integration such as cubic Hermite interpolation, taking into account f(p, t− 2), f(p, t− 1),
f(p, t), and f(p, t+ 1) for particle advection from t− 1 to t double the number of required
field evaluations but tend to yield more accurate surfaces.

f(p, t− 1 + j

k
) =

(
1− j

k

)
f(p, t− 1) + j

k
f(p, t) (4)

where f(p, t − 1 + j
k ) is the velocity of a particle with position p and integration order k

during the j-th step of advection from t− 1 to t. This scheme subdivides the time interval
[t− 1, t] into k time intervals with linearly interpolated velocity fields. To reach a sufficient
accuracy, we determine k for every particle individually by comparison of angular deviation
between velocity vectors resulting from consecutive vector field evaluations. This particle
advection scheme reduces path deviations in data sets with large time steps and improves
visual coherence. A mapping of the order of integration k onto a streak surface is shown in
Figure 3. As individual particles from surfaces of consecutive time steps are matched in our
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Figure 3 A simple streak surface is color-mapped with the integration order k ∈ [1, 16]. Order of
integration is mapped to the hue spectrum from 0◦ to 240◦, with red being the maximum. As can
be seen, even adjacent particles might need a highly different number of vector field evaluations.

data structure, storing not only the final position of an advected particle, but reusing the k
intermediate ones obtained from field integration during streak surface visualization facilitates
the rendering of smooth surface animations even in data sets with low time resolution. In
these computations, the magnitude of the smoothing length r of the weighting function used
in MLS during vector field evaluation is inversely related to the point density of the data set.
This point density is usually either an output value of the CFD simulation itself, or has to
be determined on the fly by k-nearest neighbor computations or similar methods. We use
MLS for vector field approximation because of its independence of a computational grid and
because it is used as interpolant by the simulation that generated our test data sets.
To speed up the advection process, particle locality is used for efficient data set caching and
parallel particle advection. We impose a rectangular grid on the surface clustering particles
into independent sets and delegate the according computations from (4) to different CPU
cores.
If a particle of the surface leaves the boundaries of the data set during advection, the particle
itself and adjacent mesh elements are deleted, efficiently trimming the streak surface.

5.4 Delaunay Meshing
As mentioned before, the increased dimensionality of streak surfaces has a direct influence on
the adaptivity methods that can be used. Hultquist’s approach of inserting stream lines at a
single curve-like consistent front cannot be generalized to the insertion of streak lines at a
one-dimensional front of the streak surface. The two-dimensional character of the generalized
front definition for streak lines requires the insertion of refinement structures on arbitrary
positions of the surface. This fact virtually rules out the exclusive refinement along time-
and streak lines of the surface, as most interior refinement points would miss these grid lines.
Thus, we use a Delaunay type progressive mesh to define criteria for particle insertion.
Various work on the construction of Delaunay type surfaces from point clouds has been
published over the years. For example, Gopi et al. [10] use a projective local Delaunay mesh
for surface reconstruction. The underlying particle concept of streak surfaces suggests the
use of point cloud reconstruction methods to obtain a surface mesh. However, the evolving
property of the streak-surface mesh facilitates topologically correct (re-) meshing in a certain
time step based on connectivity information given by prior time steps as well as triangle,
edge, and node matching over multiple time steps.
The mesh structure of the previous time step generally loses its Delaunay properties as
particles are advected, if corners of adjacent triangles describe different paths through the
flow field, as illustrated in Figure 4. Since we want to estimate particle distributions using
circumcircle properties for mesh refinement in a later step of the algorithm, it is important
to have a well conditioned triangulation avoiding skinny triangles. Therefore, we choose
to impose Delaunay’s mesh properties on the triangulation of our surface, as the minimal
circumradius property is a direct indicator of particle density. The availability of a mesh
on the current particle set greatly simplifies construction of a curved Delaunay mesh, since
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Figure 4 A uniform grid of a non-adaptive streak surface gets deformed, producing ill-conditioned
triangles of bad aspect ratios.

Figure 5 Edges of a tetrahedral structure on the curved surface mesh cannot be flipped without
changing the underlying topology and creating holes.

this fact makes it possible to use local edge flipping instead of global mesh construction
algorithms such as line-sweep. Moreover, reusing the previous particle connectivity allows
matching of non-flipped edges as well as triangles of different time steps.

An edge of a mesh is flippable, if it is shared by two triangles and its flipped counterpart
is not already part of the mesh , see also [7]. Let e = (b, c) be a flippable edge shared by
the two triangles ∆1 = (a, b, c) and ∆2 = (d, c, b). We flip e, if the sum of the angles α at a
and β at d exceeds π, resulting in ∆′1 = (a, d, b) and ∆′2 = (c, d, a), satisfying local Delaunay
properties. This flipping procedure, having been shown to converge for curved surfaces by
Dyer et al. [7], is repeated until the mesh contains no more flippable edges. If non-flippable
edges of tetrahedral structures of the curved triangle mesh remain after all flippable edges
have been swapped, see Figure 5, we collapse the corresponding tetrahedra by removing the
particle at its tip. Such tetrahedra generally represent noise in the form that they indicate a
particle that evades the path of the streak surface and has earlier been inserted at a wrong
position. After this step, our surface mesh is usually Delaunay conform, with exceptions to
rare special cases of non-flippable edges. We avoid insertion of additional particles on the
surface to obtain a mesh that fully satisfies Delaunay properties as proposed in [7] to reduce
the resulting computational overhead that is needed to advect the new particles through the
vector field. In these special cases we allow our mesh to be locally non Delaunay, as the
according triangles are commonly not badly shaped due to the fact of mesh deformation of
large parts of the surface in every step of integration.

5.5 Curvature Approximation

We determine local geometric complexity of the streak surface by measuring its local curvature.
Curvature at a point p of a bivariate surface S is described by the maximal and minimal
curvature of the curves on S that result from intersecting S with planes through p containing
the surface-normal vector at p. These curvature values are called principal curvatures and
will be used in the following as an indicator of whether to refine the mesh of the surface.
For adaptive particle insertion we need to know both a parametric form of the surface, as
well as its local curvature at every particle of the surface. Instead of handling these tasks by
two different approximation techniques, we use one weighted Least Squares approximation
to both obtain a valid surface representation as well as to calculate the according local
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Figure 6 Two-dimensional illustration of a MLS curve approximation, MLS curve is shown in
red (left) and three-dimensional analogon with a particle neighborhood-level of one (right).

Figure 7 Maximum absolute curvature as hue color-map on a streak surface. Red color shows
regions of high curvature, blue indicates planar sections.

curvature. We compute local surface approximation at a particle p based on particle offsets
from a local tangential plane with vertex normal np as shown in Figure 6, resulting in a
new set of projected data points (p′i = (xi, yi), di) that are approximated by a scalar-valued
bivariate quadratic MLS. If the surface is to be approximated at a particle p, we assemble
surrounding particles pi by a neighborhood search along the edges of the mesh up to a
neighborhood distance of two, as the bivariate quadratic LSE that has to be solved for a
MLS approximation requires the data of at least six non-collinear points. The smoothing
length r of the weighting function used during MLS approximation is chosen in a way, such
that w(p, p′j) = ε with p′j being the neighboring particle that is farthest away from p. This
MLS surface representation defines every point on a surface by its orthogonal distance to the
tangential plane.
The eigenvalues of the Hessian of this polynomial approximation represent the principal
curvatures c1 and c2. The Hessian of a bivariate scalar function takes the form of a 2× 2
matrix, which can easily be calculated using a parametric form of the approximating MLS
polynomial [12]. We use the maximum absolute curvature c = max(||c1||, ||c2||) as a measure
of local feature size, which has proven to lead to good results in other applications, see [2].
Figure 7 shows a simple streak surface colored according to maximum absolute curvature.
While Moving Least Squares for surface approximation is computationally more expensive
than to simply use the piecewise linear representation of the surface described by the mesh
itself, it both reduces errors in the particle insertion step, as explained in the next section
and gives a more accurate notion of the surface curvature, by filtering small noise due to its
approximating behavior.

5.6 Particle Insertion
The general notion of adaptivity is to sample a surface according to its geometric complexity,
meaning that regions of high curvature need more samples to be represented accurately than
regions that are almost planar. In the context of parametric or implicit surface modeling,
curvature-dependent particle density control is often handled by minimization of an energy
function [15]. In our case the availability of a correct coarse mesh as well as the absence of a
gradient-definition requires different adaptivity measures.
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The crucial step of streak surface adaptivity is the correct insertion of new particles at
positions throughout the surface. The most accurate way of adaptively inserting particles is
the insertion of a particle in the appropriate first time-step t0, whenever an ill-conditioned
particle-density is detected at an arbitrary later time step t1. This method does however
require the computationally inefficient advection of all newly inserted particles from t0 til t1.
We therefore prefer to insert new particles directly into the evaluated time step or few of its
predecessors.
Given the computed curvature at a particle p, see section 5.5, we are able to decide whether
to insert new particles in the immediate neighborhood of p. Figure 4 demonstrates, why
refinement purely along time- and path lines is not desired in the context of streak surfaces,
since right angles between such lines are not maintained over time and such a skewed global
coordinate frame is not suitable for balanced control of particle densities. We therefore use
the local feature size in form of the curvature at a position p to directly describe the desired
maximal allowed distance between two neighboring particles:

rc = b

max(||c1||, ||c2||)

where b controls the impact of curvature on the degree of mesh refinement and is commonly
chosen be a value between zero and one. Circumradii of all triangles adjacent to p are
compared to rc, if a circumradius exceeds this threshold, and is larger than a pre-defined
minimum triangle size, a new particle is inserted on the according triangle. We commonly
limit the minimum triangle size to a size a few magnitudes smaller than the data set
resolution to avoid numerical instabilities and oversampling. As our underlying mesh is
mostly Delaunay conform and therefore satisfies the smallest circumcircle property, the
circumradius of triangles is a valid measurement of particle density at a specific region.
Particle insertion itself poses the question of how to find the optimal position of insertion.
On planar Delaunay meshes, one would choose the circumcenter of a triangle as location
and handle point insertion in a simple way: Remove all triangles, whose current circumcircle
includes the newly placed point and connect vertices of the resulting polygon with the new
point. The resulting mesh again satisfies the Delaunay property. However, on curved surfaces
this method yields several problems. Location of the circumcenter of obtuse triangles is
not trivial, as the circumcenter is located outside of the triangle, thus requiring a search
on neighboring triangles and even performing intersection operations, if the surface bends.
Moreover, the point-in-circumcircle property does not work as expected from the planar
case for both the common projected-circumcircle and the circumsphere definition on curved
surfaces, if the point is not inserted on the piecewise linear representation of the surface.
These considerations motivate our approach of particle insertion.
Once a triangle with a too large circumradius is detected, the according new particle is
either inserted at the centroid of this triangle or on one of its edges. More precisely, we
subdivide the longest edge of the triangle if the circumcenter is located outside of the triangle
or the triangle itself is a boundary element of the surface. The problem caused by an invalid
insertion of particles at the centroid of a boundary triangle is depicted in Figure 8, where
the quality of the aspect-ratio of the boundary triangle is degraded significantly. These two
types of particle insertion lead to well conditioned triangles with smaller circumcircle size as
soon as the Delaunay property of the mesh is restored in the mesh at the next time step.
This insertion scheme yields adaptive streak surfaces but tends to introduce errors in

the particle insertion positions that lead to further surface deviations during advection,
even if newly inserted particles are offset according to the local MLS approximation of the
surface as computed in the previous step of our algorithm. To avoid these artifacts, we
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Figure 8 Circumradius of the triangle adjacent to the boundary edge (red) increases after particle
insertion, as the boundary edge cannot be flipped to produce better conditioned triangles. Such
cases are avoided by splitting of boundary edges.

introduce the concept of looking back at a history of lb > 0 previous instances of concerned
triangles or edges. If a triangle (edge) tri1 is bound to be refined in time step t1, we find
matching triangles (edges) in time steps ti ∈ [t1 − lb + 1, t1 − 1] and insert particles into
according triangles in ti, until either step t1 − lb+ 1 is reached, the curvature of the surface
at the corresponding position in ti falls below a given minimum, or no matched preceding
triangle exists and cannot be created by edge flips. These m newly inserted particles describe
an ordered sequential set of points [p0, pm−1] located on the linear representation of the
individual surfaces [St1−m, St1 ]. As these particles need to lie on the same path line, positions
of particles pi, with 0 < i <= m− 1 are offset according to the position of pi−1 after one full
time step of particle advection.
Our tests have shown, that this leads to a great reduction of noise artifacts in later time steps,
that are caused by deviating paths of particles that were inserted at poorly approximated
positions.
Curvature as well as circumradius properties can be used for the removal of particles as well.
In the case, that a particle p has a sufficiently small curvature, i.e. the surface is almost
planar, and all adjacent triangles have small circumradii, it is valid to remove the concerned
particle without losing any details in the surface representation. In realistic applications
such as the test data sets shown in section 6 such situations do hardly occur.

6 Results

In the following we present numerical examples of adaptive streak surface integration in
different data sets generated by a point based, grid-less CFD simulation [18]. The first
data set consists of about 25.000 particles simulating flow around a cylindrical obstacle
with ellipsoidal profile. Dimensions of the obstacle as well as velocity of the fluid were
chosen specifically to yield a high Reynolds number, leading to a three-dimensional Von
Kármán vortex street and a low time resolution. The resulting disturbed flow structures have
optimal properties to observe the quality of our adaptive streak surface integration approach.
Figure 10 depicts six non-consecutive time steps of adaptive streak surface integration in this
first data set. Near the vortex structures, the surface mesh has a high curvature and needs
to be sampled accordingly, as described in sections 5.5 and 5.6. Highly twisted and folded
surface structures in the Von Kármán vortex street demonstrate the robust refinement of
our approach. The surface in the last time step shown consists of around 110.000 particles.
The second data set contains a spherical obstacle, approx. 26.000 flow particles and fluid
flow with a Reynolds number close to the one from data set one. Both data sets have a
low resolution in the time dimension to demonstrate the robustness of artifact avoidance
by utilization of our look back strategy. In contrast to the first data set, absence of a
distinguished direction on the obstacle leads to aperiodic, intensively folded flow structures,
see Figure 11. To give an impression of how accurately surfaces generated by the adaptive
integration scheme and the Delaunay mesh refinement method introduced in this work
represent the "real" surface, we show comparisons between high-resolution non-adaptive
meshes and adaptive surfaces in the two Figures 14 and 15. The former illustrates how the
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(a) (b)

Figure 9 (a) Error statistics for different levels of adaptivity and look back. (b) Chart of the
number of triangles (in multiples of 1.000) in the first 22 time steps of the streak surface shown in
Figure 10. Dark blue refers to the adaptive streak surface, light blue to the non-adaptive streak
surface, that has an approximately identical number of triangles at step 22.

Table 1 Exemplary measurements of total streak surface generation times in milliseconds for 25
time steps of data set one with 20× parallel particle advection. Final particle number is approx
40.000 for both approaches.

Method Advection Delaunay Adaptivity
non-adaptive 1.768.470 2.865 0

adaptive, 0.002, 2 lb 790.890 1.155 9.081

folds of a high-resolution mesh are correctly refined and represented by an adaptive surface
with only half as many triangles as an equivalent non-adaptive surface. Efficient distribution
of particle densities can be observed in Figure 15, where the adaptive version of a streak
surface clearly has a particle distribution of better quality than a non-adaptive surface with
an equal number of points.
Statistical error measurements are shown in Figure 9a. The measured two-sided surface mesh
error is computed with respect to (5).

E(S1, S2) = 1
|P1|+ |P2|

∑
p∈P1

d(p, S2) +
∑
q∈P2

d(q, S1)

 (5)

where S1 and S2 are the meshes of two streak surfaces at the same time step with according
point sets P1 and P2. It is important to note that, as d computes the minimal distance of
a point to a surface mesh, error values for the same point sets usually differ if the mesh
is changed. While small features in the error curves of Figure 9a may therefore be caused
by flipped edges, the overall benefit gained from reducing the minimal surface resolution
and increasing the number of look back steps is clearly visible. The plotted exemplary
measurements were taken at different time steps of a data set that was scaled to fit into a unit
cube and represent absolute per particle error when comparing the according surface to a high
resolution ground truth streak surface. The shown measurements represent 15 consecutive
time-steps of a surface evolving under extreme stretching and turbulence conditions - a
representative scenario that requires reliable surface reconstruction techniques to produce
accurate streak surfaces.
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Figure 10 A sequence of six time steps in a three-dimensional Von Kármán vortex street produced
by test data set number one. The extracted surface is colored with respect to time, with purple
showing the particles generated at time t0 and red being used for new particles. Details of twisting
folding, and stretching are visible.

In addition to the direct impact of our adaptivity approach on particle counts and
distributions, the reduced number of particles does influence the computation times of
surfaces as well. We show a representative graph of particle number development in a surface
generated in the ellipsoidal data set in Figure 9b. The triangle count for the adaptive surface
shows exponential growth as long as the surface is completely inside the domain of the
data set and is not trimmed. Exponential growth is stopped as soon as parts of the surface
leave the data set. Integrals of the depicted curves are directly proportional to the time
spent for total particle advection. From the given graph, it is clearly visible that adaptive
streak surfaces require the advection of a larger number of particles to reach the same final
number. Due to better distribution of particle densities, an adaptive surface with the same
number of particles generally represents a better approximation of the real surface. The
previously mentioned assumption about particle advection time is verified by measurements
during surface integration. The total time spent for adaptivity measures is a combination of
computation times for surface and curvature approximation as well as particle insertion. In
our tests only a percentage of less than 2% of the total surface generation time was consumed
by the adaptivity method, even if particle advection was performed 20 times in parallel.
As the adaptive integration scheme discussed in section 5.3 commonly requires multiple
evaluations of the vector field for every particle, the amount of time dedicated to particle
advection is much higher than the one used up by mesh refinement, thus noticeably speeding
up the integration process. Further improvements on this performance can be made by
parallelization of the mesh refinement algorithm. While in our tests generation of adaptive
surfaces was in average 4 times faster than creation of equivalent higher resolved surfaces,
when using 10× parallel particle advection, it is difficult to obtain meaningful absolute time
comparisons (cf. Table 1), as speed-up is highly dependent on the method of vector field
approximation and flow complexity. In general, the relative speed-up gained by adaptive
surface generation is proportional to the complexity of flow and field evaluation methods.
For insightful visualization of generated surfaces, we utilize several known visualization

techniques. Four of these techniques are displayed in Figure 12. While the first picture
showing a standard particle based visualization of the surface is not capable of conveying the
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Figure 11 Transparent rendering of a non-adaptive and an adaptive streak surface with the
same seeding resolution extracted from test data set number two. The spherical obstacle produces
aperiodic disturbances.

Figure 12 One time step of streak surface integration shown in four different visualization
techniques for surface rendering. Techniques are: Surface particles rendered as shaded points,
wire-frame triangulation, solid transparent triangulation, and texture mapping showing streak line
structures.

impression of a homogeneous surface, it gives an insight into adaptive particle distributions.
Particle density and connectivity information are shown by a direct wire-frame representation
of the Delaunay construct as used in the second frame. Shading and texturing techniques
are applied to the solid Delaunay triangulation based surface visualizations. We use a simple
axis-based triangle pre-sorting approach for transparent surface rendering as shown in the
last two frames. Texturing allows the rendering of streak- or time-line like parts of the
surface, former is shown in frame four.
These renderings of streak surfaces have in common, that the Delaunay construct used for
density estimation is used directly for surface visualization, leading to a simple and fast
visualization allowing the analysis of adaptivity properties. For high quality surface rendering,
one would typically use a smooth interpolation of the surface point set and a much finer
resolved triangle grid to get rid of fine discontinuities of the simple linear representation.
To illustrate the use of the methods introduced in this paper in a real application, we present
an example of an adaptive evolving mesh being equivalent to a streak surface without a
seeding rake in Figure 13. The application is concerned with stirring of a fluid at high
temperature and consists of a cylindrical barrel and two rotating wheels with four attached
mixing poles. The extracted mesh segments the fluid in a stirring simulation into two separate
volumes, giving an impression of how our approach to adaptive streak surfaces can be used
to separate regions of different flow as done in vector field topology.
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Figure 13 Refinement mesh in a stirring simulation.

Figure 14 Triangulations of an adaptive (top) and a high-resolution non-adaptive streak surface
passing a spherical obstacle. Triangle counts in the time step shown evaluate to approximately
20.000 and 45.000. The adaptive surface yields a highly diverse particle density, while accurately
representing fold-like features.

Figure 15 Triangulations of an adaptive (top) and a non-adaptive streak surface with approxi-
mately 110.000 triangles each. The non-adaptive version shows less optimal particle distributions
and regions with low mesh resolution.
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7 Conclusion

In this paper we have introduced an approach to fully adaptive streak surface integration.
Our method is based on MLS approximation for the evaluation of the vector field and surface
as well as curvature approximation. For particle insertion we utilized the circumradius
properties of a Delaunay type evolving mesh, which is restructured after every time step to
restore Delaunay properties. The distinction between two types of particle location during
insertion avoid the generation of triangles with bad aspect ratios. A look back strategy
during particle insertion further reduces approximation errors.
The results shown in section 6 demonstrate the accurate, robust, and fast integration of
adaptive streak surfaces generated by our method. Moreover we have presented results in
a real world application of a mixing process, illustrating the suitability for practical flow
analysis and topology-based visualization.
The methods introduced in this work are portable to other fields of visualization where
moving or evolving meshes are concerned, such as the concept of unsteady flow volumes
presented by Becker et al. [3]. Common approaches to the extraction of vector field topology
of fluid flows [20] based on the use of stream surfaces as three-dimensional separatrices in
the stationary case can be generalized to vector field topology methods in non-stationary
fields by the application of streak surfaces for segmentation of time-varying volumes.
Future work on the topic of adaptive streak surface construction may include the utilization
of improved spatial clustering for further parallelization of the surface generation process as
well as the integration of vector field singularities into the streak surface generation process.
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Abstract
Scientists and engineers are making increasingly use of hp-adaptive discretization methods to
compute simulations. While techniques for isocontouring the high-order data generated by these
methods have started to appear, they typically do not facilitate interactive data exploration. This
work presents a novel interactive approach for approximate isocontouring of high-order data. The
method is based on a two-phase hybrid rendering algorithm. In the first phase, coarsely seeded
particles are guided by the gradient of the field for obtaining an initial sampling of the isosurface
in object space. The second phase performs ray casting in the image space neighborhood of
the initial samples. Since the neighborhood is small, the initial guesses tend to be close to the
isosurface, leading to accelerated root finding and thus efficient rendering. The object space
phase affects the density of the coarse samples on the isosurface, which can lead to holes in the
final rendering and overdraw. Thus, we also propose a heuristic, based on dynamical systems
theory, that adapts the neighborhood of the seeds in order to obtain a better coverage of the
surface. Results for datasets from computational fluid dynamics are shown and performance
measurements for our GPU implementation are given.
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1 Introduction

Computational simulations use finite element methods to approximate the solution of partial
differential equations. While the use of low-order linear basis functions within the finite
elements was common in the past, the increasing need for numerical accuracy and efficiency
motivates the development of more sophisticated numerical methods. An example is the
hp-adaptive finite element method used in computational fluid dynamics, which produces
high-order approximations inside each element. This leads to more accurate representations
of physical phenomena. However, for visual inspection, the rendering of such data can become
costly due to expensive evaluation. Approximate representation is one way to offer a viable
visualization approach, allowing a trade-off between rendering speed and accuracy. Low-order
resampling and isocontouring algorithms such as Marching Cubes (MC) [8] are among the
simplest solutions to this problem. Adaptive sampling variations of MC can further reduce
the error and capture more complex structures [14, 17]. However, resampling approaches
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Figure 1 Isocontouring of a sequence of different density levels for a high-order dataset obtained
from a Discontinuous Galerkin flow simulation.

introduce error and often lead to increased memory demands due to the large number of
lower-order elements needed to represent the original data with sufficient accuracy.

To overcome these limitations, more attention has been paid recently to methods for
direct contouring of high-order data. Usually, in these methods, isocontouring is realized
as a root finding or gradient descent problem. Due to the high-order nature of the data,
there is no closed-form solution for these approaches, and numerical methods must be used
instead. Since these methods are typically computationally expensive, they are often carried
out in a pre-processing step, which was applied in several mesh-extraction [14, 16, 17] and
point-based algorithms [3, 20, 18, 10]. Although interactive rendering is possible with these
techniques because the isosurface is computed during pre-processing, changing isovalues
requires recomputation of the isosurface and hence the overall visualization is often no longer
interactive. The ability to change isovalues interactively is present in some ray casting or
ray tracing isocontouring algorithms [19, 11, 6]. However, the evaluation during rendering of
such numerical methods typically leads to lower frame rates.

In this work we present a technique for the interactive approximate contouring of high-
order data. It allows to choose the trade-off between rendering speed and rendering quality
and is called iHOS (isocontouring of High-Order Surfaces) in this paper. It relies on a hybrid
algorithm that distributes the isocontouring workload over pre-processing and rendering
phases, allowing for interactive exploration by changing isovalues. The main components
include:

A parallel particle-based technique to generate a coarse, view-independent sampling of
the isocontour in object space, which is only executed when the isovalue changes.
An algorithm based on dynamical systems theory that allows for improved isosurface
sampling.
GPU-based ray casting that shoots a collection of rays for each quad around each sample
in object space.

The method is designed to be efficiently mapped to parallel architectures and does not
rely on inter-element connectivity information. Element reordering is not necessary for
correct rendering, although performance improvement is achieved by processing elements in
front-to-back order. Results are presented for datasets composed by convex cells. However,
since no cross-cell rays are used, the method can be easily adapted to work with concave
cells through the use of a more general point-in-polyhedron test. These are desired features
that allow easy handling of structured and unstructured meshes as well. Figure 1 presents
the results obtained with our method for a sequence of different isovalues for a high-order
dataset obtained from a Discontinuous Galerkin flow simulation.
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2 Related Work

There is a vast literature on isocontouring; the discussion below focuses on techniques for
high-order data. Figueiredo et al. [3] proposed physically-based approaches for extracting
triangle meshes from implicit surfaces. One method is particle-based while the second is
based on a mass-spring system, and represents the first attempt on using particles to sample
high-order data. This work inspired Witkin and Heckbert [20] to develop a point-based tool
for the modeling and visualization of implicit surfaces. When used as a modeling tool, points
represent handles for changing shapes. As a visualization tool, points are projected onto
the surface and rendered as discs, with size and distribution adaptively computed according
to the curvature of the surface. Meyer et al. [10] proposed a technique for isosurfaces
generated from high-order finite element simulations that builds upon the approach of Witkin
and Heckbert. Potential functions are used for particles repulsion, giving more control
over particle distribution. This method handles cells with curved surfaces and allows for
interactive visualization of a given isosurface. However, interactive exploration of different
isovalues is not viable since every isovalue change typically takes several minutes due to
resampling.

Kooten et al. [18] presented the first interactive particle-based method for implicit surface
visualization that runs entirely on the GPU. The projection method is an adaptation of that by
Witkin and Heckbert. Particle repulsion relies on a spatial-hash data structure that requires
costly and frequent updates, thus preventing its use for rendering large datasets. Although
not directly related to isocontouring, we mention the work by Zhou and Garland [21], which
presents a point-based approach for the direct volume rendering of high-order tetrahedral data.
Despite their effectiveness, point-based methods typically only provide a coarse representation
for the isosurface, and accurate representations require a huge number of points. Haasdonk et
al. [4] presented a multi-resolution rendering method for hp-adaptive data based on polynomial
textures targeted to 2D rendering. Schroeder et al. [16] presented a mesh extraction method
that explores critical points of basis functions to provide topological guarantees on the
extracted mesh. Similar to other mesh extraction methods, it employs computationally
expensive pre-processing to allow interactive exploration of arbitrary isovalues. Remacle
et al. [14] proposed a method for resampling high-order data inspired by adaptive mesh
refinement (AMR) methods. The original high-order data is down-sampled to a lower-order
representation which is suitable for lower-order visualization algorithms like Marching Cubes
[8]. The resampling error threshold can be adjusted, but low thresholds can lead to memory
consumption explosion.

A competing strategy is to avoid pre-computation and compute isocontours during
rendering. Nelson and Kirby [11] presented a ray tracing-based method for the isocontouring
of spectral/hp-adaptive data. The method works by projecting the high-order functions
onto each traced ray and computing the intersection with the isosurface from the resulting
univariate function. Visualization error is carefully quantified and reduced. On the other
hand, it typically takes several seconds to generate the final image, prohibiting interactive
exploration of the data.

Knoll et al. [6] presented an interactive interval arithmetic-based method for the ray
tracing of implicit surfaces on the GPU. It is currently one of the fastest ray tracers for
implicits, presenting also robustness with respect to the root-finding process. However,
the equations of the implicits must be converted to an inclusion-computable form, which
increases the number of arithmetic operations needed to evaluate the equations. This is not
a problem in the case of polynomials with only few coefficients, as can be verified by their
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results. However, in the case of simulation data we usually have polynomials with hundreds
of coefficients and thousands of polynomials to be evaluated for each frame, and the use of
interval arithmetic may impact performance.

3 Isocontouring High-Order Surfaces

In this section we describe the details of the isocontouring High-Order Surface (iHOS)
algorithm. We start by first giving an overall description, followed by details of each step.

3.1 iHOS design
Interactive rendering rates in iHOS are obtained by dividing the isocontouring workload
between object and image space computations, each defined in a separate phase. The first
phase, in object-space, generates an initial sampling of the isosurface by projecting particles
(here called seeds) along the gradient field onto the surface. Only seeds successfully projected
onto the surface are considered for further processing. Each projected seed generates a
surface-tangent, seed-centered quadrilateral (quad) that covers the neighborhood of the seed.
The second step uses the fragments generated by the rasterization of those quads as the initial
points for a ray casting that refines the isosurface representation in image space. Figure 2
gives an overview of the iHOS pipeline.

To compute the initial isosurface approximation, we start by placing a set of seeds
uniformly distributed inside each cell and projecting them onto the surface. The projection
affects the density of the seeds and thus the sampling quality. There are methods described
in the literature that handle this problem by using repulsion/attraction or birth/kill of
seeds in a pre-processing stage [20, 10, 18]. Despite their effectiveness, these procedures
are computationally expensive, requiring the update of complex data structures that are
hard to efficiently map to parallel architectures. Although our experimental results show
that satisfactory quality images are obtained even without handling the sampling problem,
we additionally propose a heuristic that helps in reducing the artifacts of the final image.
This heuristic is implemented as a pre-processing stage that analyzes, under the dynamical
systems theory perspective, the seeds behavior along the gradient field during projection.
Differently from the previous methods that must compute the pre-processing for each isovalue,
this pre-computation is executed only once for the entire dataset and does not depend on a
specific isovalue. The next sections give an in depth explanation of each step of our algorithm.
We start by first reviewing the finite element (FE) high-order data subject to this work.

3.2 hp-adaptive FE Data
FE methods imply discretization. The physical domain Ω is discretized in a compatible mesh
(meaning that the elements intersect only at the boundary faces, edges, or vertices). A given
mesh M with N elements [14] can be defined as

M =
N⋃

i=1
ei (1)

where ei is the i-th element. In some FE method simulations, results are stored at the vertices
of regularly distributed elements. However, recent numerical methods brought the concepts
of h- and p-adaptiveness. h-adaptive methods vary the element size (h-refinement) while
p-adaptive methods are those that can vary the order of the basis functions (p-refinement).
The hp-adaptive methods combine both. These methods are of special interest because they
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Figure 2 iHOS pipeline: An initial sampling of the isosurface is generated in object space by
projecting coarsely seeded particles over the isosurface along the gradient field in object space. Each
projected point generates a quadrilateral whose fragments will be used as starting points for the ray
casting in the image-based phase.

can, through the balance between h- and p-adaptiveness, increase the convergence order of
computations. In p or hp methods, results are defined continuously for each element using
high-order functions.

In the specific case of Discontinuous Galerkin methods [13] the solution is computed
separately for each element, which means that the solution can be discontinuous at the
element boundaries. It is also common to have the higher-order basis functions defined in a
reference space, and a mapping function that transforms coordinates from reference to world
space. Although this mapping can be non-linear, we currently only handle transformations
that include rotation, translation, reflection, and scaling.

3.3 Object Space Sampling
The task of finding an isosurface for a given polynomial data can be formulated as a root-
finding problem. For high-order polynomials, the lack of closed form solutions lead to the use
of iterative numerical methods. Newton-Raphson (NR) is one of the best known methods for
numerical root finding. Additionally, it presents good convergence rates when the starting
point is already close to the desired solution. However, uniformly distributed seeds may not
be close to the solution and NR may fail, leading to poor sampling. One possible solution
is to guide the seeds through the gradient field until they get closer to the isosurface and
then apply NR to refine the projection. Since we just want to bring the seeds closer to the
isosurface, we decided for guiding the points by means of integration. After the integration
step it is assumed that the seeds are closer to the desired isosurface and we start with the
NR iterations. Directional NR [7] along the gradient is used, since it has the additional
advantage of quadratic convergence. Equation 2 shows the formulation used for the NR
iterations.

xk+1 = xk − f(xk)
∇f(xk) · ∇f(xk)∇f(xk) (2)

where k is the time step (k = 0, 1, . . .), x is the point position in reference space, and f is
the polynomial for the current cell.
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(a) (b) (c) (d)

Figure 3 Isosurface approximation: (a) Seeds are initially distributed uniformly into each cell.
(b) Seeds are guided through integration along the gradient field towards the desired isosurface. (c)
Seeds are projected using directional NR on the isosurface. (d) Surface-tangent quads are generated
for each point projected onto the isosurface.

All computations are performed separately for each seed point since no neighborhood
information is needed. Figure 3 gives an overview of the first phase.

3.4 Image Space Refinement
The input for the second phase of our method is a set of surface-tangent, seed-centered quads
that together cover the isosurface. Points lying on these quads can be used as starting points
for the ray casting that will refine the representation of the isosurface. These points are
efficiently obtained through the rasterization of the quads in image space. The fact that
these points are already close to the isosurface implies that we can use the directional NR
method along the ray direction, as show in Figure 4. Equation 3 shows the formulation for
the directional NR used for the fragment projection:

xk+1 = xk − f(xk)
∇f(xk) · rr , (3)

where k is the time step (k = 0, 1, . . .), x is the point position in reference space, f is the
polynomial for the current cell, and r is the ray vector in reference space.

The generated ray and fragment coordinates are transformed into the reference coordinate
system, where the ray-isosurface intersection computations are performed. After the maximum
number of iterations is reached, if the fragment is not projected onto the isosurface (within
an error tolerance bound) or it has been moved outside of the cell, it is discarded. If the
fragment is successfully projected, shading is computed and the corresponding pixel color is
updated.

4 Sampling Strategies

Both steps, the object space sampling (Section 3.3) and the image-based refinement (Sec-
tion 3.4), require appropriate sampling for obtaining a complete isosurface representation. In
some cases holes can result due to improper sampling. As a limit case of the object space
sampling, infinitely dense seeding would guarantee a complete isosurface representation, but
in practice, no guarantees about the resulting isosurface sampling can be given.

The reason is that in general no assumptions about the behavior of the gradient field can
be made, and hence of the mapping of the seeds to the isosurface. It is, for example, generally
not possible to estimate the maximum distance between two seeds when they are mapped
to an isosurface of arbitrary isolevel. A limit case of the image space refinement is a single
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(a) (b)

Figure 4 Isosurface refinement: (a) Quads are rasterized in image space. (b) Each fragment is
projected against the isosurface through directional Newton-Raphson.

quad that spans the complete screen, which would be equivalent to a ray casting approach.
This would lead to the typically low performance of these methods due to computationally
expensive root finding along the viewing rays. Our method operates between the two
mentioned limit cases. To motivate the parametrization and a sampling technique, we will
first discuss the relevant issues and implications that arise in the context of sampling.

4.1 Sampling Issues
The proposed approach suffers from the fact that the fragments are processed independently
and therefore it is impossible to detect, and to directly fix holes in the isosurface. Holes can
be caused by different reasons:

1. the root finding may fail, e.g. due to insufficient iteration count,
2. the root finding may deliver a point on a nearby isosurface if the quad is not well aligned

with the isosurface, i.e. the isosurface exhibits too high curvature with respect to the
initial sampling,

3. the quad sizes are insufficient.

The first cause is hard to address explicitly because the efficiency of our method relies on
synchronized root finding and hence constant iteration count (see Section 5.2). However, this
reason is typically negligible. Because we use quads that are aligned with the tangent plane
of the isosurface at each sampling seed, the second case depends only on the quality of the
initial sampling and the last one on the quad sizes. The initial sampling has to be performed
each time the isolevel is changed and therefore the exploration of isocontours requires high
performance for this operation. This makes the use of expensive approaches not feasible for
this step. Unfortunately, it is generally not possible to find a distribution of the seeds for the
object space sampling that leads to uniformly sampled isosurfaces for all possible isovalues.
This makes non-uniform quad sizes for the image space refinement necessary.

Therefore, we propose a method for estimating sufficient quad sizes in Section 4.2 and
place the seeds for the object space sampling regularly inside each cell. One problem is
that even comparably large quads cannot guarantee hole-free coverage of the isosurface
because the sampling points can be arbitrarily distant due to the possible intricacy of the
gradient field. Additionally, large quads typically lead to high overdraw and hence to lowered
performance. All in all, a balance has to be found between the number of initial seeds for
the object space sampling and the sizes of the quads.

For approximate results at high performance that can serve as a preview to more expensive
but robust methods such as that by Knoll et al. [6], the sampling in object space can be
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parametrized and the size for the quads can be derived from that sampling as shown in
Section 6. As an alternative, we now propose a method to estimate conservative quad sizes
for individual quads.

4.2 Estimating Quad Sizes using FTLE
A method to determine quad sizes that guarantees a complete covering of the isosurfaces
under the assumption of an appropriate object-space sampling can be derived from dynamical
systems theory. The finite-time (or local) Lyapunov exponent (FTLE) was originally defined
to measure the predictability of dynamical systems [9, 5]. More precisely, it measures the
exponential growth that a perturbation undergoes when it is advected for a finite time
interval in a vector field. The flow map φT (x), which maps a sample point x to its advected
position φT (x) after advection time T , is the basis for the Cauchy-Green deformation tensor
∇φT (x). Using

∆T (x) = (∇φT (x))> · ∇φT (x) (4)

and λmax being the largest eigenvalue, leads to the finite-time Lyapunov exponent [5]:

σT (x) = 1
|T |

ln
√
λmax(∆T (x)) . (5)

For our application, we are only interested in the growth of the distance between two
seeds as they are guided by the gradient field and therefore we omit the normalization by
advection time and the logarithm in Eq. 5. Additionally, since we look for points on the
isosurfaces, i.e. the intersections of isosurfaces with gradient field lines starting at the seeds,
the integration along the field lines shall not be limited by integration time (or length).
Instead, it has to be limited by the prescribed isolevel l. We define φl(x) to be mapping the
position x to the isosurface of isolevel l along the corresponding gradient field line (the field
line is stopped if a critical point of the gradient field is reached). Using Eq. 5, this would
lead to the separation factor

sl(x) =
√
λmax(∆l(x)) . (6)

We follow a direct approach for evaluating sl(x). To avoid numerical issues and to be able
to exclude certain seeding neighbors n ∈ N (x) of x, as described below, the computation of
sl(x) is not based on the gradient of φl(x), but it is calculated directly:

sl(x) = max
n∈N (x)

||φl(n)− φl(x)||
||n− x|| . (7)

The quad size d(x) at φl(x) is sl(x) times the corresponding seeding distance ||n−x||. If
the resolution of the object space sampling is appropriate, using these quad sizes guarantees
a complete covering of the isosurface at level l. For obtaining quad sizes that are appropriate
for any isolevel, the maximum separation ŝ(x) over all isolevels, computed in a preprocessing
step, is used to determine the quad sizes:

ŝ(x) = max
lmin≤l≤lmax

sl(x) . (8)

This quantity relates to the FTLE maximum by Sadlo and Peikert [15]. Unfortunately,
neighboring seeds can get mapped to different isosurface parts, making the resulting quad sizes
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too conservative. This leads to unnecessary overdraw during rendering and hence lowers the
overall performance. As a remedy, we propose a heuristic that reduces the overdraw caused
by these cases. The idea is to exclude neighbors of x from the computation of ŝ(x), that are
not located in its vicinity on the same isosurface. There are several possible approaches for
detecting if two points are adjacent on the same isosurface. The straightforward approach
would be to compute the geodesic distance between the points along the isosurface. However,
this is considered impractical and too expensive.

A criterion for testing if a mapped point φl(x) and its mapped neighbors φl(n),n ∈ N (x)
are located close to each other on the same isosurface can be motivated by the fact that the
gradient is always aligned with the isosurface normal. To test if a point and its neighbor are
located on the same isosurface, the behavior of the gradient field is analyzed on the straight
line connecting them. If the isosurface is planar between the two points, the line follows the
isosurface and intersects the gradient field everywhere perpendicularly. If, on the other hand,
the isosurface is non-planar between the points or if the points even lie on different isosurface
regions, there are positions on the segment where the gradient is not perpendicular. We
introduce the following measure amin for the minimum angle between the gradient and the
segment sn going from x to n:

amin = max
t∈[0,1]

|sn · ∇s(x + tsn)|/(||sn||||∇s(x + tsn)||) . (9)

Then, the neighbor n is excluded from the computation if amin exceeds a user-defined
threshold. In practice, this threshold can be typically set to 0.5 for suppressing most of
the erroneous neighbors in order to prevent too conservative quad sizes and reduce the
performance loss due to overdraw.

5 Implementation

The design of iHOS was to take full advantage of parallel architectures. Although our current
implementation runs on a single GPU, it could be easily distributed over a GPU cluster. We
start by first describing the data structures used. Afterwards we go into the details of the
implementation.

5.1 Data Storage

For the early cell culling we use an interval-tree [2] that stores the extrema of the scalar
field for each cell. This tree is stored and processed on the CPU side. The remaining data
structures are stored on the GPU through the use of different buffers. Each time the user
selects a different isovalue, we need to load the initial set of uniformly distributed seeds
and compute the isosurface approximation. Thus we allocate two seed arrays on the GPU:
one with the initial unprojected seeds and another to store the projected seeds. For each
unprojected seed, its corresponding FTLE value is stored as its w coordinate. Actually, those
seed arrays are implemented as vertex buffer objects (VBOs). We refer to V BOunproj for the
VBO with unprojected seeds and V BOquads for the VBO that stores the quads. Polynomial,
gradient, and cell boundary data are read-only and are made available for GLSL through the
use of bindable uniform buffer objects (BUBOs). Since BUBOs are limited in size (usually
64KB) we chose to create a separate BUBO for each cell and to bind them on demand.
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5.2 GLSL Shaders
Both phases of the algorithm are implemented through a set of shader programs. The first
step of the algorithm is implemented through a GLSL program composed of a vertex shader
and a geometry shader. The vertex shader reads the V BOunproj and projects the seeds onto
the isosurface (Section 3.3). These seeds are streamed up to the geometry shader and used to
generate surface tangent quads. The quads are resized accordingly to the FTLE value of the
seed (Section 5.1). In order to record the generated quads into the V BOquads we interrupt
the pipeline just after the geometry shader through the use an OpenGL extension called
Transform Feedback (or stream-out in DirectX terminology). The GLSL program responsible
for the second step is composed of a vertex and a fragment shader. The vertex shader just
redirects the vertices of the quads to the rasterization stage. The fragment shader implements
the core of the second step. It performs a ray casting using the input fragment as the starting
point for the root-finding iterations (Section 3.4). As said before, fragments that are not
sucessfully projected are discarded. However, it must be observed that fragments successfully
projected onto the isosurface are only shaded according to the new position, without having
their depth coordinate updated. This procedure greatly increases method’s performance by
allowing the use of the early-z test. A side effect of this approach is that some noise can
appear on some regions of the isosurface. This happens because a fragment closer to the
camera can be projected on a far surface, being thus wrongly shaded. This effect is greatly
reduced through the comparison between the angles of the polynomial gradient vectors at
the fragment positions before and after projection. If the two angles differ above a certain
value, it is assumed that the fragment jumped to another surface. In this case one have just
to discard the fragment. In both steps, the shaders must compute several evaluations of the
polynomials and their gradients. A shader capable of evaluating a general polynomial with
an arbitrary degree should contain a loop that could not be unrolled by the compiler. To
increase performance, we decided to keep several versions of these shaders, each one targeted
to a specific polynomial degree. For the polynomial evaluation itself we use static expressions
generated by a multivariate Horner scheme approach [1]. We decided to keep the number of
integration and NR iterations static in order to reinforce thread synchronization, increasing
performance.

5.3 Computation Flow
When the user chooses a desired isovalue the cells containing the isovalue are selected. These
cells are inserted in a separate list and arranged in front-to-back order through fast sorting
that does not have to be exact. This ordering is not necessary, but it helps the second step of
the algorithm to avoid processing occluded fragments, increasing performance. The shaders
corresponding to the polynomial degree of the current cell are activated. The corresponding
BUBO (containing the polynomial, gradient, and boundary data) for the current cell is
bound and the seeds are projected. After all seeds are projected, we start with the second
step. Again, the cell list is traversed, and now the ray casting shaders and corresponding
BUBOs are bound. Fragments successfully projected onto the isosurface are recorded in the
frame buffer.

6 Results

Results and performance measurements were obtained on a computer with an Intel Core 2
Quad 2.4GHz processor, with 4GB of RAM, Linux operating system, and NVidia GeForce
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Figure 5 Renderings of isovalue ≈ 2 with varying qs. From left to right, the sq value and
corresponding frames per second (fps) are: sq = 0.75 and 45 fps, sq = 1.0 and 39 fps, sq = 1.25 and
29 fps.

8800 GTX video card. To demonstrate the method we used synthetic data and two density
datasets generated by hp-adaptive Discontinuous Galerkin flow simulations. The scalar fields
of all datasets are defined analytically by a multivariate polynomial defined in the reference
space in a monomial basis of the form:

P (x) =
∑

i+j+k<=n

cijkx
iyjzk (10)

with i, j, k ∈ N0, the maximum order n, the coefficients cijk, and the reference space
coordinates x, y, z. The mapping functions for all datasets include only translations. The
smaller dataset is composed of 119 hexahedral cells with polynomial degrees varying between
5 and 6. The larger dataset is composed of 34,535 convex polyhedral cells (tetrahedra, prisms,
and hexahedra) with a scalar field defined by degree 3 polynomials.

6.1 Performance
For each phase of the algorithm a set of parameters can be adjusted. For the first phase these
parameters are the number of initial seeds (ns), number of integration steps (ni), number
of NR steps (nN1), and the error for the NR projections (ε1). For the second phase the
parameters that can be adjusted are the number of NR steps (nN2), the scale factor for
the quad size (sq), and the error for the NR projections (ε2). Although the great number
of parameters may be confusing at first, they offer great flexibility to the user, allowing
the tuning towards accuracy or interactivity. From our experience we observed also that in
general one can explore both accuracy and performance by adjusting just a few of them,
keeping the others fixed. For all presented measurements we used screen resolutions of 10242

pixels.
All renderings were made with active early cell culling and with front-to-back ordering

for the cells. Figure 5 shows performance measurements for the small dataset. The fixed
parameters, and their respective values, are: ns = 103, ni = 50, nN1 = 10, ε1 = 10−3,
nN2 = 3 and ε2 = 10−4. These values were chosen through trial-and-error. The only variable
parameter is sq. Due to early cell culling only 16 cells (≈ 7.43% of the total) were processed.
The results of Figure 6 show performance measurements for the bigger dataset. The fixed
parameters are: ns = 83, ni = 50, nN1 = 10, ε1 = 10−3, nN2 = 3 and ε2 = 10−4. These
values were also chosen through trial-and-error. Again, the only variable parameter is sq.
Due to early cell culling 3,781 cells (≈ 9.13% of the total) were processed.
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Figure 6 Renderings of isovalue ≈ 0.9983 with varying sq. From left to right, rendering and
zoomed images with the following sq value and corresponding frames per second (fps): sq = 0.5 and
21 fps, sq = 0.75 and 14 fps, sq = 1.0 and 12.5 fps.

Figure 7 Performance vs. number of cells. The non-linearity can be explained by the use of the
early-z test, which avoids the processing of occluded fragments.

Figure 7 shows how the method scales with respect to the number of cells. These
measurements were made with degree 3 polynomials extracted from the bigger dataset. It
can be seen that the rendering cost does not grow linearly. This can be explained by the use
of the early-z test, which avoids the processing of fragments or even cells that are totally
occluded. This behavior is reinforced since we use front-to-back ordering for the cells. We
may still have some overdraw since we do not order the quads inside the cell. However, from
our experiments, this has not affected significantly the performance in the general case.

The method proposed by Knoll et al. [6] may look, at first, as a competing approach.
Despite the fact that their method is meant for the robust rendering of implicits, it is fast
and could be applied separately to each cell of our datasets. Figure 8 shows a comparison
between our method and Knoll’s for the rendering of a single cell of our small dataset.
Visual inspection shows that our method is able to achieve higher framerates at better
image quality. One reason for the difference in performance is probably related to the extra
cost involved with the use of inclusion arithmetic in Knoll’s method. Although the use of
inclusion arithmetic guarantees error bounds for the results, it tends to produce inferior
results if larger error bounds are used. Since we are not primarily interested in the control of
accuracy, we rely on the direct evaluation of the original polynomial representation, which is
computationally cheaper and thus can be used in a previewing system.

Regarding the time spent to recompute the object space approximation at each isovalue
change, for all our tests, they took less than 2 seconds. In the case of the smaller dataset,
it takes less than 1 second to recompute the seed projection. All measurements were made
with 50 integration iterations and 10 NR iterations.
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Figure 8 Comparison with Knoll’s method. (left) Polynomial of degree 5 rendered by our method
at ≈ 30 fps. With the standard settings (depth = 10 and error = 0), Knoll’s method rendered this
image at ≈ 8 fps without visible artifacts. (right) After optimization of their parameters (depth =
4 and error = 0) to reach the best possible image quality at ≈ 30 fps. Both images rendered in a
10242 pixel screen.

6.2 Isocontouring Quality

As a previewing system the proposed method does not focus on high accuracy. Nevertheless,
it is capable of delivering results of reasonable quality. Figure 9 shows a comparison between
images generated by our method and the same images generated by POV Ray, a well known,
tested, and freely available ray tracer [12]. The discontinuities observed in these renderings
are due the Discontinuous Galerkin method used to compute the simulations. Our method
handles continuous data properly, as can be seen in Figure 10.

Despite the reasonable quality of the images, one may want to have better visual quality
for the isocontouring. In such cases the user can switch to a robust isocontouring system,
as the one proposed by Knoll et al. [6]. However, we have also developed some heuristics
in order to allow our method to generate better quality images. The quality of the final
sampling depends on the relation between the number of seeds and the size of the quads.
The exact relation between these two parameters is difficult to assess since the projection
changes seed density. The FTLE-based heuristic tries to estimate “optimal” quad sizes that

Figure 9 Comparison against POV Ray. (left) Image generated with our method, with the
following settings: ns = 103, ni = 50, nN1 = 10, ε1 = 10−3, nN2 = 3, ε2 = 10−4, sq = 1.5 and
isovalue ≈ 5.8437. This scene was rendered at 8.7fps. (right) Reference image generated from the
same dataset and same isovalue with POV Ray. Both images rendered at 10242 pixels.
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Figure 10 Rendering of Tangle dataset sampled with a grid of 43 = 64 cells (left). The dataset
is continuous inside and across cells. Zoomed image (right) shows how our method handles the
continuity at the borders correctly. Settings for this rendering are: ns = 103, ni = 50, nN1 = 10,
ε1 = 10−3, nN2 = 3, and ε2 = 10−4. The isovalue is ≈ −1.98. Image was rendered at 10242 with
≈ 9.6 fps.

(a) (b) (c) (d) (e) (f)

Figure 11 Sampling issues related to quad size: (a) Standard quads reduced to 30% of original
size. (b) Sampling using standard quads: some artifacts can be seen due to poor sampling. (c)
Quads scaled by the FTLE and reduced to 30% of their size. (d) Sampling obtained with quads
resized by the FTLE approach. (e) Quads resized by our FTLE approach in conjunction with a
heuristic that reduces its conservativeness, reduce in 30%. (f) Sampling obtained with our FTLE
approach in conjunction with the heuristic.

“work” for all isovalues considering an initial seeding given by the user. Since the FTLE
does not take into account the topology of the isosurface, it can be too conservative, by
considering distances between seeds in disjoint surfaces. For this case we adopt a test that
estimates whether points are in disjoint surfaces (Section 4.2). Figure 11 illustrates the
sampling problems related to bad seeding/quad size relation and how our heuristic resizes
the splats according to that seeding, reducing effectively the artifacts in the final image. It
also illustrates the effect of our disjoint-surfaces test on reducing the FTLE conservativeness.
Despite the fact that it improves the quality of the final rendering, the FTLE makes the
method less attractive for previewing since it reduces its performance.

7 Conclusion and Future Work

This work has presented iHOS, an interactive approach for isocontouring higher-order data
generated by hp-adaptive discretization methods. The method operates with high-order data
whose mapping function includes only rotation, translation, reflection, and scaling. The
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method does not rely on complex data structures and does not resample the original data
into lower-order representations. Results are presented for datasets composed by convex
cells. However, since no cross-cell rays are used, the method can be easily adapted to work
with concave cells through the use of a more general point-in-polyhedron test. Although
not meant to generate accurate images, the presented results show that general quality of
the generated images is good. Several parameters can be adjusted in order to control the
trade-off between efficiency and accuracy; it has been shown that one can explore both
(accuracy and performance) by adjusting just a few parameters, keeping the others at fixed
values. Some points should be addressed in future work: further reduction of the overdraw
during quad rasterization, development of an improved initial seed distribution heuristic for
the first phase, handling of large datasets, optimizations for subpixel cells and handling of
non-linear mapping functions between reference and world spaces. For future work we also
plan to adapt this method to handle dynamic datasets.
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Abstract
Research in medical visualization lead to a remarkable collection of algorithms for efficiently
exploring medical imaging data, such as CT, MRI and DTI. However, widespread use of such
algorithms requires careful parameterization, integration of individual algorithms in solutions for
real-world problems in diagnosis, treatment planning and intraoperative navigation. In the field
of HCI, input devices, interaction techniques as well as a process for achieving usable, useful,
and attractive user interfaces are explored. Findings from HCI may serve as a starting point to
significantly improve visual computing solutions in medical diagnosis and treatment. We discuss
general issues, such as input devices for medical visualization, and selected examples.

1998 ACM Subject Classification I.3 Computer graphics, I.3.3 Picture, Image Generation, I.3.6
Methodology and Techniques, J.3 Life and medical sciences

Keywords and phrases Medical visualization, Human Computer Interaction, Input devices, Scen-
arios

Digital Object Identifier 10.4230/DFU.Vol2.SciViz.2011.292

1 Introduction

The visualization and exploration of 3D medical image data, such as CT, MRI, ultrasound
or PET, is an important application area of scientific visualization. Developments in these
areas drove research in volume visualization, mesh processing, tensor visualization and image
filtering. With new and improved imaging modalities along with changes in the available
graphics hardware there is still a need for improved algorithms with respect to visualization
quality, accuracy and performance. However, there is an important trend towards more
applied research focussing on specific applications, to provide visual computing solutions
integrating image analysis, visualization and appropriate graphical user interfaces. Indeed,
these issues are essential to achieve clinical use of medical visualization algorithms. The
goal of regular clinical use requires to put the user in focus or – as HCI (Human computer
interaction) researchers would call it – to adopt a user-centered design approach [33]. Users
of medical visualization systems are primarily medical doctors from a specific discipline,
such as radiology, surgery, nuclear medicine or radiation treatment, who use such tools for
diagnosis support, treatment planning, intraoperative navigation and follow-up studies to
evaluate the success of their treatment. In this article, we focus on these user groups. Thus,
we do not address students of medicine who might use advanced 3D visualization for anatomy
teaching, or researchers in medicine, biology and chemistry who optimize medical imaging
with respect to sequences, protocols and contrast agents. The focus on medical doctors in
clinical settings is justified, since this group is by far larger than medical researchers and
students, and if these users can be provided with better tools, a direct and significant impact
on patient health is possible. It is essential to be clear about the user group: The working
place of a medical doctor in a hospital and particularly in the operating room differs strongly
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from the office of a researcher or the desk of a student. Thus it is naive to assume that
computer support developed for the latter is also appropriate for the first user group.

To discuss these issues, we need to dive into human computer interaction, the discipline
which deals with the process of generating usable and enjoying software systems directly
supporting specific users and their tasks. Since HCI itself is a huge discipline, we focus
on a few areas within HCI which are particularly relevant for the clinical use of medical
visualization. These include:
1. modern task analysis methods, which carefully incorporate the context of use, usage

scenarios, preferences and acceptance criteria,
2. an appropriate and refined use of input devices and input options, such as pen, touch

display and, gestured input,
3. strategies and recommendations which improve the user experience 1,
4. an adequate use of the large variety of displays ranging from handheld devices to very

large screens, and
5. prototyping and evaluation techniques which support the exploration of a wide variety of

techniques, options and combinations.

After an overview of medical visualization (Sect. 2), we discuss task analysis (Sect. 3)
and input devices (Sect. 4) in more detail and relate them to medical visualization in clinical
medicine. We continue with a discussion of evaluation strategies (Sect. 5).

2 Medical Visualization: From Pure Research to Advanced
Applications

Pioneering work in medical visualization was aimed at efficiently displaying a set of medical
image data with direct volume rendering or isosurface rendering incorporating shading,
efficiently using graphics hardware and improving image quality, for example with pre-
integrated shading. Another branch of research focussed on non-photorealistic rendering,
such as incorporating hatching to convey surface curvature [42]. NPR techniques have later
been adapted and used in volume rendering [6]. With these and other developments a large
set of powerful rendering techniques is available which provides – from an application’s point
of view – a sufficiently good performance and quality. However, basic algorithms alone do
not provide adequate support for clinical tasks. Medical doctors often need to
1. follow an inner path of an elongated branching structure (e.g. airway tree, vascular

structure, colon) to understand the branching pattern before an endoscopic intervention
or to detect abnormalities along the wall,

2. closely examine the local surrounding of pathologic structures,
3. explore possible resection areas and resection planes [52], and
4. integrate the results from different examinations, such as fMRI and DTI.

We discuss general strategies of providing useful and appropriate solutions in the following
subsections.

1 The user experience (UX) extends the older term usability and covers also perceived attractiveness.
Amongst others, a distinct visual design, typography, the careful use of colors, shapes, and animations
contribute to the user experience [7].
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Figure 1 Labelled visualization for neck surgery planning. All labels relate to potentially
pathologic structures and are placed automatically. Hidden structures are annotated using a bended
arrow. Thus, the user knows where to look for further critical and important structures. Clicking on
the annotation starts an animation that leads to a good viewpoint on the structure. (From: [30])

Incorporation of semantic information

A more user-centered approach was first adopted to support anatomy and surgery education
[21, 36]. We do not dive into such applications, but a few trends emerging in teaching
applications are relevant for the purpose of this paper. In particular, medical image data
was connected with a large variety of semantic information which enables the user to explore
data with respect to organ systems, nerve supply and other application-specific questions [45].
Based on such semantic information, anatomic structures may be labelled automatically [17].
Labelling is also useful for surgical planning (see Fig. 1 for an example carefully discussed
with a surgeon).

The extended use of semantic information is an important trend in other areas within
medical visualization. Importance-driven rendering relies on a priori knowledge of the
relevance of certain structures [51] and transfer function specification benefits from a user-
centered approach and "knowledge" of the actual data distribution as well as frequently used
settings [38]. In clinical settings, DICOM data are employed which come along with a variety
of semantic information, e.g. with respect to data resolution, specific scanning parameters,
which may be employed for annotation and parameterizing algorithms as well.

The essential role of segmentation

To provide advanced support, relevant structures have to be identified and delineated (to be
segmented). Segmentations are used to label or emphasize them for example with importance-
driven rendering. Segmentation is beyond the scope of this paper. However, similar to
medical visualization, there is a trend to focus on HCI aspects in segmentation as well instead
of purely developing highly sophisticated model-based approaches (the seminal paper of
Olabarriaga and Smeulders [34] laid the foundation for a systematic exploration of
interaction techniques in segmentation). Recently Heckel et al. [19] introduced a promising
method for semi-automatic 3D segmentation, where users may provide input in arbitrary
orientations. While many research papers are based on a comprehensive segmentation of
many structures, in clinical medicine, segmentation is performed rather rarely due to the
effort involved. Exceptions are advanced applications in cardiology and orthopedics as well
as radiation treatment planning where segmentation of the target structure (a cancer) and
surrounding vital structures is mandatory for optimizing the treatment plan.



Bernhard Preim 295

2.1 Virtual endoscopy
With respect to specific applications, virtual endoscopy, in particular virtual colonoscopy
for colon cancer screening, often serves as a showcase task, since it is highly relevant and
convincing solutions have been developed [22, 2]. The success of virtual endoscopy depends
strongly on application-specific aspects, such as an emphasis of suspicious structures by
advanced image analysis [53], adequate overviews which prevent that crucial information
is missed [50], and the presentation of actually hidden anatomic structures relevant for
the particular intervention [31]. Virtual endoscopy is also an excellent example, for the
successful use of a metaphor. This relates to the term "endoscopy", that is very familiar to
medical doctors and to the specific visualization, e.g. the implementation of various lens
characteristics, that mimic real endoscopy. We will discuss metaphors in Sect. 3.4.

2.2 Integration of image analysis, simulation and visualization
Other applications also require substantial image analysis prior to a visualization and
exploration of patient-specific models. As an example, [46] describes the image analysis
pipeline necessary for delineating all structures relevant for liver surgery planning. In a
similar way, neck surgery planning [27] requires segmentation of many different soft-tissue
structures, such as muscles, glands, and lymph nodes. Advanced visual solutions for surgical
planning often include simulations as well. As an example, Zachow et al. [52] simulated
soft-tissue deformations for different variants of facial surgical interventions. Similarly, Krekel
et al. simulated the range of motion of a shoulder implant to guide shoulder replacement [25].
The most advanced visual support is now available in neurosurgery planning applications,
where anatomic, functional and DTI data are combined [12, 4] and sophisticated visualization
techniques, such as depth-enhancing illustrative techniques, are used [39]. Enders et al. [12]
introduce a visualization of DTI fiber bundles which is carefully adapted to the information
needs of a neurosurgeon with respect to planning tumor surgery. All systems, mentioned in
this subsection, are good examples for carefully incorporating HCI aspects and focussing on
real needs and problems documented also with expressive evaluations.

2.3 Visual exploration of 3D models for neck surgery planning
We will explain the example of neck surgery planning in more detail. The in-depth exploration
of enlarged lymph nodes – potential lymph nodes metastases – and the primary tumor
with respect to its shape, size, location and surrounding structures represents the core of
preoperative planning. Specific solutions, such as cutaways for emphasizing lymph nodes,
and silhouettes for presenting context structures turned out to be useful in clinical tests.
However, our general approach of presenting as many anatomic structures as possible in
a convenient way, was eventually considered not appropriate, since it does not fit well to
the specific questions of surgeons. In extensive discussions we learned how careful possible
infiltrations are assessed. Surgeons want to know whether there is an infiltration of a vascular
structure for example, how likely the infiltration is, which portion along the vessel and which
portion of the vessel’s circumference is involved. The answer to each of these questions may
alter the surgical strategy considerably. Therefore, we carefully designed a workflow with a
sequence of 3D models to be used to assess the infiltration of different anatomic structures.
Figure 2 shows two examples of such specific visualizations. We cannot claim that these are
optimal visualizations for this purpose, but at least we have identified the visualization of
(potential) infiltrations as an important research topic, probably relevant for a wide spectrum
of surgical interventions.
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Figure 2 Specific visualizations of the neck anatomy. Both images indicate the possible infiltration
of an anatomic structure by a lymph node metastasis (left: a large muscle, right: thyroid cartilage).
The possible infiltration area is semitransparently visualized and hatched. (Copyright: Dornheim
Medical Images)

2.4 Discussion
Successful applications require to deeply understand the characteristics of the underlying
imaging data, the variety within such data, including pathologic situations and the specific
diagnostic and treatment planning questions. From the huge variety of options to display such
data, appropriate default settings are necessary to support users working under severe time
pressure adequately. These default settings relate to colours, rendering styles, transparency
and viewing directions. More often than not, different views to the data need to be carefully
combined and synchronized, such as internal and external 3D views along with cross-sectional
views in virtual endoscopy. Moreover, in diagnosis but also in treatment planning it is
often essential to understand existing workflows (without advanced computer support). This
enables to envision new workflows which are as as close as possible to the original workflow.
In tumor surgery, for example, the location, shape and size of a tumor needs to be explored
before possible infiltrations of important risk structures are analyzed in detail. We will
discuss workflow analysis in Sect. 3.2.

3 User and Task Analysis

When research and development is indeed targeted at clinical applicability, user and task
analysis are key elements. The failure of many attempts to create useful systems for clinicians
is often largely based on an incomplete task analysis, where major requirements were not
identified or their priority was underestimated. The naive approach to ask the users, what
they need, may be a reasonable start, but there are several reasons why the immediate
answer to this question is completely insufficient. Typical users have no idea what could be
done with adequate technical support, they are accustomed to certain kind of technology
and try to cope with it. Thus, user needs have to be very carefully elicited. HCI experts,
specialized on this activity, are referred to as user researchers2, a term which illustrates how
complex, challenging and creative task analysis actually is.

Modern task analysis combines a variety of methods including observations, interviews
and questionnaires. As a result, a hierarchical task analysis (HTA), workflow diagrams, or
a set of (informal natural language) scenario descriptions eventually enriched with digital

2 Very often, these persons have a Phd in psychology.
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photos from important artifacts arise. Diagnostic and treatment planning tasks are complex
and demanding. It is therefore necessary to carefully prepare the analysis in order to pose the
right questions and follow-up questions to reveal the implicit knowledge of medical experts.

3.1 What has to be analyzed?
The details of a particular treatment are, of course, different. However, a few general
questions may serve as orientation:

Which pathologies should be diagnosed or treated?
Which imaging modalities are used either in isolation or combination for diagnosis or
treatment planning?
How is the pathology described and which alternative pathologies are considered (confirm
or exclude a certain diagnosis)?
How is the severity of the disease described and which criteria are employed for this
description?
What are the therapeutic consequences of the diagnosis?
Which treatment options exist, e.g. surgery, radiation treatment, interventional treatment?
How can they be combined?
Which criteria drive the decision for these treatment options?
Which further details have to be determined prior to surgery or intervention, e.g. ac-
cess path for a cathether or stent, extent of a surgical resection, necessity of vessel
reconstructions?
Who is involved in these decisions?
What kind of technical support is used during the intervention, e.g. navigation or surgery
assistance systems?
Which decisions have to be performed during an intervention?

It is crucial to understand these questions, to verify the answers by discussing with several
medical doctors, and to discuss the results of your analysis with them. More often than
not, it turns out that some facts have been confused or the relevance of some aspects is not
correctly understood. As a consequence, the computer support should focus on generating
visualizations which support diagnostic or treatment decisions directly. Later in a project,
evaluations should focus on the influence of computer support on these questions. Our
experience indicates that observations at clinical workplaces are a mandatory aspect of task
analysis.

3.2 How to represent the results?
Task analysis yields a wealth of data which needs to be structured, prioritized and consolidated
before concise results can be extracted. Audio recordings from interviews or "think aloud"
sessions, handwritten notes, schematic drawings of workplaces or tasks are typical examples.
Recently, two different representations have been used and refined for medical visualization
applications: workflows and scenarios.

Workflow analysis and redesign is a core activity in business informatics where business
processes should be designed, evaluated and optimized. Workflows are formal graph or network
representations which contain actions (nodes in the graph) and their logical sequence (edges in
the graph). The design of medical visualization may borrow from these experiences, notations
and tools to manage such workflows to characterize treatment planning, interventional
procedures and outcome control. Workflows may contain (a few) variants and may emphasized
typical sequences of actions. They may also encode how often certain procedures occur, and
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Figure 3 A workflow for a surgical intervention in cardiology resulting from careful observations
(left with a tablet PC and dedicated software) in the operating room. (Courtesy of Thomas Neumuth,
ICCAS Leipzig)

how long they are [32] – an information which is essential to consider which processes may
improve from computer support. Workflows are described after observing several instances
of a process (see Fig. 3). They may describe processes at various levels, thus allowing an
analyis at different levels of granularity.

The formal character of this representation is a benefit which clearly supports the
software development process. However, since this notation is not familiar to medical doctors,
workflows are not particularly useful for discussions with them. Also, at different sites or
even among different doctors at one side, there might be huge differences in their specific
workflows. Unlike in manufacturing and administrative procedures, medical treatment is and
must be more individualized with respect to the patient and the medical doctor. Workflow
diagrams can hardly represent that variability but are often restricted to a somehow averaged
instance.

Scenarios are now widely used in HCI, in particular to characterize and envision
radically new software systems [3]. Scenarios are natural language descriptions which
include statements about which technology or feature is used for which purpose. They
contain different perspectives as well as motivations from users. Scenarios are more open to
interpretation, which may be considered as a drawback. However, they are clearly useful
as a basis to discuss with medical doctors. For three larger projects in computer-assisted
surgery, scenario descriptions have been used, discussed within the development team and
with medical doctors resulting in a large corpus of descriptions, annotations and refined
descriptions [10]. Figure 4 shows different types of scenarios and their relations as they have
been used for liver surgery training, neck surgery planning as well as minimally-invasive
spine surgery. For a detailed discussion of these scenario types, see [10].

The following is a short portion from a longer user story and the derived scenarios for a
SpineSurgeryTrainer (see Fig. 5 and [11]):

User Story: ?The doctor in training has to place an injection in the area of the cervical
spine for the first time. He is insecure and he wants to train this procedure to test his skills
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Figure 4 To envision a planned application, high-level user stories are stepwise refined by
providing detail on how a function should be performed, and by considering constraints from the
context of the intended system use. The links between the documents and the related annotations
need to be managed. (From: [10])

Figure 5 A screenshot from a training system for minimally-invasive spine surgery. A difficult
decision relates to the access path and needle placement. (From: [11])
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and to do the real injection with self-confidence. But there is no expert and no cadaver
available at the moment. Because he is pressed for time and wants to start the training
directly, he decides to train the injection virtually. . . . ?

Conceptual Scenario: ?He starts with the survey of the patient data and anamnesis. After
that, he decides for an injection as therapy and starts the training of the virtual placement of
the needle [Concrete Scenario 1] based on the MRI data and the 3D model of the patient’s
anatomy. . . . ?

Concrete Senario 1: (Details of injection planning): ?With the mouse (left mouse click)
he defines one marker for the penetration point and one for the target point of the needle
in the 2D data. The needle takes up its position. In an animation the user can view the
injection process of the needle to his defined position. . . . ?

In total, six scenarios related to cases with different levels of difficulty and different viable
treatment options have been explored. The discussion of such scenarios with medical doctors
revealed a variety of insights and ideas for visualization and exploration of the data, in
particular when the decision between two alternative therapies depends on subtle details of
the patient anatomy.

3.2.1 Experiences with the Use of Scenarios
The visualization group in Magdeburg employed scenario descriptions consequently for several
comprehensive projects. The use of scenarios, in particular the discussions with medical
doctors, lead to several unexpected ideas and features. As an example, it turned out that
our NeckSurgeryPlanning-system is also relevant for patient consulting, where surgical
options are explained to the patient and to family members. For this purpose, a large display
device is useful and the set of available features may be strongly reduced. An essential
lesson learned in these discussions is that user stories need to be combined with sketches,
screenshots of a mock-up or storyboards to further strengthen the imagination of medical
doctors. The purely textual character of all scenario types does not sufficiently support the
discussion of the strongly visual components of a diagnostics and treatment planning systems.
Fig. 5 is an example, which was created to support the reflection on the previously described
user stories.

3.2.2 Combination of scenarios and workflows
A development team need not to decide whether (exclusively) workflows or scenarios should
be used to guide the development process. Both methods provide useful and complementary
information. While scenarios better support the discussion between user researchers and the
target users, they do not inform the actual developers in a concise manner. For the developers,
a validated workflow description is a valuable support, in particular for implementing wizard-
like systems which guide the user in a step-by-step manner. The systems developed in
Magdeburg were also based on workflow descriptions at different granularities. Surgical
planning, for example, at the highest level follows often the workflow: diagnosis, assessment
of the general operability (Can the patient tolerate anesthesia?, . . . ), resectability (Is the
pathology accessible and may be removed without damage of vital structures?), access
planning, in-depth planning including vascular reconstructions.

3.3 Understanding the User
This stage in a user interface lifecycle aims at understanding users’ qualifications, preferences,
needs and attitudes in order to create solutions which are acceptable and appropriate for
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them. In medical visualization, users are primarily radiologists, radiology technicians, medical
doctors from different operative subjects, such as orthopedics, neurosurgery, or urology.

There are significant differences between radiologists and medical doctors from operative
disciplines. While the former use the computer for a large part of their work, the latter
consider their cognitive and manual skills to perform surgery as the core of their activity
and use the computer only for a small portion of their work, often considering this work as
less important. This difference has huge consequences for what is considered as appropriate
visualization and interaction technique and user interface. While radiologists prefer a very
efficient interaction even at the expense of more complexity and a longer learning period,
doctors in operative subjects prefer simple easy-to-use interfaces even at the expense of
longer interaction sequences and reduced flexibility. Therefore, radiologists (and medical
doctors from related disciplines as nuclear medicine and radiation treatment) efficiently use
systems with rather dense user interface panels, invisible interactions, such as short-cuts,
popup-menus and other interaction facilities that only appear in a certain context. On the
other hand, doctors in operative disciplines favor simplicity and thus prefer strongly reduced
interaction with only a few large buttons at the same time. For radiologists it is essential
that they can stay focussed on a certain region in a 2D or 3D visualization while performing
changes on the visualization parameters, such as brightness, contrast, transfer function, or
the currently selected slice. Thus, they prefer in-place interaction with mouse movements,
such as scrolling through the slices with mouse wheel and changing brightness/contrast with
left/right up/down movements. Interfaces for surgeons perform the same task with a control
panel, where (large) sliders enable control of these parameters.

3.4 Metaphors
The identification and use of appropriate metaphors is an essential aspect of a user-centered
process. Beyond requirements, scenarios and workflows, the user and task analyis may elicit
suitable metaphors. The suitability of metaphors depends on the familiarity of users, the
structure and richness of the metaphor (what do people associate with a metaphor?) and
the degree of correspondence between the source domain (where the metaphor is known)
and the target domain (the new application where the metaphor is employed to label and
visually illustrate application concepts). Successful applications of metaphors in medicine are
virtual endoscopy (recall Sect. 2.1), digital microscopy (a metaphor for designing solutions for
pathologists), the digital lightbox (a general metaphor for radiology workstations, particularly
for X-ray based image analysis). The further study the use of metaphors in science and in
interactive system the following sources are recommended [5, 8, 14, 28].

4 Input Devices

Input and output devices play an essential role for the usability of medical visualization
systems. There is a large variety of input and output devices, potentially relevant for medical
visualization applications.3. We focus here on input devices because there is considerable more
experience documented in scientific publications. In the future, however, autostereoscopic
displays and mobile devices need to be carefully analyzed with respect to their potential for
medical visualization.

3 The virtual autopsy table with multi-touch input is an inspiring example, see the TED talk: Visualizing
the medical data explosion at
http://www.ted.com/talks/anders_ynnerman_visualizing_the_medical_data_explosion.html
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Figure 6 Left: A radiology technician performs segmentation and other analysis tasks on medical
imaging data. Pen-based input meets her needs for precise, fast and convenient interaction (Courtesy
of MeVis Medical Solutions). Right: Specification of resection lines on a 3D model of the facial
bones by means of pen and graphics tablet (From: Zachow et al. [52]).

Software systems for medical diagnosis and treatment planning are almost exclusively
operated by means of mouse and keyboard. This was reasonable in the past, since only a few
different input devices were available and advanced devices have been very expensive. This
situation has radically changed with the advent of a large variety of affordable input devices
(see [20] for a recent and comprehensive overview).

For intraoperative use, mouse and keyboard are not appropriate, since all devices have
to be sterile. As an alternative, gesture input and the use of the Nintendo Wii have
been explored [23, 9, 40]. Before we discuss the special situation inside the operating
room (Sect. 4.2), it should be mentioned that also for preoperative diagnosis and planning,
alternative input devices should be considered. Pen input is promising for tasks where paths
are specified manually, e.g. in case of edge-based image segmentation methods, such as
LiveWire [13], where the user sketches the contours of anatomic structures. As an example,
radiology technicians frequently use a graphics tablet with pen input (see Fig. 6). Similarly,
Zachow et al. [52] used pen input and a graphics tablet to precisely specify resection lines.
However, there was neither a systematic comparison of input devices for typical medical
visualization tasks nor a solid set of recommendations for the selection of input devices.

Function key pads. Often, a few commands are frequently used in diagnostic and
radiation treatment planning systems. These commands may, in principle, be invoked with
the function keys of the keyboard or other shortcuts. However, this is neither intuitive nor
optimal, since for consistency reasons with other software tools, some function keys cannot be
used in a very application-specific way. Also, to invoke the keys, the visual focus has to be put
on the keyboard. As an alternative, in an airplane cockpit or a car, a gear can be used without
visual attention due to its specific shape which allows to use the tactile sense to grasp it.
Thus, joysticks or function pads are a promising alternative. For an application in diagnosis
of mammography images, a team around Anke Boedicker, MEVIS Breastcare, developed
a special function pad where the size and placement of keys are carefully adapted to the
frequency of use. In Figure 7, a general and a specific keypad for diagnosis of mammography
are shown. It is likely that radiologists and experts in radiation treatment planning benefit
from advanced input devices because the increased learning effort pays off for them.

In the future, other input devices and more variants of the existing devices should be
considered for medical visualization. In particular, the popular interaction with gestures and
touch screens should be considered to provide a convenient user experience. Moreover, the
recent introduction of the Kinect-Controller for the Xbox has potential for intraoperative
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Figure 7 Left: A general function pad may be used to provide fast access for the most important
interactions. Right: A dedicated function pad has been developed and refined in various iterations
to provide fast access to frequent commands in a diagnostic system for mammography data. (Right
image: Courtesy of MeVisBreastCare)

use since the user may control interfaces just with body movements. Empirical evaluations are
needed to compare the usability of different input devices for frequent medical visualization
tasks.

4.1 3D Input
Many tasks in medical visualization require the interaction with 3D data. Patient-specific 3D
models are rotated, 3D measurements are accomplished [37], 3D models of implants, biopsy
needles or catheters are inserted (translation, rotation), the virtual camera is moved inside
air-filled structures (virtual endoscopy) or virtual resection areas are specified [52]. Also the
segmentation of medical volume data, discussed earlier, is a 3D interaction task, where 3D
interaction techniques and 3D input devices are essential, in particular to locally refine an
initial segmentation (recall [19]).

4.1.0.1 3D widgets.

To optimally support these 3D interaction tasks, 3D widget design and 3D input devices
are essential. 3D widgets provide different handles and thus allow to decompose a 3D
transformation ([37] discusses 3D widget design in detail for measurement tasks). Often, it
is useful to restrict 3D transformation, e.g. by snapping to edges, vertices or faces, or by
integrating a priori knowledge. In medical applications, implant placement is probably the
most important application. For the sake of brevity, we cannot discuss 3D widget design in
detail, but refer to [44].

4.1.0.2 3D input devices.

All interactions mentioned above may, in principle, be accomplished with a 2D mouse where
a 3D transformation is somehow artificially decomposed in orthogonal movements. Six
degrees-of-freedom devices, such as 3D Mouse, enable a more natural translation, thus
reducing the mental effort.

A 3D mouse may also be used in addition to the 2D mouse to support bimanual interaction.
Humans are very effective in coordinated movements of both hands, thus bimanual interaction
is very promising. Hinckley et al. developed a successful neurosurgery planning system,
where bimanual interaction and physical props were employed [16]. Later, Ritter et al. [41]
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Figure 8 Different input devices such as the graphics tablet with a stylus and the Phantom
which provides haptic feedback, graphics tablet with a pen and 3D mouse have been explored for
controlling virtual endoscopy in the sinus.

presented an anatomy teaching system, where bimanual interaction was employed successfully
as well. As an example, simultaneous rotation and zooming was very effective and satisfying
for medical doctors. For virtual endoscopy, a recent investigation of different input devices
revealed that after a short learning period, surgeons could track a given path more accurate
and faster with a 3D mouse [26]. Haptic input is also essential since it allows the user to
better understand complex spatial anatomy such as in the paranasal sinus (Fig. 8).

For the sake of brevity, the area of surgical simulation can only briefly be touched. 3D
input devices and haptic feedback are essential in systems to train puncture and needle
placement for regional anesthesia or catheter-based interventions. Besides haptic input,
usually still with Phantom devices and bimanual control of devices, often complete VR
systems are used to provide high degrees of realism (see [49] for a recent example). In
particular, if soft tissue structures are involved, elastic deformations play an essential role in
surgery simulation. A faithful and efficient realization of this behaviour and its integration
in a surgical simulator, is a key aspect.

There is a great need to systematically explore the use of advanced input devices for
frequent medical visualization tasks. It might be expected that the use of other input devices
give rise to using other interaction techniques. Besides input devices, input techniques also
have to be carefully considered. As an example, the transformation of a mouse cursor to a
3D rotation is realized in a strongly different way in popular 3D graphics and visualization
toolkits, such as VTK, Open Inventor and 3D Studio. Different usability problems arise in
these variants, as a systematic comparison shows [1].

4.2 Interaction Techniques for Intraoperative Use
Time-consuming planning of surgical interventions is primarily accomplished in case of
complex and severe surgical interventions, e.g. when rare anatomic variants occur or surgery
close to vital risk structures is necessary. In these situations, it is often necessary to compare
the intraoperative situation with the preoperative plan, to rehearse preoperative planning
or to adapt the plan due to new findings, such as an additional metastasis. Meeting these
requirements is challenging in different ways. Accurate navigation systems are needed,
intraoperative data has to be precisely registered to the patient, registration has to be
updated fast and reliably when the anatomic situation changes, e.g. due to brain shift or
soft tissue deformation. Computer-assisted surgery research is focussed on these algorithmic
challenges [35]. With respect to the user interface, an important question is the selection
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Figure 9 During a navigated intervention of the paranasal sinus the surgeon has to shift his
attention from the patient to the endoscopic monitor which presents the images from inside the
patient. When he operates close to critical structures he has to focus on the monitor of the navigation
system which indicates the instrument position in relation to preoperatively acquired CT data.

and placement of a proper display in an operating room which is already heavily overloaded
with various equipment, e.g. from anesthesia. Challenging ergonomic issues arise, e.g. when
endoscopic surgery is performed and the monitor has to be placed such that it is not too
distracting to look at it during surgery [18]. Even more challenging is the choice of a display
solution when a navigation system is used, since an additional monitor has to be carefully
placed (see Fig. 9). Visualizations used in these settings have to be carefully adapted to
this situation, e.g. by avoiding a too dense display of information. The user has to operate
software intraoperatively meeting the requirements of sterility. Voice control has been
extensively studied but seems not promising, amongst others, because the environment is
noisy. More promising is gesture input, which is a research focus in various groups. Ritter et
al. [40] use the Wii interface to operate 3D visualizations (see Fig. 10), whereas [9] employed
gestures to operate a touch screen. All of these solutions are based on intensive clinical
cooperations, with extensive observations in operating rooms and are now in a state where
first trials in realistic settings showed the feasibility.

Figure 10 Nintendo’s Wiimote is used under sterile conditions in the operating room to perform
simple gesture-based interactions with the 3D model derived in the planning stage. (From: [40])
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5 Evaluation

HCI researchers make a basic distinction between formative and summative evaluations.
Formative evaluations are carried out during the development based on prototypes and serve
to initiate discussions to receive feedback for guiding the further development. Summative
evaluations characterize the final system with respect to ease of use, ease of learning and
other usability factors. At most minor problems may be addressed in this late stage. For
medical visualizations, both kinds of evaluations are essential. Formative evaluations usually
take less effort, they are accomplished with a few users in an informal way. Preparation
includes the selection of tasks to focus the evaluation and to carefully think about questions
to be answered, including more open questions that stimulate discussions. In early stages,
sketches and mockups may be used. Ongoing continuous formative evaluation is essential
for research projects where many aspects are not clear and a large design space is explored.
Again, [7] gives many convincing examples. One general recommendation is to let users
compare alternatives. Users are more critical and discuss much more intensively if they may
select between a few alternatives instead of having to comment on the only one solution
presented to them.

The "think aloud" technique, like in early task analysis, is helpful. Logging protocols
which represent the actions taken by the user are often an invaluable help. Eye-tracking may
be a useful ingredient, e.g. to compare visualization techniques with respect to their effect
on viewing patterns. However, for most solutions it is not necessary and the interpretation
of eye-tracking results is quite challenging.

Summative evaluation often aims at a statistic analysis with a larger number of parti-
cipants. Many aspects of such an evaluation need to be carefully considered, such as the
selection of test persons, the specific questionaire design and the statistical methods used for
evaluation. Such summative evaluations have rarely been accomplished in medical visualiza-
tion. The few such evaluations were web-based questionaires and–as a trade-off-between the
number of test persons and their suitability–often not only medical doctors were included.

As a consequence, more insights usually result from formative or informal summative
evaluations where a few users are carefully observed and interrogated. In medical visualization,
typical tasks include the description of the morphology and spatial surrounding of a pathology,
its classification and the assessment of its operability. How long medical doctors need for
their decision, how secure they are and whether their assessment is actually correct, are
among the aspects which might be explored. Readers interested in evaluation of medical
visualization systems should consider the general thoughts on user studies in visualization
by Kosara et al. [24] as well as the insight-based evaluation by Saraiya et al. [43]. Ideally,
medical visualization systems are evaluated with medical doctors not only as passive sources
of information but instead as those who guide the evaluation towards relevant medical
problems. Among the few examples of such evaluations are [29] who investigated advanced
3D liver surgery planning and [15], who evaluated virtual endoscopy solutions for surgery
planning.

6 Concluding Remarks

The development of visualization systems for clinical medicine requires in-depth analysis
of interventions, equipment, usage scenarios and user characteristics. The design of new
solutions should comprise a substantial prototyping stage where variants of visualizations,
view arrangements and interactions are discussed early and correspondingly refined. The
scope of input devices should be carefully considered. This includes a combination of devices
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Figure 11 Mobile use of medical image data based on wireless internet connectivity is a huge
benefit for the doctor and the patient. (Courtesy of Claus Knapheide, SIEMENS Healthcare)

which may be used bimanually. Graphical user interface design is also an important issue
even in research settings. Medical doctors, like many others, expect easy to use and attractive
user interfaces, which are perceived as engaging and motivating. Visualization researchers
usually do not have an appropriate qualification for all tasks mentioned above. Therefore,
cooperations with HCI researchers and practitioners are highly recommended. People with
a background in psychology, visual design and user interface programming may be part of
interdisciplinary teams to progress medical visualization in a user-centered way. Although
this article is focussed on medical applications, it is likely that for advancing other highly
specialized professions, such as those in engineering or natural sciences, a similar strategy is
needed to improve the impact of medical visualization.

With respect to foreseeable future developments it is very likely that mobile devices
in connection with wireless LAN and multitouch input plays an essential role. Leading
manufacturers, such as BrainLab, Medtronic, and SIEMENS, already provide systems
tailored for use with the Apple iPad (see Fig. 11). These systems enable the selection of
cases and image data, zooming in selected data and specifying measurements. In particular,
the ability to access medical image and other patient data at the bed of the patient and to
enter additional information in digital form is highly welcome by medical doctors. Moreover,
the fluent interaction provided by gesture- and touch-based interfaces is considered very
attractive by a large majority of them.

There are more HCI-relevant topics to be included in future medical visualization systems
(see [47] for an excellent introduction in HCI). An important aspect is whether medical doctors
trust the visualizations and analysis results presented to them. In other security-relevant
areas, such as aviation, a level of trust is determined in order to evaluate this aspect. First
attempts to apply these principles to computer-assisted surgery are described in [48]. Finally,
treatment decisions in severe cases, such as cancer, are often cooperative decisions where
doctors from different disciplines are involved. An open question relates to the optimal
support in terms of input devices, displays, visualization and interaction techniques.
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Abstract
We describe an application of geospatial visualization and AI search techniques to the problem
of school redistricting, in which students are assigned to home schools within a county or school
district. This is a multicriteria optimization problem in which competing objectives must be
considered, such as school capacity, busing costs, and socioeconomic distribution. Additionally,
school assignments need to be made for three different levels (elementary, middle, and high school)
in a way which allows children to move from one school to the next with a cohort of sufficient size.
Because of the complexity of the decision-making problem, tools are needed to help end users
generate, evaluate, and compare alternative school assignment plans. A key goal of our research
is to aid users in finding multiple qualitatively different redistricting plans that represent different
tradeoffs in the decision space. We present visualization techniques which can be used to visualize
the quality of spatial partititioning plans, compare the alternatives presented by different plans,
and understand the interrelationships of plans at different educational levels. We demonstrate
these techniques on partitions created through both manual construction and intelligient search
processes for the population data of the school district of Howard County, Maryland.

1998 ACM Subject Classification I.3.8 Applications of Computer Graphics, I.2.8 Problem Solv-
ing, Control Methods, and Search

Keywords and phrases geospatial visualization, heuristic search, color mapping, multivariate
visualization

Digital Object Identifier 10.4230/DFU.Vol2.SciViz.2011.311

1 Motivation and Overview

This research focuses on developing decision support tools for the problem of school redis-
tricting. In this domain, the goal is to assign the students from each geographic region
(neighborhood or planning polygon) in a school district to a home school at each level (element-
ary, middle, and high school). We are working with the Howard County (Maryland) school
system to develop tools that will aid in generating, evaluating, and comparing alternative
school assignment plans. Related applications include emergency response planning, urban
planning and zoning, robot exploration planning, and political redistricting.
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The school assignment plan should ideally satisfy a number of different goals, such as
meeting school capacities, balancing socioeconomic and test score distributions at the schools,
minimizing busing costs, allowing students in the “walk area” of a school to attend that
home school, and keeping students together in peer groups as they move from school level
to level. Since these objectives are often at odds with each other, finding the best plan is
a complex multicriteria optimization problem. It is also often desirable to create several
alternative plans for consideration; these plans should be qualitatively different—that is,
they should represent different tradeoffs among the evaluation criteria. Finally, because of
the complexity of the problem, it is difficult for users to fully understand these tradeoffs.
Therefore, developing effective visualizations is an important challenge.

2 Redistricting Process

The Howard County Public School System (HCPSS) serves a rapidly growing county in
suburban Maryland. The pace of development and population growth has necessitated the
opening of 25 new schools in the last 16 years, turning the adjustment of school attendance
areas into an almost annual event. Under the current process, candidate plans and feasibility
studies are generated manually1 by school system staff. These plans are evaluated and
refined by a committee of citizens, then presented at regional meetings for public comment.
A small set of candidate plans is forwarded to the Superintendent, who presents two or three
recommended alternatives to the Board of Education. The Board has final decision-making
authority, and will typically select one of the recommended plans, sometimes making minor
modifications in response to concerns raised by parent groups or staff. Note that this process
is specific to Howard County; other school districts may have different processes and models.

Candidate plans are evaluated according to eleven measured criteria: (1) the educational
benefits for students, (2) the frequency with which students are redistricted, (3) the number
and distance of students bused, (4) the total busing cost, (5) the demographic makeup and
academic performance of schools, (6) the number of students redistricted, (7) the maintenance
of feeder patterns (i.e., the flow of students from elementary to middle to high school), (8)
changes in school capacity, (9) the impact on specialized programs, (10) the functional and
operational capacity of school infrastructure, and (11) building utilization. Some of these
criteria can be clearly quantified (e.g., building utilization and busing costs), while others
are harder to quantify (e.g., educational benefits and impact on specialized programs).

In practice, the process is primarily driven by building utilization, but serious consideration
is given to feeder patterns, the number of students redistricted, demographic makeup, busing
costs, and the frequency with which students are redistricted. Ideally, building utilization
should be between 90% and 110% of program capacity and should stay in that range as
projected population and capacity changes occur. Desired feeder patterns ensure that there
is a critical mass of students who move together from one school level (elementary, middle,
and high school) to the next. For instance, the students from a particular middle school
should constitute at least 15% of the population of any high school that they feed into.
Consideration of the demographic makeup of schools helps to ensure that economically and
academically disadvantaged children are not unnecessarily segregated into a few schools.

Figure 1 shows the partitioning of planning regions into school attendance areas at the
elementary, middle, and high school levels. A glyph shows the location of each school, and

1 Map-based tools are used to show the proposed school districts, and a set of spreadsheets is used to
generate evaluation data. No other decision support tools are used in the current process.
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(a)

(b)

(c)

Figure 1 2008-2009 plans for (a) elementary, (b) middle, and (c) high school assignment plans.
Each planning polygon is colored according to the school to which it is assigned. Heavy black lines
show major roads to give geographic context.
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each planning polygon is colored according to the school attended. For instance, in the high
school (bottom) image, all students in the northwest region of the county are assigned to
Glenelg High School (violet region in northwest) in the current plan.

2.1 Building plans
New plans are typically generated by school system staff in response to changes in capacity,
such as the completion of a new school or addition, or a localized problem of overutilization.
While one might build a plan from scratch, in practice, new plans are generally derived from
base plans. An expert identifies trouble spots in the base plan and reassigns polygons to
address the problem. For instance, polygons might be moved out of a school which was over
capacity or into another to bolster a small feed. Almost invariably, fixing one problem creates
another. The schools adjacent to an overcrowded school may not directly have additional
capacity, so adjustments may cascade across multiple schools. Additionally, moving a polygon
at one level frequently breaks a feed at another level.

Traditionally, plan developers work at a single level and prefer not to introduce changes at
another. For instance, in response to the opening of a new high school, staff prefer to contain
changes to the high school level. The effect of a change across level, for instance to feed
patterns, is generally evaluated as a second step. The complex nature of the interrelationships
between levels makes a clear understanding of the whole pattern both difficult and essential.
A clear visual representation of the plan under consideration and its characteristics at this
level is a starting point, but does not necessarily indicate which potential changes will
have undesired effects across levels. A visual representation which effectively conveys the
cross-level interrelationships would allow for more efficient selection of polygons to move.

2.2 Searching for plans
The search space for the redistricting problem is very large, making automated search
methods particularly attractive. Automated methods allow for the consideration of a larger
number of potential plans than would be practical by manual methods. We have developed
methods to search for plans which demonstrate good performance on the measured criteria.
The result of the search process is a set of alternative plans. Ideally, these plans are very
different from one another, making different compromises between criteria.

For p polygons and s schools, there are

s(p−s)

possible assignments of schools to polygons (since polygons containing a school are constrained
to be assigned to that school). Requiring that school attendance areas be geographically
contiguous reduces the number of possible plans, but the number of plans still grows
exponentially with the number of schools and polygons. Because of this complexity, we have
chosen to use heuristic local search methods, which do not guarantee optimality, but which
can be used to find good solutions reasonably quickly.

Our basic approach is a two-stage process: first, we generate an initial “seed” plan using
one of several methods described below; second, we use local search to “hill-climb” to a local
optimum. Because of the multicriteria nature of the redistricting problem, we have designed
several different variations of hill-climbing search that can be used to find qualitatively
different alternative plans in the solution space. Variants include basic hill climbing, biased
hill climbing with blind bias, and biased hill climbing with diversity bias. Our automatic
methods were able to find higher quality plans than manual construction methods, both
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when optimizing for a single outcome and when balancing among them. These methods are
described in more detail in desJardins et al. [4, 5].

3 Scenarios

We present a series of typical exploration and analysis scenarios relevant to school redistricting
in order to demonstrate the utility of our system. Different scenarios have different goals,
resulting in different visualization requirements. For each, we discuss the visualization
techniques developed to address those requirements.

Some visualization requirements and design choices are constant across examples. In
order to display multiple values on a single polygon or region, we have chosen to combine the
alternatives in the same map. While separate maps are more standard and would be easier to
produce, the arbitrary shapes and small sizes of polygons would make correspondences and
differences between maps very difficult to perceive. In order to show both possibilities, we
have chosen to spilt each polygon or region into rings, displaying different school assignments
on different rings. Two alternatives for ring aggregation are shown in the examples below.

All visualizations used the same color assignment for a given school. These colors are
selected to be roughly equiluminant, in order to avoid brightness and saturation differences
between school colors. In order to show assignment, colors must be distinct from those
adjacent. Although it might be nice for colors to be perceptually distinguishable from one
another more globally, the number of distinct schools makes that impossible. Consequently,
the assignment of colors to schools is arbitrary and two schools at the same level might have
similar colors. For example, Figure 1c shows two high schools in very similar shades of blue:
Reservoir in the south and Mount Hebron in the north. Intended users of the system would
understand the geographic constraints, resulting in no confusion.

3.1 Understanding a plan
Helping viewers understand the nature of a plan under consideration is one core function of a
visual plan representation. Situations in which facilitating plan understanding are important
include the initial developement of plans, the presentation of potential plans to the public,
and the consideration of plans by decision-makers. Two basic types of information should be
conveyed by a visual representation of a plan. First, the display should compactly represent
the geographic structure of the assignments, specifically which polygons are assigned to
which schools at the level(s) under consideration. Geographic properties of interest include
the contiguity and compactness of attentence areas, as well as the naturalness of boundaries
between schools. Next, a good display should convey the key outcomes resulting from
that plan, both quantitative information about such measured criteria as utilitzation and
qualitative information about how different values of those criteria are distributed across the
space.

Consider a plan which assigned each neighborhood to the closest school at each level.
Figure 2 shows two representations of such a plan. On the top, the three rings in each
polygon show the assignment at the three school levels; high in the outer ring, middle in the
center ring, and elementary in the innermost region. On the bottom, polygons with identical
assignments have been grouped into homogeneous regions and each region is ringed to show
assignments. The two versions emphasize different types of information. The individual
polygon rings emphasize the assignments of each polygon clearly, while the region rings
emphasize the makeup of the schools. Polygons with assignments distinct from all neighbors
are easier to see with the region rings as small areas with an outlier appearance. One example
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(a)

(b)

Figure 2 High school plan in which each neighborhood attends the closest school. In the top
image (a), each planning polygon is colored according to the schools to which it is assigned (high
in the other ring, middle in center ring, and elementary in central area). In the bottom image (b),
regions of homogenous assignments are grouped and rings drawn in the resulting region.

can be seen in Figure 2, with a single polygon ringed in orange, green, and olive located
toward the eastern side of the county. In this case, those small feeds would not be a problem,
since that polygon contains a shopping center and no children (discovered by clicking on the
polygon for more detailed information). There is a similar example of an isolated polygon
along the northern border of the county; this one does contain children, creating a potential
concern. In either view, one can see that the closest school plan makes geographic sense.

Figure 3 shows the pattern of school utilization and free and reduced meal (FARM)
percentages created by this plan. Utilization is mapped to brightness (brighter colors show
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(a)

(b)

Figure 3 High school plan in which each neighborhood attends the closest school. In the top
image (a), each planning polygon is colored according to the schools to which it is assigned (high in
the other ring, middle in center ring, and elementary in central area). In each polygon, utilization
rate is mapped to brightness, while FARM percentage is mapped to saturation. In the bottom image
(b), regions of homogenous assignments are grouped and rings drawn in the resulting region.

fuller schools, while FARM percentage is mapped to saturation (more saturated colors indicate
a higher FARM percentage). Since both of these quantities are calculated at the school level,
the values are constant across all of the polygons assigned to a school. For such school-level
quantities, the choice between individual polygon rings and larger region rings does not make
as much difference. Both representations show a great range of brightnesses, indicating that
some schools would be dangerously over capacity with such a plan. In particular Hammond
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High School in the southeast would be at about 190 percent of capacity, while Marriotts
Ridge High School in the northwest would be at about 43 percent of capacity. These images
make it clear that a plan which assigns neighborhoods to the closest schools, while intuitively
appealing, is not workable given the current distribution of schools and students. FARM
percentages, as well, show great disparities among schools.

3.2 Comparing alternative plans
During the redistricting process, two or three alternative plans are prepared and presented
to the public and the School Board for comment and consideration. Understanding the
differences between these alternative plans, both in terms of geography and outcome, leads to
better informed opinions and decisions. The goal of visual support for comparing alternative
plans is to effectively convey how plans differ in their assignments, how the resulting school
attendance areas correspond, and how these assignments impact the characteristics of the
resulting school populations. Since the process of choosing between plans is necessarily one
of balancing tradeoffs, an accurate understanding of options and costs is essential.

Figure 4 shows a comparison picture of two alternative plans for county high schools. The
school assignments for the closest-school plan are indicated by the inner colored rings in each
planning polygon. This plan provides a useful baseline, because it optimizes both walk usage
and busing costs, but can be seen to be undesirable in terms of utilization and demographics.
The outer ring shows the assignments for a plan which balances capacity utilization across
schools. The ring effect allows the user to easily see the planning polygons where the two
plans make different recommendations. Polygons with a single color are assigned to the same
school in both plans.

For example, in the north center of the county, several polygons are assigned to Marriotts
Ridge by the balanced-utilization plan, but to the nearby Mount Hebron, River Hill, and
Centennial High Schools by the closest-school plan. The outer ring of these polygons is
displayed as pink (Marriots Ridge); the inner ring (center) is either teal (Mount Hebron),
green (River Hill), or brown (Centennial). This corresponds to the need to draw from a larger
area in order to adequately fill Marriotts Ridge. Along the southeast border of the county,
the closest-school plan assigns a number of polygons to Hammond High School (purple
innner ring) that are assigned to Reservoir (blue outer ring) by the recommended plan. This
difference occurs because assigning them to Hammond would cause that school to be over
capacity; also, in this case, those polygons help to balance the socioeconomic distribution
at Reservoir. In the bottom image of Figure 4, homogeneous regions are joined. This view
emphasizes a higher-level overview of the differences.

Figure 5 shows the comparison of these plans in terms of utilization and FARM outcomes.
Since the emphasis is on qualities of the resulting high schools, rather than on assignments of
specific polygons, we just show the view with merged rings. From this view, one can clearly
see that the outcomes at Reservoir High School (the light blue area in the south) are very
different under the two plans, with the balanced-capacity plan increasing both utilization
and FARM percentage. With the balanced-capacity plan (shown in the outer ring), there is
moderate utilization and FARM percentage (shown by moderate brightness and saturation),
while the closest-school plan has very low utilization and FARM percentage (shown by the
dark grey inner ring in the area which attends the school under both plans). In the western
part of the county, the plans have different outcomes in terms of utilization (utilization
is generally slightly lower under the balanced-capacity plan, shown by darker rings), but
similar characteristics in terms of FARM percentage (both sets of rings are very unsaturated,
indicating low FARM percentage).
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(a)

(b)

Figure 4 A comparison of the balanced-utilization plan to the closest-school plan. (a) The
color of the outer and inner rings in each planning polygon indicate the school assignments for the
balanced-utilization and closest-school plan, respectively. (b) polygons with identical assignments
are grouped together into regions.

4 Related Work

The problem of school redistricting is related to that of political redistricting. Several software
packages (such as Maptitude [3]) are available for building and analyzing political and school
redistricting plans. These packages do not generally provide automated or interactive search
methods, do not provide visual comparison techniques such as our ring comparison, and do not
facilitate the discovery of qualitatively different plans. Academic research on computational
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Figure 5 A comparison of the balanced-utilization plan to the closest-school plan. The color of
the outer and inner rings in each group of polygons with identical assignments indicate the school
assignments for the balanced-utilization and closest-school plan, respectively. Saturation shows
FARM percentage, while brightness shows utilization.

approaches to political redistricting [7, 1] has concentrated on methods for constructing
plans, rather than visualizing the result.

School redistricting differs from political redistricting in several important ways. First,
although compactness is an important factor (both for community building and to minimize
busing costs), it is not as important as in political redistricting. Second, the walk usage
and feeder issues complicate the scenario for school redistricting. Third, redistricting occurs
more frequently (at least in Howard County) than in most political districts, and students
are greatly affected by the process. As a result, minimizing the number of students who are
redistricted is also an important criterion. Finally, the nature of the decision-making process,
in which alternative plans are explicitly compared and contrasted to each other, raises the
desirability of generating multiple plans that represent different tradeoffs.

We draw upon previous research on how sets of discrete colors should be used effectively
in data visualization. Brewer [2] characterizes different kinds of properties (e.g., numeric
and a few types of categorical ones) and their visualization by mixing colors and the use of
color components (saturation and brightness). Healey [6] described factors that affect the
effectiveness of a particular color selection: the Euclidean distance between the colors in a
perceptually uniform color space (L∗, u∗, v∗) and the geometrical positioning of color patterns.
Healey also presented a method for manual selection of a fixed number of colors that can be
displayed on a monitor by placing them at regular intervals in a carefully positioned circle in
L∗, u∗, v∗ space. Our method for color selection uses Healey’s basic approach.
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5 Conclusions

School redistricting is an interesting and challenging problem both computationally and
from an application perspective. We have developed a prototype system that uses novel
heuristic search and visualization techniques to aid an end user in generating, evaluating, and
comparing alternative plans. These tools should provide end users with significant insights
into the tradeoffs among alternatives.

The school redistricting problem is closely related to the resource positioning problem
of deciding where to build schools, locate fire or police substations, or position emergency
response equipment. Our optimization framework, search methods, and visualization tools
can all potentially be applied to these other application domains.
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Abstract
By measuring the anisotropic self-diffusion rates of water, Diffusion Weighted Magnetic Reso-
nance Imaging (DW-MRI) provides a unique noninvasive probe of fibrous tissue. In particular, it
has been explored widely for imaging nerve fiber tracts in the human brain. Geometric features
provide a quick visual overview of the complex datasets that arise from DW-MRI. At the same
time, they build a bridge towards quantitative analysis, by extracting explicit representations of
structures in the data that are relevant to specific research questions. Therefore, features in DW-
MRI data are an active research topic not only within scientific visualization, but have received
considerable interest from the medical image analysis, neuroimaging, and computer vision com-
munities. It is the goal of this paper to survey contributions from all these fields, concentrating
on streamline clustering, edge detection and segmentation, topological methods, and extraction
of anisotropy creases. We point out interrelations between these topics and make suggestions for
future research.
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1 Introduction

Diffusion-Weighted Magnetic Resonance Imaging (DW-MRI) offers a unique way to investigate
the directionally dependent heat motion of water molecules in biological tissue [68]. In nerve
fiber bundles or muscles, the diffusion tensor (DT-MRI) model estimates a single principal
fiber direction [9]. High angular resolution diffusion imaging (HARDI) allows for even more
complex models of apparent diffusion coefficients [90], spin displacement probabilities [122],
or fiber densities [118]. Information acquired by DW-MRI is being used, among others,
for studying nerve-related disease [48] and normal brain function [104], and for improved
planning of brain surgery [134].

Generating visual representations of DW-MRI data has been an active topic in the
scientific visualization community in the past decade. Similar to research in flow visualization
[97], existing work in this field can be classified as follows:
1. Direct methods use simple rules to map data to visual attributes, for example by color

mapping [92] or volume rendering [63].
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Figure 1 Feature extraction introduces an explicit layer of abstraction that reduces DW-MRI
data to the relevant information.

2. Image-based techniques generate a texture that conveys certain aspects of the data, for
example by variants of line integral convolution [49, 141], reaction-diffusion textures [63],
or brush strokes [67].

3. Geometry-based techniques generate three-dimensional objects that correspond directly
to attributes of the data, like streamlines [82, 139] or glyphs [58].

4. Feature-based visualization involves an explicit layer of abstraction between the data
itself and its visualization (cf. Figure 1, from [105]), and will be the topic of our paper.
Feature definitions meet the requirements of specific research questions, and aim to
extract non-local structures from the data.

Several book chapters survey DW-MRI visualization in general [98, 123, 140], but they
neither focus on feature-based techniques, nor do they reflect the rapid progress that has
been made in the last few years. Therefore, it is the goal of our paper to present a panoramic
view of the diverse literature on features in DW-MRI data, to include work that has been
published outside the visualization community, and to identify directions of future research.
We will assume that the reader is familiar with basic concepts of diffusion-weighted data
acquisition, preprocessing, modeling, and derived scalar quantities like fractional anisotropy,
which are explained in excellent existing surveys [8, 132, 2].

The material has been organized as follows: Section 2 presents features that are based
on clustered streamlines. Section 3 reviews algorithms that segment white or gray matter
based on edges or uniform regions in DW-MRI data. Section 4 concentrates on topological
methods, while Sections 5 treats crease extraction. Finally, Section 6 concludes the paper.

2 Streamline Clustering and Visualization of Fiber Bundles

Fiber tracking aims at reconstructing the trajectories of major nerve fiber bundles. In the
context of visualization, streamline tractography, which integrates lines tangential to inferred
fiber directions, represents the most widely used type of fiber tracking [30, 23, 82, 10]. With
the diffusion tensor model, it amounts to streamline integration in the principal eigenvector
field. Even though a successful streamline visualization requires suitable termination criteria
[83] and strategies for seeding, culling, and rendering [139], these problems are outside the
scope of our survey, since they do not pertain to feature extraction in the strict sense.

Streamlines visually convey the inferred fiber bundle trajectories in an intuitive manner.
However, even though they are frequently called “fibers”, they do not have clear anatomical
correlates: Single axons are far below the imaging resolution, and the full fiber bundles
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Figure 2 The mean streamline distance dµ takes an average of the arrow lengths in (a) and (b).
The Hausdorff distance dH only considers the single longest arrow, shown in (c).

typically comprise more than a single streamline. It is the goal of fiber clustering to group
individual streamlines into anatomically more meaningful units, which are referred to as fiber
bundles. Given a whole brain tractography, clustering is required to make the sheer amount
of streamlines more manageable, and it facilitates more abstract and concise visualizations.

Streamline clustering involves at least three major decisions: Defining a measure of
similarity between streamlines, chosing a clustering algorithm, and selecting the desired
number of clusters. When multiple datasets are considered simultaneously, an additional
challenge is to identify correspondences between subjects.

2.1 Distance Measures for Clustering
Some clustering algorithms require a distance measure on pairs of streamlines, while others
rely on a similarity measure. In practice, there are various ways to obtain a distance from a
similarity and vice versa; a common one is to map high to low values via a Gaussian kernel
[16, 86]. For clarity, this section will present all approaches in terms of distance measures.

Most distance measures can be defined in terms of two streamlines Fi and Fj , which are
given as uniformly sampled polygonal curves with vertices pk and pl, respectively. The most
frequent choice is the mean Euclidean distance dµ from all points of one streamline to the
other curve, averaged over both lines [116, 26, 80] (cf. Figure 2 (a) and (b)):

dµ(Fi, Fj) = 1
2
(
d̃µ(Fi, Fj) + d̃µ(Fj , Fi)

)
with d̃µ(Fi, Fj) = meanpk∈Fi

minpl∈Fj
‖pk − pl‖ . (1)

For matching streamlines from both hemispheres, O’Donnell and Westin [86] use a variant
of dµ, in which they take the minimum of d̃µ(Fi, Fj) and d̃µ(Fj , Fi) instead of the average.

Occasionally, the Hausdorff distance dH has been considered. It is a “worst case distance”,
based on the single point from either line which maximizes the distance to the other streamline
(cf. Figure 2 (c)) [26, 80]:

dH(Fi, Fj) = max
(
d̃H(Fi, Fj), d̃H(Fj , Fi)

)
with d̃H(Fi, Fj) = maxpk∈Fi

minpl∈Fj
‖pk − pl‖ . (2)

Zhang et al. [138] take the average over points whose distance to the other streamline
is larger than some threshold. This measure is in-between dµ and dH , in the sense that it
emphasizes diverging parts of the curves more than dµ, but less strongly than dH . Some
authors have also tried the minimum distance between the streamlines as a measure for
clustering, but found that it produces inadequate results, since anatomically distinct tracts
frequently pass each other at short distances [26, 80].
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In a naive implementation, clustering with the distance measures above involves a
comparison of all pairs of points for all pairs of streamlines. Given the length and number
of streamlines in full-brain tractography, this quickly becomes prohibitively inefficient. The
following strategies have been proposed to reduce the computational burden:

Ding et al. [33] only consider neighboring pairs of streamlines, and match subsequent
vertices on both lines, rather than looking for closest points. However, this requires
correct alignment of streamlines, and their algorithm to compute it only works if all fibers
were seeded along a common plane.
Brun et al. [17] define a simpler distance measure, which is based on the streamline
endpoints. Moberts et al. [80] find that empirically, this measure produces similar results
as the Hausdorff distance, which might indicate that for many pairs of streamlines, the
maximum distance occurs near their endpoints.
In a follow-up, Brun et al. [16] generate a descriptor for each streamline by treating its
vertices as a point cloud and computing its mean and the square root of its covariance
matrix. Then, streamlines are compared by taking the Euclidean distance of the resulting
nine-dimensional feature vectors.
Xia et al. [135] reduce the problem size by initializing the clustering based on a gray
matter atlas. Similarly, Maddah et al. [73] only compute distances from streamlines to
cluster representatives, which they initialize manually. An additional speedup is obtained
by pre-computing a distance transformation of each representative.
O’Donnell and Westin [86] use an approximative clustering algorithm that only requires
them to compute all pairwise distances within a representative subset of all streamlines.
Moreover, they evaluate Equation (1) on subsampled streamline representations.

Even though some convergence towards the use of dµ has been observed [86], it is not
entirely settled which measure is the most appropriate, or if different ones should be used
depending on the clustering algorithm. Moberts et al. [80] quantify how closely various
algorithms and distance measures reproduce a ground truth clustering. In their results, the
mean distance dµ consistently performs better than the Hausdorff distance dH . However, to
our knowledge, there is no systematic comparison available that includes the “in-between”
measure by Zhang et al. [138] or the computationally attractive feature-based measure by
Brun et al. [16].

Finally, Tsai et al. [121] argue that in order to correctly capture the manifolds on
which streamlines lie, the definition of pairwise distances should also take into account the
trajectories of all other streamlines. They achieve this by constructing and intersecting
minimum spanning trees rooted at each streamline. However, a comparison to traditional
distance measures has only been provided on one synthetic example.

2.2 Algorithms for Streamline Clustering
The simplest methods for streamline clustering use the nearest neighbor algorithm or some
variant of it [33]. Starting with one cluster per streamline, clusters are merged iteratively if
at least one pair of streamlines is closer than some distance threshold θ [26, 80, 138]. Since
nearest neighbor clustering produces a hierarchy of refined clusters for decreasing values of θ,
it is also called “agglomerative hierarchical clustering” [136].

In nearest neighbor clustering, a single pair of similar streamlines can cause a merge
of two otherwise very different clusters. Zhang et al. [138] argue that this helps to cluster
sheetlike structures like the corpus callosum. On the other hand, noise in the data can
generate spurious streamlines that act as a bridge between anatomically separate clusters
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and can cause a false merge. Moberts et al. [80] have experimented with some alternative
criteria for cluster merging, but none of them improved the results.

Shimony et al. [116] and Maddah et al. [73] have considered fuzzy clustering algorithms,
which quantify the certainty to which a streamline belongs to a bundle. These probabilities
were both visualized and used in a statistical tract-based analysis [73]. However, to our
knowledge, the practical merit over a quantitative analysis that is based on hard clusters
[87] has not been studied systematically.

Brun et al. [16] treat the clustering as a graph cut problem. Representing each streamline
by a node in a similarity graph, they search for a bipartition that minimizes the summed
similarities of the streamlines that are separated, with a normalization that avoids overly
small clusters [115]. Like the nearest neighbor methods, this is a hierarchical technique, but
it starts with all streamlines in a single cluster, recursively subdividing it until a threshold
or a pre-specified number of clusters is reached. The algorithm has also been employed by
Enders et al. [36] and Schultz et al. [111]. O’Donnell and Westin [86] use a variant of it, in
which they find k-way graph cuts by k-means clustering in a spectral feature space.

The greedy local approaches used in [26, 80, 138] and the global methods in [116, 16, 86, 73]
represent two fundamentally different strategies. Generally, local techniques are simpler to
understand and to implement, while global ones are more robust against outliers. To our
knowledge, no direct experimental comparison is available. However, only one of the global
algorithms [86] has been refined to a point at which the reproducibility of its results over
subjects and operators has been quantified [124].

2.3 Clustering Parameters

The most important parameter in clustering is the number of desired clusters. In some cases,
this parameter is not explicit. Rather, the number of clusters may follow from a desired
homogeneity within clusters or a minimum distance between them. In such cases, creating
a plot of the number of clusters as a function of the underlying algorithmic parameter can
help the user to find the most appropriate value [26].

In theory, such a plot could also be used to try and detect a “natural” clustering implied
by the data: Ideally, a clustering that agrees well with the data should remain stable over
a considerable range of parameters. To our knowledge, O’Donnell and Westin [86] made
the only published attempt to identify the cluster number inherent in the data: Based on a
plot of the sum of maximum point-to-centroid distances over the number of clusters, they
motivate their choice of 200 clusters for a full-brain tractography.

Moberts et al. [80] use a scoring function to find good parameter values automatically.
However, it is defined with respect to a given ground truth clustering, and the authors do not
study how well the identified parameters carry over to different datasets for which ground
truth may not be known.

At the current state of the art, high-quality streamline clusterings cannot be obtained
fully automatically. Therefore, O’Donnell and Westin [86] deliberately generate an overseg-
mentation, and allow the user to merge clusters manually. Alternatively, Zhang et al. [138]
create a user interface for an interactive exploration of the parameter space. As long as
streamline clustering requires considerable intervention by an expert, it competes against
methods that facilitate a reproducible manual selection of fiber bundles [114, 15, 1]. The
frameworks by Chen et al. [21] and Jianu et al. [50] combine both approaches by integrating
tools for manual selection in linked two- and three-dimensional views with algorithms for
automated clustering.
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2.4 Clustering of Populations
A preliminary for cross-subject comparison is spatial alignment of the individual datasets.
Multi-subject image registration is a field of its own with a rich body of literature [81]. The
specific methods that have been used in the context of streamline clustering include block
matching (in [74]), congealing (in [86]), and FLIRT (in [138]). Once alignment has been
achieved, there are three general strategies to find corresponding clusters between subjects:
Joint clustering, explicit matching, and atlas-based.

O’Donnell and Westin [86] take the union of the streamlines from all coregistered datasets
and cluster them jointly. This is a conceptually very simple extension of single-subject
clustering, and it automatically yields cross-subject correspondences. However, it increases the
problem size dramatically. Therefore, O’Donnell and Westin employ several approximations,
the most important of them being the Nystrom method for finding normalized graph cuts.

After combining the streamlines from different subjects, tracts are no longer separated
clearly enough to apply the nearest neighbor algorithm. Therefore, Zhang et al. [138] perform
clustering on individual subjects and determine correspondences explicitly: Each cluster is
described by a nine-dimensional feature vector that captures the mean fiber start-, mid- and
endpoints, and correspondences are found based on feature similarity.

The final option is to store descriptors of known fiber bundles in an atlas. Then,
streamlines from new subjects are simply assigned to one of the predefined clusters. The
resulting labeling is not only consistent over subjects, but also identifies specific tracts
automatically. To transfer labels from the atlas to new subjects, Maddah et al. [74] use
a B-Spline matching to find the most similar streamline, while O’Donnell and Westin [86]
represent fibers as points in a high-dimensional feature space, and assign new streamlines to
the closest cluster centroid.

2.5 Representing and Rendering Streamline Clusters
Initially, a clustered fiber bundle is represented as a set of sampled streamlines. Mean
or medial lines are a more global representation, and can be constructed in various ways
[33, 25, 36, 73, 137, 22]. They have been used to establish correspondences between individual
fibers, to act as projection targets for diffusion quantities, to extract geometrical measures
like curvature and torsion, or to support visualization. Instead of generating a new line to
represent the cluster, O’Donnell et al. [87] select the “most typical” existing one.

For applications in surgical planning, it is important to visualize not just the center, but
the full spatial extent of a bundle. Enders et al. [36] use a convex hull algorithm to generate
envelopes that wrap a variable percentage of streamlines within the bundle. To give an
impression of bundle cores and their full extent, surfaces for different parameter choices are
overlaid. To handle more complex bundle geometry, such as branchings, different variants
of the alpha shape algorithm have been employed by Merhof et al. [78] and by Chen et al.
[22]. Based on a statistical model of the bundle, Maddah et al. [73] generate renderings
that depict an interval of three standard deviations around the mean fiber, but they do not
provide details on their algorithm for surface construction.

Yushkevich et al. [137] and Schultz et al. [107] have estimated the extent of a bundle by
rasterizing the streamlines to a voxel grid and applying a small amount of Gaussian blur on
the resulting density volume. Merhof et al. [79] have demonstrated that isosurfaces of such
volumes (Figure 3 (a)) provide a simple alternative way to obtain fiber hulls.

In neuroscience, streamline clustering is often used as a preprocess for a tract-based
statistical analysis of diffusion measures like mean diffusivity or fractional anisotropy. This
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(a) (b)

Figure 3 Hulls of fiber bundles (a) have been considered for surgical applications. Correspondences
between streamlines (shown by same hue in (b)) are needed for streamline-based spatial statistics.

requires correspondences between points on the individual streamlines or, alternatively, a
common shape-based coordinate system. In order to establish such correspondences, Ding et
al. [33] match the intersection points of individual streamlines and a plane orthogonal to
the medial line. Corouge et al. [24] define a cutting plane through the bundle manually, and
match points with the same arc length from the resulting intersection points. This strategy
was used to create Figure 3 (b). Maddah et al. [73] create a Voronoi diagram of the mean
fiber vertices and match streamline vertices that fall into the same Voronoi cell. After a
quantitative comparison to these prior methods, O’Donnell et al. [87] decide to compute an
optimal point matching using a variant of the Hungarian algorithm [65].

Intra-cluster variations in streamline shape are modeled by Corouge et al. [25], who
perform a Procrustes analysis to achieve curve alignment, followed by a Principal Component
Analysis of vertex coordinates. Alternatively, Batchelor et al. [11] explore a variety of
quantitative measures of curve shape that do not require point-to-point registration.

3 Edge Detection and Segmentation

White matter segmentation tries to localize fiber bundles without performing streamline
tractography, typically by grouping together regions with similar local diffusion properties,
or by growing regions until a boundary is reached. It is also possible to segment some gray
matter structures from DW-MRI data. This frequently involves probabilistic tractography
as a pre-process.

3.1 Distance Measures for Segmentation
In order to identify voxels with similar diffusion properties, the first step is to choose a
distance measure d(T(1),T(2)) for diffusion tensors T. Since symmetric 3× 3 tensors form a
six-dimensional vector space, it is possible to simply use the Euclidean metric dE on that
space [133, 38, 100]. In terms of tensor components tij , it is given as

dE(T(1),T(2)) =

√√√√ 3∑
i=1

3∑
j=1

(
t
(1)
ij − t

(2)
ij

)2
. (3)

Alternatively, the scalar product 〈T(1),T(2)〉 that corresponds to the Euclidean space (i.e.,
dE(T(1),T(2)) =

√
〈T(1) −T(2),T(1) −T(2)〉) can serve as a measure of tensor similarity. It

is given in terms of tensor components tij or, equivalently, in terms of eigenvalues λi and
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Figure 4 The choice of metric or distance measure changes the definition of the mean tensor.

eigenvectors ei:

〈T(1),T(2)〉 =
3∑
i=1

3∑
j=1

t
(1)
ij t

(2)
ij =

3∑
i=1

3∑
j=1

λ
(1)
i λ

(2)
j 〈e

(1)
i , e(2)

j 〉
2 . (4)

Occasionally, these two definitions have been presented as distinct measures that happen
to behave similarly in practice [3, 95]. Expressing the scalar product as 〈T(1),T(2)〉 =
tr(T(1)TT(2)) (where T(1)T is the transpose of T(1) and tr(·) denotes matrix trace) and
writing T in terms of its spectral decomposition (T = EΛET) allows us to verify that they
are, in fact, mathematically equivalent [55].

Based on the interpretation of diffusion tensors as the covariance matrix of a multivariate
Gaussian distribution, Wang and Vemuri [126] propose to treat diffusion tensor fields as fields
of Gaussian probability distribution functions (PDFs), and to consider the square root of the
J-divergence, an information theoretical distance measure between PDFs. It is given as

dJ(T(1),T(2)) = 1
2

√
tr
(
T(1)−1T(2) + T(2)−1T(1)

)
− 6 (5)

where T(1)−1 denotes the inverse of T(1). Unlike dE , dJ is not a metric, since it does not
fulfill the triangle inequality. A proper Riemannian metric dR on the set of positive definite
tensors that shares some of the properties of dJ is presented by Batchelor et al. [12]:

dR(T(1),T(2)) =
√

tr
(
log2(T(1)−1/2T(2)T(1)−1/2)

)
(6)

where the matrix logarithm log(·) is evaluated on the eigenvalues. Lenglet et al. adapt the
idea of interpreting diffusion tensors via the corresponding Gaussian PDFs and initially
employ dJ [69]. In a follow-up work [70], they use dR and show that it can be derived from
the Fisher information matrix.

The choice of metric can have significant impact on the computational efficiency of a
segmentation model. In part, this is due to the fact that Equations (5) and (6) involve
operations like matrix inverse and logarithm. In addition, many segmentation methods
repeatedly compute tensor means, and the definition of a mean µ changes with the chosen
metric (cf. Figure 4). When using the Euclidean norm dE , the mean can be taken component-
wise, but its computation becomes more complex for dJ , and when more than two tensors
are involved, it does not even have a closed form solution in case of dR [12, 70]. In order to
reduce this computational burden, Arsigny et al. [5] propose the Log-Euclidean distance dL;
it corresponds to applying dE after taking the matrix logarithm:

dL(T(1),T(2)) = dE(log(T(1)), log(T(2))) . (7)

For many practical purposes, dL has similar properties as dJ and dR: Weldeselassie and
Hamarneh [130] find that within their segmentation framework, dL to dJ produce comparable
results. From a theoretical standpoint, dJ and dR are both affine invariant: For any invertible
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matrix A, d{J,R}(T(1),T(2)) = d{J,R}(AT(1)AT,AT(2)AT). dL is not affine invariant, but
retains, among others, invariance under rotation and scaling [5]. Additionally, dR and dL are
invariant under inversion, d{R,L}(T(1),T(2)) = d{R,L}(T(1)−1,T(2)−1).

Which of these invariances are actually desirable for diffusion tensor processing is a topic
of current scientific debate. Affine invariant and Log-Euclidean metrics put positive definite
tensors at an infinite distance from tensors with non-positive eigenvalues. Arsigny et al. [5]
argue that this is beneficial, since diffusivities should not be negative. When interpolating
tensors with the Euclidean metric, the determinant of the interpolant can become larger
than the determinants of the original tensors. Arsigny et al. call this effect “tensor swelling”
and consider it a major problem, which is avoided by the use of their Log-Euclidean metric.

On the other hand, Pasternak et al. [94] have pointed out that while diffusivity as a
physical quantity is indeed non-negative, noise and artifacts can still cause measurements of
diffusivity to become negative. When performing statistical analysis on such measurements,
replacing individual negative values with zero or a small positive value will bias the resulting
estimates. More generally, they consider affine invariance to be undesirable, since diffusivity
has a meaningful scale, so it makes sense to measure absolute differences (as done by dE),
whereas affine invariant metrics effectively compute ratios. Finally, they argue that unless
very specific assumptions can be made on the variability underlying the data, it is more
appropriate to preserve tensor trace during interpolation (again done by dE) than to preserve
the determinant (as done by dL).

Other frameworks for tensor interpolation and distance measurement have monotonically
interpolated eigenvalues [76] or invariants such as fractional anisotropy [60]. However, they
do not lead to closed-form distance measures, and have so far not been used for segmentation.

There is evidence that for DT-MRI segmentation, no unique “correct” or “best” distance
measure exists. In [53] and [55], Jonasson et al. segment two different anatomical structures
and point out that different distance measures gave the best results in these two cases.
Similarly, Ziyan et al. [145] find that when segmenting the thalamic nuclei, concentrating on
differences in principal eigenvector directions produces better results than using the full tensor
information. Schultz et al. [106] demonstrate that, starting from the same initialization,
an edge-based level set method will either segment the ventricle or the corpus callosum,
depending on the chosen distance measure. Consequently, they propose a flexible framework
in which physically meaningful user-defined weights allow the expert to customize the distance
measure for specific segmentation problems.

3.2 Edges in Diffusion Tensor Fields
Edges are rapid changes in the data and often indicate meaningful structural boundaries. In
grayscale images, edges correspond to variations in intensity, and the gradient vector indicates
their direction and magnitude. In DT-MRI fields, they have a more complex structure:
Gradients are third-order tensors, and the six degrees of freedom in second-order tensors lead
to different types of edges, related to changes in trace, shape, or orientation (cf. Figure 5).

The first edge maps of DT-MRI data were created by Pajevic et al. [91], who distinguish
two types of edges by either considering gradients in the full tensor field or only in its deviatoric
(trace-free) part. Alternatively, O’Donnell et al. [85] employ normalized convolution to reduce
the effect of tensor trace on the overall edge strength.

Kindlmann et al. [59] have presented a framework which decomposes the tensor field
gradient into six physically meaningful edge types that cover all degrees of freedom present
in the data. This is achieved by considering the gradients of tensor invariants, i.e., changes in
tensor value that are associated with changes in scalar measures such as trace or fractional
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(a) Changes in trace outline the
brain tissue as a whole.

(b) Changes in tensor shape
delineate boundaries of white

matter tracts.

(c) Changes in orientation
indicate interfaces between

fiber bundles.

Figure 5 Different types of edges exist in diffusion tensor fields. On the top, variations in specific
tensor attributes are illustrated. On the bottom, corresponding edge maps are overlaid on slices in
standard XYZ-RGB color coding.

anisotropy. Three scalar measures are used that parameterize the full space of tensor shapes
and whose gradients are orthogonal [37]. In order to capture changes in tensor orientation,
the framework is supplemented with rotation tangents, describing the effect of infinitesimal
rotations around the eigenvectors. Taken together, normalized invariant gradients and
rotation tangents form a local basis of the space of symmetric 3× 3 matrices, and different
edge types are distinguished by expressing the tensor field gradient in that basis. In a
follow-up work, Schultz and Seidel [109] clarified the relation between invariant gradients
and perturbation theory and demonstrate how to find analytical edge maps of anisotropy
measures that are defined in terms of sorted eigenvalues, such as cl, cp, and cs [131].

Edges are low-level features; by themselves, they have not found extensive use for
visualization or quantitative analysis. However, they provide guidance for some of the
segmentation approaches that will be discussed in the remainder of this section [38, 106, 110].
They are also used to define higher-level features which do not imply a partitioning of the
field, like interfaces between adjacent tracts [59]. Crease surfaces can be used to obtain
explicit geometric representations of such features, and will be covered in Section 5.

3.3 Fiber Tract Segmentation
Contributions on white matter segmentation can be compared along various axes. In this
section, we will consider segmentation goals and discuss different segmentation strategies
and region models. Most existing approaches are based on the diffusion tensor model, but
some [41, 77, 54, 127, 102, 32] have used HARDI data.

Initial works on diffusion MRI segmentation have aimed at delineating the white matter
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as a whole [144, 38]. However, such segmentations are already afforded by simpler acquisition
schemes, such as T1-weighted imaging [27]. Segmentation tasks that explicitly rely on the
contrast provided by diffusion MRI include specific structures within the white matter. The
corpus callosum is the largest white matter structure in the human brain, connecting the
two hemispheres, and has been a very common target of segmentation efforts [100, 70, 106,
54, 29, 130, 127, 102, 32]. Some authors have also aimed at segmenting the cortico-spinal
tract [53, 41, 54, 102, 32] and several smaller structures, including (parts of) the cingulum
bundles [41, 6, 127], the inferior long association bundles [53] and tracts in the brainstem
[41]. Moreover, rat brain and spinal cord [126, 77, 7] as well as a phantom from excised rat
spinal cords [18, 70, 32] have been the objects of investigation.

Level set methods [113, 88] have been the most frequent framework for DW-MRI segmen-
tation. They represent the segmented boundary as the zero isocontour of a scalar field and
evolve it under some partial differential equation. Zhukov et al. [144] present the earliest
level set method for DT-MRI segmentation, but only make use of two derived scalar fields,
which limits their method to finding the ventricles and the white matter as a whole. Most
later works exploit the full tensor information: Feddern et al. [38, 39] and Schultz et al.
[106] use edge-based active contours [19, 57], while most others rely on region models. For
example, Wang and Vemuri [125] use a piecewise constant model [20]; Rousson et al. [100]
employ multivariate Gaussian modeling of the regions, similar to [99].

As alternatives to level sets, Markov random fields [77, 6, 7] and graph-based methods
[130, 127] have been used. Markov random fields [71] are based on a statistical image
model. Given the observed image and optional priors, they estimate model parameters that
determine a per-region distribution of image values and the per-voxel region membership
in a Bayesian framework. Graph-based methods [129, 66] have already been mentioned in
Section 2.2: They treat each voxel as a node in a graph, and assign edge weights based
on similarity in diffusion properties and spatial proximity. Fiber tract segmentation was
also approached with traditional visualization tools by Schultz et al. [110]: They extract
isosurfaces that outline the white matter core and use a watershed-type mesh segmentation
to identify individual bundles, combining edge- with region-based information.

The simplest models used for segmentation assume a constant diffusion tensor per region,
or a Gaussian distribution of tensors. In the presence of bending fibers, such assumptions
are problematic, since the mean tensor tends to become isotropic and the model can lose its
discriminative power. This problem has been addressed in the following ways: Wang and
Vemuri [126] replace their original piecewise constant by a piecewise smooth model [84]. De
Luis-García and Alberola-López [29] employ a mixture of Gaussians. Finally, Awate et al. [6]
present a fuzzy segmentation framework that is based on nonparametric region models.

Methodically, “fast-marching” [93] or “flow-based” [18] tractography lies in between
streamline-based tractography and white matter segmentation. It starts with a level set
representation of a small sphere, initialized at some user-specified seed. The initial surface is
propagated in normal direction with a speed that depends on the estimated likelihood of
a fiber connection in the given direction. Each voxel records the time at which it was first
reached by the surface; a gradient descent in the resulting time-of-arrival map connects any
point in the domain to the original seed, and assigns a likelihood to those paths, making a
connection to probabilistic tractography.

On the other hand, Jonasson et al. [53] define propagation speed based on the local
similarity of diffusion properties, stop surface evolution when the speed drops below some
threshold, and interpret the final surface as the outline of a fiber bundle, which makes a
connection to traditional edge-based segmentation schemes. Conceptually, this strategy
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corresponds to region growing with curvature-based regularization. Savadjiev et al. [102] use
a simpler, unregularized region growing scheme, but derive a similarity measure from the
differential geometry of local streamline neighborhoods rather than diffusion properties.

For segmentation of HARDI data, Jonasson et al. [54] transform three-dimensional fields
of orientation distribution functions (ODFs) to a five-dimensional scalar field, which they
segment with a hypersurface. Hagmann et al. [41] rely on the same five-dimensional position-
orientation space, but employ a Markov random field rather than a level set method for the
segmentation. Similarly, McGraw et al. [77] use a hidden Markov measure field, but model
the ODFs as mixtures of von Mises-Fisher distributions. Finally, Descoteaux and Deriche
[32] model the ODFs with spherical harmonics and apply the single-Gaussian region model
by Rousson et al. [100] to the resulting coefficients.

3.4 Gray Matter Segmentation

Finding the major nuclei of the thalamus has been the first example of gray matter segmen-
tation based on DW-MRI. The reason for this is that the thalamus contains homogeneously
oriented axons (“striations”) that provide contrast in diffusion imaging.

Wiegell et al. [133] combine diffusion tensor dissimilarity and spatial distance to cluster
voxels inside of the thalamus via a k-means algorithm. To obtain improved results, other
authors employed normalized graph cuts [145], level sets [55], and the mean shift algorithm [34].
To avoid having to determine correspondences explicitly when comparing the segmentation
results on different subjects, Ziyan and Westin [146] segment all datasets jointly.

A conceptually different approach to segmenting the thalamus goes back to Behrens et al.
[14], who map manually defined cortex areas to the thalamus via a probabilistic tracking
of the cortico-thalamic connections. In a follow-up, Johansen-Berg et al. [52] validate this
method by comparing the cortex areas that are reached by a tractography from the centers
of thalamic activations as determined by functional MRI.

Johansen-Berg et al. [51] and Anwander et al. [4] demonstrate that clustering results from
probabilistic tractography allows one to segment certain parts of the cortex into functionally
distinct regions. This observation is exploited by Schultz et al. [111] in their definition of
topological features in diffusion MRI data, which will be detailed in the next section.

4 Topological Methods

In the feature-based visualization of flow fields, topological methods are a well-established ap-
proach. Introduced to visualization by Helman and Hesselink [44], they have been researched
widely since then [119, 103, 128]. Topological methods extract qualitative structures from
the data by considering the asymptotic behavior of streamlines, effectively partitioning the
domain into regions in which all streamlines start in the same source and end in the same
sink. The interfaces between these regions constitute the topological skeleton, a concise
description of the data which is invariant over all structurally equivalent fields.

The eigenvector fields derived from a symmetric second-order tensor field differ from
proper vector fields in the fact that they lack orientation. Delmarcelle and Hesselink [31]
have demonstrated how the basic definitions of vector field topology can be transferred to
eigenvectors. In a follow-up work, Hesselink et al. [45] also considered three-dimensional
tensor fields. Points at which two or more eigenvalues coincide are the fundamental features
in tensor topology, and later works [28, 142] have clarified the fact that in generic 3D data,
these “degenerate” loci form stable lines.
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Even though it had previously been proposed to apply tensor topology to diffusion
tensor fields [143], Schultz et al. [111] were the first to publish results on this type of data.
Experimenting with the algorithm by Zheng et al. [142], they found that the utility of tensor
topology on data from brain diffusion MRI is limited by the facts that the features do
not have a clear correlation to anatomical structures, and that they are very sensitive to
measurement noise and the choice of interpolation. This observation is partly explained by
the fact that standard single fiber models predict diffusion tensors with two equal eigenvalues.
On idealized diffusion tensor fields, this imposes a constraint which violates the genericity
assumption on which tensor topology is founded.

In order to transfer the basic idea of topological visualization to diffusion MRI, Schultz et
al. [111] instead consider the asymptotic behavior of a probabilistic fiber tracking algorithm
and identify fuzzy subvolumes which are likely to connect functionally distinct regions of
the brain. By rendering semi-transparent confidence hulls around the core structures, the
uncertainty in the feature boundaries is conveyed visually.

Inspired by Lagrangian coherent structures [42], Hlawitschka et al. [46] present a framework
that visually highlights boundaries along which the streamlines from nearby seeds diverge
notably after a fixed and finite integration time. Even though they are not the result of an
asymptotic analysis, such boundaries are similar to the topological skeleton in that they
separate regions of different qualitative streamline behavior. Finally, it has been pointed
out by Salzbrunn and Scheuermann [101] that streamline clustering (cf. Section 2) can be
considered as an alternative generalization of vector field topology, in particular when the
similarity measure is based on the endpoints, as in [17].

5 Anisotropy Crease Surfaces and Lines

In typical scalar fields, local maxima and minima form isolated points. Creases generalize
these extrema to higher-dimensional structures, like extremal lines and surfaces. Ridges
generalize local maxima, while valleys correspond to local minima. Even though the most
adequate crease definition is not undisputed [64], the so-called “height crease definition” [43]
has become a well-researched tool to find medial axes in grayscale images [96] and has been
extended towards applications as diverse as medical image analysis, molecular modeling, and
analysis of fluid flows [35].

In the context of DW-MRI, ridge surfaces and lines were used in order to obtain reliable
spatial statistics in group studies. To localize variations in fractional anisotropy (FA) between
two groups (typically, patients vs. healthy controls), many previous studies would register
individual datasets to a volumetric template and subsequently perform a local statistical
analysis, effectively comparing anisotropy values in individual voxels over all subjects. The
reliability of such voxel-based methods is limited by inevitable inaccuracies in registration,
varying degrees of partial voluming, and heuristic choices of the smoothing kernel. To
ameliorate these problems, Smith et al. [117] extract ridges in a group-averaged FA map. In
each individual dataset, locally maximal values of FA are then projected onto the common
ridge and statistical tests are done on the ridge manifold. This projection compensates slight
misalignments and does not involve any smoothing of the modeled data, leading to more
objective and valid results.

The algorithm by Smith et al. [117] employs a thinning technique to produce a binary
mask, indicating which voxels are part of the ridge. In contrast, Kindlmann et al. [62] use the
height crease definition along with analytical derivatives of FA to extract a high-resolution
triangle mesh representation of ridge and valley surfaces, which they name “anisotropy
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Figure 6 A valley surface in fractional anisotropy (gray) separates the right cingulum bundle
(Cing) from the corpus callosum (CC).

creases” (cf. Figure 6). In a follow-up to this work, Schultz et al. [112] present an improved
algorithm that captures the surface boundaries more precisely and is approximately one
order of magnitude faster on typical DT-MRI data. Some white matter structures, including
parts of the cingulum bundles, are tube-like rather than sheet-like, so their cores are better
described by lines than by surfaces. In this respect, the algorithm to extract FA ridge lines
presented by Tricoche et al. [120] complements the original method from [62].

Intuitively, creases are similar to topological methods as surveyed in Section 4 in that they
reduce the dataset to a structural skeleton. More formally, Tricoche et al. [120] point out
that degenerate lines in tensor topology are a subset of the crease lines in a tensor invariant
called mode, which captures the transition between linear and planar anisotropy. In this
sense, anisotropy creases remedy the shortcomings of tensor topology in DT-MRI data by
replacing mode with FA, an invariant which is more widely used for anatomical analysis and
less affected by noise. A second link between both methods has been found by Schultz et al.
[112]. In their theoretical analysis of crease surface topology, they observe that degenerate
lines in the Hessians of the considered anisotropy measure (rather than in the diffusion tensor
field itself) form one type of crease surface boundary, and they employ the gradient descent
proposed by Zheng et al. [142] to localize it.

Since measurement noise and fine-scale structures induce spurious local extrema, ex-
traction of stable and expressive creases typically requires some amount of filtering. While
Smith et al. [117] process group mean images which are smoothed implicitly by the involved
averaging, Kindlmann et al. [62] work on individual datasets and thus have to perform
explicit filtering. However, the adequate smoothing extent is not known a priori and can
even vary spatially, because anatomical structures differ in size. In computer vision, this
problem has been addressed by treating the amount of smoothing as a free parameter, and
analyzing the family of images generated by all possible values along this additional “scale”
axis [72]. A particle-based approach to extract creases of variable dimensionality from scale
space has been presented by Kindlmann et al. [61].

Extracting anisotropy creases and finding medial structures from fiber bundles (Section 2.5)
can be considered as competing approaches to defining a white matter skeleton. This becomes
especially clear in a work by Yushkevich et al. [137]: By fitting medial surface models to fiber
bundles, they generate surfaces that lend themselves to a similar local statistical analysis as
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it was done by Smith et al. [117]. Ultimately, the choice between both options might depend
on the exact goals of a study: An analysis based on streamline clusters is more specific to
individual tracts, but relies on a correct clustering (in [137], this step is performed by an
expert). Anisotropy creases are less specific, but require less manual intervention and make
it easier to cover the whole white matter.

In the visualization community, crease manifolds were not only treated as a tool for
quantitative analysis: Schultz et al. [112] found that DT-MRI streamsurfaces, which had
been proposed previously to illustrate regions of planar diffusion [139], are ill-defined in
typical data, and demonstrate that planarity ridge surfaces can replace them.

6 Conclusion and Future Directions

One of the challenges in the visualization of DW-MRI data is the high information density:
Diffusion tensor MRI produces symmetric second-order tensors with six degrees of freedom
per voxel, HARDI models have an even larger number of parameters. Feature extraction is
an established strategy to provide a layer of abstraction that allows for visual inspection of
such complex data, while preserving information that is relevant to a given application.

In this paper, we have summarized the state of the art in feature-based DW-MRI
visualization. Even though different communities have contributed to this field, we were able
to highlight a number of close links between the presented approaches. Most prominently, a
recurrent theme in streamline clustering (Section 2), white matter segmentation (Section 3),
and fuzzy diffusion MRI topology (Section 4) is to identify the spatial extent of anatomically
relevant fiber bundles.

DW-MRI visualization is a relatively young field. Consequently, much of the initial
work has concentrated on brainstorming new ideas, and many methods have been proposed
without a systematic comparison to the state of the art. As the field matures, one important
aspect of future research will be to clarify the relation between existing techniques in a more
formal manner. Ideally, the community should agree on quantitative benchmarks that help
to ensure that we are not only creating more, but actually better ways of analyzing DW-MRI
data. This would be greatly facilitated by a public library of datasets, along with atlases
that provide ground truth for segmentation and fiber clustering. For grayscale and color
images, such libraries exist and are actively used in the computer vision community [75].
Even though some diffusion-based white matter atlases are available on the web,1 we are not
aware of any works that have used them for validation.

When research on DW-MRI visualization was still in its infancy, flow visualization already
offered an impressive variety of feature-based techniques [97]. Consequently, many methods
for vector fields have been transferred to tensor fields and applied to DT-MRI data. With time,
this relation should become more reciprocal: For example, the uncertainty in connections
inferred from DW-MRI inspired a fuzzy topological visualization [111] before the topology of
uncertain vector fields had been considered [89]. In the relation between flow and diffusion
visualization, it is important to remember that despite the many analogies, flow and diffusion
are physically different processes. Flow is described by the Navier-Stokes equations, while
diffusion is governed by Fick’s laws [40]. One important consequence of this fact is that
flow has a direction, while the displacement probabilities of free diffusion exhibit antipodal

1 This includes an atlas available from the Laboratory of Neuro Imaging at UCLA (http://www.
loni.ucla.edu/Atlases/) and two atlases from John Hopkins University, included in the FM-
RIB Software Library provided by Oxford University (http://www.fmrib.ox.ac.uk/fsl/fslview/
atlas-descriptions.html).

http://www.loni.ucla.edu/Atlases/
http://www.loni.ucla.edu/Atlases/
http://www.fmrib.ox.ac.uk/fsl/fslview/atlas-descriptions.html
http://www.fmrib.ox.ac.uk/fsl/fslview/atlas-descriptions.html
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symmetry. The hindered diffusion processes typically met in biological tissue are even more
complex and still not fully understood [13].

With respect to the development of new methods, future challenges of the field include:
Adapt methods to HARDI. While high-angular resolution imaging has been a very active
topic in neuroimaging for several years, the visualization community has started to
investigate it only recently [47, 108]. Feature extraction is even more important for this
more complex type of data than it is for DT-MRI. For example, Jonasson et al. [56] point
out that streamline clustering becomes essential to disentangle intersecting fiber tracts
reconstructed via HARDI.
Reproducibility and feature matching over different subjects have to be achieved before
methods can be used in neuroscience or medical studies, but are considered only rarely in
the context of visualization (e.g., [80, 138]). Moreover, statistical methods and the quan-
tification of uncertainty and variance still receive too little attention in the visualization
literature.
A closely related task is to make existing methods more stable. One example of this is
the concept of scale space, which facilitates feature detection under noise and varying
scales. For 2D images, scale space is well-established in image processing and computer
vision. However, it has started to find its way into the visualization of large 3D datasets
only recently [61].
Even though we believe that there is legitimate fundamental research to be done in
visualization, we should keep an eye on the fact that the ultimate goal of our efforts
is to facilitate new insights. This can be achieved by using visualization to support
generation of new hypotheses, as part of a framework that enables quantitative analysis
and hypothesis testing, or as a debugging tool for the scientific workflow.
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Abstract
Understanding a volume dataset through a 2D display is a complex task because it usually
contains multi-layered inner structures that inevitably cause undesirable overlaps when projected
onto the display. This requires us to identify feature subvolumes embedded in the given volume
and then visualize them on the display so that we can clarify their relative positions. This article
therefore introduces a new feature-driven approach to previewing volumes that respects both
the 3D nested structures of the feature subvolumes and their 2D arrangement in the projection
by minimizing their occlusions. The associated process begins with tracking the topological
transitions of isosurfaces with respect to the scalar field, in order to decompose the given volume
dataset into feature components called interval volumes while extracting their nested structures.
The volume dataset is then projected from the optimal viewpoint that archives the best balanced
visibility of the decomposed components. The position of the optimal viewpoint is updated
each time when we peel off an outer component with our interface by calculating the sum of
the viewpoint optimality values for the remaining components. Several previewing examples are
demonstrated to illustrate that the present approach can offer an effective means of traversing
volumetric inner structures both in an interactive and automatic fashion with the interface.
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Figure 1 Scenario for decomposing the volume of “sheep heart”. Each frame consists of the
snapshot of volume decomposition preview and its associated map of viewpoint entropy. The graph
at the center shows the corresponding interval volume structure.

case of 3D solid volumes. This is due to the fact that the volume datasets usually contain
multi-layered inner structures where specific features cannot be easily identified through
simple observations from the outside. Even if the associated features are identified, they
cannot be projected clearly onto the 2D image plane because they are usually accompanied
with undesirable overlaps while transparent rendering alleviates the problem to a certain
extent.

This article therefore presents an approach for previewing volume inner structures by
respecting both their 3D nested structures in the volume and their 2D arrangements in the
projection. The approach consists of two ingredients: an algorithm for extracting feature
components from the given volume so that we can peer into the volume by removing an outer
component one by one, and an algorithm for locating an optimal viewpoint that provides the
best arrangement of the feature components on the 2D projection. Our contribution lies in
the combination of these two feature-driven algorithms because this is, to our knowledge, the
first attempt to respect the underlying feature components consistently in both analyzing
and previewing the inner structures of the volume.

The first algorithm has been implemented in our previous study as an interface called
interval volume decomposer [28]. The interface decomposes an entire volume into feature
subvolumes by tracking the topological transitions of the corresponding isosurface with
respect to the scalar field, and then by constructing a graph structure called a level-set graph
that represents the topological skeleton of the given volume. Furthermore, the link of the
level-set graph corresponds to a feature subvolume called an interval volume [10, 13] in this
framework. This enables systematic decomposition of the given volume from outside to inside
by referring to the constructed level-set graph.

The second algorithm has been implemented in our previous formulation of viewpoint
entropy for volumes [29]. Actually, this formation takes account of the combinations of
feature interval volumes and evaluates the optimality of their arrangements in 2D projections.
In each decomposition step, we can smoothly change the associated viewpoint by updating

Chapte r 23



348 Previewing Volume Decomposition Through Optimal Viewpoints

the map of the entropy values over the viewing sphere.
Fig. 1 shows an example where the inner structure of a sheep heart dataset [23] is

effectively presented by incorporating the above two algorithms into our previewing interface.
As shown in the figure, the decomposed feature subvolumes are rendered in different colors
and the outermost subvolume is faded out one by one while its silhouette gradually appears.
Every time one subvolume is taken away, the entropy map over the viewing sphere together
with the position of the next optimal viewpoint is updated. In Fig. 1, the upper and lower
halves of the viewing sphere are rendered with the color-coded distribution of the viewpoint
entropy, where warm colors represent higher entropy regions. Note that the purple line
indicates the viewpoint path over the viewing sphere through the entire preview of the
decomposition process.

This article is organized as follows: Section 2 surveys previous studies related to the
present approach. Section 3 describes an algorithm for decomposing an entire volume
into feature subvolumes by referring to its associated level-set graph. Section 4 explains a
formulation of the viewpoint entropy for volumes by taking account of the characteristic
combinations of the decomposed subvolumes. An interface for systematically decomposing a
given volume dataset together with its optimal viewpoint updates is presented in Section 5.
Section 6 concludes this article and refers to our future extensions.

2 Related Work

Our approach to volume previewing is related to several areas of research in visualization,
computer graphics, and computer vision. Among the research areas, this section gives brief
surveys on interactive volume exploration and optimal viewpoint selection.

2.1 Interactive Volume Exploration

Exploring the inside of a volume interactively makes it possible to effectively understand
its underlying complex structure. Volume sculpting techniques are among such approaches
where users can analyze the multi-layered inner structure with interactive carving and sawing
operations [11, 36]. Volume peeling can be thought of as one of the principal editing processes
used in the volume sculpting systems.

On the other hand, an idea of haptic rendering has emerged as the virtual reality
technologies have been developed. Actually, the haptic rendering is a process of generating
forces and torques in response to user interactions with virtual objects through haptic
devices [15], and has also been introduced to volume exploration systems [1]. Anatomical
metaphors for medial volumes obtained by CT and MRI scans have also inspired many
methods for exploring volume datasets [19, 20]. In addition to these software-based approaches,
hardware-assisted volume deformation techniques have also been developed [18, 38].

Another interesting approach is to preform the rigorous analysis of the given volume
prior to the volume exploration. Pioneering work was done by Bajaj et al. [2], where they
used contour trees to effectively explore the volume inside. Here, the contour tree represents
a level-set graph of the given volume, which delineates the topological transitions of an
isosurface according to the change of the scalar field value as shown in Fig. 2. Thus the
contour trees have been intensively used to as a tool for exploring the isosurface trajectories
in subsequent studies [5, 31, 37] while the associated algorithms for computing the level-set
graphs have been also developed [34, 22, 6].
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Figure 2 Isosurface transitions (on the left) and the corresponding level-set graph (on the right).
The nodes of the level-set graph represent critical points in a volume, and are arranged according to
their scalar field values in this article. The same color is assigned to a link of the level-set graph (on
the right) and its corresponding subvolume (on the left).

2.2 Viewpoint Selection

The viewpoint selection problem has been studied rather by researchers in computer vision.
One of such pioneering studies on this problem was conducted by Koenderink et al. [17],
where they defined an aspect graph that partitions the viewing sphere that surrounds the
target object into aspects by identifying equivalent views of the object edges in a topological
sense. The aspect graph representation has been intensively studied as a tool for object
recognition [7], while its automatic computation is still the subject of ongoing research [25]. On
the other hand, finding a set of optimal camera positions requires some criteria for evaluating
the goodness of each classified view position. This problem of planning camera positions is
referred to as the next best view (NBV) problem in the computer vision literature, and has
been investigated by a number of researchers, for example in [12, 24]. The configuration of
such optimal viewpoints is also useful for acquiring a minimal set of textures in the image
synthesis techniques such as image-based rendering [8, 14].

In the computer graphics applications, several methods have been proposed to locate
the single best viewpoint for 3D polyhedral meshes [16, 3]. Among these methods, the most
reliable solution especially for the case of general 3D meshes is the viewpoint entropy, which
is formulated by Vázquez et al. [35] to evaluate the balance of visible faces in 2D projected
images.

Locating optimal viewpoints for volumes apparently presents another problem because the
volumes usually involve multi-layered inner structures and can be thought of as one-dimension
higher objects than surface meshes. Recently, this problem was explored simultaneously but
independently by Bordoloi et al. [4] and Takahashi et al. [29]. Bordoloi et al. evaluated the
balance between the contributions of voxels to pixels in the resultant image, while Takahashi
et al. tried to find the well-balanced arrangement of feature subvolumes on the 2D projected
image.

3 Interval Volume Decomposer

This section describes an algorithm that tracks the level-set graph for systematically de-
composing a given volume into a set of feature subvolumes, followed by a framework for
previewing the volume in our interface called interval volume decomposer [28].
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3.1 Interval Volumes

For extracting the feature subvolumes from the input dataset, our algorithm first constructs
the level-set graph that tracks the topological transitions of an isosurface according to the
scalar field, and then identifies each link of the graph with a feature subvolume. Actually,
in this case, the subvolume corresponds to an interval volume (IV) bounded by critical
isosurfaces. The concept of IV is formulated by Fujishiro et al. [10] and Guo [13] as a
generalization of the isosurface, and defined as a subvolume that corresponds to some range
of the scalar field value. Our framework employs a set of such IVs obtained by referring to
the constructed level-set graph, where the IVs also play an important role in selecting the
optimal viewpoint for seeking the best of their arrangements in 2D projection (Section 4.2).

3.2 Level-set Graph Construction

For constructing the level-set graph, we have developed an algorithm called topological volume
skeletonization [31], which tracks the topological transitions of an isosurface according to
the scalar field. Actually, the algorithm is constructed by combining the algorithm of Carr
et al. [6] for tracking the number of isosurface connected components, the algorithm of
Pascucci et al. [22] for identifying the genus of each isosurface component, and the algorithm
of Takahashi et al. [31] for IV clustering. Refer to [30] for the practical implementation of
this algorithm.

3.3 Isosurface Inclusion Relationships at Saddles

The constructed level-set graph illuminates a systematic decomposition of the given volume
by relating its links to the decomposed feature IVs. This implies that peeling the decomposed
IVs from outside to inside requires to locate their inclusion relationships. According to [32],
such inclusion relationships can be retrieved by systematically traversing the level-set graph
from the end node that corresponds to the exterior surface of the given volume.

A node of the level-set graph represents a critical point at which an isosurface component
has topological evolution. Mathematically, critical points in volumes are classified into C3
(maxima), C2 (saddles), C1 (saddles), and C0 (minima) according to their indices, where the
index represents the number of negative eigenvalues of the corresponding Hessian matrix.
Taking account of the isosurface embeddings in 3D space allows us to classify the isosurface
transitions at C2 and C1 into four different isosurface transitions as shown in Fig. 3 [31].
Here, we call an isosurface solid if it expands as the scalar field value decreases while hollow
if it shrinks. The leftmost and rightmost columns in Fig. 3 illustrate subgraphs around
the critical points of C1 and C2 where a different color is assigned to each link according
to whether the corresponding isosurface is solid or hollow. This figure suggests that IV
inclusions occur only in the two transition paths of the row (B) for both C2 and C1.

3.4 Determining the IV Decomposition Order

In the present algorithm, the IV decomposition order is extracted by tracing the links of
the level-set graph from the end node that represents the exterior boundary of the given
volume. Fig. 4 shows an example where we determine the decomposition order by tracing
the level-set graph. Note that the associated algorithm prepares two FIFO queues Qsolid
and Qhollow for solid and hollow links, respectively, and adds links traversed in the upward
direction to Qsolid while those traversed in the downward direction to Qhollow. In addition,
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Figure 3 Classification of isosurface transitions at saddle critical points of C2(join) and C1(split)
according to the spatial configuration in 3D space. The horizontal arrows in the central column
indicate isosurface transitions as the scalar field value reduces. Different colors are assigned to solid
and hollow links in the level-set graph.
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Figure 4 Steps for extracting the IV decomposition order.

Qorder is introduced to retain the links that represent the IV decomposition order. Initially,
Qhollow and Qorder are empty while Qsolid has the link L0 to be examined first (Fig. 4(a)).

The actual tracing process starts with the traversal from the node n3 to n1 through
the link L0 as shown in Fig. 4(a), where L0 is solid because the it is connected to the
exterior surface of the given volume. This lets us delete the link L0 from Qsolid and add it
to Qorder. Since the associated algorithm identifies the node n1 as (B)-C1 type according
to the classification in Fig. 3, it inserts L1 to Qsolid and L2 to Qhollow (Fig. 4(b)). The
upward tracing process continues to handle all the links in Qsolid until it becomes empty
(Fig. 4(c)). The algorithm then begins to handle the links in Qhollow. In this case, it resumes
the traversal from n1 to n2 through L2 in the downward direction (Fig. 4(d)). Finally,
the tracing process is completed by storing the decomposition order of IVs in Qorder while
identifying the inclusion relationship between L0 and L2 (Fig. 4(e)).

4 Viewpoint Entropy for Volumes

Viewpoint selection for previewing volumes needs criteria for calculating viewpoint optimality
for the given volume. The present algorithm calculates such viewpoint goodness by evaluating
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Figure 5 (a) Assignment of different colors to visible faces on the 2D screen. (b) A reference
mesh (in red) on the viewing sphere (in blue) for viewpoint samples. (c) The viewpoint entropy
distributions and the associated best and worst views for the horse model.

the arrangement of decomposed IVs in the 2D projection using the conventional surface-based
technique.

4.1 Formulation of the Viewpoint Entropy for Surfaces
As the criteria for evaluating optimal views of surface meshes, we employ the viewpoint
entropy formulated by Vázquez et al. [35], which searches for a well-balanced distribution
of visible faces using the entropy measure. In our algorithm, we modified the original
formulation of the viewpoint entropy so that we can evaluate the optimality of view directions
under orthographic projections. Suppose that the j-th face of a given 3D mesh has a visible
projected area Aj (j = 1, . . . ,m) on the 2D screen, while A0 denotes the background area as
shown in Fig. 5(a). Thus, the total area of the 2D screen S can be calculated as S =

∑m
j=0 Aj .

The normalized version of the viewpoint entropy E can be defined as

E = − 1
log2(m+ 1)

m∑
j=0

Aj

S
log2

Aj

S
. (1)

Note that the quantity E in Equation (1) becomes larger as the corresponding viewpoint
achieves more balanced distribution of face visibility, while it ranges from 0.0 (when all the
faces are invisible) to 1.0 (when all the faces share the same area).

The actual calculation of the viewpoint entropy in Equation (1) is carried out as follows [3]:
Given a viewpoint, the projected area of each face of the target mesh is obtained by counting
the number of pixels that belong to the face. Assigning a different color to each face helps
us discriminate one face from the others as shown in Fig. 5(a). The associated viewpoint
entropy is evaluated at vertices of another reference mesh (in red) that covers the viewing
sphere (in blue) as shown in Fig. 5(b). Fig. 5(c) shows the distributions of the viewpoint
entropies in Equation (1) over the viewing sphere, together with the associated best and worst
views of the 3D horse model, where the best viewpoint captures its silhouettes clearly. The
associated top and bottom disks are the projections of the viewpoint entropy distributions
on the viewing sphere seen from the top (the North pole) and the bottom (the South pole),
respectively. Here, each disk is color-coded by referring to the color legend where the color
changes over blue, green, yellow, and red according to the increase in the entropy, and the
black and white spots indicate the best and worst locations of the viewpoints, respectively.
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Solid Hollow

Figure 6 The combinations of IVs for the viewpoint evaluation and their associated links in
level-set graphs.

4.2 Formulation of the Viewpoint Entropy for Volumes
For locating the optimal viewpoint for volumes, we introduce our feature-driven approach [29]
where we calculate the viewpoint entropies of feature components and then find the global
compromise between them, by taking advantage of the aforementioned surface-based entropy
formulation. As the feature components, our approach employs combinations of the decom-
posed feature IVs, each of which constitutes an isosurface join or split of some specific type.
Fig. 6 depicts such combinations of IVs where the corresponding links are drawn in red. Note
that the figure depicts subgraphs around saddle critical points in the level-set graph when
the links are arranged from top to bottom with respect to the scalar field.

The viewpoint entropy for volumes is formulated as follows: Suppose that we separately
evaluate each IV of some specific combination as shown in Fig. 6. The viewpoint entropy
for the IV can be calculated using Equation (1) by identifying the visible faces of the IV.
However, if the faces of the IV are partially occluded by the other IV in the combination,
the occluded regions are assumed be painted in the background color when evaluating the
entropy. This handling together with Equation (1) allows us to avoid undesirable occlusions
between the IVs in the combination. For evaluating the globally optimal viewpoint, our
algorithm calculates the weighted sum of the viewpoint entropies, which is given as

E =
n∑

i=1

λi

L
Ei, (2)

by calculating Equation (1) for the i-th IV as Ei. Here, λi is the weight value for the i-th IV
and L =

∑n
i=1 λi. In addtition, n is the number of IV. In our framework, λi is calculated

using an opacity transfer function for direct volume rendering, as follows:

λi = 1
Mi

Mi∑
j=1

o(xj) (3)

where o(xj) is an opacity value at the j-th voxel sample xj , and Mi is the number of voxel
samples xj contained in the i-th IV. Here, the opacity transfer function is used to assign large
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(a) (b)

(c)

Figure 7 Screen snapshots of the interface where IVs are peeled off interactively: (a) The
outermost IV (in green) is specified by a pointing device. (b) The selected IV becomes transparent
(in the middle) while its corresponding link is emphasized (on the left). (c) After the selection is
confirmed, the IV is removed and its silhouettes are displayed in place (in the middle) while the
corresponding link is faded (on the left). The entropy distribution is updated and the viewpoint
moves to the next optimal position along the purple path (on the right).

weights to the feature IVs we want to emphasize. Needless to say, more sophisticated transfer
functions, such as multi-dimensional transfer functions [33] can be specified in Equation (3),
without any modifications to the remainder of the present framework.

5 Interface for Previewing Volume Decomposition

This section describes the implementation of our interface that systematically decomposes
the given volume from outside to inside while tracking the movement of its optimal viewpoint
over the viewing sphere. The remainder of this section is devoted to describing how to
accomplish the IV decomposition using the present interface, either interactively (Section 5.1)
or automatically (Section 5.2).

5.1 Interactive IV Decomposition
The interactive IV decomposition proceeds by specifying a feature IV to be excluded using
a pointing device such as a mouse. Fig. 7 shows screen snapshots of our interface where it
previews the proton atom-hydrogen atom collision dataset [9]. The leftmost window is for
displaying the level-set graph together with its IV inclusion relationships. The middle window
is for presenting the decomposed feature IVs where a user can peel off IVs from outside to
inside one by one. The rightmost window is for exhibiting the color-coded distribution of the
viewpoint entropy calculated from the remaining combinations of feature IVs. The two left
windows provide an interface for selecting an individual IV using a pointing device while
the rightmost window relates the smooth movement of the viewpoint. In addition, the same
color is assigned to the link of the level-set graph and its corresponding feature IV in order
to visualize the correspondence between them.

As shown in Fig. 7(a), a user specifies the outermost IV to be removed either by clicking
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the green subvolume in the middle window or by clicking the green link in the left window.
Furthermore, the interface indicates the position of the current optimal viewpoint by a
black spot on the projection of the upper viewing hemisphere. Note that the distribution
of the viewpoint entropy is calculated as the sum of the viewpoint entropies assigned to
the remaining combinations of IVs. The interface changes the status of the selected IV by
rendering it transparently in the middle window and emphasizing the corresponding link of
the level-set graph in the left window, as shown in Fig. 7(b). At this point, the user can
look at the structure of the interior IVs through the outer transparent one. When the user
confirms this selection, the interface finally removes the selected IV and leaves its silhouettes
instead in the middle window, while the corresponding link in the left window is grayed
out, as shown in Fig. 7(c). In addition, the interface recalculates the distribution of the
viewpoint entropy for the updated combinations of the remaining IVs in the right window,
and changes the view of the decomposed IVs in the middle window so that we can smoothly
move the corresponding viewpoint from the previous best viewpoint to the next one. The
path of the viewpoint movement is obtained by the spherical linear interpolation based on
quaternion representations [26]. As demonstrated in Fig. 7, the interface provides an effective
means of eliminating decomposed IVs one by one from outside to inside together with the
comfortable viewpoint changes, while allowing the user to fully understand the multi-layered
inner structures of the target volume.

5.2 Automatic IV Decomposition

Furthermore, the interface automatically generates a scenario for peeling off the IVs from
outside to inside using the IV decomposition order as an animation, while smoothly changing
its viewpoint positions. Figs. 1, 8, and 9 present scenarios for volume peeling using the
present interface. In these scenarios, the decomposed IVs gradually disappear one by one
in accordance with the decomposition order by tracking the constructed level-set graph
(Section 3). Furthermore, the silhouettes of the IVs will gradually become conspicuous as
the corresponding IVs become transparent. Throughout the decomposition scenario, the
interface changes the viewpoint position along the path that follows the optimal positions
obtained in each step of eliminating the outermost IV.

As described in Section 1, Fig. 1 shows a scenario in which the volume of the sheep heart
(177 × 177 × 177) [23] is dissected from outside to inside using the interface. This example
demonstrates that the present interface works well and provides a systematic process of
decomposing nested structures even for such an anatomical volume, together with the smooth
change of the viewpoint indicated in purple in the figure. Fig. 8 visualizes a simulated dataset
(41 × 41 × 41), where the two-body distribution probability of a nucleon in the atomic nucleus
16O is computed [21]. This dataset contains a two-fold nested structure of IVs and reveals
its attractive interior while the viewpoint movement along the purple path first provides its
side view and then its top view. Fig. 9 represents another dataset (129 × 129 × 129), which
is obtained by simulating the antiproton-hydrogen atom collision at intermediate collision
energy [27]. Note that the interface successfully resolves the complicated structure of this
dataset even though it contains a four-fold nested structure of IVs. The viewpoint path (in
purple) effectively tracks the best views for the associated decomposition steps while it goes
around through the optimal viewpoint positions scattered over the viewing sphere. These
results demonstrate the potential and feasibility of the present framework.
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BEGIN

END

Figure 8 Scenario for decomposing the volume of “nucleon”. Each frame consists of the snapshot
of volume decomposition preview and its associated map of viewpoint entropy. The graph at the
center shows the corresponding interval volume structure.

BEGIN

END

Figure 9 Scenario for decomposing the volume of “antiproton-hydrogen atom collision”. Each
frame consists of the snapshot of volume decomposition preview and its associated map of viewpoint
entropy. The graph at the center shows the corresponding interval volume structure.
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6 Conclusion and Future Work

This article has presented an approach to previewing volume datesets respecting both its 3D
nested inner structures and their 2D arrangements in the projections. This is accomplished
by first constructing the level-set graph that identifies the feature subvolumes by tracking
the topological transitions of an isosurface, and then projecting them onto 2D screen so
that their arrangements become optimal with less occlusions. Interval volumes (IVs) are
introduced as the feature subvolumes where each IV corresponds to a link of the level-set
graph, which makes it possible to investigate nested relationships between the decomposed
IVs. An algorithm for locating the optimal viewpoint for volumes is also presented that
tries to minimize the occlusions between feature interval volumes by taking account of
their characteristic combinations inheriting from the level-set graph. Implementation of the
associated interface together with several previewing examples is included to demonstrate
the feasibility of the present approach.

Future extensions include improving the interface so that it can provide multiple views
of the target volumes so that the corresponding view frustums effectively cover the entire
3D domain where the target volume is defined. Currently we use the transfer function to
assign a large weight to some specific interval volume. However, we can interactively assign
specific weights to the interval volumes with the help of interface and confirm its validity by
calculating the corresponding viewpoint position. Furthermore, editing several effects such
as coloring, lighting, and rendering styles with the interface is one of the interesting future
themes.
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Abstract
We review modeling techniques for multiresolution three-dimensional scalar fields based on a dis-
cretization of the field domain into nested tetrahedral meshes generated through regular simplex
bisection. Such meshes are described through hierarchical data structures and their representa-
tion is characterized by the modeling primitive used. The primary conceptual distinction among
the different approaches proposed in the literature is whether they treat tetrahedra or clusters
of tetrahedra, called diamonds, as the modeling primitive. We first focus on representations for
the modeling primitive and for nested meshes. Next, we survey the applications of these meshes
to modeling multiresolution 3D scalar fields, with an emphasis on interactive visualization. We
also consider the relationship of such meshes to octrees. Finally, we discuss directions for further
research.
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Keywords and phrases Tetrahedral bisection, hierarchy of diamonds, mesh-based multiresolution
models, regular simplex bisection, scientific visualization.
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1 Introduction

Hierarchical domain decompositions play a fundamental role in scientific analysis and visu-
alization. For example, discrete scalar fields are often sampled at a set of points within a
problem domain. Decomposing the domain into a polyhedral mesh enables efficient approxi-
mations to the underlying scalar field at new locations. In many contexts, including CT and
MRI data, or numerical simulations, the field is sampled at fixed intervals along a cubic grid.

The structure of a scalar field is often analyzed through its isosurfaces or by considering
subvolumes enclosed between two such surfaces, known as interval volumes. However, due
to the increasing size of volumetric datasets enabled by advances in computing power and
sensing technologies, it is difficult to interactively analyze such meshes at full resolution. This
often necessitates analysis and visualization on simplified versions of the underlying field.
An important restriction in many applications is the need for a crack-free (also referred to as
conforming) representations of the simplified domain decomposition. This ensures minimal
continuity requirements when interpolating the domain across the cells of the mesh.

This has led to the development of mesh-based multiresolution models for adaptively
controlling and adjusting the level of detail in the resolution of the discretized domain. Such
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models enable focusing on the more complex regions of the dataset, while retaining access to
the original samples if necessary.

When the domain under consideration is a regularly sampled scalar field, exploiting the
regularity can yield compact models, which support efficient queries. For example, octrees
are defined by refining cubes into eight subcubes.1 When necessary, cracks in the domain
decomposition can be patched by modifying the geometry between neighboring cubes. This
task can be greatly simplified when applied to balanced meshes, in which neighboring nodes
differ by at most one level of resolution [54, 40]. In this case, cracks can be fixed by replacing
each cell with a triangulated tile [3, 7, 58].

Alternatively, tetrahedral representations can be effective, as they simplify the extraction
of crack-free representations. A popular technique is based on tetrahedral bisection along an
edge. In the Regular Simplex Bisection (RSB) scheme all vertices lie on a regular grid and the
generated tetrahedra are well-shaped, which can be important in downstream applications,
such as finite element analysis and visualization. The extracted meshes are more adaptive
than those obtained from a triangulated octree [11] which can help fine-tune the level of
detail in the desired regions of interest.

Here, we provide a taxonomy of approaches that model a three-dimensional scalar
field using the regular simplex bisection scheme, and focus on the differences in modeling
primitives and extraction techniques that have been introduced in the literature. The
primary distinction among the proposed approaches relates to whether individual tetrahedra,
or clusters of tetrahedra sharing the same bisection edge, referred to as diamonds, are treated
as modeling primitives. The latter define the atomic refinements required for conforming
refinements. This choice leads to different multiresolution models, querying approaches and
possibilities for optimizations in encoding, analyzing and visualizing such datasets.

These hierarchies have primarily been used to model multiresolution scalar fields, where
data is associated with the vertices of the mesh. Here, we focus on the developments of
interactive isosurface extraction from volumetric datasets. The RSB scheme has also been
very popular for terrain visualization (see the recent review by Pajarola and Gobbetti [42]).
A more general treatment of the models and applications of the RSB scheme can be found
in [60], where the scheme is presented in a dimension–independent manner, and also surveys
alternative applications of RSB, including: finite element analysis [47, 35, 21], spatial access
structures [8], surface reconstruction [36], and higher-dimensional approaches [52, 26, 32, 2].

The remainder of this paper is organized as follows. After introducing some background
notions on simplicial complexes and simplicial decompositions in Section 2, we review the
simplex bisection rule and we define diamonds in Section 3. In Section 4, we introduce
a classification of the different approaches proposed in the literature. In Section 5, we
describe hierarchical representations for RSB meshes. We review tetrahedron-based and
diamond-based approaches in Sections 6 and 7. In Section 8, we describe an alternative
representation for nested meshes defined by the RSB scheme in the form of balanced octrees
whose leaf cubes are tetrahedralized using a bisection-based algorithm. Finally, in Section 9,
we present a table summarizing the taxonomy we have developed and discuss directions for
further research.

1 Similar hierarchies can be defined on tetrahedra, where each tetrahedron is refined into eight tetrahedron
defined by the edge midpoints [5, 40].
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(a) 1D (b) 2D (c) 3D (d) Tiling space (in 2D)

Figure 1 Kuhn-subdivided hypercubes in 1D (a), 2D (b) and 3D (c), highlighting one of the d!
simplices (blue). All edges are aligned with the diagonal of an axis-aligned hypercube. Translated or
reflected (d) copies of a Kuhn-subdivided cube can tile space.

2 Background

A k-simplex σ is the convex hull of k + 1 affinely independent points in a subspace of Rd,
where k is the order of the simplex. A simplicial mesh Σ is a finite collection of simplices
such that if σ is a simplex in Σ, then all of the simplices bounding it (called the faces of σ)
also belong to Σ, and the interiors of all simplices in Σ are disjoint. The dimension, or order,
of a simplicial mesh is the maximum of the orders of the simplices forming it. In a simplicial
mesh, simplices that are not on the boundary of any other simplex are called top simplices.
In 3D, tetrahedra are the top simplices in a tetrahedral mesh. A simplicial mesh whose cells
are defined by the uniform subdivision of a small set of cells into scaled copies is called a
nested mesh.

If the intersection of any two simplices σ1, σ2 in a simplicial mesh Σ is a lower dimensional
simplex on the boundary of σ1 and σ2, then Σ is conforming. A conforming simplicial mesh
is also referred to as a simplicial complex.

We are often interested in generating simplicial complexes that cover a hypercubic domain.
To this aim, we consider the canonical subdivision of a d-dimensional hypercube h into d!
simplices along a diagonal, which we refer to as a Kuhn-subdivided d-cube and denote as
K(h) (see Figure 1) [13, 24]. Since the faces of a Kuhn-subdivided cube are also Kuhn-
subdivided, a regular grid can be tiled by Kuhn-subdivided cubes [24, 35], that are translated
or reflected [52]. The latter is the underlying triangulation for regular simplex bisection
meshes at each level of resolution (see Figure 1d for an example in 2D).

3 Regular Simplex Bisection: Tetrahedra and diamonds

In this section, we review the regular simplex bisection scheme, which guides the generation
of nested tetrahedral meshes, and the clustering structure for tetrahedra sharing a common
bisection edge into diamonds which aids in the extraction of conforming tetrahedral meshes.

A well-studied class of nested simplicial meshes is defined by the simplex bisection
operation. This operation bisects a d-simplex σ along the hyperplane defined by the midpoint
vm of some edge e and the (d − 1) vertices of σ not incident in e. This generates two
d-simplices covering σ, see Figure 2. We refer to e as the bisection edge of σ.

Since the general simplex bisection operation does not indicate which edge to bisect,
researchers have proposed schemes to implicitly determine the bisection edge of a tetrahedron
based on its geometric properties [47] or on the order of its vertices [4, 23, 33, 1, 35].
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vm

e

Figure 2 Bisection of a tetrahedron t along the plane defined by the midpoint vm of an edge e,
and the two vertices of t not incident in e.

Approaches in the latter category generalize the 2D Newest Vertex Bisection algorithm [38],
by choosing the edge opposite the pair of most recently introduced vertices as the bisection
edge. This can be achieved through the use of a set of typographic rules for manipulating the
order of the vertices. Approaches in the former category, referred to as tetrahedral Longest
Edge Bisection [47], choose the longest edge of the tetrahedron as its bisection edge.

The Regular Simplex Bisection (RSB) scheme for tetrahedral meshes is defined by the
recursive application of either of the above schemes to the tetrahedra in a Kuhn-subdivided
cube K(h), and cyclically generates tetrahedra whose shapes belong to three similarity classes
(see Figure 3a).2 The six tetrahedra in K(h), which we refer to as tetrahedra of class 0, or as
0-tetrahedra, have a bisection edge that is aligned with the diagonal of a cube. Tetrahedra
in class 1 are generated by bisecting 0-tetrahedra, while those in class 2 are generated by
bisecting 1-tetrahedra. The former have a bisection edge aligned with the diagonal of a
square face of a cube, while the latter have a bisection edge aligned with an edge of a cube.
Bisection of 2-tetrahedra generates 0-tetrahedra with edge lengths half that of their three-fold
predecessors. We refer to tetrahedral meshes generated by recursive application of RSB as
tetrahedral regular simplex bisection (tRSB) meshes, or simply as RSB meshes.

Note that individual tetrahedral bisections can introduce cracks into an RSB mesh along
tetrahedra incident to the bisected edge, and thus, all such tetrahedra require simultaneous
bisection for the mesh to remain conforming. Since the RSB scheme only allows bisection
along a tetrahedron’s predetermined bisection edge, conforming refinements in the RSB
scheme involve tetrahedra belonging to the same similarity class and sharing the same
bisection edge.

The cluster of tetrahedra sharing the same bisection edge is referred to as a diamond [12,
18, 43, 56], and we refer to the bisection edge as its spine. Consequently, the RSB scheme
generates three similarity classes of diamonds, in correspondence to its three similarity classes
of tetrahedra (see Figure 3b).

A diamond δ is subdivided by bisecting all of its tetrahedra using the regular simplex
bisection operation. The effect of a diamond subdivision on an RSB mesh Σ is to remove
the spine of the diamond, to insert a vertex at the midpoint of its spine, which we call the
central vertex of the diamond and denote as vc, and finally to insert edges from vc to each
vertex of δ (see Figure 4). Note that there is a one-to-one correspondence between diamonds
and edges (via their spine), and between diamonds and vertices (via their central vertices).
Diamond subdivision is an instance of stellar subdivision [28] and only affects the interior of

2 In higher dimensions, the RSB scheme is based on typographical approaches [35, 53].
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2-tetrahedron1-tetrahedron0-tetrahedron
(a) 3 classes of tetrahedra

vc

2-diamond2-diamond2-diamond2-diamond2-diamond2-diamond2-diamond

vcvvc

1-diamond

vc

0-diamond0-diamond

vc

(b) 3 classes of diamonds

Figure 3 Regular simplex bisection generates three similarity classes of tetrahedra (a). The
bisection edge (green) of a class i tetrahedron is aligned with the diagonal of an axis aligned
(3− i)-cube. Tetrahedra sharing the same bisection edge can be clustered into diamonds (b) defined
by six tetrahedra of class 0, four tetrahedra of class 1 and eight tetrahedra of class 2, respectively.
The bisection edge of a diamond is referred to as its spine, and its midpoint vc as its central vertex.

the diamond’s domain. The diamond subdivision paradigm, in which (d− i)-cells are refined
at step i, has been generalized to cell complexes in higher dimensions [43].

Although the regular simplex bisection scheme is defined in arbitrary dimension, it does
not provide intuition on the shape or complexity of conforming refinements. The notion of
diamonds has recently been generalized to arbitrary dimensions [56] as the combinatorial
cross product of two simplicial decompositions of a cube: a Kuhn-subdivided (d− i)-cube,
and the boundary of a fully-subdivided i-cube, a Kuhn subdivided i-cube whose simplices
were bisected i times. Figure 5 illustrates how a three dimensional 1-diamond (Figure 5a)
can be decomposed into a Kuhn-subdivided 2-cube (Figure 5b) and the boundary of a fully
subdivided 1-cube (Figure 5c).

4 Overview

In this section, we review the basic ingredients of approaches that use nested tetrahedral
RSB meshes. We classify such approaches on the basis of the choice of the basic primitives
of the representation and on the method by which the data structures are queried.

Representations for 3D RSB meshes can be classified into tetrahedron-based and diamond-
based representations. The former consider tetrahedra as the basic modeling primitives, while
the latter consider diamonds as the modeling primitives. A simplex-based representation
is described by a hierarchy of tetrahedra which encodes the containment relation between
tetrahedra, while a diamond-based representation is described by a hierarchy of diamonds
which encodes the parent-child relation between diamonds (i.e. incorporating the containment
relations of all tetrahedra within a diamond). Both hierarchies can be encoded through
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(a) Original diamond (b) Spine removed (c) Central vertex added (d) Subdivided diamond

Figure 4 A diamond (a) is subdivided by applying RSB to all of its tetrahedra. The effect of a
diamond subdivision is to remove its spine (b), to add its central vertex (c) and to add an edge
from that vertex to all vertices on the boundary (d).

(a) 1-diamond (b) K(2-cube) (c) BF (1-cube)

Figure 5 A 1-diamond (a) can be decomposed into a Kuhn-subdivided 2-cube (b) and the
boundary of a fully subdivided 1-cube (c). In general, an i-diamond of dimension d can be decom-
posed into a Kuhn-subdivided (d− i)-cube and the boundary of a fully subdivided i-cube.

the use of pointers, but the regularity of the domain decomposition admits an implicit
formulation of these spatial and hierarchical relationships. Thus, we can distinguish in both
cases between explicit and implicit representations.

The most common application of nested RSB meshes is to define a multiresolution model
for scalar fields. In these representations, one or more scalar value is associated with the
vertices of a cubic grid, and thus the multiresolution model is a precomputed hierarchy of
tetrahedra or a hierarchy of diamonds which is queried to extract RSB meshes approximating
the underlying scalar field. An interpolant (typically piecewise linear) approximates the
scalar field within the mesh. Conforming meshes are important in this context since cracks
in the mesh correspond to discontinuities in the field representation. Due to the regularity of
the vertex distribution, the scalar values of a dataset of size (2N + 1)3, are often stored in a
linear block of memory. Thus, the data associated with a vertex can be implicitly located in
the array using the vertex coordinates and explicit pointers are unnecessary.

Although the minimum required information for each sample is its scalar value, many
methods achieve efficiency by encoding additional information, such as the field gradient of
each sample, the error associated with each tetrahedron or diamond in the hierarchy, or the
range of values within its domain. When data is associated with the simplices, it can be
stored in d! binary trees, encoded as linear arrays. Alternatively, data that is associated with
the vertices or diamonds of the hierarchy can be uniquely associated with the corresponding
central vertices of diamonds. Thus, such data can be encoded as a three-dimensional array.
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There has been much research on querying methods to extract nested RSB meshes that
approximate the full domain at virtually continuous levels of detail. Such methods can begin
with a coarse approximation of the domain which is selectively refined by traversing the
hierarchy defining the model in a top-down manner [16]. Alternatively, they can be defined
by coarsening the full resolution dataset in a bottom-up manner [63], or in an incremental
manner by starting with a previously extracted mesh [12, 18, 10].

Queries are implemented by evaluating an application–dependent predicate, known as
the acceptance criterion, at each node of the hierarchy (i.e. tetrahedron or diamond) to
determine whether to refine or coarsen the node. These predicates can be defined by the
location of a node in a region of interest or by the distance to an object of interest such as
the viewpoint. In scalar field representation, the approximation error of a node describes the
degree to which it locally approximates the scalar field. These approximation errors can be
defined locally between a node and its children, or globally across all descendants. When the
error at a node is guaranteed to be greater than those of its descendants (with respect to the
diamond dependency relation), it is said to be saturated [41, 17].

In applications that require conforming RSB meshes, all simplices within a diamond
must be subdivided concurrently. If a tetrahedron-based representation is used, this can be
accomplished implicitly, via a top-down traversal using a saturated selection criterion [16, 8],
or explicitly through the use of neighbor-finding operations [21, 25, 2]. In general, neighbor-
finding requires more hierarchical traversals but fewer overall bisections to satisfy a given
acceptance criterion [25]. If a diamond-based representation is used, it can be easily shown
that the parent-child dependency relation among the diamonds is a partial order relation and
any set of diamonds which is closed with respect to the partial order defines a conforming
mesh. In this case, the model is an instance of the Multi-Tessellation framework [11].

5 Representations for nested tetrahedral RSB meshes

As mentioned above, representations for tetrahedral RSB meshes can be classified into
tetrahedron-based and diamond-based representations. We will see that a tetrahedron-based
representation implicitly encodes all possible RSB meshes which can be generated from
the initial Kuhn-subdivided domain through successive bisections, while a diamond-based
representation encodes only the conforming RSB meshes defined on the same domain and
set of vertices.

The containment relation between the tetrahedra in a nested RSB mesh defines a
hierarchical relationship, where the two tetrahedra created during the bisection of a parent
simplex σ are interpreted as the children of σ. This relationship is captured using a binary
tree, often referred to as a bintree [12, 63], whose root is a tetrahedron of the Kuhn-subdivided
domain Ω. Thus, a nested tetrahedral RSB mesh can be modeled as a forest of six binary
trees, which we call a hierarchy of tetrahedra [25].

The depth of a tetrahedron is defined recursively as 0 for the bintree roots, and one
greater than the depth of its parent otherwise. All root tetrahedra are 0-tetrahedra since
they belong to K(h). Since regular simplex bisection is used to generate the tetrahedra at
successive depths, tetrahedra at the same bintree depth in the hierarchy belong to the same
similarity class, and the classes repeat cyclically. The tetrahedra at three successive depths
define a level of resolution within the hierarchy. Consequently, the level of a tetrahedron at
depth m is bm/3c and its class is (m mod 3).

Since many applications require conforming meshes, diamond-based approaches, which
focus on conforming updates to a tetrahedral RSB mesh, have received a lot of attention
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in the literature. The containment relation among the tetrahedra of a nested RSB mesh
induces a hierarchical dependency relation on the diamonds within the hierarchy. Specifically,
a diamond δc is a child of a diamond δp if δc contains at least one tetrahedron generated
during the subdivision of δp.

In contrast to a hierarchy of tetrahedra, the domain of the children of a diamond is not
nested within its own domain, and diamonds can have several parents and children. Since
the parents of a diamond at depth m+ 1 belong to depth m, the dependency relation can be
modeled as a directed acyclic graph of diamonds, whose single root is the diamond containing
the tetrahedra covering Ω.

Figure 6 illustrates the dependency relation for the three classes of diamonds. 0-diamonds
(brown) have three parents and six children (upper row), 1-diamonds (red) have two parents
and four children (middle row) and 2-diamonds (green) have four parents and eight children
(lower row). Thus, each parent diamond contributes a pair of tetrahedra to each of its children,
which we refer to as a parent-child duet [6, 59]. Generally, a d-dimensional diamond δ has
O(d) parents, each of which generates O(d!) simplices belonging to δ upon its subdivision [56].

Due to the correspondence between diamonds and their central vertices, the dependency
relation among diamonds is often studied by considering the set of vertices on which it
depends. For simplification, a diamond depends on vertices introduced at deeper within the
hierarchy, while, for refinements, a diamond depends on vertices introduced at shallower
depths.

6 Tetrahedron-based RSB approaches

The primary application of 3D RSB has been multiresolution modeling of 3D scalar field
for visualization and analysis. This has primarily (but not exclusively) taken the form of
isosurface extraction and visualization, in which the goal is to extract an adaptive isosurface
from a simplified representation of the underlying field. In this case, a conforming RSB
mesh ensures that extracted isosurfaces are conforming (e.g. using the Marching Tetrahedra
algorithm [46]).

Zhou et al. [63] extend the 2D simplification approach of Lindstrom et al. [29] with a
bottom-up tetrahedral fusion operation (i.e. the inverse of an RSB operation). They explicitly
encode the vertex simplification dependency relation in a lookup table, and obtain conforming
tetrahedral RSB meshes by fusing all pairs of tetrahedra incident in the removed vertex (i.e.
the central vertex of a subdivided diamond).

To ensure that the topology of the simplified isosurface matches that of the surface at full
resolution, they introduce a topology-preserving check into their acceptance criterion that
disallows fusion when the bisection edge’s endpoints lie on the opposite side of the isosurface
as its central vertex.

Gerstner and Pajarola [15] note that, while this topology preserving criterion is sufficient to
guarantee accurate topology, it is too conservative. They identify the cases in which the local
isosurface topology can change during a diamond’s subdivision. They encode with each node
the (conservative) range of field values in which the topology of its descendants can change.
At runtime, a top-down query is applied to this saturated topology-preserving acceptance
criterion to extract a conforming tetrahedral RSB mesh whose embedded isosurface has the
same topology as the mesh at full resolution. They also propose topology control heuristics
to reduce topological noise in the extracted isosurface.

Takahashi et al. [50] extend the above topological criterion to capture topological changes
to the entire scalar field rather than those of a specific isosurface. They use this to guide the
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Parents ChildrenDiamond

Three parent 2-diamonds 0-diamond

1-diamond

2-diamond

Six child 1-diamonds

Two parent 0-diamonds Four child 2-diamonds

Four parent 1-diamonds Eight child 0-diamonds

Figure 6 Diamond hierarchy in 3D. A diamond’s (middle column) tetrahedra are generated
during the subdivision of its parents (left column). The central vertex of each parent coincides with
a vertex of the diamond, while those of its children (right column) coincide with the midpoints of a
subset of its edges. 0-diamonds (brown) have three parents and six children (upper row). 1-diamonds
(red) have two parents and four children (middle row). 2-diamond (green) have four parents and
eight children (lower row).
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creation of transfer functions that highlight the topological features of the scalar field during
Direct Volume Rendering (DVR).

Marchesin et al. [34] directly use the nested hierarchy for view-dependent DVR and
examine the implications of applying non-conforming bisections, which can introduce artifacts
into the visualization, but might be sufficient during exploration of the field.

One of the advantages of a saturated acceptance criterion is that it admits parallel
extraction of conforming tetrahedral meshes [16]. Gerstner and Rumpf [16] propose a parallel
query on the hierarchy to accelerate view-dependent isosurface extraction. Their curvature-
based backface culling approach reduces the size of the extracted isosurfaces by a factor of
two. In follow-up work [14], Gerstner describes a hierarchical scheme to compute the gradient
of a tetrahedron from that of its parent and introduces a back-to-front sorting scheme based
on the RSB splitting plane. This enables the extraction of multiple transparent isosurfaces
during a single traversal of the hierarchy.

Pascucci [44] introduces a hardware accelerated approach to isosurface extraction, which
incorporates a GPU marching tetrahedra algorithm for RSB tetrahedra, as well as a volumetric
space-filling curve for generating tetrahedral strips for efficient isosurface rendering.

An alternative approach to extracting an isosurface from an RSB mesh is to define
a multiresolution model for isosurfaces extracted from the hierarchy based on the set of
conforming refinements. When the modifications follow the diamond subdivisions, they
ensure that the extracted surface is manifold and free of self-intersections [45].

Pascucci and Bajaj [45] propose a progressive multiresolution model for extracted iso-
surfaces based on a small set of local update primitives that correspond to the change in
isosurface after each tetrahedral bisection. Borgo et al. [6] describe a top-down progressive
isosurface extraction method where the isosurface patches for successive depths of the hierar-
chy are extracted from those of the previous one. They establish an explicit correspondence
between the edges of tetrahedra in successive depths to pass isovertices (i.e. isosurface
vertices) from one depth to the next. This scheme has an overhead of 70 bytes per encoded
diamond and achieves a reported 3 times speedup in isosurface extraction on modestly sized
datasets of resolution 653 and 1293. A similar approach is proposed by Lewiner et al. [27]
to compress and progressively encode extracted isosurfaces. They encode the relative sign
value of each RSB vertex in the desired isosurface’s tubular neighborhood, that is, the set of
tetrahedra intersected by the isosurface, and use a depth-first search to reconstruct the local
connectivity of the tetrahedra in the RSB mesh.

Scalar field reconstruction and analysis are other interesting applications of nested RSB
hierarchies. In [48], Roxborough and Nielson utilize the hierarchy of tetrahedra to reconstruct
volumetric shapes based on freehand ultrasound data. Similarly, Mello et al. [36] and
Tanaka et al. [51] utilize a hierarchy of tetrahedra to reconstruct surfaces based on sampled
range or volumetric data. In all three cases, the decomposition is used as a spatial access
structure on the irregularly sampled field, and the scalar field can be reconstructed on the
vertices of an adaptive RSB mesh from these samples. Kimura et al. [22] propose a parallel
algorithm to segment a volume dataset represented as a hierarchy of tetrahedra.

7 Diamond-based RSB approaches

Gregorski et al. [18] propose the first diamond-based RSB approach in 3D. They operate on a
domain of resolution (2N )3 and avoid dealing with domain boundaries by treating the domain
as a 3-torus. However, since opposite faces of the domain are conceptually glued together in
this model, this can increase the size of extracted meshes. For example, refinements near a
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domain boundary of the scalar field can cause refinements along opposite boundaries that
are spatially distant.

Gregorski et al. exploit the regularity of the RSB model to implicitly reconstruct the
dependency relation of each diamond in terms of scaled offsets from 26 archetypal diamonds,
based on the oriented directions of a diamond’s spine. They also encode the geometry of a
diamond, e.g. the locations of its vertices, as scaled offsets from its central vertex, which are
accessed from a lookup table. Access to a diamond’s entries in this table requires only its
central vertex, its level of resolution and its type (i.e. spine orientation), saving 6–12 pointers
(i.e. 24–48 bytes) per diamond compared to the explicit encoding of Zhou et al. [63].

Weiss and De Floriani [56, 59] extend this encoding by providing an efficient means
of determining a diamond’s class, level of resolution and type directly from the binary
representation of its central vertex. In their encoding, a diamond’s scale γ is the minimum of
the number of trailing zeros in the binary representation of its three coordinates. The level `
and scale γ in a hierarchy of resolution (2N + 1)3 are related as ` = N − γ. The offset table
for the diamond types can either be generated in a preprocessing step, or can be efficiently
calculated at runtime [56].

Gregorski et al.’s diamond-based scheme extends the ROAMing terrain approach for 2D
domains [12]. It uses a dual-queue incremental selective refinement algorithm to exploit
the frame-to-frame coherence between extracted meshes during view-dependent isosurface
extraction. To reduce the size of large datasets, they compress the scalar values, field gradient
and ranges of field values within each diamond from 19 bytes to 4 bytes, and rearrange
the data using a hierarchical space-filling curve [30] to use the operating system’s virtual
memory paging for cache-coherent out-of-core memory management. Recently, Gregorski et
al. [19] proposed an occlusion culling heuristic to further accelerate view-dependent isosurface
visualization.

Linsen et al. [31] use the diamond connectivity [43] as an adaptive subdivision basis
for volumetric datasets. They use trilinear B-spine wavelets to downsample the dataset
(rather than the more commonly used subsampling) which generate similar approximations
to the underlying domain using 10-15% fewer tetrahedra, although this can change the field’s
topology [50].

Weiss and De Floriani [57] introduce a high-level clustering primitive based on fully
subdivided cubes (see Section 3), which they refer to as supercubes, to encode information
with subsets of an RSB hierarchy. Each supercube uniquely indexes 56 diamonds, of which
there are: eight 0-diamonds, twenty-four 1-diamonds and twenty-four 2-diamonds. Due to the
one-to-one correspondence between diamonds, edges and vertices of the hierarchy, supercubes
can be used to associate information with coherent subsets of the vertices, edges, tetrahedra
and diamonds of a nested RSB mesh. For example, a supercube corresponds to the vertices
of eight cube centers, 24 face centers of a cube and 24 edge centers within a scaled (4× 4× 4)
grid at a given level of resolution. The advantage of this representation is that it can reduce
the geometric overhead associated with the coordinates of the retained elements.

Weiss and De Floriani suggest the use of a supercube-based representation when the
number of retained samples is sparse with respect to the original dataset and the average
clustering concentration of each supercube is high. Empirically, they found many common
volume datasets to be oversampled by a factor of three or more with respect to a lossless
approximation error. A supercube-based representation can also be used to efficiently
encode conforming RSB meshes extracted from the hierarchy. This representation requires
less than one byte per tetrahedron in the extracted mesh, approximately half the storage
of a corresponding diamond-based representation [18, 56] and one-sixth the storage of a
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simplex-based representation [25].
The Isodiamond Hierarchy approach [59] introduces two models for decoupling multires-

olution isosurfaces or interval volumes extracted from a hierarchy of diamonds from the
underlying scalar field. In this framework, irregular modifications to the isosurface or interval
volume are encoded in terms of the regular updates to the hierarchy of diamonds, requiring
14 bytes per update, and one byte per encoded isovertex. The Relevant Isodiamond Hierarchy
encodes a closed set of updates from the corresponding hierarchy, in correspondence to the
diamond subdivisions that modify the underlying isosurface (i.e. active updates) as well
as their hierarchical ancestors (i.e. relevant updates). The Minimal Isodiamond Hierarchy
enables extraction of conforming isosurfaces and interval volumes while only encoding the
active updates. As a consequence, the extracted RSB meshes no longer cover the entire cubic
domain of the scalar field, but its embedded isosurface or interval volume is still conforming.
While both methods efficiently support selective refinement queries on the multiresolution
model, the Minimal Isodiamond Hierarchy is more compact and extracts the same mesh in
less time than the Relevant Isodiamond Hierarchy, but loses support for spatial selection
queries and connectivity on the underlying mesh.

A subject of ongoing research relates to the validity of analyzing properties of the
underlying scalar field using adaptive RSB meshes. An example is the computation of
discrete distortion [37], a discrete curvature estimate on the scalar field, considered as a
hypersurface embedded in R4. Preliminary results indicate that the salient features of the
field are already present in approximated meshes, which can lead to accurate curvature
estimation [61] and effective morphological segmentation [9] of the field.

8 Octree-based RSB approaches

An alternative representation for nested RSB meshes is in the form of balanced octrees whose
leaf cubes are tetrahedralized using a bisection-based algorithm [7, 58].

An octree is said to be balanced (or restricted [54, 49]) if neighboring leaf nodes differ
by at most one level of resolution. This leads to several possible balancing conditions
depending on the desired neighborhood on which the mesh is balanced. A k-dimensional
face in a nested cubic mesh is said to be balanced if its incident cubes belong to at most
two consecutive levels of resolution, A nested cubic mesh is k-balanced if all k-cubes are
balanced [39]. Specifically, in a 0-balanced octree (i.e. vertex-balanced), all cubes incident
to a common vertex are balanced. Similarly, all edges are balanced in a 1-balanced octree
(edge-balanced) and all squares are balanced in a 2-balanced octree (facet-balanced). Trivially,
all octrees are 3-balanced (unbalanced). The desired property with respect to RSB refinement
is edge-balancing, since this guarantees that each edge has only a single interior vertex.

Moore [39] considers the cost of balancing arbitrary octrees, and proves that balancing
increases the size of an octree by at most a constant factor which depends only on the
dimension of the domain. In 3D, vertex-balanced and edge-balanced octrees are at most 27
and 26 times larger than their unbalanced counterpart, but are typically considerably smaller
in practice. Furthermore, every octree has a unique least-common k-balanced refinement,
which can be attained through a simple greedy refinement strategy.

Weigle and Banks [55] propose a recursive bisection-based triangulation of uniform
(hyper)-cubic meshes which treats each d-cube as a Kuhn-subdivided cube whose simplices
are bisected d − 1 times, leading to a mesh with 2d−1d! simplices per hypercube (i.e. 24
tetrahedra per cube in 3D).

Castelo et al. [7] propose a recursive triangulation algorithm for the cubes within a
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balanced octrees (in arbitrary dimension). Specifically, each simplex is defined by connecting
the midpoint of a k-cube to the vertices on its k−1 facets. When applied to edge-balanced (as
well as vertex-balanced) octrees, this generates an RSB mesh. They apply this decomposition
to isosurface extraction and surface reconstruction.

Weiss and De Floriani [58] propose a diamond-based triangulation of edge-balanced
octrees (in arbitrary dimension) that applies a local selective refinement process to each leaf
node based entirely on its refined edges, i.e. its edges that are incident to a smaller cube in
the mesh. Specifically, they consider the 0-diamond corresponding to each leaf cube h as a
base mesh Σh. For each refined edge e of h, they add its corresponding 2-diamond δe to Σh,
and locally subdivide δe subject to the transitive closure of the diamond dependency relation
restricted to the domain of h. In 3D, these triangulations can be precomputed in a lookup
table based on the 12 possible edge refinements. An advantage of this approach is that the
diamonds from adjacent leaf nodes can be merged into a single diamond-based RSB mesh.

The above triangulation algorithm implies a unique correspondence from every edge-
balanced octree (and thus from general octrees) to a single diamond-based RSB meshes.
However, since there are many diamond meshes that do not correspond to triangulated
octrees, diamond-based approaches have a higher representational power.

In 3D, the triangulation of each cubic leaf node generates between 6 and 48 tetrahedra in
the corresponding RSB mesh and has been found to inflate the mesh by a factor of 2-3 with
respect to a diamond-based approach using the same acceptance criterion [58]. On the other
hand, since octrees are widely implemented, such RSB-based triangulations are an effective
means of generating well-shaped tetrahedral meshes.

9 Concluding remarks

We have classified and analyzed approaches for representing nested tetrahedral meshes
generated through regular simplex bisection with a focus on how these techniques have been
applied to multiresolution modeling of three-dimensional scalar fields.

In Table 1, we present a taxonomy of these approaches. We first distinguish between
simplex-based approaches (upper rows) and diamond-based approaches (lower rows). Next,
we classify methods based on their support for selective refinement queries. Such queries
can be run from a coarse base domain in a top-down manner, from the full resolution
mesh in a bottom-up manner or incrementally from a previously extracted mesh. We also
distinguish between the class of selection criteria supported by the approach: those based
on approximation error, range of field values and view-dependent criteria, which depend on
an object’s distance to the viewpoint. Similarly, a saturated error metric enables simpler
queries but can also increase the size of its resultant meshes and requires preprocessing to
saturate the acceptance criterion. The precomputed approximation error can be based on
the approximation error between its current value and that of its subdivided children at the
next depth, which we refer to as a local error metric. Alternatively, it can be based on the
maximum interpolation error over all samples within its domain, which we refer to as a global
error metric.

Our final classification relates to the optimizations implemented in each approach. This
includes compressed meshes in the form of tetrahedral strips, view frustum culling and
cache-coherent access to subsets of the dataset. Since the underlying data structure in
all approaches are simplex-based or diamond-based nested RSB meshes, the optimizations
developed for one scheme can usually be applied to the other schemes, but are useful in
distinguishing among the various methods and in directing the reader for further details.
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Table 1 Taxonomy of RSB-based approaches for 3D scalar fields indicating the modeling primitive
(tetrahedron-based approaches in upper rows and diamond-based approaches in lower rows), querying,
error metrics and optimizations.
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Lee et al. [25] Incremental X Global X

Marchesin et al. [34] Incremental X X X Local X X

Gerstner et al. [15, 16, 14] Top-down X X X Local [16]

Pascucci [44] Top-down X X X Local X X X

Tetrapuzzles [8] Top-down X X X Local X X X X X X

Lewiner et al. [27] Top-down X Local

Zhou et al. [63] Bottom-up X X Local

Gregorski et al. [18] Incremental X X Global X X X X [20]

Linsen [31] Top-Down X Global X

Borgo [6] Top-Down X X X Local

Weiss [56] Top-Down X X Global [57]

Isodiamonds [59] Top-Down X Global X

The primary focus of this survey has been on the application of RSB meshes to the
modeling, analysis and visualization of three dimensional scalar fields, whose samples coincide
with the vertices of the RSB decomposition, since conforming meshes are typically required in
this context. Another interesting application of these meshes is to use the spatial partitioning
induced by the RSB operation as an access structure for spatial data. Cignoni et al. [8] have
utilized the hierarchy to generate conforming updates to an irregularly triangulated surface
indexed by the RSB tetrahedra. This supports external-memory visualization of conforming
approximations to massive triangle meshes. Atalay et al. [2] have utilized this property on a
four-dimensional hierarchy of pentatopes (i.e. 4-simplices) to accelerate point location queries
for ray tracing of atmospheric effects.

As we have seen, many of the 3D approaches have been generalized from earlier two-
dimensional versions. Similarly, these techniques have been generalized to problems in four-
and higher-dimensions. For example, Lee et al. [26] propose a constant-time neighbor finding
algorithm on hierarchies of pentatopes, Linsen et al. [32] generalize their analysis of diamond
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connectivity to 4D (and higher), and Gregorski et al. [20] propose a multiresolution model for
time-varying scalar fields, where they exploit temporal coherence on an extracted tetrahedral
RSB mesh to initialize the mesh at the next time step.

We expect the new understandings of the combinatorial structure of diamonds in arbi-
trary dimension [56] to yield insights into efficient data structures for modeling domains of
dimensions greater than or equal to four. This can be used to analyze time-varying volume
datasets, where the temporal and spatial dimensions are treated homogeneously as well as to
visualize functions on the complex plane [55] and parametric spaces [35, 54].

The recent work on encodings for incomplete scalar fields sub-sampled at the vertices of a
regular grid [57] suggests opportunities for efficient representations of adaptive distance fields
and for multiresolution modeling of domains that are not strictly defined within a cube.

Finally, there has been recent work on accelerating multiresolution processing of RSB
meshes on graphics hardware [62]. The regular structure of simplex and diamond hierarchies
offers promising opportunities for such advances on tetrahedral RSB meshes which can further
increase the utility of such meshes for interactive analysis and visualization of scientific and
medical datasets.
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Abstract
Safety of technical systems are becoming more and more important nowadays. Fault trees and
minimal cut sets are usually used to attack the problems of assessing safety-critical systems. A
visualization system named ViSSaAn, consisting of a matrix view, is proposed that supports an
efficient safety analysis based on the information from these techniques. Interactions such as
zooming and grouping are provided to support the task of finding the safety problems from the
analysis information. An example based on real data shows the usefulness of ViSSaAn.
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1 Introduction

Fault Tree Analysis (FTA) [7, 13, 14,25, 40,41] is an analysis technique that is based on the
graphical model named fault tree. It is widely used for analyzing the safety of technical
systems. In order to handle large and complicated fault tree models for complex systems,
the Component Fault Tree (CFT) was proposed in [22,23]. The Minimal Cut Sets method
(MCSs) [9, 12, 20, 24, 25, 28, 44] is a useful technique for analyzing fault trees. Improving
MCS analysis is a good way to improve the safety analysis. For this objective, the following
two aspects must be considered: obtaining the MCS analysis information; understanding
the obtained information and find safety problems from the information. There are some
approaches to obtain the MCS analysis information [9, 12, 20, 24, 28, 44]. Our research is
focusing on the second aspect. In this aspect, representation methods of MCSs are more
often considered. We try to find a representation to conveniently, quickly, and correctly
understand the MCS information and find problems behind the information, in order to
improve the safety of the system. Another challenge is the representation of large-scale data
sets. For large systems, users have to face thousands of MCSs and all the applicable data
associated to them. Finding the relevant information in a large data set is not an easy task.

Information visualization is a suitable technique that can fulfill these requirements. The
visualized data is easier and faster to understand. The problems behind the information can be
easily found in the large-scale data sets via visualization. It supports users in making correct
decisions as soon as possible. Thus, we focus on how to improve the representation of MCS
information using information visualization techniques. The commonly used representation
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methods for MCS information are textual form, tabular form, and highlighted fault tree
paths. They show only the basic MCS information and do not scale to large data sets. A lot
of hidden information is not visible. Users have to discover it by themselves. Therefore, a
visualization system is needed, that can show hidden information from MCSs and fulfill the
complex representation purposes, in order to assist finding the problems conveniently in a
large-scale data set.

The visualization system ViSSaAn was implemented according to our research and
is presented in this paper. It supports the safety analysis showing MCSs, Basic Events
(BEs), and CFTs. A matrix-based representation is used to present the correlation between
MCSs and BEs and the correlation between MCSs and CFTs. The safety level method
provides a categorization for orders of MCSs, probabilities of MCSs, probabilities of BEs, and
probabilities of CFTs. Colors are used to identify safety levels. ViSSaAn provides interactions
to support the analysis process for different purposes, such as grouping functionalities that
can sort and classify rows and columns of the matrix. Focus&context with semantic zooming
is applied to integrate the fault tree structures and their attached data into the matrix
view. Users can get detailed information from fault trees inside the matrix view. For the
presentation problem of large-scale data sets, ViSSaAn provides DOI zooming and Table
zooming, where they can effectively reduce the display space of rows and columns of the
matrix view without losing important information.

This paper is structured as follows: In Section 2, we introduce the background of safety
analysis, particularly, the Fault Tree Analysis, Component Fault Trees, Minimal Cut Sets,
and the safety levels. Related work about representation of MCSs for safety analysis is
discussed in Section 3. In Section 4, we introduce the visualization system ViSSaAn, while
in Section 5 the interactions in ViSSaAn are presented. An example of ViSSaAn with real
data is presented in Section 6. Finally, the discussion of ViSSaAn and conclusions are given
in Section 7 and 8.

2 Technical Background

2.1 Basic Concepts
2.1.1 Safety Analysis
Safety is defined as a State where the danger of a personal or property damage is reduced
to an acceptable value [17]. The safety analysis is a process ensuring that the actual risk is
smaller than the acceptable value.

2.1.2 Failure and Fault
Failure and Fault are defined in [15]:

Failure: The inability of a system or component to perform its required functions within
specified performance requirements.
Fault:
1. A defect in a hardware device or component.
2. An incorrect step, process, or data definition in a computer program.

2.1.3 Safety-Critical
If the failure of a system could lead to unacceptable consequences and we depend on it for
our well-being, then the system is safety-critical [27].
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Figure 1 Fault Tree.

2.2 Fault Tree Analysis
Fault Tree Analysis (FTA) [7, 13, 14, 25, 40, 41] is an effective safety analysis technique for
technical systems, which is standardized in [14] and [7]. The kernel of FTA is the fault tree
model.

A fault tree is a model that graphically and logically represents the various combinations
of possible events, both faulty and normal, occurring in a system that lead to the top undesired
event [25].

A fault tree is a graphical model that is presented using a tree structure (see Figure 1).
It consists of three kinds of elements:

Top Event: root of the tree. It is the top level undesired event.
Basic Events (BEs): leaves of the tree. They are possible causes of the Top Event. A BE
will not be refined any more.
Gates: inner nodes of the tree. They are logical connectives. There are different kinds of
gates like the AND gate, the OR gate.

FTA provides some analysis methods in order to analyze fault tree models. Examples are
minimal cut sets analysis (see Section 2.4), importance analysis, sensitivity analysis. Using
FTA, the safety of systems can be analyzed. Systems can be improved according to the
result of FTA.

2.3 Component Fault Trees
For complex technical systems, the fault tree model will be very large and complicated. In
order to present the fault tree model more clearly and efficiently, the Component Fault Tree
(CFT) was proposed in [22, 23]. With the component concept a traditional fault tree of
a system can be divided into one or more independent components (see Figure 2). Each
component is called a CFT. CFTs are connected amongst each other forming an overall CFT
model for a system. The difficulty of FTA is reduced with CFTs.

We give a brief example of CFTs. The fault tree in Figure 1 can be transformed into the
CFT depicted in Figure 2. It consists of a main model CFT0 (see Figure 2 (a)) and a sub
component CFT1 (see Figure 2 (b)). CFT1 consists of the BE1 and the BE2 as well as an
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(a) Main component: CFT0 (b) Sub component: CFT1

Figure 2 Component Fault Tree.

OR Gate. In CFT0, CFT1 is treated as a black box and used as a part. The CFT concept
was implemented in an FTA tool ESSaREL (previous name: UWG3 ) [8, 21].

2.4 Minimal Cut Sets
After constructing a fault tree, a method is needed to analyze this model. The Minimal Cut
Sets (MCSs) method [9, 12, 20, 24, 25, 28, 44] is a useful technique for analyzing fault tree
models.

A cut set for a fault tree is a set of basic events whose occurrence causes the Top Event
to occur. A cut set is said to be a minimal cut set if, when any basic event is removed from
the set, the remaining events collectively are no longer a cut set [25].

The number of different BEs in a minimal cut set is called order of the cut set [32]. Order
is also called size, e.g., in [25].

For example, in Figure 1 and Figure 2 the MCSs of the fault tree are: MCSs = {MCS1,
MCS2}, with MCS1 = {BE1, BE3}, MCS2 = {BE2, BE3}. The order of MCS1 is 2, because
it contains two BEs.

With the MCS method users can perform both qualitative analysis and quantitative
analysis for fault tree models. Qualitative analysis is used for finding BE combinations that
are able to cause the occurrence of the top event. Quantitative analysis is used for calculating
the probability of the top event from influencing probabilities. The MCSs method is suitable
for CFT analysis as well.

2.5 Safety Levels
The safety level method can be used to estimate the safety states. It provides different
quantitative levels to categorize safety. In this paper, we use a simple 3-level criterion for
safety that can be extended to more complicated safety level methods. In this criterion,
safety can be classified into three levels:

critical level: It is dangerous and urgent to be solved.
moderate level: It needs to be solved, but not urgently.
acceptable level: It is below the acceptable value, i.e., it is not dangerous.

The safety level criterion can be applied to MCSs, BEs, and CFTs. The safety levels of MCSs
depend on either the order of the MCS or the failure probability of the MCS. The order of a
MCS is inversely proportional to its safety. Basically, a MCS with order 1 is critical for a
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system. In this situation, the top event will occur by only one BE. The trigger condition is
easy to be achieved. The higher the probability of a MCS is, the more dangerous is the MCS.
The safety levels of BEs depend on the failure probability of BEs. The higher the probability
of a BE is, the more critical is the BE. The same is true for CFTs.

3 Related Work

Currently, most safety analysis tools provide the MCS analysis for FTA. The ordinary
representation of MCSs is a textual/tabular form. Some ideas combine a textual/tabular
form with highlighted paths on fault tree diagrams. The textual form only lists the MCSs
and the contained BEs with simple information. The tabular form is a bit complicated.
It provides a table to represent the MCSs and the related information. Some advanced
functionalities, such as sort and filter, are possible in the tabular form. Associating to fault
tree diagrams helps users to understand the MCS information more clearly.

The tool ESSaREL [8] gives a textual MCS list. It shows each MCS with its ID and
its BEs with BE IDs and BE labels. The MCSs are sorted by order. It also provides some
general information, such as the ID of top event, generation date, path of data file, and count
of MCSs. The tool BlockSim [34] shows the similar information. In additional, it shows
probability of the MCSs. It provides filters for the order of MCSs and can sort MCSs by
size, reliability, or unreliability. The tool RAMCommander [2] (see Figure 3(a)) provides a
table for MCS information. Rows are MCSs. Besides the IDs of MCSs, the table also shows
probability, contribution, and order of MCSs in the first four columns. The possibly used
BEs are in subsequent columns. Sorting MCSs by ID, order, probability, or contribution
can be performed in the table. Filtering by order is available to cut out the MCSs having
an order outside the filter range. The “Element type” and “Event type” of BEs will be
selectively shown in the table. Besides, it shows some common information, e.g., name of
the FTA, probability of top event, count of MCSs, statistical information about the order of
MCSs. The popular FTA tool FaultTree+ [18] (see Figure 3(b)) also provides a tabular form
for MCS information. In FaultTree+, the MCS table and the table for BEs use are separated.
When selecting a MCS in the MCS table, the BEs used will be displayed in the BE table
that can show a description and more detailed information of BEs. FaultTree+ provides a
filter to BEs. It also provides choices to show the importance and frequency of MCSs. It
reflects the MCS information on the fault tree diagram using highlighting the paths that lead
from the BEs of the MCS to the top event. It displays how the top event is reached from the
BEs. Other tools like Relex Architect [33], DPL faulttrees [38], FSAP/NuSMV-SA [5], and
ITEM ToolKit [19] provide similar representation methods for MCS information.

4 Visualization

4.1 Visualization Requirements
According to the introduction described in Section 1, the correlation between MCSs and BEs
is essential and needs to be visualized. The MCSs can be evaluated using some properties,
e.g., probability, and the result is then visualized. The component concept of FTA is also
required to be represented, because it makes the system fault tree model easier to understand.

A suitable idea for large-scale data sets is needed. In consideration of the significance of
the typical fault tree structure, it will be represented in the visualization system. Users can
make sure how the MCSs effect the top event. More visual factors can be considered, if they
are helpful for the representation of the MCS analysis information.
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(a) Tabular form for MCSs (RAMCommander [2]) (b) Combination of tabular form and path highlight-
ing (Faulttree+ [18])

Figure 3 MCSs representation methods of current tools.

4.2 ViSSaAn
Based on the requirements we developed a visualization system named ViSSaAn (Visual
Support for Safety Analysis). It was developed using Java [37] and the visualization library
Prefuse [30]. There are two frames in ViSSan: the configuration frame Main Control and the
analysis frame MCS Matrix.

4.3 Color Encoding
Colors can be used as a nominal code into classify objects to different categories. Color
encoding for nominal information was presented, e.g., in [6,26,43]. We use colors in ViSSaAn
according to the 3-level safety criterion described in 2.5: red (critical level), yellow (moderate
level), and green (acceptable level).

4.4 Main Control
Before starting the MCS analysis, the environment must be configured. Main Control is the
configuration frame of ViSSaAn. With the help of the Main Control the data files can be
loaded and users can specify the value ranges for the safety levels.

4.5 MCS Matrix
The tabular form is a useful method for MCS information. But it can not fulfill complex
situations for MCS analysis, for example, the component concept of FTA, safety levels.

ViSSaAn provides an interactive matrix based representation to satisfy the advanced
purposes. It is the main analysis view of the ViSSaAn. It is used to present correlation
between MCSs and BEs/CFTs. The count of MCSs will be more than several thousands
for a large fault tree model for a complex system. The matrix visualization is suitable for
large-scale data. It is intuitive, clear, and good to represent large-scale data sets (see e.g.,
in [10] and [39]). After providing the settings in the Main Control, the analysis frame MCS
Matrix will get started. MCS Matrix provides three view areas.

Chapte r 25



384 ViSSaAn: Visual Support for Safety Analysis

(a) Interaction
panel (Group
Tree)

(b) part A: matrix view; part B: interaction panel (View Mode); part C: information
panel

Figure 4 MCS Matrix.

The first part is the matrix view (see part A of Figure 4 (b)). It is the central part of the
MCS Matrix. It shows the correlation between MCSs and BEs or between MCSs and
CFTs.
The second part is an interaction panel (see part B of Figure 4 (b)). It provides interactions
for the matrix view that are used for finding the most valuable information for particular
purposes.
The third part is an information panel (see part C of Figure 4 (b)). It provides instant
and general information of the elements represented in the matrix view.

4.5.1 Matrix View
The matrix view is the central part of the MCS Matrix. Safety levels of MCSs, BEs, and
CFTs are coded by colors. There are three areas in the matrix view (see Figure 5). Rows
present the MCSs in the first and in the second area. The third area is at the bottom. It
shows the probability and the number of repetitions of each BE or CFT (see area 3 of Figure
5). The first area consists of three columns: the MCS ID, the MCS Order, and the MCS
Probability (see area 1 of Figure 5). In order to present the order of MCSs more intuitively,
a bar graph is used to visualize the order of a MCS. The applications of bar graphs in a table
view were introduced in [29, 31]. The larger the order, the longer the bar. Users can read
the exact textual value in the bars. The second area starts at the 4th column (see area 2 of
Figure 5). There are two types of columns: the Basic Event column and the Component
Fault Tree column. Types can be freely switched for different purposes.

For the type Basic Event (see Figure 5), each column of the second area represents a BE.
A colored cell indicates that a BE in the current column is used by the MCSs in the current
row. The colors represent the safety levels of the BEs. The IDs of the BEs are printed on
the column head. For the type Component Fault Tree (see Figure 6), each column of the
second area represents a CFT. The IDs of CFTs are printed on the column head. Each
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Figure 5 Matrix View – area 1: for MCS; area 2: for CFTs/BEs; area 3: for probability and
number of repetitions. (Column Element Type: Basic Event.)

Figure 6 Column Element Type: Component Fault Tree.
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non-empty cell contains at least one color filled sub-cell. The sub-cells indicate the contained
BEs that are sorted by probability in descending order. A color filled sub-cell represents the
correlation between inner BEs and the MCS in the current row. An empty cell indicates
that no BE of the CFT in the current column is used by the MCSs in the current row. This
type can be regarded as another kind of grouping for BEs. In this case, BEs are grouped to
different CFTs and they are sorted by probability inside each CFT.

The safety levels are available for different properties, such as probability and order of
MCSs. In order to analyze the safety levels of a specified property, ViSSaAn provides the
grouping functionalities, where row grouping and column grouping are provided. The row
grouping groups and sorts MCSs by the specified property and gathers the elements with the
same level. Each group represents an aggregation of elements having the same safety level.
There are two grouping modes for MCSs: Order and Probability. The related interaction
will be introduced in 5.1. The column of the grouping property will always be set to the
first column. Cells of the first column are merged into blocks according to the groups. The
colored blocks can be treated as indicators of different safety levels as well. The column
grouping groups and sorts the columns in the second area by probability of BEs or CFTs in
descending order. The last row of the third area holds colored blocks as the indicators of the
column groups.

Coloring associated to the grouping functionalities identifies the safety levels. Colors are
more intuitive than text values, so that the safety levels of the elements are easily to be
identified. In cooperation with the grouping functionality, the elements at the same level will
be put together and sorted. It speeds up the process of finding the serious problems.

4.5.2 Interaction Panel
The interaction panel gathers the interactions of ViSSaAn that cannot be performed directly
in the matrix view. There are two views in the interaction panel: Group Tree (see Figure 4
(a)) and View Mode (see part B of Figure 4 (b)). The Group Tree provides a tree structure
for MCSs. The View Mode provides some view modes and zooming modes for the matrix
view of MCS Matrix. The view modes “Column Element Type” have been introduced in
Section 4.5.1. The interaction of Group Tree and other modes of View Mode will be described
in Section 5.

4.5.3 Information Panel
The information panel presents the general information about the analyzed data set and the
matrix view related data (see part C of Figure 4 (b)). There are four information areas:

The first information area presents distributions of MCSs. This statistical information
provides an overview of the safety state of the system. Users can have a rough idea of
the safety of the system.

The first diagram visualizes the distribution of order levels. It displays how many
MCSs are in each safety level for the order of MCSs.
The second diagram visualizes the distribution of probability safety levels.

The second information area shows information about the current column, either for a
CFT or for a BE. It supports to get instant information of BEs/CFTs without having to
check fault tree diagrams.
The third information area gives information about the selected row, i.e., a selected MCS.
It gives detailed information about the current MCS.
The last information area provides statistical information of the analyzed fault tree model.
Such as count of BEs, count of MCSs.
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5 Interaction with MCS Matrix

Interaction is an important aspect of a visualization system. It helps users to explore
information. In this section, the interactions with the MCS Matrix is introduced. In the
MCS Matrix the interaction “Semantic Zooming” is performed in the matrix view directly
while others can be performed by using the interaction panel. Some view modes in the
interaction panel have been described in Section 4.5.1. The rest of the interaction panel
are “MCS Grouping Mode”, “Column Display Mode”, “Table Zooming”, ‘Table Selection
Marking”, and “Group Tree”. These are introduced in this section.

5.1 MCS Grouping Mode
In 4.5.1 the grouping functionality has briefly been mentioned. In this paragraph, the detailed
features of this interaction are introduced. “MCS Grouping Mode” is used to sort and group
MCSs into different safety levels. There are three modes: ID, Order, and Probability. For ID,
MCSs are displayed in an ascending sequence sorted by ID. All MCSs are classified in one
group. When choosing Order, MCSs are grouped by order. The probability information will
put on the second column. When choosing Probability, MCSs are grouped by probability
according to the range defined for each safety level. MCSs are sorted in descending order in
each group and the column probability will be put in the first place. The order information
will be put in the second column. The MCS grouping function is useful to get the most
important MCSs for different objectives.

5.2 DOI Zooming
There are two important zooming interactions in ViSSaAn, degree of interest (DOI) zooming
described next and semantic zooming being described in Section 5.3.

When the count of MCSs and/or BEs is huge, the representation will be a challenge
for MCS analysis. As much information should be shown in a limited amount of space as
possible, particularly the interesting information. The DOI zooming is designed to meet this
demand. DOI zooming is a zooming technique whose scale depends on the degree of interest
(DOI). The DOI distortion was proposed in [11] and used in Table Lens in [29,31].

In ViSSaAn the DOI depends on the safety levels. The more critical the safety situation,
the higher the interest and the larger the zoom scale. Each group has a zoom scale, because
groups have one-to-one mappings to safety levels. Therefore, the display size of groups
depends on the zoom scale that can be obtained with the help of the safety levels. Basically,
the idea of DOI zooming is to compress the display space of uninteresting information, in
order to guarantee the display of the overview of a large-scale data set. We assigned following
scales to the zooming levels: the group for the critical level has zoom scale “1”, the group
for the moderate level has zoom scale “0.3”, and the group for the acceptable level has the
smallest zoom scale “0.15”. The display size of a group for critical level remains unchanged.
The remaining groups get smaller display space according to their levels. The DOI zooming
consists of the “Row DOI Zooming Mode” and the “Column DOI Zooming Mode”. By the
“Row DOI Zooming Mode”, different row heights are used for different MCS groups (see
Figure 7 (a)). If a row is in the group for the critical level, it will have the original height.
If it is in the group for the moderate level, it will have a smaller height. If it is in the
group for the acceptable level, it will have the smallest height. The “Column DOI Zooming
Mode” is very similar to the “Row DOI Zooming Mode”. By applying the “Column DOI
Zooming Mode” the grouped columns have different width because of the different zoom
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(a) Row DOI Zooming - rows of different groups have
different height

(b) Column DOI Zooming - columns
for different safety levels have different
width

Figure 7 DOI Zooming.

scales. By combining both DOI zooming methods, the display space is reduced both for rows
and for columns. The column elements that are used by the critical MCSs and those that
are classified in the critical level have the largest cells (see Figure 8).

In this way, there is enough space to show the important information, and the less
important information is shown as context. Therefore, DOI zooming efficiently shows the
large MCS information in a limited screen space. At the same time, DOI zooming highlights
critical MCSs and critical column elements. The effect is shown in the Figure 8.

5.3 Focus&Context with Semantic Zooming

The MCS analysis information is often associated to fault tree diagrams. The fault tree
structure contains a lot of useful information for safety analysis, such as the path from a BE
to the top event or the logical connective between BEs. Users can learn how BEs effect the
top event. Usually, users have to turn to fault tree diagram from the MCS analysis view to see
the detailed information of the fault tree, e.g., the structure of the fault tree or the attached
data. This is not convenient and it is easy to miss some context in the MCS information. In
order to solve this problem, the fault tree structure should be integrated in the matrix view.
The component concept is a powerful tool which needs to be reflected in ViSSaAn. Analyzing
the CFTs is more efficient than checking the whole fault tree. Therefore, integrating CFT
structure with corresponding data into the matrix view becomes an important task.

Focus&Context with semantic zooming is applied in ViSSaAn to accomplish this task. It
was investigated in the projects Pad, Pad++ [3], and Jazz [4], and was evaluated for program
visualization in [36]. It was used for the matrix view in [1] as well. With Focus & Context
more detailed content of the focused element can be shown dynamically without losing
context information. In this paper the technique Focus&Context with semantic zooming is
called semantic zooming for convenience.

ViSSaAn provides semantic zooming to access the structure of CFT. If a cell is double
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Figure 8 Row DOI Zooming + Column DOI Zooming - The most critical BEs are presented by
the columns having the largest cells.

clicked, the cell will zoom out. There will be two views accessible using tabs in the zoomed
cell. The first one is the Basic Event List View. It consists of a list of blocks and a data table
(see Figure 9 (a)). Each block represents a BE in the selected CFT. The BEs represented
by color filled blocks are used by the current MCS. The colors are according to the safety
levels of the BEs. When a block is selected, the data table will display the data of the
corresponding BE. This view gives the detailed data of the current CFT. The second one
displays the CFT Structure View (see Figure 9 (b)). It shows a traditional structure of
current CFT with colored BEs. Like in the Basic Event List View, the colors depend on
the safety levels. In this view, only the BEs that are used by the MCS in current row are
colored. With semantic zooming the detailed information of a CFT can be obtained without
losing the context information of MCS analysis. The semantic zooming is similar for the
“Column Element Type” Basic Event, but there is only the CFT Structure View. Pan, Zoom,
and ZoomToFit are also provided as common interactions for the node-link diagrams in the
CFT Structure View.

5.4 Column Display Mode

The “Column Display Mode” is available when using the Component Fault Tree mode. It
provides an additional Compact Mode . By default, columns have the same width allowing
the CFTs to be distinguished more clearly. Using Compact Mode, the width of a column
depends on the number of the BEs contained in the CFT. Columns might have different
width. As mentioned before, the column element type “Component Fault Tree” can be
treated as the grouping of BEs according to CFTs. During Compact Mode, the BEs look
more continuous, so that it is more reliable to check BEs grouped by CFTs. It reduces the
column display space as well.
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(a) Basic Event List View - a list of BEs is in the
upper part; a data table is in the lower part

(b) CFT Structure View - CFT Structure integ-
rated in the matrix view

Figure 9 Semantic Zooming.

5.5 Table Zooming
Usually, the space of rows and columns will be compressed in order to adapt to screen space.
ViSSaAn provides “Row Zooming” and “Column Zooming” for obtaining a suitable overview
of MCSs. These functionalities can zoom out / zoom in row height and column width. The
zoom scale can be changed flexibly. This is a simple idea, but it is effective for representing
the large-scale data set.

5.6 Table Selection Marking
The “Table Selection Marking” points out the selected row or /and column with a light-gray
horizontal rectangle or / and vertical rectangle. There are two marking modes for table
selection, the “Mark Selected Row” and the “Mark Selected Column”. It helps to highlight
the selected cell in a large matrix.

5.7 Group Tree
When performing zooming functionalities for representing a large number of MCSs in MCS
Matrix, it will be hard to locate the desired MCS, because the rows are strongly compressed
and the indicators of MCSs. In this case, Group Tree will show its usefulness. The Group
Tree and the matrix view are coordinated views. They show the sorted and grouped MCSs
in a tree structure. The Group Tree is associated with the MCS grouping modes, so that the
information of the MCS on the tree is according to the grouping property. The Group Tree
is helpful for positioning MCSs (see Figure 4 (a)).

6 Example

6.1 Data
We present how CFT models of real data can be analyzed using ViSSaAn. RAVON (Robust
Autonomous Vehicle for Offroad Navigation) is a mobile robot made by the Robotics Research
Lab of the University of Kaiserslautern [35]. It is used as an application example by the
project ViERforES [42]. RAVON is a typical large and complex embedded system, and
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Table 1 Settings of the example

Acceptable Moderate Critical

BE Range (0, 1e−5) [1e−5, 1e−4) [1e−4, 1)

BE Color green yellow red

MCS Range (0, 1e−10) [1e−10, 1e−8) [1e−8, 1)

MCS Color green yellow red

safety is important for its survival. The safety of RAVON is analyzed with the CFT analysis
using ESSaREL. These CFT models of RAVON are then explored using ViSSaAn. For our
example the Top Event “C1.M1.POut1” of the CFT “Main, Sensoren, Aktoren” is selected
in a CFT Model. There are 118 MCSs and 48 BEs contained in 5 CFTs for this top event.

6.2 Settings
After loading the data, the value ranges of probabilities of BEs, the range of probabilities of
MCSs, the range of orders of MCSs, and the colors for the ranges are specified (see Table 1).

6.3 Scenario
This scenario concerns to explore the important safety problems from the MCS analysis
information. The result of the scenario is presented in the Figure 10(a). In the MCS Matrix,
the “MCS Grouping Mode” is set to Probability, in order to group MCSs according to different
safety levels by probability. The group with red is the one with a “critical level”. Next, we
check the column for order of MCSs. There are 15 MCSs with order 1 and 9 MCSs with order
2 in the “red group”. Because the MCSs with order 1 is more critical than ones with 2, we
just focus on the MCSs having one BE in the group. Then, we check the sorted BEs, the BEs
in red are critical. Now, we associate the consideration of critical MCSs found before, only
the MCS with ID “8” is found to be the most critical MCS, because its BE “C2.M1.SC1.E13”
is colored in red, i.e., this BE is critical. The rest critical MCSs found before have BEs in
yellow. Thus, The BE “C2.M1.SC1.E13” is the declared important safety problem. Then,
we can perform semantic zooming for the cell at the intersection between the row for the
MCS with ID “8” and the column for the BE “C2.M1.SC1.E13” in order to check the fault
tree diagram to find how this BE effects the Top Event (see Figure 10 (b)). The obtained
information helps making a decision to solve the problem. We can also use DOI zooming to
show as much information as possible on the screen (see Figure 8). The DOI zooming plays
a role with highlighting of the important field as well.

7 Discussion

ViSSaAn is a multi-view visualization system for MCS analysis. It extends the common
tabular form to an interactive matrix representation with suitable visual features. The visual
features, e.g., coloring, represent the MCS information intuitively.

Generally, the correlation between MCSs and their BEs are the focus for qualitative
analysis. In consideration of the contribution of the component concept for the FTA, ViSSaAn
also visualizes the involved CFTs in the MCS Matrix. ViSSaAn combines the CFT structure
and the matrix view by focus&context with semantic zooming interaction. The details of the
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(a) The MCS in the first row is most critical. The
BE inside is the critical problem

(b) Semantic zooming for the critical BE found

Figure 10 Results of the example.

related CFT can be check, without switching to another fault tree diagram. In this situation,
the focus is not interrupted and the context is not missing. This interaction makes checking
the CFT structure more convenient and efficient. ViSSaAn uses safety levels for classifying
MCSs, BEs, and CFTs. A safety level is assigned to each element according to the specified
property. It helps finding the urgent problems efficiently and precisely in a large data set.
With the help of coloring, the safety levels are easier to identify. The grouping functionalities
aggregate elements with the same safety level, so that users can easily find them. Sorting is
also a characteristic of ViSSaAn. Each MCS has a sorted BEs sequence, when the order of
the MCS is more than one. Therefore, it is easy to distinguish which is the most important
one. Zooming functionalities help analyzing large-scale data sets. Row and Column Zooming
can change the size of rows and columns. With DOI zooming, the important information
has priority using the screen space. By these zooming techniques, as much information as
possible can be shown in the limited screen space.

MCS Matrix is not a simple extension of the tabular form for MCSs information, but an
integrated system. The statistical information can be used to understand the safety situation
of systems. Combining it with a couple of data tables in the information panel, makes it
convenient to get the information of MCSs, BEs, and CFTs in the MCS Matrix. ViSSaAn was
designed to improve the MCS analysis from the angle of view of information representation.
There is no optimization for algorithms and processes. It uses visualization techniques to
improve the understandability of the MCS analysis and the readability of large-scale data
sets. ViSSaAn provides an intuitive, convenient, and rapid visualization system to support
the safety analysis using MCSs. It helps to understand the information analyzed to find the
safety areas of a system, and can be used in support for decision making.

8 Conclusions

This paper introduced ViSSaAn, a visualization system for MCSs and CFTs. A matrix-based
visualization called MCS Matrix is used to present MCS analysis information. Colors are
used to encode different safety levels. Grouping functionalities are used to group the elements
with the same safety levels. DOI zooming and Table zooming are used for large-scale data
sets. Semantic zooming is used in the MCS Matrix in order to show details and the inner
structure of CFTs. Users can focus on the detailed information while having the MCS
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information as context. With ViSSaAn users can better understand and analyze fault tree
models. Finding safety problems from the MCS analysis information is convenient. Overall,
ViSSaAn provides methods to visualize MCSs information improving the MCS analysis for
fault trees of complex systems in representation aspect. In the future, ViSSaAn will be
extended in several ways, including considering new visual metaphors and interactions. More
safety level criteria will be considered.
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