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Vorwort
Foreword

Forschung in der Informatik vollzieht sich heute mit ho- Research in computer science is advancing rapidly as
hem Tempo und einer Spezialisierung, die durch die Kom- virtual communication tools make collaboration and infor-
munikation und Kollaboration mit Hilfe des Internets wei- mation exchange via email, video chat, and shared reposito-
ter zunimmt. Für internationalen Forschungsgruppen ist eine ries a matter of daily routine. At the same time, traditional
Kommunikation über E-Mail, Video-Konferenzen und Da- research areas are branching out into highly specialized sub-
tenbanken für Arbeitsergebnisse der Normalfall. Gleichzei- communities as new questions and issues arise. The paradox-
tig zwingt das Auftreten neuer Probleme und Fragestellun- ical result is that while computer scientists today are more
gen die Informatik, sich neuen Themen in hochspezialisier- connected than ever, communication across research commu-
ten Forschungsgemeinschaften anzunehmen. Dies führt zu nities is becoming harder and harder.
einer paradoxen Situation: Forscher sind so gut vernetzt wie
nie zuvor, und dennoch fällt es zunehmend schwerer, den Against this backdrop, having a stable point of encounter
Austausch von Ideen zwischen den verschiedenen Informa- for face-to-face meetings is even more important now than it
tik-Teildisiplinen aufrecht zu erhalten. was in the past and Schloss Dagstuhl is proud of its role in

this regard. Ask a computer scientist “Where do you feel at
Vor diesem Hintergrund einer zunehmenden Beschleuni- home in the academic world?” and he or she may well say

gung und Virtualisierung der Spitzenforschung ist der per- “Dagstuhl.” “I love this place – it’s so good to be back!” is a
sönliche Austausch wichtiger denn je und Schloss Dagstuhl comment we frequently hear from our guests. For some core
ist stolz, dabei eine besondere Rolle zu spielen. Zahlrei- communities, Schloss Dagstuhl has indeed become an aca-
che wissenschaftliche Gemeinden in der Informatik betrach- demic home. For others, especially highly interdisciplinary
ten Schloss Dagstuhl als ihre wissenschaftliche Heimat und ones, Dagstuhl represents the only place in the world where
drücken dies bei ihrer Ankunft auch aus: “I love this place – that exact constellation of scientists can hope to meet in per-
it’s so good to be back!” son.

Daneben war Schloss Dagstuhl auch 2012 der Ort für ei- Our 2012 program struck a balance between specialized
ne erstmalige Begegnung mit neuen Themen und zwischen and interdisciplinary topics covering a spectrum of informat-
Forschern, die noch nicht zusammen gearbeitet haben. Ge- ics areas and others in linguistics, law, paleontology, and
rade für junge Themen an den Grenzen existierender For- medicine, to name a few. Schloss Dagstuhl in 2012 was also
schungsgebiete hat es sich Schloss Dagstuhl zur Aufgabe very much the place where scientists met to discuss new and
gemacht, ein Forum zu bieten. Das wissenschaftliche Pro- emerging research areas, which is a Dagstuhl priority. Secu-
gramm 2012 war deswegen gleichermaßen von spezialisier- rity and privacy proved to be particularly hot topics, inspiring
ten und interdisziplinären Themen wie Linguistik, Recht, Pa- several seminars.
läographie und Medizin geprägt. Gesellschaftlich aktuelle
Fragen zu Computer-Sicherheit und Datenschutz wurden in Bringing the focus back to research was the goal of the
zahlreichen Dagstuhl-Seminaren diskutiert. high-profile Dagstuhl Perspectives Workshop “Publication

Culture in Computing Research,” led by Professor Moshe
Auch die Publikation wissenschaftlicher Ergebnisse in Y. Vardi and Professor Kurt Mehlhorn. The workshop ad-

der Informatik befindet sich durch das Internet in einem Um- dressed the fundamental shift in publication practices that
bruch. Die Öffentlichkeit als Geldgeber fordert unter dem is currently taking place in our community, in part due to
Schlagwort “Open Access” den kostenfreien Zugang zu For- the increasing predominance of electronic publications. The
schungsergebnissen, die traditionell in Zeitschriften veröf- public that funds research demands access to research results
fentlicht werden. So entstehen neue Publikationsmodelle, free of charge in an “Open Access” regime, opening up new
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die sich im Spannungsfeld von Wissenschaftlern, Verlagen publication models within the highly contested space of re-
und Bibliotheken bewegen. Schloss Dagstuhl beteiligte sich searchers, publishers and libraries. The workshop turned out
2012 intensiv an dieser Diskussion durch die Ausrichtung to be an instant success, in no small part because Schloss
des Perspektiven-Workshops “Publication Culture in Com- Dagstuhl provided a neutral ground that participants valued
puting Reseach” zusammen mit Professor Moshe Y. Vardi for an open and honest discussion of a highly charged topic.
und Professor Kurt Mehlhorn. Der Workshop war ein Erfolg,
nicht zuletzt weil Schloss Dagstuhl einen neutralen Ort für Schloss Dagstuhl will continue to support exciting and
ein sehr politisches Thema bot. excellent research in computer science for the years to come.

We are looking forward to your contribution and support.
Schloss Dagstuhl wird weiterhin die weltweit aufregends-

ten und besten Arbeiten und Wissenschaftler in der Informa-
tik unterstützen. Wir freuen uns weiter auf Ihren Beitrag und
Ihre Unterstützung.

Saarbrücken/Wadern, Oktober 2013

Prof. Dr. Dr. h.c. Dr. h.c. Reinhard Wilhelm
Wissenschaftlicher Direktor

Dr. Christian Lindig
Technisch-administrativer Geschäftsführer

iv



Inhaltsverzeichnis
Contents

Vorwort
Foreword . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

1 Das Zentrum Schloss Dagstuhl
Schloss Dagstuhl Center 1

1.1 Wissenschaftlicher Austausch in anregender Umgebung
Stimulating Exchanges in Relaxed Surroundings . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Neuigkeiten in 2012
News from 2012 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Das wissenschaftliche Programm 2012
Scientific Program 2012 11

2.1 Dagstuhl-Seminare
Dagstuhl Seminars . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2 Dagstuhl-Perspektiven-Workshops
Dagstuhl Perspectives Workshops . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.3 Einreichung der Anträge und Begutachtungsverfahren
Proposal Submission and Review Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.4 Nähere Betrachtung des Dagstuhl-Seminarprogramms 2012
A Closer Look at the Dagstuhl Seminar Program in 2012 . . . . . . . . . . . . . . . . . . . . . . 15

2.5 Angaben zu Teilnehmern und Organisatoren
Participant and Organizer Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.6 Themen und Forschungsgebiete
Topics and Research Areas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.7 Weitere Veranstaltungstypen
Further Event Types . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.8 Qualitätssicherung
Quality Assurance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.9 Auslastung des Zentrums
Utilization of the Center . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3 Resonanz
Feedback 23

4 Die Seminare in 2012
The 2012 Seminars 29

4.1 Foundations for Scripting Languages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.2 Computability, Complexity and Randomness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.3 Symmetric Cryptography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.4 Learning in Multiobjective Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.5 Analysis of Executables: Benefits and Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.6 Network Attack Detection and Defense Early Warning Systems – Challenges and Perspectives . . 40
4.7 Software Clone Management Towards Industrial Application . . . . . . . . . . . . . . . . . . . . . 42
4.8 Information Visualization, Visual Data Mining and Machine Learning . . . . . . . . . . . . . . . . 44
4.9 Principles of Provenance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46



4.10 Computation and Incentives in Social Choice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.11 Normative Multi-Agent Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.12 Applications of Combinatorial Topology to Computer Science . . . . . . . . . . . . . . . . . . . . 52
4.13 Open Models as a Foundation of Future Enterprise Systems . . . . . . . . . . . . . . . . . . . . 54
4.14 Touching the 3rd Dimension . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.15 Software Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.16 Abstractions for scalable multi-core computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.17 Semantic Data Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.18 Quality of Experience: From User Perception to Instrumental Metrics . . . . . . . . . . . . . . . . 64
4.19 Social, Supply-Chain, Administrative, Business, Commerce, Political Networks: a Multi-Discipline

Perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.20 Artificial and Computational Intelligence in Games . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.21 Co-Design of Systems and Applications for Exascale . . . . . . . . . . . . . . . . . . . . . . . . 68
4.22 Cognitive Approaches for the Semantic Web . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.23 Future Internet for eHealth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.24 Data Reduction and Problem Kernels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.25 Putting Data on the Map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.26 AI meets Formal Software Development . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.27 Architecture-Driven Semantic Analysis of Embedded Systems . . . . . . . . . . . . . . . . . . . . 80
4.28 Security and Dependability for Federated Cloud Platforms . . . . . . . . . . . . . . . . . . . . . . 81
4.29 Database Workload Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.30 Structure Discovery in Biology: Motifs, Networks & Phylogenies . . . . . . . . . . . . . . . . . . . 84
4.31 Robust Query Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.32 Mobility Data Mining and Privacy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.33 Verifying Reliability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.34 Engineering Multiagent Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.35 Interaction Beyond the Desktop . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.36 Information Flow and Its Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.37 Information-centric networking – Ready for the real world? . . . . . . . . . . . . . . . . . . . . . . 98
4.38 The Multilingual Semantic Web . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.39 Software Defined Networking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.40 Machine Learning Methods for Computer Security . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.41 Biological Data Visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.42 Privacy-Oriented Cryptography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.43 Computation and Palaeography: Potentials and Limits . . . . . . . . . . . . . . . . . . . . . . . . 111
4.44 Algorithms and Complexity for Continuous Problems . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.45 Web Application Security . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
4.46 Coalgebraic Logics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
4.47 Algebraic and Combinatorial Methods in Computational Complexity . . . . . . . . . . . . . . . . . 120
4.48 Time-of-Flight Imaging: Algorithms, Sensors and Applications . . . . . . . . . . . . . . . . . . . . 122
4.49 Foundations and Challenges of Change and Evolution in Ontologies . . . . . . . . . . . . . . . . 126
4.50 Requirements Management – Novel Perspectives and Challenges . . . . . . . . . . . . . . . . . 128
4.51 The Constraint Satisfaction Problem: Complexity and Approximability . . . . . . . . . . . . . . . . 130
4.52 Publication Culture in Computing Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
4.53 Games and Decisions for Rigorous Systems Engineering . . . . . . . . . . . . . . . . . . . . . . 136
4.54 Symbolic Methods for Chemical Reaction Networks . . . . . . . . . . . . . . . . . . . . . . . . . 137
4.55 SAT Interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
4.56 Is the Future of Preservation Cloudy? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
4.57 Quantitative Security Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
4.58 Analysis of Security APIs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
4.59 Interpreting Observed Action . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
4.60 Human Activity Recognition in Smart Environments . . . . . . . . . . . . . . . . . . . . . . . . . 144
4.61 Organizational Processes for Supporting Sustainable Security . . . . . . . . . . . . . . . . . . . 146
4.62 Securing Critical Infrastructures from Targeted Attacks . . . . . . . . . . . . . . . . . . . . . . . . 148
4.63 Divide and Conquer: the Quest for Compositional Design and Analysis . . . . . . . . . . . . . . . 152
4.64 Representation, Analysis and Visualization of Moving Objects . . . . . . . . . . . . . . . . . . . . 153

vi



5 Öffentlichkeitsarbeit
Public Relations and Outreach 155

5.1 Pressemitteilungen und Medienarbeit
Press Releases and Media Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

5.2 Fortbildung
Educational Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

6 Dagstuhl Publishing
Dagstuhl Publishing 159

6.1 Portfolio
Portfolio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

6.2 Infrastruktur
Infrastructure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

7 LZI+DBLP: Konsolidierung der bibliometrischen Datenbasis in der Informatik
LZI+DBLP: Consolidation of the Bibliometric Data Base in Informatics 167

7.1 Projektbeschreibung
Project Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

7.2 Ergebnisse
Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

7.3 Ausblick
Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

8 Einrichtung und Service
Facilities and Services 175

8.1 Tagungsräume
Conference Facilities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

8.2 Computer und Vernetzung
Computers and Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

8.3 Dagstuhl’s Web-basierte Dienste
Dagstuhl’s Web-based Services . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

8.4 Dagstuhl-Website
The Dagstuhl Website . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

8.5 Freizeit und Ambiente
Leisure Facilities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

8.6 Kinderbetreuung
Childcare . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

9 Bibliothek
Research Library 179

9.1 Bestand und Angebot
Inventory and Offering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

9.2 Spenden an die Bibliothek
Library Donations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181

10 Kunst
Art 183

10.1 Dagstuhl als Galerie
Dagstuhl as Art Gallery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

10.2 Kunstankauf durch Spenden
Purchasing of Art through Donations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

11 Stiftung “Informatikzentrum Schloss Dagstuhl”
The Dagstuhl Foundation 187

11.1 Zielsetzung
Aims . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

11.2 Förderung
Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

11.3 Ausblick
Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Jahresbericht / Annual Report 2012 vii



12 Organe und Gremien
Dagstuhl Bodies 191

12.1 Struktur der Gesellschaft
Structure of the Center . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

12.2 Organe und Gremien der Gesellschaft
Dagstuhl Bodies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

13 Statistik 2012
Statistics 2012 199

14 Veranstaltungen 2012
Schedule of Events 2012 205

14.1 Dagstuhl-Seminare
Dagstuhl Seminars . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206

14.2 Dagstuhl-Perspektiven-Workshops
Dagstuhl Perspectives Workshops . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210

14.3 GI-Dagstuhl-Seminare
GI-Dagstuhl Seminars . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210

14.4 Lehrveranstaltungen
Educational Events . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

14.5 Sonstige Veranstaltungen
Other Events . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

viii
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Das Zentrum Schloss Dagstuhl Schloss Dagstuhl Center

Wissenschaftlicher Austausch in
anregender Umgebung 1.1

Stimulating Exchanges in
Relaxed Surroundings

Schloss Dagstuhl, Leibniz-Zentrum für Informatik The mission of the Leibniz-Zentrum für Informatik at
(LZI), hat zum Ziel, Informatikforschung von international Schloss Dagstuhl is to promote world-class research in in-
anerkanntem Rang zu fördern, Weiterbildung auf hohem formatics, support cutting-edge continuing education and
fachlichen Niveau durchzuführen und den Wissensaustausch professional development, and encourage the exchange of
zwischen Forschung und Praxis anzuregen. Das Zentrum knowledge and findings between the academic community
veranstaltet hierzu Forschungsseminare, bei denen führen- and industry. The center hosts research seminars in which
de Wissenschaftler aus der ganzen Welt für eine Woche zu leading researchers from all over the world live together at
einem intensiven Wissensaustausch zusammengeführt wer- Schloss Dagstuhl for several days in an intensive research
den. Die Seminare ermöglichen die Vorstellung neuer Ide- climate. New ideas are showcased, topical problems are dis-
en, die Diskussion aktueller Probleme sowie die Weichen- cussed, and the course is set for future development in the
stellung für zukünftige Entwicklungen. field.

Die Idee zur Gründung von Schloss Dagstuhl wurde En- The idea behind Schloss Dagstuhl came about during
de der achtziger Jahre geboren, zu einem Zeitpunkt, an dem the late 1980s, when research in computer science grew
die Informatikforschung – ursprünglich der Mathematik und rapidly worldwide as an offshoot of mathematics and engi-
den Ingenieurswissenschaften entsprungen – enormen Auf- neering. At that time the German Gesellschaft für Informatik
wind erfuhr. Die Gesellschaft für Informatik beobachtete became aware of the growing number of computer scientists
damals die zunehmende Nachfrage von Informatikwissen- at the world-famous Mathematics Research Institute in Ober-
schaftlern am weltbekannten Mathematischen Forschungsin- wolfach, Germany, and recognized the need for a meeting
stitut Oberwolfach und sah die Notwendigkeit, ein eigens auf venue specific to the informatics community. Dagstuhl was
die Informatik ausgerichtetes Zentrum einzurichten. Schloss founded in 1990 and quickly became established as one of
Dagstuhl wurde schließlich 1990 gegründet und entwickelte the world’s premier centers for informatics research.
sich rasch zu einem weltweit renommierten Treffpunkt in der The center’s scientific program includes the well-known
Informatikforschung. Dagstuhl Seminars series and its complement, the Dagstuhl

Das wissenschaftliche Programm von Schloss Dagstuhl Perspectives Workshops series. Dagstuhl Seminars offer
umfasst die sogenannten Dagstuhl-Seminare sowie Dag- promising young researchers in a specific cutting-edge field
stuhl-Perspektiven-Workshops. Dem verheißungsvollen For- of informatics the opportunity to work closely and share their
schungsnachwuchs wird dabei die Möglichkeit gegeben, in views and findings with the international elite of their field.
seinem speziellen Fachgebiet mit exzellenten Experten zu- The seminars thrive on an open-ended program that allows
sammenzuarbeiten und neue Sichtweisen zu diskutieren. Das participants to take advantage of synergies as they come up
Programm eines Dagstuhl-Seminars wird absichtlich flexibel over several days, creating a dynamic space for discussion
gestaltet, um eine gemeinschaftliche Atmosphäre zu schaf- and debate that often leads in unexpected directions. By
fen, die in dynamischer Weise offene und kreative Diskus- contrast, Dagstuhl Perspectives Workshops bring together
sionen zulässt. Bei einem Dagstuhl-Perspektiven-Workshop a group of well-established senior researchers to discuss a
hingegen diskutiert eine oftmals kleinere Gruppe von aus- topic area and its perspectives. The goal is to analyze the
gewiesenen Experten ein Themengebiet und seine perspekti- overall state of the field in order to detect strategic trends and
vische Ausrichtung. Hierzu wird die aktuelle Situation eines develop new perspectives on its continued evolution. The re-
Forschungsgebietes analysiert, um darauf aufbauend strategi- sults are collected and published in a Dagstuhl Manifesto,
sche Empfehlungen und richtungsweisende Perspektiven für which is made available to policymakers.
die weitere Zukunft zu entwickeln. Die Erkenntnisse werden Each Dagstuhl Seminar and Dagstuhl Perspectives Work-
in einem Manifest zusammengefasst, das auch an (politische) shop is headed by a small group of scientists of international
Entscheidungsträger weitergegeben wird. standing in their respective fields. Proposals are reviewed by

Die Seminare und Perspektiven-Workshops werden je- the Dagstuhl Scientific Directorate before their acceptance
weils von einer kleinen Gruppe ausgewiesener Wissenschaft- into the center’s scientific program. Participation in these
ler im entsprechenden Gebiet beantragt. Für die Begutach- events is possible by way of personal invitation only by the
tung der Vorschläge und der Teilnehmerlisten ist das Wissen- center, which assumes part of the associated costs in order to
schaftliche Direktorium verantwortlich, bevor Anträge ak- enable the world’s most qualified scientists to participate.
zeptiert und in Dagstuhls wissenschaftliches Programm auf- Located in the idyllic countryside of northern Saarland
genommen werden. Die Teilnahme an diesen Veranstaltun- at the heart of the tri-country region formed by Germany,
gen ist nur mit einer persönlichen Einladung durch das Zen- France and Luxembourg, Schloss Dagstuhl offers visitors a
trum möglich. Um den besten internationalen Wissenschaft- unique working environment that encourages guests to inter-
lern eine Teilnahme zu ermöglichen, wird ein Teil der Auf- act with each other in tandem with daily life. Lounges, for-
enthaltskosten von Dagstuhl übernommen. mal and informal dining areas, a world-class research library,

Schloss Dagstuhl befindet sich in einer ländlichen Ge- and an impressive range of work and leisure rooms offer mul-
gend im nördlichen Saarland, im Herzen des Dreiländerecks tiple possibilities for connecting one-on-one outside of the
Deutschland, Frankreich und Luxemburg. Es bietet den Gäs- official conference rooms and meeting times.
ten eine einzigartige Arbeitsumgebung, die den Austausch Schloss Dagstuhl is jointly funded by the German federal
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mit anderen Gästen in einer wohnlichen Atmosphäre fördert. and state governments and hosts over 3 000 research guests
Gemütliche Sitzecken, ansprechende Essräume, eine der bes- each year from countries across the globe. Since 2006, it
ten Informatik-Fachbibliotheken weltweit, sowie eine Viel- has been a member of the Leibniz Association, a non-profit
zahl von zusätzlichen Arbeits- und Freizeiträumen bieten research consortium composed of 86 research institutes, li-
vielfältige Möglichkeiten, damit sich die Gäste auch außer- braries and museums throughout Germany.
halb des fachlichen Seminarprogramms kennenlernen und
austauschen können.

Das Leibniz-Zentrum für Informatik in Schloss Dagstuhl
wird durch eine Bund-Länder-Förderung finanziert und ist
seit 2006 Mitglied in der Leibniz-Gemeinschaft, einem Ver-
bund von 86 Forschungsinstituten, Bibliotheken und Muse-
en. Schloss Dagstuhl beherbergt mehr als 3 000 internationa-
le Gäste pro Jahr.

Fig. 1.1
The “castle” part of Schloss Dagstuhl
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Neuigkeiten in 2012 1.2 News from 2012

Neue Einrichtungen und New Facilities and Program Changes
Programmänderungen

Mit der Einweihung des neuen Gästehauses (siehe
Fig. 1.2 and Fig. 1.2), das von dem Berliner Architektur-

The year started on an excellent note with the inaugura-
tion in January of a modern guest house at Schloss Dagstuhl

büro Veauthier Meyer Architekten entworfen wurde, startete (see Fig. 1.2 and Fig. 1.2). Designed by the Berlin-based ar-
Dagstuhl besonders gut in das Jahr 2012. Es bietet 7 Gäs- chitectural firm Veauthier Meyer Architekten, the house fea-
tezimmer, eine offene Küche und einen Konferenzraum für tures seven individual guest rooms, an open kitchen, and a
14 Personen, der mit Whiteboard und Beamer ausgestattet 14-person meeting room equipped with a whiteboard wall
ist. Ein überdachter Außengang verbindet das Gästehaus mit and beamer. It is connected to the main building via a cov-
dem Hauptgebäude, das einen wundervollen Blick auf die ered outdoor walkway and overlooks the quiet southern bor-
Südseite des Geländes und der umliegenden Natur bietet. Es der of the conference center grounds, providing an accom-
ist somit eine guten Alternative für Einzelpersonen und klei- modation option for those who prefer secluded quarters. The
ne Gruppen, die eine gewisse Abgeschiedenheit vorziehen. official inauguration of the building took place on Monday,
Die offizielle Einweihung des Gästehauses fand am Montag, May 21, 2012 in a small ceremony attended by the direc-
21. Mai 2012, in einer kleinen Zeremonie statt, an der die tors of Schloss Dagstuhl, members of the Dagstuhl Super-
Geschäftsführer des Zentrums, Mitglieder des Aufsichtsrats, visory Board, representatives of the city of Wadern, and in-
Vertreter der Stadt Wadern und eingeladene Gäste teilnah- vited guests. The center now includes three lecture halls, six
men. Das Zentrum verfügt in seinen drei Gebäuden nunmehr conference rooms, a comprehensive research library, and 71
über drei Vortragsräume, sechs Konferenzräume, eine umfas- guest rooms for up to 89 guests distributed over three build-
sende Forschungsbibliothek und 71 Gästezimmer für bis zu ings. See Chapter 8 for further details about the facilities at
89 Gäste. Weitere Details zur Ausstattung von Schloss Dag- Schloss Dagstuhl.
stuhl können Kapitel 8 entnommen werden. The guest house had been carefully planned to support

Das Gästehaus wurde sorgfältig so geplant, dass Schloss an expansion of the Dagstuhl Seminar program from one to
Dagstuhl nun zwei Seminare pro Woche veranstalten kann, two seminars per week, for which a critical number of guest
wozu bislang noch einige Gästezimmer fehlten. Beginnend rooms was needed. In keeping with this plan we began sys-
mit der Antragsrunde Januar 2011 wurde nun begonnen, sys- tematically booking two seminars per week after the January
tematisch zwei Seminare pro Woche einzuplanen. 2012 be- 2011 proposal submission round, with the result that 35% of
standen 35% des Jahresprogramms des Zentrums (17 von 48 the center’s annual program featured parallel seminars (17
Wochen; zum Vergleich: 10 von 48 Wochen 2011) aus paral- of 48 weeks, as compared to 10 of 48 weeks in 2011). The
lelen Seminaren. Die zusätzlichen Seminare wurden auch für expanded seminar offerings embraced many new topics and
neue Themen und Gemeinden von Wissenschaftlern genutzt communities, with a record number of scientists attending
und führten dazu, dass das Zentrum eine besonders hohe Dagstuhl Seminars and Dagstuhl Perspectives Workshops in
Anzahl von an Dagstuhl-Seminaren und Dagstuhl-Perspekti- 2012. A detailed review of our 2012 scientific program is
ven-Workshops teilnehmenden Wissenschaftlern hatte. Eine provided in Chapter 2.
detaillierte Analyse des wissenschaftlichen Programms fin- More Dagstuhl Seminars meant that Schloss Dagstuhl
det sich in Kapitel 2. also hosted more overnight stays (12 870) and more stays in-

Die wachsende Anzahl von Seminaren trug auch dazu volving Dagstuhl Seminar and Dagstuhl Perspectives Work-
bei, dass Schloss Dagstuhl mehr Übernachtungen (12 870) shop guests (10 256) in 2012 than ever before, including
allgemein und mehr Übernachtungen (10 256) von Teilneh- 1 014 overnight stays in the new guest house alone.
mern an Seminaren und Workshops hatte als jemals zuvor. Schloss Dagstuhl further strengthened its financial base
Im neuen Gästehaus gab es dabei 1 014 Übernachtungen. in 2012 by raising guest fees for room and board by 10e

Ab dem 7. Oktober 2012 wurden die Preise für Kost und per day in all categories and eliminated the distinction be-
Logis erstmals seit 2006 in allen Kategorien dauerhaft um tween industry-affiliated and academic seminar participants.
10e pro Tag angehoben, wobei jedoch gleichzeitig die Dif- The price update, the center’s first since 2006, was approved
ferenzierung zwischen akademischen Gästen und Gästen aus by the Schloss Dagstuhl Supervisory Board as necessary to
der Industrie abgeschafft wurde. Die Preisänderung wurde maintain the center’s high quality of service in the face of
seitens des Aufsichtsrats von Schloss Dagstuhl zur Aufrecht- rising basic costs. The new fee became effective on Octo-
erhaltung der Servicequalität angesichts steigender Grund- ber 7, 2012 and met with overwhelming positive acceptance
kosten als notwendig erachtet. Die neuen Preise wurden von among our guests. Under the new pricing structure, German
unseren Gästen mit überwältigender Zustimmung aufgenom- federal and state subsidies account for 75% to 85% of room
men. Nach dieser Umstrukturierung decken Subventionen and board costs while guest fees account for the remaining
von Bund und Ländern 75% bis 85% der Unterbringungs- 15% and 25%, depending on program area.
kosten, während die Gäste je nach Veranstaltungsart für die
restlichen 15% bis 25% aufkommen.
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Fig. 1.2
The new guesthouse as seen from the garden

Fig. 1.3
Balcony view
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Das Team
Im Dagstuhl-Team fanden 2012 einige Veränderungen

statt, sowohl in Bezug auf die Leitung als auch die Größe.

The Dagstuhl Team
The Dagstuhl team underwent some changes in 2012

with regard to its leadership and size, which grew from 30.5
Die Zahl der Vollzeitstellen stieg von 30,5 auf 33,6, was to 33.6 in full-time equivalent positions thanks in part to
zum Teil der Förderung des LZI+DBLP-Projekts durch die LZI+DBLP project funding received from the Leibniz As-
Leibniz-Gemeinschaft und die Klaus Tschira Stiftung zu ver- sociation and the Klaus Tschira Foundation. A total of eight
danken ist. Insgesamt acht neue Mitarbeiter ersetzten vier new staff members were hired to replace four outgoing or
Mitarbeiter, die Schloss Dagstuhl verließen oder beurlaubt on-leave members and to support the center’s expanding pro-
wurden, und um das wachsende Programm des Zentrums gram, which now extends over three locations in Saarbrücken
zu unterstützen, das nunmehr über drei Niederlassungen ver- (Dagstuhl Office), Trier (dblp) and Wadern (the Schloss
fügt: Saarbrücken (Dagstuhl-Geschäftsstelle), Trier (dblp) Dagstuhl conference center itself). The incoming staff filled
und Wadern (Schloss Dagstuhl Konferenzzentrum). Die neu- one newly created student position and seven core positions
en Mitarbeiter besetzen eine neugeschaffene Stelle für eine charged with academic, administrative or housekeeping re-
studentische Hilfskraft sowie sieben Stellen in der Stammbe- sponsibilities.
legschaft für akademische, administrative und organisatori- Throughout 2012 the executive management of Schloss
sche Aufgaben. Dagstuhl remained in the hands of the center’s Scientific Di-

Wolfgang Lorenz, der seit Mai 2000 als technisch-ad- rector, Professor Dr. Reinhard Wilhelm, and the Technical
ministrativer Direktor und Geschäftsführer tätig war – ei- and Administrative Director Dr. Christian Lindig. Wolfgang
ne Position, die er seit 2009 gemeinsam mit Dr. Christian Lorenz, who had served as Technical and Administrative Di-
Lindig inne hatte – ging im Mai 2012 nach vielen Jahren rector of Schloss Dagstuhl since 1990 – a position he held
wertvoller Zusammenarbeit in den Ruhestand. Seitdem wird jointly with Dr. Lindig since 2009 – retired in May of 2012
Schloss Dagstuhl vom wissenschaftlichen Direktor Profes- following many years of valuable service and collaboration.
sor Dr. Reinhard Wilhelm zusammen mit dem technisch-ad- The Dagstuhl Office said goodbye to another key staff
ministrativen Geschäftsführer Dr. Christian Lindig gemein- member when Angelika Mueller-von Brochowski, head of
sam als Geschäftsführer geführt. the Dagstuhl Office since Schloss Dagstuhl’s earliest days,

Außerdem verabschiedete die Dagstuhl-Geschäftsstelle retired on May 1, 2012. Laura Cunniff, who earned her
mit Angelika Mueller-von Brochowski eine weitere leiten- Master’s degree at the University of Michigan at Ann Arbor
de Angestellte, die seit der Gründung des Zentrums 1990 and served as an executive program administrator under the
als Leiterin der Geschäftsstelle tätig gewesen war und am Spanish Ministry of Science and Innovation prior to com-
1. Mai 2012 in den Ruhestand ging. Laura Cunniff, die ihren ing to Dagstuhl, took over the position in January of 2012.
Master an der University of Michigan at Ann Arbor erhielt She and Ms. Mueller-von Brochowski enjoyed a successful
und zuvor im Bereich der Forschungsförderung für das spa- transitional period of joint collaboration during the first four
nische Wissenschaftsministerium tätig war, übernahm die months of 2012.
Stelle im Januar 2012. In den ersten Monaten führte sie die Also in January of 2012, Dr. Michael Wagner joined the
Geschäftsstelle übergangsweise gemeinsam mit Angelika Dagstuhl team to set up a dblp-based bibliometric infras-
Mueller-von Brochowski. tructure as a basis for scientometric analyses in computer

Ebenfalls im Januar 2012 begann Dr. Michael Wagner science. Dr. Wagner has studied computer science at the
im Rahmen eines Zweijahresvertrags mit dem Aufbau einer University of Trier and worked as research assistant at the
auf dblp basierten bibliometrischen Infrastruktur als Grund- University of Kassel. His position, which is funded by a
lage für szientometrische Analysen innerhalb der Informa- grant from the Klaus Schira Foundation, extends the cooper-
tik. Dr. Wagner hat Informatik an der Universität Trier stu- ation between Schloss Dagstuhl and the University of Trier
diert und im Anschluss als wissenschaftlicher Angestell- (Dr. Michael Ley) to support the dblp project. This coopera-
ter an der Universtität Kassel gearbeitet. Seine Arbeitsstel- tion started in mid-2011 and is financed by a special grant
le bei Schloss Dagstuhl wurde durch die Zuwendungen der from the Senatsauschsuss Wettbewerb (SAW-2011-LZ1-3,
Klaus Tschira Stiftung finanziert und erweitert die seit Mit- “LZI+DBLP”), which provides a total of 336 827e for a
te 2011 vom Senatsausschuss Wettbewerb (SAW) geförder- 2-year period beginning in mid-2011. Additionally, the
te Kooperation mit der Universität Trier (Dr. Michael Ley) Klaus Schira Foundation has provided 60 000e annually
zur Unterstützung des dblp-Projekts (SAW-2011-LZ1-3, starting in 2011. With Dr. Wagner’s addition to the team,
“LZI+DBLP”). Das Fördervolumen des SAW-Projekts, das the number of Dagstuhl staff working out of the dblp group
von Mitte 2011 zwei Jahre läuft, beträgt 336 827e. Die rose to 3.5 full-time equivalent positions.
Klaus Tschira Stiftung stellte seit 2011 zusätzlich 60 000e All staff at Schloss Dagstuhl are funded under the cen-
jährlich zur Verfügung. Mit Dr. Wagner stieg die Zahl von ter’s core budget, with the exception of three academic posi-
Dagstuhl-Mitarbeitern in der dblp-Gruppe auf 3,5 Vollzeit- tions that were supported by third-party funding in 2012.
stellen.

Alle Stellen werden aus dem Kernhaushalt des Zentrums
finanziert, bis auf drei Wissenschaftler, die in 2012 über
Drittmittel bezahlt wurden.
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Dagstuhl Publishing
Schloss Dagstuhl hat auch in 2012 erfolgreich seine Ar-

beit zur Förderung von Open Access, d.h. den kostenfreien

Dagstuhl Publishing
In 2012, Schloss Dagstuhl successfully continued its

work on promoting open access to scientific literature by
Zugang zu wissenschaftlicher (Online-)Literatur, fortgesetzt, offering publishing services to the informatics community
insbesondere durch die Verlagsangebote, die sich an die welt- on a global scale. The open access debate gained media
weite Informatik-Community richten. Die Diskussion über prominence early in the year thanks to Timothy Gower’s
Open Access bekam in den Medien ziemlichen Aufwind “The cost of knowledge” initiative, which aimed at a collec-
durch die von Timothy Gowers ins Leben gerufene Boykott- tive boycott of Elsevier due to their exorbitant journal prices.
Initiative “The cost of knowledge”, die sich insbesondere ge- Also within the informatics community, the policymakers of
gen den Wissenschaftsverlag Elsevier und dessen exorbitan- learned societies are becoming increasingly aware of open
te Zeitschriftenpreise gerichtet hat. Aber auch innerhalb der access. However, existing contracts with legacy publishers
Informatik wird Open Access bei den Entscheidungsträgern lead to a delay in transforming publishing venues to open ac-
der Fachgesellschaften zunehmend zu einem wichtigen The- cess. The so-called “gold open access” services offered by
ma. Bestehende Verträge mit herkömmlichen Verlagen ver- Schloss Dagstuhl (which means that articles are accessible
zögern allerdings die Umstellung von Publikationsserien auf online and free of charge immediately upon publishing) are
Open Access. Die von Schloss Dagstuhl angebotenen “gol- unique in the computing research communities with regard
denen Open Access”-Angebote, d.h., die Artikel sind direkt to quality, pricing, and service. Schloss Dagstuhl will stick
mit ihrer Veröffentlichung online frei zugänglich, sind im In- to its commitment to open access during the coming years.
formatik-Umfeld einzigartig was Qualität, Kostenmodell und Another effort in 2012 was the digitization of docu-
Service angeht. Es ist selbstverständlich, dass Schloss Dag- mentary reports of the very first Dagstuhl Seminars from
stuhl sich auch in den kommenden Jahren seinem Engage- 1990–1993, which were previously available only in print
ment beim Thema Open Access treu bleibt. versions. These documents have also a historical value and

Ein anderes interessantes Projekt in 2012 war die Retro- can now be retrieved easily in electronic form from the re-
digitalisierung von Seminarberichten aus den Anfängen von spective seminar webpages.
Schloss Dagstuhl (1990–1993), die bisher nur in Papierform For more details on Schloss Dagstuhl’s publishing activ-
vorlagen. Diese Dokumente haben auch einen historischen ities, please see Chapter 6.
Wert und können nun einfach in elektronischer Form über
die jeweilige Seminar-Webseite abgerufen werden.

Weitere Details zu Schloss Dagstuhl’s Publikationsakti-
vitäten finden sich in Kapitel 6.

Wissenschaftliche und institutionelle Scientific and Institutional Outreach
Öffentlichkeitsarbeit

Nachdem bereits 2011 die ACM (Association for Com-
puting Machinery) den begeisterten Leitartikel “Where Have

Following the glowing review of Schloss Dagstuhl given
by prominent computer scientist Moshe Y. Vardi in his 2011

All the Workshops Gone?” (Communications of the ACM, editorial, “Where Have All the Workshops Gone?” (Commu-
Vol. 54, No. 1) des amerikanischen Informatikers Moshe nications of the ACM, Vol. 54. No. 1), the ACM published a
Y. Vardi veröffentlicht hatte, publizierte sie bereits 2012 second article about our center in 2012 entitled “A Workshop
mit “A Workshop Revival” (Communications of the ACM, Revival” (Communications of the ACM, Vol. 55, No. 5). The
Vol. 55, No. 5) einen zweiten Artikel über Schloss Dag- article came out of science journalist Paul Hyman’s inter-
stuhl. Grundlage dieses Artikels war ein Interview über view of Dagstuhl Scientific Director Professor Dr. Reinhard
den internationalen Erfolg des Konzepts von Schloss Dag- Wilhelm early in 2012 about the success of the Dagstuhl con-
stuhl, das der amerikanische Wissenschaftsjournalist Paul cept internationally.
Hyman mit Dagstuhls Wissenschaftlichem Direktor Profes- Professor Wilhelm was also interviewed by Cris Calude
sor Dr. Reinhard Wilhelm Anfang 2012 geführt hatte. in February of 2012 (EATCS Bulletin No. 106, News from

Außerdem wurde Professor Wilhelm im Februar 2012 New Zealand, “A Dialogue with Reinhard Wilhelm about
von Cris Calude interviewt (EATCS Bulletin Nr. 106, News Compiler Construction and Dagstuhl”). The opportunity
from New Zealand, “A Dialogue with Reinhard Wilhelm gave him a chance to speak candidly about the found-
about Compiler Construction and Dagstuhl”). Diese Gele- ing of Schloss Dagstuhl, its similarities and differences
genheit ermöglichte es Professor Wilhelm offen über die to/from the Mathematisches Forschungsinstitut Oberwol-
Gründung von Schloss Dagstuhl und die Gemeinsamkeiten fach, Dagstuhl’s dedication to the fine arts, and his own role
und Unterschiede zum Mathematischen Forschungsinstitut as Scientific Director of Schloss Dagstuhl.
Oberwolfach zu sprechen sowie über den Einsatz des Zen- On November 1, Professor Wilhelm traveled to Japan to
trums für die bildenden Künste und seine eigene Rolle als visit the Shonan Meeting Center as an invited speaker at the
Wissenschaftlicher Direktor von Schloss Dagstuhl. “NII Shonan Meeting Memorial Symposium – For Making

Als eingeladener Redner besuchte Professor Wilhelm an- Future Value From Asia.” He observed that Shonan operates
lässlich des “NII Shonan Meeting Memorial Symposium – under less favorable conditions with respect to facilities and
For Making Future Value From Asia” am 1. November 2012 financing than those enjoyed by Schloss Dagstuhl.
das Shonan Meeting Center in Japan. Er berichtete, dass das Closer to home, in October of 2012 Schloss Dagstuhl was
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japanische Gegenstück zu Schloss Dagstuhl bezüglich finan- visited by the president of the Leibniz Association, Profes-
zieller und operativer Aspekte unter weniger günstigen Be- sor Dr. Karl Ulrich Mayer. In addition to touring the grounds
dingungen wie Dagstuhl selbst geführt wird. with our staff and meeting two Dagstuhl Seminar organiz-

Im Oktober 2012 besuchte der Präsident der Leibniz-Ge- ers, Professor Mayer discussed with our directors the history,
meinschaft, Professor Dr. Karl Ulrich Mayer, Schloss Dag- functioning, current problems, bodies and boards, and scien-
stuhl. Zusätzlich zu einem Rundgang mit den Mitarbeiterin- tific program of the center.
nen und Mitarbeitern und einem Treffen mit Seminarorgani- In June of 2012 Dagstuhl scientific staff member
satoren sprach Professor Mayer mit den beiden Geschäftsfüh- Dr. Marc Herbstritt, who currently leads the center’s effort
rern über die Geschichte, Funktionsweise, Probleme, Gremi- to promote open-access publishing at Schloss Dagstuhl and
en und das wissenschaftliche Programm des Zentrums. in the computer science community as a whole, gave the in-

Dr. Marc Herbstritt, Mitglied des wissenschaftlichen vited talk “Pawlow, Turing und Open Access – Gedanken
Stabs und verantwortlich für die Open Access-Verlagsange- zur Konditionierung in der Informatik” within the context of
bote von Schloss Dagstuhl, hielt am 16. Juni 2012 einen the freshly re-activated colloquium series of the ZPID cen-
eingeladenen Vortrag mit dem Titel “Pawlow, Turing und ter (Leibniz-Zentrum für Psychologische Information und
Open Access – Gedanken zur Konditionierung in der Infor- Dokumentation, Trier). The talk discussed the relationship
matik” in der neu aufgelegten Kolloquiumsreihe des ZPID between Pavlovian conditioning and today’s (mal)practices
(Leibniz-Zentrum für Psychologische Information und Do- in scholarly publishing.
kumentation, Trier). Der Vortrag diskutierte klassische Be- In cooperation with the University of Trier/dblp and
griffe der Konditionierung im Kontext heutiger (missbräuch- Saarland University, Schloss Dagstuhl also organized a col-
licher) Praktiken beim wissenschaftlichen Publizieren. loquium series on bibliometrics during the 2012 summer

In Zusammenarbeit mit der Universität Trier/dblp und semester at Saarland University as part of its growing in-
der Universität des Saarlandes hat Schloss Dagstuhl während volvement in the dblp database initiative. Stefanie Haustein
des Sommersemesters 2012 eine Vortragsreihe zum The- (FZ Jülich), Peter van den Besselaar (VU Amsterdam) and
ma Bibliometrie veranstaltet, da dieses Thema im Rahmen Debora Weber-Wulff (HTW Berlin) contributed featured
von dblp zunehmend an Bedeutung gewinnt. Mit Stefanie talks.
Haustein (FZ Jülich), Peter van den Besselaar (VU Amster-
dam) und Debora Weber-Wulff (HTW Berlin) konnten kom-
petente Redner gewonnen werden.

Öffentlichkeitsarbeit und Public Relations and Educational
Lehrerfortbildung

Um junge Journalisten und Volontäre zu ermutigen, auch
über komplexe Themen der Informatik zu berichten, bietet

Training
In order to encourage young journalists and trainees to re-

port on computer science topics, Schloss Dagstuhl offers an
Schloss Dagstuhl alljährlich einen Workshop über Wissen- annual workshop on science journalism. In 2012, the work-
schaftsjournalismus an. Der Workshop fand 2012 vom 3. bis shop took place from June 3 to 6 in parallel with Dagstuhl
6. Juni parallel zum Dagstuhl-Seminar 12231, “Future Inter- Seminar 12231 “Future Internet for eHealth.” Trainers in-
net for eHealth” statt. Die Trainer waren Tim Schröder aus cluded scientific writer and media trainer Tim Schröder from
Oldenburg (wissenschaftlicher Autor und Mediencoach) und Oldenburg and Gordon Bolduan from Saarland University
Gordon Bolduan von der Universität des Saarlandes (M2CI). (M2CI).

Die Europäische Union der Gesellschaften für Wissen- The European Union of Science Journalists’ Associa-
schaftsjournalisten (European Union of Science Journalists’ tions (EUSJA) visited Schloss Dagstuhl during their tour
Associations, EUSJA) besuchte Schloss Dagstuhl vom 29. to Saarland on June 29–30, 2012. The center had already
bis 30. März 2012 im Rahmen ihrer Saarlandtour. Bereits hosted an EUSJA tour in 2008, which resulted in reports on
2008 war das Zentrum während der EUSJA-Tour Gastgeber, computer science in Saarland. The EUSJA journalists stayed
was einige Berichte über Informatik im Saarland mit sich overnight at Dagstuhl and learned more about Dagstuhl
brachte. Die EUSJA-Journalisten übernachteten im Schloss and the scientists participating in Dagstuhl Seminar 12231
und erfuhren Genaueres über Schloss Dagstuhl und die Wis- “Open Models as a Foundation of Future Enterprise Sys-
senschaftler, die an dem Dagstuhl-Seminar 12331 “Open tems” taking place on that week.
Models as a Foundation of Future Enterprise Systems” teil- The center’s 22nd annual Teacher Training Workshop
nahmen, das zu diesem Zeitpunkt gerade stattfand. was held on December 12–14, 2012 in Schloss Dagstuhl.

Der Lehrerfortbildungsworkshop, der seit 1991 einmal With support from both educational institutes that co-orga-
jährlich stattfindet, wurde vom 12. bis 14. Dezember 2012 nize the workshop (LPM Saarland, PL Rheinland-Pfalz), it
zum 22. Mal auf Schloss Dagstuhl abgehalten. Durch Unter- was possible for the first time to invite five teachers from out-
stützung der beteiligten pädagogischen Insititute (LPM Saar- side of Saarland and Rhineland Palatinate respectively.
land, PL Rheinland-Pfalz) konnten dieses Jahr erstmalig fünf See Chapter 5 for an overview of public relations and
Lehrer von außerhalb des Saarlandes bzw. Rheinland-Pfalz educational outreach at Schloss Dagstuhl.
eingeladen werden.

Weitere Details finden sich in Kapitel 5.
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Spender und Förderer von Schloss Sponsors and Donors of the Center
Dagstuhl

Die Dagstuhl-Stiftung und die Bibliothek wurden dan-
kenswerterweise auch 2012 durch Spenden von Gästen, In-

Schloss Dagstuhl is grateful to its scientific guests and
institutional colleagues for generously donating funds to sup-

stituten und Firmen großzügig unterstützt. Nähere Informa- port the Dagstuhl Foundation and books for the Dagstuhl li-
tionen finden sich in den Kapiteln 9 und 11. brary. More details can be found in chapters 9 and 11 of this

Die Klaus Tschira Stiftung fördert für 2011 und 2012 report.
das LZI+DBLP-Projekt mit einer Spende von 120 000e With respect to project grants, Dagstuhl obtained a
(60 000e jeweils für 2011 und 2012). Dieses Projekt wurde two-year donation of 120 000e from Klaus Tschira Stiftung
2012 durch eine Förderung des Senatsausschuss Wettbewerb (60 000e for 2011 and 2012, respectively) in support
(SAW) der Leibniz-Gemeinschaft in Höhe von 167 094e fi- of the LZI+DBLP project. The project was further fi-
nanziert (SAW-2011-LZI-3). Der Zuschuss belief sich auf nanced in 2012 by a grant of 167 094e from the Senat-
insgesamt 336 824e und erstreckte sich über einen Zeitraum sausschuss Wettbewerb (SAW) of the Leibniz Association
von zwei Jahren, beginnend Mitte 2011. (SAW-2011-LZI-3). The grant provided a total of 336 824e

Die Kunstsammlung von Schloss Dagstuhl wurde seit for a two-year period starting in mid-2011.
dem Bestehen des Zentrums von Kunstmäzenen kontinuier- Schloss Dagstuhl is also fortunate to count as friends sev-
lich durch Sach- und Geldspenden gefördert. Jill Knuth, die eral patrons of the arts who have, over the years, greatly
Ehefrau von Professor Donald Knuth, spendete dem Zen- enriched our art collection through personal and financial
trum zwei von ihr handgefertigte Quilts. Anlässlich der Teil- gifts. Jill Knuth, wife of Professor Donald Knuth, donated
nahme ihres Mannes am Dagstuhl-Seminar 12471 “SAT In- to the center two beautiful quilts made by her, which she pre-
teractions” präsentierte sie im November 2012 persönlich sented in person together with her husband on the occasion of
die beiden Geschenke (siehe Fig. 4.18). Das ungewöhnliche Professor Knuth’s participation in Dagstuhl Seminar 12471,
Muster einer der Decken mit dem Titel “The Hexagonal Pri- “SAT Interactions” (November 18–23, 2012), see Fig. 4.18.
me Quilt”, wurde unter den Seminargästen eifrig diskutiert. The unusual pattern on one of the quilts, “The Hexagonal
Bei ihrem Aufenthalt klärte Jill Knuth, dass die auf der Decke Prime Quilt,” had inspired quite a bit of commentary among
abgebildeten Zahlen tatsächlich zufällig gewählt worden sei- our scientific guests. During the visit, Jill Knuth was able to
en. clarify that the numbers on the quilt are, in fact, random.

Schloss Dagstuhl erhielt ebenfalls 2012 das frisch re- Schloss Dagstuhl was also pleased to receive in 2012 the
staurierte Selbstportrait der Gräfin Octavie de Lasalle von freshly restored self-portrait of Countess Octavie de Lasalle
Louisenthal (1811–1890), deren künstlerisches und leiden- von Louisenthal (1811–1890), whose artistic and impas-
schaftliches Leben sie zu einer der faszinierendsten Per- sioned life make her one of Dagstuhl’s most fascinating his-
sönlichkeiten der historischen Vergangenheit von Schloss torical personages. The painting, originally in the hands of
Dagstuhl macht. Das Gemälde, das zuletzt einem privaten a private owner from Münster, was acquired by the center
Sammler in Münster gehörte, wurde dem Zentrum 2011 thanks to a generous donation from Wolfgang Lorenz follow-
großzügigerweise von Wolfgang Lorenz anlässlich der Aus- ing its inclusion in the 2011 exhibit “Octavie de Lasalle von
stellung “Octavie de Lasalle von Louisenthal und Schloss Louisenthal und Schloss Dagstuhl.” Shortly thereafter it was
Dagstuhl” gespendet. Nach der Ausstellung wurde das Bild carefully restored by Axel Wieland and given a custom fram-
von Axel Wieland restauriert und mit einem eigens von ing as a donation from Angelika Mueller-von Brochowski.
Angelika Mueller-von Brochowski gespendeten Rahmen ver- The finished piece was formally handed over in a small cere-
sehen. Am 13. Dezember 2012 wurde das Kunstwerk in einer mony at Schloss Dagstuhl on December 13, 2012.
kleinen Feier offiziell an Schloss Dagstuhl übergeben. On the same occasion, the center also received a photo-

Am gleichen Tag erhielt Dagstuhl eine fotografische Re- graphic reproduction of a hitherto unknown second self-por-
produktion eines bislang unbekannten Selbstportraits der trait of the countess. There is no surviving documentation
Gräfin. Obwohl es keine schriftlichen Überlieferungen zum as to the painting, although it is known that prior to 1945 the
Verbleib des Gemäldes gibt, ist bekannt, dass es noch vor portrait was in Schloss Dagstuhl. The photograph was a gift
1945 auf Schloss Dagstuhl ausgestellt war. Die von Man- of Manfred Stein.
fred Stein gespendete verkleinerte Reproduktion basiert auf Schloss Dagstuhl also received art donations exceeding
einem wiederentdeckten Foto des Kunstwerks. 3 077e in 2012 for a variety of works by artists Birgit Ginkel,

Schloss Dagstuhl erhielt 2012 weiterhin Spenden von Mane Hellenthal, Josef Linschinger, Uwe Loebens, Marlene
insgesamt über 3 077e für den Ankauf von Werken der Reucher, Maxwell J. Roberts, and Ila Wingen. For further
Künstler Birgit Ginkel, Mane Hellenthal, Josef Linschinger, details about our art program, see Chapter 10.
Uwe Loebens, Marlene Reucher, Maxwell J. Roberts und Ila
Wingen, die in Dagstuhl ausgestellt hatten. Weitere Details
finden sich in Kapitel 10.

Änderungen im Gästeservice
Die Kinderbetreuung von Schloss Dagstuhl wurde 2012

für 14 Kinder in Anspruch genommen, mehr als jemals zu-

Changes in Dagstuhl Services
In 2012 Schloss Dagstuhl received child care requests for

a total of 14 children, more than in any previous year. To

Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Jahresbericht / Annual Report 2012 9



Das Zentrum Schloss Dagstuhl Schloss Dagstuhl Center

vor. Um der steigenden Nachfrage nach Kinderbetreuung ge- meet the growing demand for child care at our center, the cen-
recht zu werden, hat Schloss Dagstuhl dieses Angebot ver- ter expanded its pool of on-call nannies and improved its ser-
bessert und weitere Betreuerinnen gewonnen, die bei Nach- vice on several counts in 2012. In October 2012, Elke Huber-
frage die Betreuung der Kinder übernehmen. Seit Oktober tus, a professionally trained and certified nanny based in the
2012 betreut bei Nachfrage vor allem Elke Hubertus, eine Wadern area, began supporting our center’s smallest guests
zertifizierte Erzieherin aus der Umgebung von Wadern, die on an as-needed basis. A specific novelty in our childcare
kleinsten Gäste des Zentrums. Eine konkrete Neuerung war program for 2012 was the introduction of a pre-visit ques-
die Einführung eines Fragebogens, der vor dem Aufenthalt tionnaire to ensure that the children of our scientific guests
auf Schloss Dagstuhl ausgefüllt wird, sodass sichergestellt have a comfortable and fun stay at our center that also meets
ist, dass die Kinder unserer Gäste einen schönen Aufenthalt safety requirements.
in unserem Zentrum haben, während gleichzeitig die Sicher-
heitsanforderungen erfüllt werden.

Fig. 1.4
Dagstuhl’s longstanding Technical Administrative Director Wolfgang Lorenz (left), with Scientific Director Reinhard Wilhelm
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Dagstuhl-Seminare 2.1 Dagstuhl Seminars

Die Dagstuhl-Seminare haben als wesentliches Instru- Dagstuhl Seminars, our key instrument for promoting
ment der Forschungsförderung Priorität bei der Gestaltung research, are accorded top priority in the center’s annual pro-
des Jahresprogramms. Das Hauptziel der Seminare ist die gram. The central goal of the Dagstuhl Seminar program is
Unterstützung der Kommunikation und des Dialogs zwi- to stimulate new research by fostering communication and di-
schen Wissenschaftlern, die in Randgebieten von miteinan- alogue between scientists working on the frontiers of knowl-
der verknüpften Forschungsfeldern in der Informatik arbei- edge in interconnected fields related to informatics. New
ten. Die Seminare ermöglichen die Vorstellung neuer Ide- ideas are showcased, topical problems are discussed, and the
en, die Diskussion von aktuellen Problemen sowie die Wei- course is set for future development in the field. The semi-
chenstellung für zukünftige Entwicklungen. Sie bieten au- nars also provide a unique opportunity for promising young
ßerdem die Möglichkeit zum Austausch zwischen vielver- scientists to discuss their views and research findings with
sprechenden Nachwuchswissenschaftlern und internationa- the international elite of their field in a specific cutting-edge
len Spitzenforschern in einem speziellen Forschungsgebiet. field of informatics.

Die Teilnahme an den üblicherweise einwöchigen Dag- Participation in these events – which generally last one
stuhl-Seminaren ist nur auf persönliche Einladung durch week – is possible only by way of personal invitation from
Schloss Dagstuhl möglich. Das Zentrum übernimmt einen Schloss Dagstuhl. The center assumes part of the associated
Teil der Kosten, sodass die besten Wissenschaftler ein- costs in order to enable the world’s most qualified scientists,
schließlich junger Forscher und Doktoranden teilnehmen including young researchers and doctoral students, to partic-
können. Zu den ehemaligen Gästen zählen 21 Preisträger des ipate. Among Dagstuhl’s alumni are 21 Turing Award lau-
Turing-Awards, die höchste Auszeichnung, die in der interna- reates, the highest achievable award within the international
tionalen Informatik-Community verliehen wird. computer science community.

Charakteristisch für Dagstuhl ist die Etablierung von Dagstuhl’s distinguished accomplishment is to have es-
richtungsweisenden sowie gebietsübergreifenden Semina- tablished pioneering, interdisciplinary seminars that have
ren. Manche Themen, die ausgiebig in Dagstuhl diskutiert virtually become institutions unto themselves. Many of the
wurden, entwickelten sich anschließend zu sehr aktiven For- topics addressed in-depth at Dagstuhl subsequently develop
schungsbereichen, die teilweise zu DFG-Schwerpunkten und into highly active research fields, resulting in some cases
anderen Förderprogrammen führten. Bei einer Reihe von in DFG priority programs and other grant and funding pro-
Forschungsgebieten wurden durch Dagstuhl-Seminare Grup- grams. Dagstuhl Seminars often succeed in bringing to-
pen zusammengeführt, die zwar an verwandten Problemen gether scientists from a range of research areas and disci-
und Verfahren forschen, denen aber bisher keine gemeinsa- plines whose work overlaps with respect to issues, methods
me Diskussionsplattform zur Verfügung stand. Dies gilt ins- and/or techniques, but who had never previously entered into
besondere auch für Disziplinen, die nicht zur Informatik ge- constructive dialogue with one another. This especially ap-
hören. Wichtige Forschungsgebiete, für die in Dagstuhl be- plies to disciplines outside of the field of informatics. Key
reits mehrfach eine intensive Zusammenarbeit mit der In- research areas for which in-depth collaboration with infor-
formatik erschlossen und vertieft wurde, sind Biologie (seit matics specialists was initiated and consolidated at Dagstuhl
1992) und Sport (seit 2006). Die Themen der Dagstuhl-Se- include biology (since 1992) and sports (since 2006). The
minare bieten eine hervorragende wenn nicht sogar erschöp- spectrum of seminar topics provides an excellent if not com-
fende Übersicht über die Gebiete der Informatik, die derzeit prehensive view of the areas currently under discussion in
weltweit diskutiert werden. the international informatics arena.

Für jedes Dagstuhl-Seminar soll ein Bericht, genannt Each Dagstuhl Seminar is asked to contribute a record
Dagstuhl Report, erstellt werden, der eine Zusammenfassung of the seminar proceedings in the form of a Dagstuhl Re-
des Seminarverlaufs, eine Kurzübersicht über die gehaltenen port. The report gives an overview of the seminar program,
Vorträge und eine Zusammenfassung grundsätzlicher Ergeb- talks, and results obtained in a journal-like manner to allow
nisse enthält. Der Bericht sollte in Artikelform verfasst wer- for a high visibility and timely communication of its out-
den, sodass Transparenz und zeitnahe Kommunikation der come. The periodical Dagstuhl Reports is published in one
Ergebnisse gewährleistet sind. Die Zeitschrift Dagstuhl Re- volume with 12 issues per year; each issue documents the
ports wird jährlich in einem Band mit zwölf Ausgaben ver- Dagstuhl Seminars and Dagstuhl Perspectives Workshops of
öffentlicht. Jede Ausgabe dokumentiert jeweils die Dagstuhl- a given month. Dagstuhl Reports are open-access and can be
Seminare und Dagstuhl-Perspektiven-Workshops eines Mo- downloaded at any time from the Dagstuhl webpages. See
nats. Die Dagstuhl Reports sind frei zugänglich und kön- http://www.dagstuhl.de/dagrep/ for further information.
nen jederzeit von der Dagstuhl-Website heruntergeladen wer- Chapters 14 and 4 provide a comprehensive list of all
den. Weitere Informationen finden sich unter http://www. events that took place at Schloss Dagstuhl during the year un-
dagstuhl.de/dagrep/. der review and summaries of the 2012 Seminars and Perspec-

In den Kapiteln 14 und 4 finden sich Listen aller Veran- tives Workshops. An up-to-the-minute program covering the
staltungen, die 2012 auf Schloss Dagstuhl stattfanden, sowie coming 18 months is available on the Dagstuhl website.
Zusammenfassungen der Seminare und Perspektiven-Work-
shops. Auf der Dagstuhl-Website ist ein tagesaktuelles Pro-
gramm für die kommenden 18 Monate verfügbar.
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Dagstuhl-Perspektiven-Workshops
2.2

Dagstuhl Perspectives
Workshops

In Ergänzung zu den Dagstuhl-Seminaren werden In addition to the traditional Dagstuhl Seminars, since
seit 2004 Dagstuhl-Perspektiven-Workshops veranstaltet. An 2004 the center has organized Dagstuhl Perspectives Work-
den Workshops nehmen meist 25–30 ausgewiesene Wissen- shops. Perspectives Workshops are oriented towards a small
schaftler teil, die ein bereits fest etabliertes Forschungsgebiet group of 25–30 internationally renowned senior scientists
betreffende Tendenzen und neue Perspektiven der weiteren who wish to discuss strategic trends in a key research area
Entwicklung dieses Gebietes diskutieren. Im Gegensatz zu that is already well established and to develop new perspec-
Dagstuhl-Seminaren werden statt aktueller Forschungsergeb- tives for its future evolution. In contrast to Dagstuhl Sem-
nisse im Wesentlichen Positionspapiere, welche den aktuel- inars, Perspectives Workshops do not address current re-
len Stand des Gebietes, offene Probleme, Defizite und viel- search results but reflect the overall state of a field, identi-
versprechende Richtungen beschreiben, vorgetragen. Der Fo- fying strengths and weaknesses, determining promising new
kus in den Workshops liegt auf Teilgebieten oder mehreren developments, and detecting emergent problems and syner-
Gebieten der Informatik. Jeder Workshop hat zum Ziel: gies. The workshops tend to focus on subfields or are inter-

den Stand eines Gebietes zu analysieren, disciplinary in nature, thus covering more than one informat-
Potenziale und Entwicklungsperspektiven bestehender ics field. Each workshop aims to:
Forschungsfelder zu erschließen, contribute to an analysis of the present status of a field
Defizite und problematische Entwicklungen insbesonde- tap into potentials and development perspectives of exist-
re in der deutschen Forschungslandschaft aufzudecken, ing fields of research
Forschungsrichtungen aufzuzeigen und detect shortcomings and problematic developments, par-
Innovationsprozesse anzustoßen. ticularly in the German research landscape

show research directions
Die Dagstuhl-Perspektiven-Workshops 2012 sind in trigger innovation processes

Fig. 2.1 aufgelistet.
The Dagstuhl Perspectives Workshops that took place in

Die Ergebnisse der intensiven Diskussionen werden in ei- 2012 are listed in Fig. 2.1.
nem Manifest zusammengefasst, welches die offenen Proble-
me und die möglichen Forschungsperspektiven für die nächs- The results of the in-depth discussions of each workshop
ten 5–10 Jahre aufzeigt. Dagstuhl koordiniert die gezielte are presented in a manifesto detailing open issues and possi-
Weitergabe dieses Manifests, um forschungsspezifische Im- ble research perspectives in that specific field for the coming
pulse an deutsche und europäische Institutionen der For- 5–10 years. Schloss Dagstuhl coordinates the targeted dis-
schungsförderung zu geben (EU, BMBF, DFG, etc.). Kurz- semination of this manifesto as research policy impulses to
fassungen der Manifeste werden regelmäßig im Forum des German and other European research donors and sponsors
Informatik Spektrum (Springer-Verlag) vorgestellt. Die voll- (EU, German Federal Ministry of Education and Research,
ständigen Manifeste werden in unserer Fachzeitschrift Dag- DFG, etc.). Short versions of the manifestos are regularly
stuhl Manifestos veröffentlicht. Weitere Informationen zu presented in a forum of the Informatik Spektrum journal (pub-
den Dagstuhl-Perspektiven-Workshops und ihrer Ergebnisse lished by Springer); full versions of the manifestos are pub-
finden sich auf lished in our periodical Dagstuhl Manifestos. For more in-

http://www.dagstuhl.de/pw-list formation on Dagstuhl Perspectives Workshops and their re-
http://drops.dagstuhl.de/dagman sults, see:

http://www.dagstuhl.de/pw-list
http://drops.dagstuhl.de/dagman

Social, Supply-Chain, Administrative, Business, Commerce, Political networks: a multi-discipline perspective
http://www.dagstuhl.de/12182

Co-Design of Systems and Applications for Exascale
http://www.dagstuhl.de/12212

Machine Learning Methods for Computer Security
http://www.dagstuhl.de/12371

Computation and Palaeography: Potentials and Limits
http://www.dagstuhl.de/12382

Publication Culture in Computing Research
http://www.dagstuhl.de/12452

Fig. 2.1
Dagstuhl Perspectives Workshops hosted in 2012
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Einreichung der Anträge und
Begutachtungsverfahren 2.3

Proposal Submission and Review
Process

Die gleichbleibend hohe Qualität der Dagstuhl-Semina- Schloss Dagstuhl maintains the high quality of the
re und Dagstuhl-Perspektiven-Workshops wird durch Aus- Dagstuhl Seminar and Dagstuhl Perspectives Workshop se-
wahl der Anträge gewährleistet, aus denen am Wahrschein- ries by identifying the proposals that are most likely to re-
lichsten erfolgreiche Seminare resultieren. Das Zentrum er- sult in successful seminars. The center solicits topics for
bittet zweimal im Jahr Themenvorschläge von führenden new seminars and workshops twice a year from leading re-
Wissenschaftlerinnen und Wissenschaftlern aus der ganzen searchers worldwide, who submit their proposals together
Welt, die ihre Seminaranträge zusammen mit einer vorläufi- with a list of potential scientists to be invited. The propos-
gen Teilnehmerliste einreichen. Die Anträge und vorläufige als and suggested invitee lists are then reviewed by multi-
Gästeliste werden von mehreren Mitgliedern eines speziell ple members of a specifically-appointed academic board, the
hierfür beauftragten akademischen Gremiums, dem Wissen- Dagstuhl Scientific Directorate.
schaftlichen Direktorium von Schloss Dagstuhl, begutachtet. To be successful, a proposal for a Dagstuhl Seminar or

Damit ein Antrag angenommen wird, muss er verschie- Dagstuhl Perspectives Workshop must meet specific quality
denen vom wissenschaftlichen Direktorium festgelegten Kri- criteria defined by the Directorate. It is the task of the Di-
terien genügen. Das Wissenschaftliche Direktorium stellt si- rectorate to ensure that every accepted seminar is backed
cher, dass jedes Dagstuhl-Seminar durch ein starkes Orga- by a strong team of organizers, addresses a topic of rele-
nisatorenteam unterstützt wird, ein für die Informatik-Com- vance to the computer science community, presents a coher-
munity relevantes Thema anspricht, ein kohärentes und gut ent and well-structured scientific agenda, and brings together
strukturiertes wissenschaftliches Programm präsentiert und the right group of participants whose collective expertise can
eine Gruppe von geeigneten Teilnehmerinnen und Teilneh- lead to a significant breakthrough in the area to be addressed.
mern zusammenbringt, deren kollektive Fachkenntnis einen The review process places a strong emphasis on a bal-
bedeutenden Durchbruch in dem betreffenden Forschungs- anced representation of communities, geographical regions,
feld ermöglichen kann. and especially on the inclusion of junior and female re-

Im Begutachtungsprozess liegt der Fokus auf einer aus- searchers. Both the Schloss Dagstuhl Scientific Directorate
geglichenen Repräsentation von wissenschaftlichen Gemein- and the Dagstuhl scientific support staff proactively seek to
den, geographischer Regionen und besonders auf der Mitein- include underrepresented groups in the Dagstuhl Seminar
beziehung von jungen und weiblichen Wissenschaftlern. So- program by encouraging and sometimes requiring organizers
wohl das Wissenschaftliche Direktorium als auch der wis- to modify their proposed invitation lists in order to achieve a
senschaftliche Stab von Schloss Dagstuhl sind bemüht, un- better balance.
terrepräsentierte Gruppen in das Seminarprogramm aufzu-
nehmen, indem die Organisatoren in einigen Fällen aufgefor-
dert werden, die vorläufige Teilnehmerliste zugunsten größe-
rer Ausgeglichenheit zu ändern.
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Nähere Betrachtung des
Dagstuhl-Seminarprogramms

2012
2.4

A Closer Look at the Dagstuhl
Seminar Program in 2012

In 2012 wurden 90 Anträge auf Dagstuhl-Seminare und We received 90 proposals for new Dagstuhl Seminars
Dagstuhl-Perspektiven-Workshops eingereicht. Über 76% and Dagstuhl Perspectives Workshops in 2012. Over 76% of
der eingereichten Anträge wurden in den Direktoriumssit- proposals were accepted by Dagstuhl’s Scientific Directorate
zungen im Januar und Juni 2012 genehmigt, was die ausge- during the January 2012 and June 2012 submission rounds,
zeichnete Qualität der Anträge widerspiegelt (siehe Fig. 2.2). reflecting the excellent quality of the proposals received (see

Durch die Eröffnung des neuen Gästehauses im Januar Fig. 2.2).
2012 wurde es ab Sommer 2012 möglich, in jeder Woche Thanks to the opening of the new guest house in January
zwei Seminare (ein großes und ein kleines) zu veranstalten. of 2012, Dagstuhl was able to begin systematically booking
Bei der Ankündigung der beiden Antragsrunden 2012 wur- two parallel seminars per week (one small one and one large
de explizit darauf hingewiesen, dass kleine Seminare schnel- seminar) in the late summer of 2012. The center had pre-
ler als große terminiert würden. Dadurch stieg 2012 die An- pared for this by actively promoting the fast scheduling of
zahl der Anträge für kleine Seminare im Vergleich zu den small seminars prior to the January and June 2012 proposal
Vorjahren erheblich an. Von den 69 vom Direktorium akzep- submission rounds. As a result, the number of seminar pro-
tierten Seminaren und Workshops waren 32 klein (vgl. Fig. posals that applied for a small seminar rose in 2012 in com-
2.3). Die meisten dieser kleinen Seminare fanden bereits En- parison with previous years. Of 69 new Dagstuhl Seminars
de 2012 bzw. Anfang 2013 statt, sodass die durchschnittliche and Dagstuhl Perspectives Workshops accepted by the Direc-
Zeit zwischen Genehmigung und Seminar verkürzt wurde. torate in 2012, 32 were small seminars (see Fig. 2.3). Many

In 2012 wurden daher bereits 35% der verfügbaren Kapa- of these small seminars were scheduled in late 2012 and early
zitäten von Dagstuhl mit parallelen Seminaren belegt, wäh- 2013, thereby reducing the overall lead time of the accepted
rend es 2011 nur 12% waren. Voraussichtlich wird sich der seminars and workshops.
Anteil 2013 nahezu verdoppeln, da mehr und mehr der nicht In total, 35% of Dagstuhl’s program space featured paral-
durch regulär große Seminare ausgefüllten Kapazitäten nun lel seminars in 2012, as opposed to only 12% in 2011. That
mit kleinen Seminaren belegt werden. Dies führt ebenfalls proportion is expected to roughly double in 2013 as more and
zu einer Erhöhung der Gesamtanzahl von Dagstuhl-Semina- more of the available program slots are filled with small sem-
ren und Dagstuhl-Perspektiven-Workshops: Über die Hälfte inars. More parallel seminars also meant more seminars and
(64 von 122) aller Veranstaltungen waren 2012 Seminare und workshops overall: over half of the center’s 2012 scientific
Workshops an denen mehr als 70% aller Gäste (2 346 von program (64 out of 122 events) was devoted to Dagstuhl Sem-
3 482) teilgenommen haben (vergleiche Fig. 2.4). inars and Dagstuhl Perspectives Workshop and nearly 70%

of those who visited our center in 2012 (2 346 guests out of
3 482) did so in order to participate in one of our seminars or
workshops (see Fig. 2.4).

Year Proposals Accepted Rejected

# # % # %

2008 83 60 72.3 23 27.7

2009 95 68 71.6 27 28.4

2010 94 65 69.2 29 30.9

2011 80 54 67.5 26 32.5

2012 90 69 76.7 21 23.3

Fig. 2.2
Dagstuhl Seminar proposals and acceptance rates

small large

short 12 –

long 20 37

Fig. 2.3
Small vs. large and short vs. long Dagstuhl Seminars and Dagstuhl Perspectives Workshops approved in 2012, among them 32 small
and 37 large seminars/workshops. Small = 30-person seminar, large = 45-person seminar, short = 3-day seminar, long = 5-day seminar.
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Angaben zu Teilnehmern und
Organisatoren 2.5

Participant and Organizer Data

Die Teilnehmer der Dagstuhl-Seminare kommen aus al- Participants in Dagstuhl Seminars come from all over the
ler Welt und eine erhebliche Anzahl besucht Dagstuhl mehr- world and a significant number of them choose to repeat the
mals. Nichtsdestotrotz zieht das Zentrum jedes Jahr auch experience. Nevertheless, we see many fresh new faces ev-
neue Gesichter an, was den ständigen Wandel in der interna- ery year, reflecting the changing face of informatics research
tionalen Informatikforschung und auch auf Schloss Dagstuhl across the globe and at Schloss Dagstuhl itself. The majority
widerspiegelt. Die Mehrheit (1 293) der Teilnehmer von Dag- (1 293) of Dagstuhl Seminar participants in 2012 were first-
stuhl-Seminaren 2012 war zum ersten Mal Gast in unserem time visitors to Dagstuhl, followed by 1 053 participants who
Zentrum, während 1 053 Teilnehmer bereits mindestens ei- had already attended at least one previous event at the center
ne Veranstaltung auf Schloss Dagstuhl besucht hatten (siehe (see Figure 2.5).
Fig. 2.5). A healthy number of these guests were young researchers

Ein beträchtlicher Anteil der Gäste besteht aus jungen at the start of their careers, for whom the Dagstuhl experience
Wissenschaftlern am Anfang ihrer Karriere, die unter Um- can be of lifelong value. Approximately 28% of our 2012
ständen ein Leben lang von dem Dagstuhl-Erlebnis zehren. seminar and workshop survey respondents self-classified as
Etwa 28% der Gäste der Seminare und Workshops in 2012, junior and 52% as senior (see Figure 2.6). This proportion
die an unserer Umfrage zur Qualitätskontrolle teilgenommen of junior to senior researchers has remained relatively con-
haben, stuften sich selbst als Nachwuchswissenschaftler ein, stant over the years, reflecting the center’s determined effort
52% als erfahrene Forscher (siehe Fig. 2.6). Dieses ausgewo- to maintain the “Dagstuhl connection” between brilliant ju-
gene Verteilung zwischen Nachwuchswissenschaftlern und nior scientists and their senior colleagues.
erfahrenen Forschern ist im Laufe der Jahre relativ konstant At 72%, the proportion of seminar and workshop guests
geblieben, was die Bemühungen des Zentrums zur Aufrecht- with a non-German affiliation in Dagstuhl Seminars was ex-
erhaltung der “Dagstuhl-Verbindung” zwischen herausragen- tremely high again during 2012. The pie chart in Figure 2.7
den jungen Wissenschaftlern und ihren erfahrenen Kollegen shows the regional distribution our Dagstuhl Seminar and
zeigt. Dagstuhl Perspectives Workshop guests in 2012. For a de-

Mit 72% war der Anteil an Gästen aus dem Ausland 2012 tailed breakdown of the countries of origin for all partic-
wieder sehr hoch. Das Diagramm in Abbildung 2.7 zeigt ipants in Dagstuhl Seminars, Dagstuhl Perspectives Work-
die regionale Verteilung der Gäste bei Dagstuhl-Seminaren shops, and other events at our center, please refer to Chap-
und Dagstuhl-Perspektiven-Workshops 2012. Eine detaillier- ter 13.
te Aufstellung der Herkunftsländer aller Teilnehmer bei Dag- The Dagstuhl Seminar program strives to promote a bal-
stuhl-Seminaren und Dagstuhl-Perspektiven-Workshops und anced scientific program that proactively encourages appli-
anderer Veranstaltungen kann Kapitel 13 entnommen wer- cants to include qualified female colleagues in their organizer
den. teams and invitee lists. In 2012, half of all organizer teams

Das Ziel des Seminarprogramms ist es, ein ausgewoge- in our scientific program were mixed with respect to gender,
nes wissenschaftliches Programm anzubieten. Antragsteller a proportion that has remained relatively unchanged in com-
werden angehalten, qualifizierte weibliche Kollegen in das parison to most previous years since 2008 (see Fig. 2.8). By
Organisatorenteam und die Gästeliste aufzunehmen. 2012 contrast, the percentage of female seminar participants rose
waren 50% aller Organisatorenteams des wissenschaftlichen to an all-time high both in total and relative terms, peaking
Programms hinsichtlich des Geschlechts gemischt, wobei at over 16% (see Fig. 2.9).
dieses Verhältnis im Vergleich zu den meisten Vorjahren seit
2008 relativ konstant geblieben ist (siehe Fig. 2.8). Im Gegen-
satz dazu ist der prozentuale Anteil an weiblichen Seminar-
teilnehmern mit mehr als 16% bei einem Allzeithoch ange-
langt (siehe Fig. 2.9).

Year DS PW GI EDU OE Total

# % # % # % # % # % #

2008 1622 55.7 179 6.1 32 1.1 166 5.7 912 31.3 2911

2009 1983 65.9 185 6.1 26 0.9 131 4.4 686 22.8 3011

2010 1950 64.7 103 3.4 25 0.8 192 6.4 743 24.7 3013

2011 1894 70.2 64 2.4 0 0.0 103 3.8 637 23.6 2698

2012 2226 64.4 120 3.5 48 1.4 144 4.2 916 26.5 3454

Fig. 2.4
Number of participants by event type and year. DS = Dagstuhl Seminar, PW = Dagstuhl Perspectives Workshop, GI = GI-Dagstuhl-Seminar, EDU = educational
event, OE = other event.
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Fig. 2.5
Dagstuhl participants in 2012 and the number of Dagstuhl Seminars or Dagstuhl Perspectives Workshops they attended from 2008
to 2012. In 2012, 55.1% of the participants took part in a seminar for the first time.
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Year Junior (%) Senior (%) Neither (%)

2008 23.8 55.5 20.7

2009 25.2 52.9 21.9

2010 28.9 49.7 21.4

2011 27.9 51.2 20.9

2012 27.6 52.1 20.3

(b)Detailed numbers

Fig. 2.6
Self-assigned seniority of Dagstuhl Seminar participants

Fig. 2.7
Origin of Dagstuhl Seminar and Dagstuhl Perspectives Workshop participants in 2012
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Year Teams Organizers Mixed Teams Women

# # # % # %

2008 52 200 27 51.9 31 15.5

2009 60 228 20 33.3 20 8.8

2010 59 233 32 54.2 34 14.6

2011 55 213 27 49.1 31 14.6

2012 64 256 32 50.0 39 15.2

(b)Detailed numbers

Fig. 2.8
Dagstuhl Seminars with mixed-gender organizer teams. About 50% of the seminars have a mixed-gender organizer team.

Year Participants Female Participants

# # %

2008 1801 244 13.5

2009 2168 295 13.6

2010 2053 293 14.3

2011 1958 294 15.0

2012 2346 377 16.1

Fig. 2.9
Female participants in Dagstuhl Seminars and Dagstuhl Perspectives Workshops by year
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Themen und Forschungsgebiete 2.6 Topics and Research Areas

Sicherheit und Datenschutz sind weiterhin wichtige The- Security and Privacy remain hot topics for our society,
men in unserer Gesellschaft. Beide Gebiete waren auch and Schloss Dagstuhl’s 2012 program was strong in both
stark im Dagstuhl-Programm 2012 vertreten. Es umfasste areas. The program included some evergreen topics such
nicht nur Dauerbrenner wie Symmetric Cryptography (Dag- as Symmetric Cryptography (Dagstuhl Seminar 12031) and
stuhl-Seminar 12031) und Privacy-Oriented Cryptography Privacy-Oriented Cryptography (Dagstuhl Seminar 12381),
(Dagstuhl-Seminar 12381), sondern auch neu aufgekomme- alongside new and emergent ones such as Machine Learn-
ne Themen wie Machine Learning Methods for Computer ing Methods for Computer Security (Dagstuhl Perspectives
Security (Dagstuhl-Perspektiven-Workshop 12371), Quanti- Workshop 12371), Quantitative Security Analysis (Dagstuhl
tative Security Analysis (Dagstuhl-Seminar 12481), Analysis Seminar 12481), Analysis of Security APIs (Dagstuhl Sem-
of Security APIs (Dagstuhl-Seminar 12482), Web Applicati- inar 12482), Web Application Security (Dagstuhl Seminar
on Security (Dagstuhl-Seminar 12401) und Organizational 12401), and Organizational Processes for Supporting Sus-
Processes for Supporting Sustainable Security (Dagstuhl-Se- tainable Security (Dagstuhl Seminar 12501).
minar 12501). Many seminars in this topic area had strong ties to appli-

Viele Seminare zu diesem Themengebiet waren eng mit cation. The security of our networked infrastructure proved
Anwendungsfragen verknüpft. Besonders die Sicherheit der to be a particularly hot sub-topic, giving rise to numerous
netzgebundenen Infrastruktur war ein beliebtes Teilthema, seminars, including Securing Critical Infrastructures from
was in Seminaren zu Securing Critical Infrastructures from Targeted Attacks (Dagstuhl Seminar 12502), Network Attack
Targeted Attacks (Dagstuhl-Seminar 12502), Network Attack Detection and Defense Early Warning Systems (Dagstuhl
Detection and Defense Early Warning Systems (Dagstuhl-Se- Seminar 12061), and Security and Dependability for Fed-
minar 12061) sowie Security and Dependability for Federa- erated Cloud Platforms (Dagstuhl Seminar 12281). Cloud
ted Cloud Platforms (Dagstuhl-Seminar 12281) resultierte. computing itself inspired no less than three seminars.
Drei Seminare waren allein Cloud Computing gewidmet. Badly designed scripting languages are the basis for

Große Teile der netzgebundenen Infrastruktur und viele much of our web infrastructure and many web services. The
Webdienste basieren auf schlecht konstruierten Skriptspra- successful seminar on Foundations for Scripting Languages
chen. Das erfolgreiche Seminar Foundations for Scripting (Dagstuhl Seminar 12011) addressed the need for further re-
Languages (Dagstuhl-Seminar 12011) sprach die Notwen- search to improve this situation.
digkeit weiterer Forschungsarbeit zur Verbesserung dieser The 2012 program also included a number of highly in-
Situation an. terdisciplinary seminars such as Computation and Incentives

Außerdem gab es auch 2012 einige stark interdiszipli- in Social Choice (Dagstuhl Seminar 12101), which brought
när geprägte Seminare wie z.B. Computation and Incenti- together computer scientists, mathematicians, social choice
ves in Social Choice (Dagstuhl-Seminar 12101), das Infor- theorists, and political scientists. A general tendency to-
matiker, Mathematiker, Sozialwahltheoretiker und Politolo- wards informatics research in non-informatics areas such as
gen zusammenbrachte. Darüber hinaus konnte ein Trend zu linguistics, paleography, biology and medicine could also be
Informatikforschung in Bereichen außerhalb der Informatik detected, for example in the workshop on Computation and
wie z.B. Linguistik, Paläographie und Bioinformatik beob- Paleography: Potentials and Limits (Dagstuhl Perspectives
achtet werden, wie zum Beispiel im Workhop Computation Workshop 12382). At least one community, that on Artificial
and Paleography: Potentials and Limits (Dagstuhl-Perspek- and Computational Intelligence in Games (Dagstuhl Semi-
tiven-Workshop 12382). Mindestens eine Wissenschaftsge- nar 12191), came to Dagstuhl for the first time in 2012.
meinschaft kam 2012 zum ersten Mal nach Dagstuhl, näm- The year ended with the thought-provoking workshop on
lich zum Thema Artificial and Computational Intelligence in Publication Culture in Computing Research (Dagstuhl Per-
Games (Dagstuhl-Seminar 12191). spectives Workshop 12452), which addressed the need to re-

Das Jahr endete mit dem nachdenklich stimmenden focus the purposes and practices surrounding publication cul-
Workshop Publication Culture in Computing Research (Dag- ture in today’s computer science community.
stuhl Perspektiven-Workshop 12452). In diesem Workshop In general, Dagstuhl’s 2012 seminar program included
wurde die Notwendigkeit der Neuausrichtung von Zielen und the usual broad range of research areas involving a wide va-
Praktiken rund um die Veröffentlichungskultur in der Infor- riety of communities and disciplines.
matik adressiert.

Generell umfasste das Seminar-Programm 2012 wie üb-
lich eine breite Palette von Forschungsgebieten, wobei eine
Vielzahl von Wissenschaftsgemeinschaften und Disziplinen
involviert war.
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Weitere Veranstaltungstypen 2.7 Further Event Types

Neben den Dagstuhl-Seminaren und Dagstuhl-Perspekti- In addition to Dagstuhl Seminars and Dagstuhl Perspec-
ven-Workshops finden noch weitere Veranstaltungen im Zen- tives Workshops, Schloss Dagstuhl hosts a number of further
trum statt. Zu diesen Veranstaltungen gehören events, including:

GI-Dagstuhl-Seminare, die den wissenschaftlichen GI-Dagstuhl seminars, sponsored by the German Infor-
Nachwuchs zu einem bestimmten Thema zusammenfüh- matics Society (GI) in association with Schloss Dagstuhl,
ren und in Kooperation mit der GI durchgeführt und von that bring young scholars together to discuss and learn
der GI sowie von Dagstuhl gefördert werden about a specific topic
Sommerschulen, Weiterbildungsveranstaltungen der GI, Summer schools, continuing education courses spon-
Lehrerfortbildungen, Ausbildung von jungen Journalis- sored by the German Informatics Society (GI), voca-
ten und Volontären tional training for teachers and instructors, and educa-
Klausurtagungen von Graduiertenkollegs, GI-Fachgrup- tional and training workshops for young journalists and
pen und anderen akademischen und industriellen Arbeits- trainees
gruppen Departmental conferences of graduate colleges, GI spe-
In geringem Umfang internationale Informatik-Fach- cialist groups and other academic and industrial working
tagungen groups
Forschungsaufenthalte A small number of international informatics conferences

Research stays
Das Angebot, Dagstuhl zu einem wissenschaftlichen For-

schungsaufenthalt zu besuchen, wird regelmäßig genutzt. In People regularly take advantage of Dagstuhl’s offer to use
den meisten Fällen sind es Einzelpersonen, die sich für eine the center for research stays. In most cases these are individ-
oder mehrere Wochen für intensive Studien nach Dagstuhl in uals who wish to use the center as a retreat for several weeks
Klausur zurückziehen. Im Jahr 2012 nahmen 7 Forschungs- in order to devote themselves to their studies undisturbed. In
gäste diese Gelegenheit wahr. 2012, seven research guests availed themselves of this oppor-

tunity.

Qualitätssicherung 2.8 Quality Assurance

Schloss Dagstuhl befragt die Teilnehmer der Dagstuhl- The center conducts surveys of the participants of the
Seminare und der Dagstuhl-Perspektiven-Workshops mit Dagstuhl Seminar and Dagstuhl Perspectives Workshop, the
Hilfe eines Fragebogens nach ihrer Zufriedenheit mit inhalt- questionnaire containing questions about their satisfaction
lichen und organisatorischen Aspekten ihres Besuchs. Die with the content of the event and the organization of their
Ergebnisse jedes Fragebogens werden im Haus per Email visit. The results of each questionnaire are made available to
wöchentlich allen Abteilungen zugänglich gemacht und so all of the center’s departments every week via e-mail, thus
eine schnelle Reaktion auf Probleme und Wünsche erreicht. enabling a quick response to issues and requests. At the
Gleichzeitig werden die anonymisierten Ergebnisse von in- same time the anonymized results of the content questions
haltlichen Fragen den Teilnehmern eines Seminars per Email are made available to the seminar participants via e-mail, typ-
mitgeteilt, typischerweise in der Woche nach ihrem Aufent- ically in the week following their stay at the center. This en-
halt. So erhalten insbesondere Organisatoren Rückmeldun- ables the organizers to receive feedback on how the seminar
gen über den Verlauf des Seminars und Hinweise für die Or- went and tips for organizing future seminars.
ganisation von zukünftigen Seminaren. Fig. 2.10 shows the satisfaction of responding partici-

Fig. 2.10 zeigt die Zufriedenheit dieser Teilnehmer im pants in 2012 with regard to selected aspects of their stay.
Jahr 2012 zu ausgewählten Aspekten ihres Aufenthaltes. The results were compiled from 1 174 questionnaires, rep-
Grundlage ist die Auswertung von 1 174 Fragebögen, die die resenting the responses of 50% of all participants (2 346).
Meinung von 50% der Teilnehmer repräsentieren (2 346). These excellent results are not only a recognition of the cen-
Das durchweg sehr gute Ergebnis ist Anerkennung und Her- ter’s past work but also pose a challenge to its future work.
ausforderung zugleich.

Auslastung des Zentrums 2.9 Utilization of the Center

Die Verdichtung des Seminarprogramms trug dazu bei, Thanks in part to the intensification of the Dagstuhl
dass Schloss Dagstuhl mit 12 898 Übernachtungen insge- Seminar program following the opening of the new guest
samt und 10 256 im Rahmen von Seminaren und Workshops house, in 2012 Schloss Dagstuhl had more overnight stays
mehr Übernachtungen verzeichnen konnte als jemals zuvor. (12 898) and more overnight stays in seminars and work-
Das Zentrum beherbergte 126 Veranstaltungen mit 3 482 shops (10 256) than ever before. The center hosted a total
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Gästen. Details können Kapitel 13 entnommen werden. of 126 events with 3 482 guests; see Chapter 13 for further
Die Wochenenden blieben 2012 ebenso unbelegt wie je- details.

weils zwei Wochen im August und am Jahresende. Diese Weekends were kept free in 2012, as well as two weeks in
wurden zu Instandhaltungs- und Verwaltungsarbeiten benö- August and at the end of the year, this time being required for
tigt. Abgesehen von vereinzelten Zeiträumen und einigen bis- maintenance work to building facilities and administrative
her noch nicht belegten Plätzen für Gruppen mit bis zu 20 work. Apart from a few isolated periods and a series of as yet
Teilnehmern ist das Zentrum zur Zeit für fünftägige Semi- unbooked parallel event slots for groups of up to 20 partici-
nare mit 45 Teilnehmern bis einschließlich November 2014 pants, the center is currently fully booked up through Novem-
und bis einschließlich Februar 2014 für drei- und fünftägige ber of 2014 for 5-day, 45-person seminars and through Febru-
Seminare mit 30 Teilnehmern ausgebucht. ary of 2014 for 3- and 5-day, 30-person seminars.

Ein umfassendes Verzeichnis aller Veranstaltungen auf A comprehensive listing of all 2012 events at
Schloss Dagstuhl im Jahr 2012 einschließlich Dagstuhl-Se- Schloss Dagstuhl in 2012, including Dagstuhl Seminars,
minare, Dagstuhl-Perspektiven-Workshops, GI-Dagstuhl-Se- Dagstuhl Perspectives Workshops, GI-Dagstuhl Seminars,
minare und Veranstaltungen wie Tagungen und Sommer- and host-only events such as meetings and summer schools
schulen, bei denen Schloss Dagstuhl nur Veranstaltungsort can be found in Chapter 14. See the Schloss Dagstuhl web-
war, findet sich in Kapitel 14. Auf unserer Website (http: site (http://www.dagstuhl.de) to view our calendar of upcom-
//www.dagstuhl.de) kann unser Kalender mit anstehenden ing events and further information and material on all events
Veranstaltungen eingesehen werden ebenso wie weitere In- past, present and future, e.g. aims and scope, participant list,
formationen und Materialien wie z.B. Ziele und thematischer and concluding report.
Fokus, Teilnehmerlisten und abschließende Berichte zu allen
vergangenen, aktuellen und zukünftigen Veranstaltungen.
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Fig. 2.10
Satisfaction of Dagstuhl Seminar and Dagstuhl Perspectives Workshop participants in 2012, according to survey results
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Resonanz Feedback

Schloss Dagstuhl bekommt viel Lob von seinen Gästen, Schloss Dagstuhl receives a lot of positive feedback, typ-
meistens in mündlicher Form, wenn die Gäste nach einer in- ically verbally when our guests are checking out after an in-
tensiven Seminarwoche das Schloss verlassen. Manche Gäs- tense seminar. However, many guests take the time and write
te nehmen sich jedoch auch die Zeit, uns nachträglich zu us about their impressions. What follows is an excerpt of our
schreiben und ihre Eindrücke mit uns zu teilen. Im folgen- large thank-you collection.
den haben wir einen Auszug aus unserer großen Sammlung
an Dankeschön-Nachrichten zusammengestellt.

Albert Alonso (Hospital Clinic de Barcelona – Barcelona, ES)
12231 – Future Internet for eHealth | Dagstuhl Seminar | http://www.dagstuhl.de/12231

Thanks for your hard work in organising and running such an inspiring
and thought provoking meeting in these wonderful Dagstuhl facilities. I

deeply enjoyed it and look forward to future initiatives within the group.

Veronica Becher (University of Buenos Aires, AR)
12021 – Computability, Complexity and Randomness | Dagstuhl Seminar | http://www.dagstuhl.de/12021

The seminar had 50 participants, including the most recognized senior specialists
as well as young researchers. The atmosphere was very stimulating and led to
new research contacts and collaborations. The seminar was well received, as
witnessed by the high rate of accepted invitations, and the exemplary degree
of involvement by the participants. Due to the broad scope and depth of the

problems on algorithmic randomness and information quantity that have
been discussed in the presentations and informal discussions, the organizers

regard the seminar as a great success. The organizers wish to express their
gratitude towards the Scientific Directors of the Dagstuhl Center for their

support of this seminar. We foresee the proposal of a new seminar focusing
in the interplay between algorithmic randomness and computable analysis.

Robert Chansler (Linkedin, US)
12282 – Database Workload Management | Dagstuhl Seminar | http://www.dagstuhl.de/12282

I very much appreciated the opportunity to attend the Dagstuhl seminar! It was
an excellent event, and I commend the staff for the well-managed facilities.

Marc Dacier (Symantec Research Labs – Sophia Antipolis, FR)
12502 – Securing Critical Infrastructures from Targeted Attacks | Dagstuhl Seminar | http://www.dagstuhl.de/12502

Thanks also for the great organization and the logistics. Always a
pleasure to come to Dagstuhl and I look forward for my next visit.

Mirjam P. Eladhari (University of Malta, MT)
12191 – Artificial and Computational Intelligence in Games | Dagstuhl Seminar | http://www.dagstuhl.de/12191

It was a truly inspiring week. I found myself making connections and associations
in my thoughts that will most likely guide my future work. It is as if getting
together like this suddenly makes one function better, as if the smartness of
the group somehow enhances the individual. The organisation team, Simon

Lucas, Michael Mateas, Mike Preuss, Pieter Spronck and Julian Togelius, did an
amazing job, aided by the smooth machinery of Schloss Dagstuhl. Thank you :)

Paul Groth (VU University Amsterdam, NL)
12091 – Principles of Provenance | Dagstuhl Seminar | http://www.dagstuhl.de/12091

http://thinklinks.wordpress.com/2012/03/07/thoughts-from-the-dagstuhl-principles-of-provenance-workshop/

Dagstuhl [is] a unique intellectually intense environment. It’s one of the
nicest traditions in computer science. This was a great workshop for me.
I wanted to thank the organizers for putting it together. It’s a lot of effort.

Additionally, thanks to all of the participants for really great conversations.
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Nick Guldemond (TU Delft, NL)
12231 – Future Internet for eHealth | Dagstuhl Seminar | http://www.dagstuhl.de/12231

Thank you so much for the inspiring meeting. I never
experienced such a synergetic multidisciplinary

med-tech get-together. High spirits to make a difference.

Rainer Herzog (Siemens – München, DE)
12231 – Future Internet for eHealth | Dagstuhl Seminar | http://www.dagstuhl.de/12231

Thanks again for very inspiring days at Dagstuhl.
Well done! I am looking forward to future sessions.

Koen V. Hindriks (TU Delft, NL)
12342 – Engineering Multi-Agent Systems | Dagstuhl Seminar | http://www.dagstuhl.de/12342

The unique atmosphere of Dagstuhl provided the perfect environment
for leading researchers from a wide variety of backgrounds to discuss

future directions in programming languages, tools and platforms for
multiagent systems, and the road map produced by the seminar will have
a timely and decisive impact on the future of this whole area of research.

Clare Hooper (University of Southampton, UK)
12351 – Interaction Beyond the Desktop | Dagstuhl Seminar | http://www.dagstuhl.de/12351

http://www.clarehooper.net/blog/2012/09/dagstuhl-initial-impressions/

That was a very intense 5 days. It turns out that what
everyone told me pre-seminar – Dagstuhl Seminars

are really special, you must go – was absolutely right!

Clifford B. Jones (Newcastle University, GB)
12271 – AI meets Formal Software Development | Dagstuhl Seminar | http://www.dagstuhl.de/12271

It is a pleasure to extend our thanks to everyone involved in the Dagstuhl
organisation: they provide a supportive and friendly context in which

such fruitful scientific exchanges can develop unhindered by distraction.

Jussi Kangasharju (University of Helsinki, FI)
12363 – Software Defined Networking | Dagstuhl Seminar | http://www.dagstuhl.de/12363

The seminar was well received by the participants. Among the participants
there were also organizers of future SDN workshops (IRTF SDN and
DIMACS SDN) who signaled the intent of building their workshops

around the similar discussion-oriented structure preferred at Dagstuhl.

Harumi Kuno (HP Labs – Palo Alto, US)
12282 – Database Workload Management | Dagstuhl Seminar | http://www.dagstuhl.de/12282

I heard many compliments about the excellent Dagstuhl staff and
facilities from the participants while we were there. Dagstuhl is really a
rare and wonderful place, that we appreciate very much . . .Thank you!

Lenka Lhotská (Czech Technical University, CZ)
12231 – Future Internet for eHealth | Dagstuhl Seminar | http://www.dagstuhl.de/12231

Thank you very much for organizing such a great seminar. It was really a great
pleasure to be there together with all participants. I think we all enjoyed it.
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Angela Lozano (UC Louvain-la-Neuve, BE)
12071 – Software Clone Management Towards Industrial Application | Dagstuhl Seminar | http://www.dagstuhl.de/12071

http://sites.uclouvain.be/blog-ingi/2012/04/the-dagstuhl-experience/

My experience at the Dagstuhl seminar has been inspiring, and energizing. It
gave me time to reflect on problems that I find interesting, and to identify new

research targets. It also allowed me to discuss with industry representatives
on their priorities and issues related to source code clones. Finally, it allowed
me to interact with several academics that I only knew by their publications.

Mark Manulis (University of Surrey – Guildford, GB)
12381 – Privacy-Oriented Cryptography | Dagstuhl Seminar | http://www.dagstuhl.de/12381

The organizers would like to thank all participants for accepting our invitations
and attending the seminar, and for sharing their ideas and contributing to

the interesting seminar program. We hope that discussions were fruitful and
the opportunity to work face-to-face during the seminar helped to create

impulses for exciting new research projects, paving the way for further
progress and new discoveries in Privacy-Oriented Cryptography. Finally,
the organizers, also on behalf of the participants, would like to thank the

staff and the management of Schloss Dagstuhl for their support throughout
the 1,5 years of preparations of this very pleasant and successful event.

Kevin Patrick (UCSD, US)
12231 – Future Internet for eHealth | Dagstuhl Seminar | http://www.dagstuhl.de/12231

My kudos as well to you for organizing a superb meeting. It was great
to make so many new connections – and to spend a few days with such a

wonderful group of fellow-travelers on the road to the future. I look forward
to follow-up activities and will do my best to help in any way that I can.

Wolter Pieters (TU Delft, NL)
12501 – Organizational Processes for Supporting Sustainable Security | Dagstuhl Seminar | http://www.dagstuhl.de/12501

Thanks for another great Dagstuhl seminar! The discussions and
interactions were excellent again, and I have a lot of ideas to think about.

Mike Preuss (TU Dortmund, DE)
12191 – Artificial and Computational Intelligence in Games | Dagstuhl Seminar | http://www.dagstuhl.de/12191

As organizers we are really pleased with how the Seminar turned out. It
proved to be the stimulating and inspirational environment that we had hoped

for. We found that most, if not all participants agreed with us on that. A lot
of this success is due to the excellent facilities provided by the people of

Schloss Dagstuhl. We are highly grateful for having had the opportunity to
be their guests for the Seminar. We definitely hope to return in the future.

Georg Regensburger (RICAM – Linz, AT)
12462 – Symbolic Methods for Chemical Reaction Networks | Dagstuhl Seminar | http://www.dagstuhl.de/12462

Vielen Dank nochmal für die Mitorganisation des
Seminars, es war wirklich eine sehr spannende Woche!

Fabrice Rossi (TELECOM-Paristech, FR)
12081 – Information Visualization, Visual Data Mining and Machine Learning | Dagstuhl Seminar | http://www.dagstuhl.de/12081

Judging by the liveliness of the discussions and the number of joint research
projects proposed at the end of the seminar, this meeting between the machine

learning and the information visualization communities was more than needed.
The flexible format of the Dagstuhl seminars is perfectly adapted to this type of

meeting and the only frustration perceivable at the end of the week was that it had
indeed reached its end. It was clear that researchers from the two communities
were starting to understand each other and were eager to share more thoughts
and actually start working on joint projects. This calls for further seminars . . .
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Martijn Stam (University of Bristol, GB)
12031 – Symmetric Cryptography | Dagstuhl Seminar | http://www.dagstuhl.de/12031
http://bristolcrypto.blogspot.de/2012/01/dagstuhl-symmetric-cryptography-seminar.html

I had heard a lot about Dagstuhl (and its mathematical cousin Oberwolfach)
in the past, so I was quite excited about going. The organizers had done a

sterling job in picking a good mix of cryptographers, so that symmetric crypto
could be covered from all relevant angles. The program was representative of
this and what I really liked was the blend of presentations: there was work in

various stages of the lifecycle (recently published work, accepted work awaiting
publication, submitted work, and work still very much in progress); there were

slick powerpoint/beamer presentations as well as black board presentations
(prepared or impromptu); and the topics represented the attendees well.

Frank Steinicke (Universität Würzburg, DE)
12151 – Touching the 3rd Dimension | Dagstuhl Seminar | http://www.dagstuhl.de/12151

Ich möchte mich nochmals ausdrücklich bei Ihnen allen für die ausgezeichnete
Unterstützung während der Vorbereitungen aber auch während der Durchführung

unseres Seminars bedanken. Wir haben die Zeit sehr genossen und sehr
spannend diskutieren können und es sind viele neue Ideen gesammelt worden.

Stefan Strecker (FernUniversität in Hagen, DE)
12131 – Open Models as a Foundation of Future Enterprise Systems | Dagstuhl Seminar | http://www.dagstuhl.de/12131

Im Namen der Teilnehmerinnen und Teilnehmer des Dagstuhlseminars
12131 möchte ich mich sehr herzlich bei Ihnen und dem gesamten Team in
Dagstuhl für die hervorragende Betreuung bedanken. Wir haben die Zeit in
Dagstuhl sehr genossen und fahren mit frischen Ideen nach Hause zurück.

Christian Theobalt (MPI für Informatik – Saarbücken, DE)
12431 – Time-of-Flight Imaging: Algorithms, Sensors and Applications | Dagstuhl Seminar | http://www.dagstuhl.de/12431

The seminar was very successful with respect to the set goals and initiated
great interaction between researchers from different domains which
had never happened in this way at other conferences or workshops.

Joseph F. Traub (Columbia University, US)
12391 – Algorithms and Complexity for Continuous Problems | Dagstuhl Seminar | http://www.dagstuhl.de/12391

As always, the excellent working conditions and friendly
atmosphere provided by the Dagstuhl team have led to a rich
exchange of ideas as well as a number of new collaborations.

Heribert Vollmer (Leibniz Universität Hannover, DE)
12471 – SAT Interactions | Dagstuhl Seminar | http://www.dagstuhl.de/12471

The organizers regard the workshop as a great success. Bringing together
researchers from different areas of theoretical computer science fostered

valuable interactions and led to fruitful discussion. interactions and led to
fruitful discussions. Feedback from the participants was very positive as
well. Many attendants expressed their wish for a continuation and stated

that this seminar was among the most fruitful Dagstuhl seminars they
attended. Finally, the organizers wish to express their gratitude toward the

Scientific Directorate of the Center for its support of this workshop, and
hope to establish a series of workshops on SAT Interactions in the future.

Alexander Wolff (Universität Würzburg, DE)
12261 – Putting Data on the Map | Dagstuhl Seminar | http://www.dagstuhl.de/12261

In summary, it is our impression that the (56!) participants enjoyed the great
scientific atmosphere offered by Schloss Dagstuhl and profited from the scientific
program. We are grateful for having had the opportunity to organize this seminar.
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Data Structures, Algorithms,
Complexity

Computability, Complexity and
Randomness (12021)
Learning in Multiobjective Optimization
(12041)
Computation and Incentives in Social
Choice (12101)
Data Reduction and Problem Kernels
(12241)
Algorithms and Complexity for
Continuous Problems (12391)
Algebraic and Combinatorial Methods in
Computational Complexity (12421)
The Constraint Satisfaction Problem:
Complexity and Approximability (12451)
SAT Interactions (12471)

Verification, Logic,
Formal Methods, Semantics

Software Clone Management Towards
Industrial Application (12071)
Software Synthesis (12152)
Verifying Reliability (12341)
Information Flow and Its Applications
(12352)
Coalgebraic Logics (12411)
Games and Decisions for Rigorous
Systems Engineering (12461)
Divide and Conquer: the Quest for
Compositional Design and Analysis
(12511)

Geometry, Image Processing,
Graphics

Information Visualization, Visual Data
Mining and Machine Learning (12081)
Touching the 3rd Dimension (12151)
Putting Data on the Map (12261)
Biological Data Visualization (12372)
Time-of-Flight Imaging: Algorithms,
Sensors and Applications (12431)
Representation, Analysis and
Visualization of Moving Objects (12512)

Artificial Intelligence,
Computational Linguistics

Normative Multi-Agent Systems (12111)
Artificial and Computational Intelligence
in Games (12191)
Cognitive Approaches for the Semantic
Web (12221)
Engineering multiagent Systems (12342)
Foundations and Challenges of Change
and Evolution in Ontologies (12441)
Interpreting Observed Action (12491)

Software Technology
Foundations for Scripting Languages
(12011)
Analysis of Executables: Benefits and
Challenges (12051)
Open Models as a Foundation of Future
Enterprise Systems (12131)
Co-Design of Systems and Applications
for Exascale (12212)
AI meets Formal Software Development
(12271)
Architecture-Driven Semantic Analysis of
Embedded Systems (12272)
Requirements Management – Novel
Perspectives and Challenges (12442)

Distributed Computation,
Networks, Architecture

Network Attack Detection and Defense
Early Warning Systems – Challenges and
Perspectives (12061)
Abstractions for scalable multi-core
computing (12161)
Future Internet for eHealth (12231)
Security and Dependability for Federated
Cloud Platforms (12281)
Information-centric networking – Ready
for the real world? (12361)
Software Defined Networking (12363)
Is the Future of Preservation Cloudy?
(12472)

Cryptography, Security
Symmetric Cryptography (12031)
Machine Learning Methods for Computer
Security (12371)
Privacy-Oriented Cryptography (12381)
Web Application Security (12401)
Quantitative Security Analysis (12481)
Analysis of Security APIs (12482)
Organizational Processes for Supporting
Sustainable Security (12501)
Securing Critical Infrastructures from
Targeted Attacks (12502)

Data Bases, Information Retrieval,
Data Mining

Principles of Provenance (12091)
Semantic Data Management (12171)
Database Workload Management (12282)
Robust Query Processing (12321)
Mobility Data Mining and Privacy (12331)
The Multilingual Semantic Web (12362)

Applications,
Interdisciplinary Work

Applications of Combinatorial Topology
to Computer Science (12121)
Quality of Experience: From User
Perception to Instrumental Metrics
(12181)
Social, Supply-Chain, Administrative,
Business, Commerce, Political Networks:
a Multi-Discipline Perspective (12182)
Structure Discovery in Biology: Motifs,
Networks & Phylogenies (12291)
Interaction Beyond the Desktop (12351)
Computation and Palaeography:
Potentials and Limits (12382)
Publication Culture in Computing
Research (12452)
Symbolic Methods for Chemical Reaction
Networks (12462)
Human Activity Recognition in Smart
Environments (12492)

30



Die Seminare in 2012 The 2012 Seminars

44.1 Foundations for Scripting Languages
Organizers: Robert Hirschfeld, Shriram Krishnamurthi, and Jan Vitek
Seminar No. 12011

Date: 02.–06. January, 2012 | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.1.1

Creative Commons BY-NC-ND 3.0 Unported license
© Robert Hirschfeld, Shriram Krishnamurthi, and Jan Vitek

Participants: Amal Ahmed, Carl Friedrich Bolz, Ravi Chugh,
William R. Cook, Theo D’Hondt, Matthias Felleisen, Robert
Bruce Findler, Cormac Flanagan, Matthew Flatt, Jeffrey
Foster, Andreas Gal, Philippa Gardner, Kathryn E. Gray, Arjun
Guha, Stefan Udo Hanenberg, David Herman, Manuel
Hermenegildo, Michael Hicks, Robert Hirschfeld, Atsushi
Igarashi, Shriram Krishnamurthi, Ralf Lämmel, Benjamin
Lerner, Jens Lincke, Hidehiko Masuhara, Mark S. Miller,
Floreal Morandat, Oscar M. Nierstrasz, Nathaniel Nystrom,
Yoshiki Ohshima, Joe Politz, Gregor Richards, Manuel
Serrano, Jeremy G. Siek, Bastian Steinert, Ankur Taly, Eric
Tanter, Sam Tobin-Hochstadt, Laurence Tratt, Herman Venter,
Jan Vitek, Philip Wadler, Francesco Zappa Nardelli

Common characteristics of scripting languages include syntac-
tic simplicity, a lack of onerous constraints for program constructi-
on and deployment, the ability to easily connect to and control sys-
tems processes, strong built-in interfaces to useful external objects,
extensive library support, and lightweight (and embeddable) imple-
mentations. More broadly, these characteristics add up to strong
support for effective software prototyping. Due to a combination
of these characteristics, common scripting languages like Perl, Py-
thon, Ruby, JavaScript, Visual Basic, and Tcl have moved from the
fringes to mainstream program development.

To academics, these languages do not appear that different
from, say, Scheme or ML. Since languages like Scheme and ML
have well-defined semantics and other formal attributes, the main-
stream passion for scripting languages may appear to simply be the
result of ignorance of better languages amongst mainstream devel-
opers. However, the properties that scripting language users claim
to find most beneficial are often not found in their more academic
counterparts, such as a strong orientation towards systems process
management, easily extensible objects, specific but useful control
operators, etc.

In short, the academic tendency towards reductionism appears
to miss some important characteristics. In particular, properties that
may appear incidental—and are ignored by the formalization of aca-
demic languages—may actually be essential. As a result, the formal
study of scripting languages is a worthwhile research activity in its
own right.

Not only does the study of scripting offer academics fresh pro-
blems, their results have the potential for widespread benefit. As
scripts grow into programs, the very characteristics that seem an

advantage sometimes prove to be disadvantages. If any object can
be extended by any other object, it is impossible to reason about its
behavior. If any object can access any resources, it is impossible to
bound security implications. If programmers can places values of
any type into a variable, it is impossible to obtain type guarantees.
And so on. In other words, the very flexibility that enables prototy-
ping inhibits the reasoning necessary for programs to grow in scale.

In the early days of scripting, there was an expectation that
scripts were not meant to “grow up”. Rather, as a prototype pro-
ved valuable, it would be turned into a program in a mainstream
language, such as Java. However, reality does not match this vision.
First, once a system becomes valuable to an organization, it is not
possible to halt development on it while waiting for a full re-imple-
mentation. Second, even if the current version is converted to Java,
the next version would probably still benefit from the benefits of
prototyping. Thus, in both cases, programs that start in a scripting
language are likely to remain in it. Finally, even if clients do want to
rewrite the program in a more mature language, they would benefit
from formal support to enable this conversion.

As a result, the formal study of scripting languages is a wor-
thwhile research activity in its own right. In particular, we hope
this seminar had both direct and indirect impact on academia and
industry. We also hope that, based on our discussions, academics
will identify concrete problems that need solutions and find scrip-
ting language experts who they can communicate with. In turn, we
hope scripting experts identified knowledge, expertise, and interest
from academia and are better aware of how to formulate problems
for academics and map their solutions back to practice.
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4.2 Computability, Complexity and Randomness
Organizers: Verónica Becher, Laurent Bienvenu, Rodney Downey, and Elvira Mayordomo
Seminar No. 12021

Date: 08.–13. January, 2012 | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.1.19

Creative Commons BY-NC-ND 3.0 Unported license
© Verónica Becher, Laurent Bienvenu, Rodney Downey, and Elvira Mayordomo

Participants: Eric Allender, Klaus Ambos-Spies, George
Barmpalias, Bruno Bauwens, Verónica Becher, Laurent
Bienvenu, Harry Buhrman, Douglas Cenzer, Chris J. Conidis,
Quinn Culver, David Diamondstone, Rodney Downey, Lance
Fortnow, Johanna N. Y. Franklin, Cameron Freer, Noam
Greenberg, Serge Grigorieff, Pablo A. Heiber, John Hitchcock,
Rupert Hölzl, Michal Koucký, Thorsten Kräling, Antonin
Kucera, Sophie Laplante, Andrew Lewis, Bruno Loff, Elvira
Mayordomo, Wolfgang Merkle, Joseph S. Miller, Benoit
Monin, Philippe Moser, Satyadev Nandakumar, Andre Nies,
Sylvain Perifel, Christopher P. Porter, Robert Rettinger, Andrej
E. Romashchenko, Ronen Shaltiel, Alexander Shen,
Theodore A. Slaman, Ludwig Staiger, Antoine Taveneaux,
Leen Torenvliet, Daniel Turetsky, Vinodchandran N. Variyam,
Stijn Vermeeren, Paul M. B. Vitanyi, Vladimir Viyugin, Osamu
Watanabe, Marius Zimand

Randomness and information quantity are central notions in
computer science that are still undeveloped. Although classical in-
formation theory and probability provide formalizations of these no-
tions they do not allow us to measure the information of a specific
string or say that a particular real number is random. The definition
of the property of randomness and its connection with a measure of
information content was obtained in the 1960s and combines diffe-
rent complexity measures.

As witnessed by the three seminars previously organized in
Dagstuhl on complexity and randomness (Seminar 9318, Descrip-
tional complexity: a multidisciplinary perspective in 1993; Seminar
03181, Centennial Seminar on Kolmogorov Complexity and Appli-
cations in 2003; and Seminar 06051 Kolmogorov Complexity and
Applications in 2006 ) in recent years there has been an upsurge pro-
duced by the people in computability theory that resulted in rapid
progress in our understanding of even the most basic notions in ran-
domness, and the solution of old open questions. This has changed
and is still changing the landscape and opened up new avenues of
research. An evidence of this activity has been the publication of
two new books in the area and the new edition of an already classi-
cal one: Algorithmic Randomness and Complexity, R. Downey and
D. Hirschfeldt, Foundations on Computing, Springer, 2010; Compu-
tability and Randomness, A. Nies, Oxford University Press, 2009;
and An Introduction to Kolmogorov Complexity and Its Applicati-
ons, M. Li and P. Vitanyi, third Edition, Springer Verlag, 2008.

Seminar 12021 has celebrated significant recent research pro-
gress. New results connect the theory of algorithmic randomness
with computable analysis. We consider them important because
they lead to the naturalness of the notions of algorithmic random-
ness. For instance, Brattka, Miller, and Nies translated the theorem
“every non-decreasing function is almost everywhere differentia-
ble” to the computable world, by showing that a real x is computa-
bly random if and only if every computable non-decreasing function
is differentiable at x (this work is has not yet appeared as a publi-

cation). Similar investigations identified the notions of randomness
that correspond to the Lebesgue density and differentiation theo-
rems. J. Franklin and the work of Gács, Hoyrup, and Rojas related
Birkhoff’s pointwise ergodic theorem in connection with Schnorr
randomness.

Considerable results have been obtained for problems on Kol-
mogorov complexity and computable enumerable sets, in particu-
lar, in the degree structure that arises from comparing the comple-
xity of the initial segments of two reals. Barmaplias announced
the solution of the already long standing open problem posed by
Downey and Hirschfeldt Is there a minimal pair of c.e. reals in the
K-degrees? The answer is no.

Since the start of the discipline, the notion of randomness was
defined for infinite sequences, or real numbers. The problem po-
sed by Kolmogorov on a notion of randomness of finite objects re-
mains unsolved. This is also the case for arbitrary countable objects.
C.Freer made significant progress on the questions When is a graph
random? and What is the connection between quasi-random graphs
and pseudorandom bit strings? He pointed to an emerging theory
of continuous limits of finite combinatorial structures that connects
graph limits, property testing, and exchangeable relations.

There was a general consensus on the fact that there is yet no
adequate solution to the fundamental problem that high-quality in-
dependent random bits are in very short supply. And there are many
practical applications rely on randomness (for instance, assigning
keys to users of a public-key crypto-system). Randomness extrac-
tors are algorithms developed “extract” high-quality random bits
from low-entropy sources. Construction of such algorithms is fore-
seen to be an active research area.

The aim of Seminar 12021 was to bring together researchers co-
vering this spectrum of relevant areas, to report their advances and
to discuss the relevant research open questions. The seminar had
50 participants, including the most recognized senior specialists as
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well as young researchers. The atmosphere was very stimulating
and led to new research contacts and collaborations.

Concluding remarks and future plans. The seminar was well
received, as witnessed by the high rate of accepted invitations, and
the exemplary degree of involvement by the participants. Due to the
broad scope and depth of the problems on algorithmic randomness
and information quantity that have been discussed in the presenta-
tions and informal discussions, the organizers regard the seminar
as a great success. The organizers wish to express their gratitude
towards the Scientific Directors of the Dagstuhl Center for their
support of this seminar. We foresee the proposal of a new semi-
nar focusing in the interplay between algorithmic randomness and
computable analysis.

Description of the seminar topics
Anti-randomness The class of sequences with minimal

prefix-free Kolmogorov complexity, dubbed K-trivial sequences,
were understudied until five years ago. In the seventies, Solovay
proved that there is a non computable K-trivial. They are now ve-
ry well understood, with a number of surprising characterizations
and applications. For instance, the “cost function"construction of a
K-trivial gives simplest known example of a non computable incom-
plete computably enumerable set, they also appear in the Kucera-S-
laman solution to a well-known question about Turing degrees in
Scott sets, also K-triviality has led to a better understanding of the
reverse mathematics of the regularity of Lebesgue measure. K-tri-
viality one of the most technically deep subjects in algorithmic ran-
domness, significant questions remain open.

Resource bounded versions Classical computational
complexity theory comes into play defining resource-bounded versi-
ons of Kolmogorov complexity, measure, and dimension. This has
led to new characterizations of complexity classes involving effi-
cient reducibility to the set of Kolmogorov random strings. Resour-
ce-bounded measure and dimension have been used to gain under-
standing of properties of complexity classes and their complete sets.
For instance, they can be used as a probabilistic methods to prove
lower bounds on nonuniform complexity.

Derandomization and complexity hierarchies Deran-
domization is the study of how to replace probabilistic algorithms
with deterministic algorithms. Earlier work by Allender et al.
showed that the techniques of derandomization could be viewed
through the lens of resource-bounded Kolmogorov complexity theo-
ry, and gave significant applications. More recently, they proved that
every sufficiently dense set in NP ∩ coNP contains strings of low
resource-bounded Kolmogorov complexity at every length. In still
unpublished work, Allender and his co-authors show that if determi-
nistic and nondeterministic exponential time coincide, this implies

a partial collapse of the exponential-time hierarchy, shedding light
on a question that has been open for two decades.

Randomness extractors Randomness extractors have be-
en used and to derive zero-one laws for the packing dimensions of
complexity classes and Turing degrees. Recently it has been shown
that the converse direction also holds and Kolmogorov extraction is
in fact equivalent to randomness extraction.

Computational depth The computational depth of a
string is roughly the difference between its time-bounded Kolmo-
gorov complexity, and its (plain) Kolmogorov complexity. Quite re-
cently, Antunes and Fortnow showed that, under a plausible comple-
xity assumption, computational depth is the right notion to present
a “universal” poly-time samplable distribution, in the same way that
Kolmogorov complexity allows one to define universal computable
semi-measures. They derive a new characterization of algorithms
that run in polynomial time on average, and give a relation with
their worst-case running time.

Algorithmic randomness and computable analysis
The most accepted definition of randomness for infinite sequences,
or real numbers, is based on constructive measure theory and was
given by Martin Löf, 1965. It coincides with the maximal initial
segment complexity. Other notions have been proposed since then,
by Schnorr, Demuth, Kurtz and others, either via measure theory, or
via martingale theory. Most of these definitions have been very well
studied in the space of infinite binary sequences, but less in known
for other spaces (although there has been some deep founding work
by Levin and Gács). Some natural questions are: for a given ran-
domness notion, to what kind of probability space can this notion
be extended? To what extent does the chosen space affect the proper-
ties of random objects? Then, for every probability space to which
we can extend randomness notions, it is interesting to look at clas-
sical theorems from a randomness perspective, and try to convert
classical theorems of the form “property P holds for µ-almost eve-
ry sequenceïnto “property P holds for every µ-random sequence”.
This line of study has recently been investigated in a number of diffe-
rent settings: random closed sets, effective ergodic theory, effective
brownian motion, etc.

Organization of the seminar and
activities

The seminar consisted in nineteen talks, sessions on open ques-
tions, and informal discussions among the participants. The orga-
nizers selected the talks in order to have comprehensive lectures
giving overview of main topics and communications of new rese-
arch results. Each day consisted of talks and free time for informal
gatherings among participants. There were two main sessions on
open questions.
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4.3 Symmetric Cryptography
Organizers: Frederik Armknecht, Stefan Lucks, Bart Preneel, and Phillip Rogaway
Seminar No. 12031

Date: 15.–20. January, 2012 | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.1.39

Creative Commons BY-NC-ND 3.0 Unported license
© Frederik Armknecht, Stefan Lucks, Bart Preneel, and Philip Rogawayp

Participants: Elena Andreeva, Frederik Armknecht,
Jean-Philippe Aumasson, Daniel J. Bernstein, Eli Biham, Alex
Biryukov, Andrey Bogdanov, Joan Daemen, Itai Dinur,
Yevgeniy Dodis, Orr Dunkelman, Marc Fischlin, Ewan
Fleischmann, Christian Forler, Matthias Hamann, Tetsu Iwata,
Antoine Joux, Lars Ramkilde Knudsen, Matthias Krause,
Rudolphe Lampe, Gregor Leander, Stefan Lucks, Florian
Mendel, Vasily Mikhalev, Tilo Müller, Maria Naya-Plasencia,
Kaisa Nyberg, Jacques Patarin, Kenneth G. Paterson, Bart
Preneel, Christian Rechberger, Phillip Rogaway, Sondre
Ronjom, Greg Rose, Yu Sasaki, Adi Shamir, Kyoji Shibutani,
Martijn Stam, John Steinberger, Deniz Toz, Kerem Varici,
Bogdan Warinschi, Jakob Wenzel, Kan Yasuda, Erik Zenner

Research in Symmetric Cryptography is quickly evolving. The
seminar was the third of its kind, the first one took place in 2007, the
second in 2009. We observe a steadily increasing interest in Symme-
tric Cryptography, as well as a growing practical demand for sym-
metric algorithms and protocols. The seminar was very successful
in discussing recent results and sharing new ideas. Furthermore, it
inspired the participants to consider how Symmetric Cryptography
has evolved in the past, and how they would like it to evolve in the
future.

Two intense discussions dealt with Authenticated Encryption
and the issue of a ‘valid’ attack on a symmetric primitive. The parti-
cipants agreed on Authenticated Encryption becoming a major rese-
arch topic for Symmetric Cryptography in the next few years, becau-
se current Authenticated Encryption Schemes are not always suita-
ble for practical demands – especially are the relevant attack modes
and models not yet well-understood (e.g., misuse attacks, blockwi-
se adaptive attacks, etc.). Regarding the issue of ‘valid’ attacks, the
participants agreed that the current development of academic crypt-
analysis with a growing number of increasingly ‘marginal’ attacks,
is unsatisfactory.
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4.4 Learning in Multiobjective Optimization
Organizers: Salvatore Greco, Joshua D. Knowles, Kaisa Miettinen, and Eckart Zitzler
Seminar No. 12041

Date: 23.–27. January, 2012 | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.1.50

Creative Commons BY-NC-ND 3.0 Unported license
© Salvatore Greco, Joshua D. Knowles, Kaisa Miettinen, and Eckart Zitzler

Participants: Richard Allmendinger, Anne Auger, Jürgen
Branke, Heinrich Braun, Dimo Brockhoff, Susanne Buerklen,
Carlos A. Coello Coello, Salvatore Corrente, Kalyanmoy Deb,
Matthias Ehrgott, Michael Emmerich, Jose Rui Figueira, Joerg
Fliege, Carlos M. Fonseca, Simon French, Tobias Friedrich,
Xavier Gandibleux, Antonio Gaspar-Cunha, Martin Josef
Geiger, Salvatore Greco, Jussi Hakanen, Markus E.
Hartikainen, Hisao Ishibuchi, Milosz Kadzinski, Kathrin
Klamroth, Joshua D. Knowles, Pekka Korhonen, Karlheinz
Kuefer, Manuel López-Ibánez, Mariano Luque, Kaisa
Miettinen, Sanaz Mostaghim, Vincent Mousseau, Boris
Naujoks, Amos H. C. Ng, Akira Oyama, Dmitry Podkopaev,
Silvia Poles, Enrico Rigoni, Günter Rudolph, Pradyumn
Kumar Shukla, Johannes Siebert, Karthik Sindhya, Roman
Słowiński, Theodor J. Stewart, El-Ghazali Talbi, Tamara
Ulrich, Jyrki Wallenius, Margaret M. Wiecek, Katrin Witting,
Eckart Zitzler

Multiobjective optimization is the study of optimization under
competing interests, goals or criteria; it concerns the search for
nondominated solutions (or Pareto optima) that offer different tra-
de-offs of the competing criteria, as well as methods for choosing
among the alternative solutions by the consideration of preferences.
Multiobjective optimization problems arise naturally in several are-
as: engineering, economics, operations research/management, and
the natural sciences, and today a significant portion of research in-
to optimization is concerned with these problems. The present se-
minar, the fourth in a series on Multiobjective Optimization (follo-
wing 04461, 06501 and 09041) dating back to 2004, renewed its
ambitions to unite researchers from the two main communities stu-
dying multiobjective optimization, MCDM (multiple criteria deci-
sion making) and EMO (evolutionary multiobjective optimization)
to stimulate new research directions crossing these discipline boun-
daries.

As with earlier meetings in the series, we chose a strong the-
me for the seminar, which this time was Learning. In multiobjecti-
ve optimization, learning has a key role to play because, uniquely
to the multiobjective case, optimization involves both an explora-
tion of trade-offs and a consideration of user (or decision maker)
preferences, which are usually implicit in the mind(s) of decision
maker(s) at the start of the solution process. Solving a problem the-
refore involves at least two simultaneous learning processes: the de-
cision maker (DM) learning about the problem, and the optimizati-
on process itself learning about the DM’s preferences (to achieve a
steering of the search toward a preferred solution). Our aim in the
seminar was to focus centrally on this learning aspect to give it, for
the first time, due attention, as in previous seminars it arose rather
peripherally to other themes.

The seminar took place January 22nd–27th 2012. The main
goals of the seminar were to explore in depth three different aspects

of learning in multiobjective optimization which may be briefly
summarized as:
Focus 1: User preferences What should be learnt from user in-

teractions and how should user preferences be captured?
Focus 2: Problem understanding What should be learnt about

the problem structure and how can useful information for the
DM be extracted?

Focus 3: The problem solving process How do we know if a
decision maker has learned? How does a decision maker learn?
What factors influence how and what a decision maker learns?

Participants were given some written materials [1, 2] prior to the
seminar to orient them to these different aspects and to help them
prepare relevant contributions to the seminar programme.

During the seminar, the programme was updated on a daily ba-
sis to maintain flexibility and, through this system, we were able to
give adequate time both to prepared material and to evolving discus-
sions, mostly taking place in working groups. In particular, breakout
working groups were organized initially by lottery (to be purpose-
ly disruptive of existing groupings) and then by forming subtopics
that individuals could sign up to for the remainder of the week. Six
groups emerged in this way. (In the appendix, the complete list of
topics suggested can be seen).

The prepared part of the programme included four invited talks
of forty-five minutes each and sixteen contributed talks of twenty
minutes each. These were spaced to allow time for discussion, and
the evenings were kept free to allow further reflection and relaxati-
on.

Other notable events during the week included: (i) an interacti-
ve demonstration given by Pekka Korhonen on rationality in decisi-
on making, which reminded us all of the limits of human (including
our own “expert”) rationality in the face of complex data; (ii) a pre-
sentation session to allow us to share details of upcoming events in
our research community; and (iii), rather less formally, a wine and
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cheese party was offered by Dagstuhl in the name of ESTECO to
express appreciation to ESTECO for giving a donation to the Dag-
stuhl Foundation.

Outcomes
The outcomes of each of the working groups can be seen in the

sequel, but a number of key findings are worth brief mention:
DM Sense working group outlined the design for a system that

could aid decision-makers rationalize their learning and deci-
sions in natural language by pulling together both recent and
older research in artificial intelligence and decision making sys-
tems.

Pareto Sense working group established a critical agenda of rese-
arch to undertake in learning and knowledge representation of
the combined spaces of Pareto sets and fronts.

Quantifying Learning working group formalized a method for
quantifying the learning associated with decision makers stee-
ring a search process, and compared this with the algorithmic
learning that occurs in some key model-learning MCDM me-
thods.

Navigation working group developed a detailed understanding
of search and decision making approaches to identify the
most-preferred solution among the Pareto-set (termed “Navi-
gation”), using this to categorize current methods, and identify
applications.

Representation working group considered learning in multiobjec-
tive optimization from a machine perspective, proposing that
learning could be viewed as the process of obtaining parsimo-
nious representations that enable efficient query-answering in
support of (particular) search algorithms or decision processes.

Algorithm Design Methods working group considered formally
how algorithms for search and decision making should be se-

lected based on information about the decision maker, as well
as the problem, and were able to produce first bounds on the
number of function evaluations and queries to a decision ma-
ker needed to solve a problem.

These findings were reported to the main group during the se-
minar, and led to lively debate. Further work within the groups (by
email correspondence) following the end of the seminar is planned,
including several proposals for joint conference and journal papers.

At the wrap-up session of the seminar, we invited written com-
ments from all the participants concerning how the seminar may
be improved, what should be maintained, and inviting topics for
future seminars. Comments included ‘working groups were a great
opportunity to discuss [...] common features from different perspec-
tives’, ‘Not too many talks — very good; staying in focus — very
good; atmosphere — very good’, ‘atmosphere ... is very fruitful,
encouraging’, and ‘maintain: the diversity of the experts / partici-
pants; good balance between presentations and group discussions,
like this time’.

In summary, the seminar made for a very productive and enjoya-
ble week. It has revealed a number of research problems that need
careful consideration and detailed further study. It has allowed us
to begin this work in earnest, and make some significant first steps.
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4.5 Analysis of Executables: Benefits and Challenges
Organizers: Andy M. King, Alan Mycroft, Thomas W. Reps, and Axel Simon
Seminar No. 12051

Date: 29. January | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.1.100

Creative Commons BY-NC-ND 3.0 Unported license
© Axel Simon and Andy King

Participants: Gogul Balakrishnan, Sébastien Bardin, Edward
Barrett, Sebastian Biallas, Jörg Brauer, Doina Bucur, Mihai
Christodorescu, Bjorn De Sutter, Thomas Dullien, Emmanuel
Fleury, Andrea Flexeder, Roberto Giacobazzi, Sean Heelan,
Paul Irofti, Johannes Kinder, Andy M. King, Arun Lakhotia,
Jerome Leroux, Junghee Lim, Alexey Loginov, Florian Martin,
David Melski, Bogdan Mihaila, Barton P. Miller, Martin Murfitt,
Alan Mycroft, Magnus Myreen, Michael Petter, Thomas W.
Reps, Xavier Rival, Edward Robbins, Daniel Roelker, Andrew
Ruef, Alexander Sepp, Holger Siegel, Axel Simon, Fausto
Spoto, Aditya Thakur, Christopher Vick, Aymeric Vincent,
Andrew Walenstein, Florian Zuleger

The analysis of executables is concerned with extracting infor-
mation from a binary program typically, though not exclusively,
with program analysis techniques based on abstract interpretation.
This topic has risen to prominence due to the need to audit code,
developed by third parties for which the source is unavailable. Mo-
reover, compilers are themselves a source of bugs, hence the need
to scrutinise and systematically examine executables.

Seminar topics
The theme of the analysis of executables is an umbrella term

adopted for this seminar, covers, among other things, the following
topics:

specifying the semantics of native instructions, intermediate
languages and the synthesis of transfer functions from blocks
of instructions;
abstract domains for binary analysis and how to combine them;
type synthesis;
control-flow graph (CFG) reconstruction, which is a prerequi-
site for many program analysis, and CFG matching, which is
useful for detecting piracy;
self-modifying code, characterising its semantics and detecting
malware.

Chronological overview of the
discussion

For practical reasons, all talks on Monday were held by the four
organizers, including an overview of various known tools created
by Thomas Reps and his group. His talk was followed by synthe-
sis of transfer functions (the semantics of basic blocks) using SAT
solving by Andy King, type reconstruction by Alan Mycroft and
the combination of several abstract domains by Axel Simon. These

rather varied topics gave a good introduction. Thomas Reps sug-
gested that we identify common goals through a group discussion,
which we could not complete on Monday due to the lack of time.
Instead, we scheduled mostly industrial talks on Tuesday in order
to find out about the problems that security engineers face in their
everyday work and which tools they developed themselves. With
this information, a group discussion on Tuesday afternoon quickly
raised specific issues and their priorities: analyses must be scalable,
preferably to some 12.5 billion instructions that large and vulnera-
ble applications such as Adobe Reader are comprised of. This focus
begs the question of whether we can afford a sound analysis or, as
was suggested on the last day of the talk on CFG reconstruction, if
an engineer can afford to work on a CFG in which not all indirect
jumps are resolved precisely. In general, we should be aware of what
assumptions we are making, for instance, about the correctness of
CPU hardware, and possibly focus more on tools that are sound on-
ly under certain assumptions. This would still be an improvement
since most security engineers nowadays even use unsound tools if
they are helpful. A laudable long-term goal is the verification of a
browser.

A more technical topic was the way we think about the control
flow of a program, in the sense that associating a program counter
address with a control flow graph node is inadequate in the presence
of self-modifying code. Similarly, it is not clear what constitutes
a function (due to for example, tail sharing) and how to reliably
identify a function in the presence of obfuscated or optimized code
that does not adhere to any standard ABI. It was pointed out that
functions can have hundreds of entries with a large common body,
implying that duplicating this body for each entry might create a
considerable code size increase for an analysis.

To contrast the applied side of binary analysis with a theore-
tical view on static analysis, we scheduled the more theoretic talks
on Wednesday morning. The speakers addressed how mutating mal-
ware could be classified (Roberto Giacobazzi) and how to treat me-
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mory allocated from a static array as independent heap cells (Xa-
vier Rival). These topics gave an outlook on the challenges that lie
beyond the already complicated reconstruction of the control flow
graph.

Thursday and Friday featured talks mostly from the academic
community who presented their current state-of-the-art. One par-
ticular debate arose on how the semantics of assembler instructi-
ons are best expressed. During an informal meeting on Thursday
evening we agreed that the community would benefit from a com-
mon infrastructure to decode executable code. The way in which
we should specify the semantics of native instructions was more
difficult to agree upon. Thus, we set up a mailing list to discuss a
common decoder infrastructure that should be able to accommoda-
te several platforms (say ARM and x86). The design of a decoder
should feature a domain specific language that allows for a human
readable specification of decoding instructions. This DSL should
ideally be usable to also express the semantics of instructions, even
if the various groups might want to implement their own semantic
interpretation depending on their analysis needs.

Participation
In all, 42 researchers, both senior and more junior, from 10

countries attended the meeting. This high number shows the strong
interest in this emerging field. The feedback from the participants
was also very positive.

Directions for the future
Thus, one of the tangible outcomes is that the community set

out to create a common piece of infrastructure. Beyond this, it was
agreed that another seminar about the analysis of executables in two
years time would be most welcome. We discussed what topics this
new seminar should focus on and we distilled that malware, obfus-
cation, interpreters and self-modifying code should be major topics,
as these constitute challenges that the community needs to address.
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4.6 Network Attack Detection and Defense Early Warning Systems –
Challenges and Perspectives
Organizers: Georg Carle, Hervé Debar, Falko Dressler, and Hartmut König
Seminar No. 12061

Date: 05.–10. February, 2012 | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.2.1

Creative Commons BY-NC-ND 3.0 Unported license
© Georg Carle, Hervé Debar, Falko Dressler, and Hartmut König

Participants: Nils Aschenbruck, Lothar Braun, Roland
Büschkes, Georg Carle, Hervé Debar, Sven Dietrich, Till
Dörges, Gabi Dreo Rodosek, Falko Dressler, Ulrich Flegel,
Felix C. Freiling, Elmar Gerhards-Padilla, Peter Herrmann,
Marko Jahnke, Holger Kinkelin, Hartmut König, Jan
Kohlrausch, Pavel Laskov, Corrado Leita, Michael Meier,
Simin Nadjm-Tehrani, Andreas Paul, Aiko Pras, Konrad Rieck,
René Rietz, Sebastian Schmerl, Bettina Schnor, Franka
Schuster, Robin Sommer, Radu State, Jens Tölle, Michael
Vogel, Alexander von Gernler, Stephen Wolthusen

The objective of the seminar was to discuss new challenges,
technologies, and architectures in the area of network attack detec-
tion and defense. The focus of this seminar laid in particular on
early warning systems, malware detection, and the protection of cri-
tical infrastructures, but also other recently emerging topics were
supposed to be discussed. On this account, the seminar consisted
of plenary sessions with technical talks and various breakout sessi-
ons. Beside the topics mentioned above two other topics on recently
emerging issues were added, namely cyber crime versus cyber war
and the protection of cyber-physical systems.

The seminar started off with an introductory session in which
all participants shortly introduced themselves and discussed the fo-
cus and the structure of the seminar. Thereafter the first topic Chal-
lenges on Early Warning Systems and Malware Detection was rai-
sed. Michael Meier gave a state of the art talk on the development
of early warning systems in the last years and open issues. Felix C.
Freiling and Falko Dressler reported on the results of their projects
in this field with the German Federal Office for Information Securi-
ty (BSI). Jan Kohlrausch gave an overview of the experience with
the deployment of early warning systems in practice with the DFN-
CERT. In the afternoon the first breakout sessions were held. The
topics discussed were the Future of Early Warning Systems, Cloud
Security, and Teaching IT Security.

Tuesday was devoted to the topic Protection of Critical Infra-
structures. Introductory talks of the various aspects and challenges
for protecting critical infrastructures were given by Stephen Wol-
thusen and Corrado Leita, followed by technical talks by Franka
Schuster and Andreas Paul about a project for protecting supervi-
sory control and data acquisition (SCADA) networks, by Simin Na-
djm-Tehrani on the security of smart meters, and by Georg Carle,
Lothar Braun and Holger Kinkelin on large-scale vulnerability as-
sessment. In the afternoon Jens Tölle spoke about the protection of
IP infrastructures with model-based cyber defense situational awa-
reness. After coffee break we continued with two further breakout

sessions on Information Security for Novel Devices and Fighting
against Botnets.

Wednesday morning was devoted to two special topics which
have emerged recently: Security of Cyber-Physical Systems and Cy-
ber Crime versus Cyber War. Nils Aschenbruck gave an introduc-
tory talk to the first topic reflecting the evolution from sensor net-
works to cyber-physical systems. Falko Dressler addressed in his
talk the security challenges for future nano communication. The
discussion on this topic was continued in the breakout session on
Thursday. The second topic was opened by Felix C. Freiling po-
sing various questions about the differences between malware for
the masses and exclusive malware, and how to detect them as basis
for a longer discussion in the auditorium. Gabi Dreo Rodosek then
elucidated at length the issue in her talk about cyber defense. In
the afternoon we made a nice trip to the historic city of Trier. The
pretty cold weather there gave many opportunities to continue the
discussions in warm coffee shops.

On Thursday morning we commenced with two talks by Pavel
Laskov and Konrad Rieck on Malware Detection which dealt espe-
cially with machine learning aspects. Sven Dietrich added a talk on
his SkyNET project about the use of drones to launch attacks on
wireless networks. Thereafter we continued the topic on the protec-
tion of critical infrastructures with the focus on new challenges in
deep packet inspection. Radu State began with a talk on the seman-
tic exploration of DNS domains. René Rietz continued with a talk
on the increasing threat by attacks over the web. After lunch Robin
Sommer introduced the new version of the intrusion detection sys-
tem (IDS) Bro. Alexander von Gernler reported about the current
practice of application level firewalling and virus scanning from the
perspective of a firewall manufacturer. Finally, Michael Vogel pre-
sented an approach for a dynamically adapting multi-agent intrusi-
on detection system which copes with the growing gap between the
evolution of network bandwidth and the single-thread performan-
ce of today’s CPU architectures. After the coffee break, two further
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breakout sessions on cyber-physical systems and smart energy grids
took place.

Friday morning hosted two talks by Bettina Schnor and Simin
Nadjm-Tehrani on IPv6 security and anomaly detection in mobile
networks. After that we concluded the seminar with a discussion
about the seminar outcome and possible future seminars.

Conclusion
The seminar was well-received by all participants. It gave a

good opportunity to inform about current challenges in the area of
network attack detection and defense and discuss possible counter-
measures. Especially the breakout sessions found a great acceptan-
ce. The participants further liked much the possibility to have detai-
led discussions with colleagues outside the official program. They
regret that not all invited foreign scientist accepted the invitation.
They will advertise more strongly for this seminar. All participants
agreed that proposal for another seminar should be submitted. The-
re are two concrete contributions of this seminar:
1. Current research results of eight participating groups were pu-

blished in special issue of the journal PIK 1/2012 which is espe-
cially devoted to this Dagstuhl seminar.

2. The discussion during the breakout session on cyber-physical
systems showed that there is still an unclear picture on the se-
curity challenges to these systems. This raised the idea to apply
for a Dagstuhl perspective workshop to discuss in detail the se-
curity challenges for protecting cyber-physical systems and to
define them in a manifesto as working base for further research
activities. The proposal has been submitted meanwhile.
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4.7 Software Clone Management Towards Industrial Application
Organizers: Rainer Koschke, Ira D. Baxter, Michael Conradt, and James R. Cordy
Seminar No. 12071

Date: 12.–17. February, 2012 | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.2.21

Creative Commons BY-NC-ND 3.0 Unported license
© Rainer Koschke

Participants: Hamid Abdul Basit, Ira D. Baxter, Saman
Bazrafshan, Michel Chilowicz, Michael Conradt, James R.
Cordy, Yingnong Dang, Serge Demeyer, Stephan Diehl,
Daniel M. German, Michael W. Godfrey, Nils Göde, Jan
Harder, Armijn Hemel, Elmar Jürgens, Cory J. Kapser, Jindae
Kim, Rainer Koschke, Jens Krinke, Thierry Lavoie, Angela
Lozano, Douglas Martin, Ravindra Naik, Jochen Quante,
Martin P. Robillard, Sandro Schulze, Niko Schwarz, Werner
Teppe, Rebecca Tiarks, Gunther Vogel, Andrew Walenstein,
Minhaz Zibran

Software clones are identical or similar pieces of code or de-
sign. They are often a result of copying and pasting as an act of
ad-hoc reuse by programmers. Software clone research is of high
relevance for software engineering research and practice today. Se-
veral studies have shown that there is a high degree of redundancy
in software both in industrial and open-source systems. This red-
undancy bears the risk of update anomalies and increased mainte-
nance effort.

Many techniques exist that try to detect clones. Some of them
are already available in open-source (e.g., PMD) as well as commer-
cial tools (e.g., CloneDr). There are also lines of research in clone
detection that evaluate these approaches, reason about ways to re-
move clones, assess the effect of clones on maintainability, track
their evolution, and investigate root causes of clones. Today, rese-
arch in software clones is an established field with more than 100
publications in various conferences and journals.

The purpose of this seminar was to solidify and give shape to
this research area and community. Unlike previous similar events,
this Dagstuhl seminar put a particular emphasis on industrial appli-
cation of software clone management methods and tools and aimed
at gathering concrete usage scenarios of clone management in in-
dustry, which will help to identify new industrially relevant aspects
in order to shape the future research. Research in software clones is
very close to industrial application. Among other things, we focu-
sed on issues of industrial adoption of our methods and tools.

To achieve our goals, we invited many participants from in-
dustry. We managed to reach a percentage of about 30 % industri-
al participation. Talks were given mostly by industrial participants
who shared their experiences with us and posed their problem state-
ments. Academic participants were allowed to give a talk if their
talk had a clear focus on industrial experiences, needs, problems,
and applications of software clone management and related rese-
arch fields. The focus, however, was on interaction in form of plena-
ry discussions and smaller working groups. The topics for workings

groups were gathered by clustering issues the participants wanted
to discuss at the seminar. The seminar wiki was used intensively to
record the results of the working groups. This agile format was very
much appreciated by the participants.

The following working groups were formed:
Detection/Use cases: This working group discussed issues in
detecting clones. Because there are already many clone detec-
tors, the focus of this working group was to gather use cases for
these. The particularities of a use case dictates what kinds of
features a suitable clone detector should have.
The group’s result was a list of different use cases for clone de-
tection and an enumeration of distinct features a clone detector
should have to support the respective use case. An overview of
known limitations and issues of actual clone detectors is also
provided along with some research questions oriented towards
the improvement of clone detection techniques.
Presentation: Because clone detectors typically find many clo-
nes in large systems, the user faces a huge amount of data he or
she needs to make sense of. Visualization is a means of presen-
ting large and complex data that takes advantage of a human’s
ability for visual pattern matching. This working group dealt
with presentation issues of clone information. Again, use cases
were enumerated because suitability of visualization is task de-
pendent.
The group connected the identified use cases with different exis-
ting types of software visualization suitable for these.
Interoperability: To foster collaboration among researchers it
is helpful to build interoperable tools. Then, for instance, the
result of one researcher’s clone detector could be fed into the
visualization tool of another researcher. Interoperable tools are
also needed to serve practitioners’ diverse needs.
This working group created a common model to represent clo-
ne information that addresses the needs of a wide range of use
cases in research and practice.
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Refactoring: Contrary to the abundance of available clone de-
tectors, there are relatively few tools that help in removing clo-
nes. The purpose of this working group was to consider the me-
chanics and utility of forming clone abstractions and achieving
clone refactoring.
The group identified various means of eliminating clones that
are either provided by the languages the clones are written in or
by abstraction outside of the language (e.g., code generation).
It also delved into managerial aspects of clone refactoring and
particularities of clones in software product lines.
Clone management (process): Clone management is the set of
activities to detect, track, assess, handle, and avoid clones. This
working group went into the matter of where clone manage-
ment may play a role in the development and maintenance pro-
cess.
The group discussed how clone analysis fits into the overall
software development process (requirements engineering, de-
velopment, testing, after deployment). They broached the issue
of relation of code search and clone detection and how clone
detection could be used in recommender systems.
Provenance and clones in artifacts that are not source code:
Most research in software clones focuses on source code, but
as it has been shown by several researchers, clones can also be
found in other software artifacts such as models and require-
ment specifications. This working group investigated needs to
extend our research into these fields and the particularities of
these fields with respect to clone detection. In addition to that,
this working group dealt with provenance of clones, that is, the
question where the clone comes from. Although the issues of
provenance and clones in other artifacts appear to be largely
independent, this working group worked on them jointly for or-
ganizational issues.
The group elaborated how clones could be detected and hand-
led in binaries, models, and bug reports.

For the remainder of this report, it is important to know the
following current categorization of clones:

Type-1 clone: Identical fragments only.
Type-2 clone: Lexically identical fragments except for variati-
ons in identifiers, literals, types, whitespace, layout, and com-
ments
Type-3 clone: Gapped clones, that is, clones where statements
have been added, removed, or modified.
Type-4 clone: Semantic clones, that is, clones with similar se-
mantics but different implementations in code.
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Information visualization and visual data mining leverage the
human visual system to provide insight and understanding of unor-
ganized data. Visualizing data in a way that is appropriate for the
user’s needs proves essential in a number of situations: getting in-
sights about data before a further more quantitative analysis, presen-
ting data to a user through well-chosen table, graph or other struc-
tured representations, relying on the cognitive skills of humans to
show them extended information in a compact way, etc.

Machine learning enables computers to automatically discover
complex patterns in data and, when examples of such patterns are
available, to learn automatically from the examples how to recogni-
ze occurrences of those patterns in new data. Machine learning has
proven itself quite successful in day to day tasks such as SPAM fil-
tering and optical character recognition.

Both research fields share a focus on data and information, and
it might seem at first that the main difference between the two fields
is the predominance of visual representations of the data in informa-
tion visualization compared to its relatively low presence in machi-
ne learning. However, it should be noted that visual representations
are used in a quite systematic way in machine learning, for instance
to summarize predictive performances, i.e., whether a given system
is performing well in detecting some pattern. This can be traced
back to a long tradition of statistical graphics for instance. Dimen-
sionality reduction is also a major topic in machine learning: one
aims here at describing as accurately as possible some data with a
small number of variables rather than with their original possibly
numerous variables. Principal component analysis is the simplest
and most well known example of such a method. In the extreme
case where one uses only two or three variables, dimensionality re-
duction is a form of information visualization as the new variables
can be used to directly display the original data.

The main difference between both fields is the role of the user
in the data exploration and modeling. The ultimate goal of machi-
ne learning is somehow to get rid of the user: everything should

be completely automated and done by a computer. While the user
could still play a role by, e.g., choosing the data description or the
type of algorithm to use, his/her influence should be limited to a
strict minimum. In information visualization, a quite opposite point
of view is put forward as visual representations are designed to be
leveraged by a human to extract knowledge from the data. Patterns
are discovered by the user, models are adjusted to the data under
user steering, etc.

This major difference in philosophy probably explains why ma-
chine learning and information visualization communities have re-
mained relatively disconnected. Both research fields are mature and
well structured around major conferences and journals. There is al-
so a strong tradition of Dagstuhl seminars about both topics. Yet,
despite some well known success, collaboration has been scarce
among researchers coming from the two fields. Some success sto-
ries are the use of state-of-the-art results from one field in the other.
For instance, Kohonen’s Self Organizing Map, a well known dimen-
sionality reduction technique, has been successful partly because of
its visualization capabilities which were inspired by information vi-
sualization results. In the opposite direction, information visualiza-
tion techniques often use classical methods from machine learning,
for instance, clustering or multidimensional scaling.

The seminar was organized in this context with the specific goal
of bringing together researchers from both communities in order to
tighten the loose links between them. To limit the risk of misun-
derstandings induced by the different backgrounds of researchers
from the two communities, the seminar started with introductory
talks about both domains. It was then mainly organized as a series
of thematic talks with a significant portion of the time dedicated to
questions and discussions. After the first two days of meeting, un-
derstanding between both communities reached a sufficient level to
organize, in addition to the plenary talks, working group focusing
on specific issues.

Several research topics emerged from the initial discussions and
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lead to the creation of the working groups. The subject that raised
probably the largest number of questions and discussions is Eva-
luation. It is not very surprising as differences between the com-
munities about evaluation (or quality assessment) might be consi-
dered as the concrete technical manifestation of cultural and phi-
losophical differences between them. Indeed, in machine learning,
automatic methods are mostly designed according to the following
general principle: Given a quality measure for a possible solution
of the problem under study, one devises an algorithm that searches
the solution space efficiently for the optimal solution with respect
to this measure. For instance, in SPAM filtering a possible quality
measure is the classification accuracy of the filter: it has to sort un-
solicited bulk messages correctly into the SPAM class and all other
emails in the HAM class. In a simple setting, the best filter could
be considered as the one with the smallest number of errors. Ho-
wever, counting only the number of errors is usually too naive, and
better quality measures have to be used, such as the area under the
ROC curve: the Receiver Operating Characteristic curve shows the
dependency between the true positive rate (the percentage of unsoli-
cited bulk messages classified as SPAM) and the false positive rate
(the percentage of correct emails classified as SPAM).

In information visualization, evaluation cannot rely only on ma-
thematical quality measures as the user is always part of the story. A
successful visualization is a solution, with which the user is able to
perform better, in a general sense, compared to existing solutions.
As in machine learning, a method is therefore evaluated according
to some goal and with some quality metric, but the evaluation pro-
cess and the quality metrics have to take the user into account. For
instance, one display can be used to help the user assess the corre-
lation between variables. Then, a quality metric might be the time
needed to find a pair of highly correlated variables, or the time nee-
ded to decide that there is no such pair. Another metric might be
the percentage of accurate decisions about the correlation of some
pairs of variables. In general, a visualization system can be evalua-
ted with respect to numerous tasks and according to various metrics.
This should be done in a controlled environment and with different
users, to limit the influence of interpersonal variations.

Among the discussions between members of the two commu-
nities about evaluation, questions were raised about the so-called
unsupervised problems in machine learning. These problems, such
as clustering or dimensionality reduction, are ill-posed in a machine
learning sense: there is no unquestionable quality metric associated
to e.g. clustering but rather a large number of such metrics. Some
of those metrics lead to very difficult optimization problems (from
a computational point of view) that are addressed via approximate
heuristic solutions. In the end, machine learning has produced do-
zens of clustering methods and dimensionality reduction methods,
and evaluations with respect to user needs remain an open problem.
An important outcome of the seminar was to reposition this pro-
blem in the global picture of collaboration between information vi-
sualization and machine learning. For instance, if many quality mea-
sures are possible, one way to compare them would be to measure
their link to user performances in different tasks. If several methods
seem to perform equally well in a machine learning sense, then the
user feedback could help to identify the “best” method. It was al-
so noted that many methods that are studied in machine learning
and linked to information visualization, in particular dimensionali-
ty reduction and embedding techniques, would benefit from more
interaction between the communities. At minimum, state-of-the-art
methods from machine learning should be known by information vi-
sualization researchers and state-of-the-art visualization techniques
should be deployed by machine learning researchers.

Another topic discussed thoroughly at the seminar was the vi-
sualization of specific types of objects. Relational data were discus-
sed, for instance, as a general model for heterogeneous complex da-

ta as stored in a relational database. Graph visualization techniques
provide a possible starting point, but it is clear that for large data-
bases, summarization is needed, which brought back the discussion
of the ill defined clustering problem mentioned above. Among com-
plex objects, models obtained by a machine learning algorithms we-
re also considered, in particular as good candidates for interactive
visualizations. Decision trees give a good example of such objects:
Given a proper visualization of the current tree, of some possible
simplified or more complex versions and of the effect of the tree(s)
on some dataset, an expert user can adapt the tree to his/her specific
goals that are not directly expressible in a quality criterion. The ex-
treme case of visualizing the dynamic evolution of a self learning
process was discussed as a prototype of complex objects represen-
tation: The system is evolving through time, it learns decision rules,
and it evolves using complex (and evolving) decision tables.

Finally, it became clear that a large effort is still needed at the
algorithmic and software levels. First, fast machine learning techni-
ques are needed that can be embedded in interactive visualization
systems. Second, there is the need for a standard software environ-
ment that can be used in both communities. The unavailability of
such a system hurts research to some extent as some active system
environments in one field do not include even basic facilities from
the other. One typical example is the R statistical environment with
which a large part of machine learning research is conducted and
whose interactive visualization capabilities are limited, in particular
in comparison to the state-of-the-art static visualization possibili-
ties. One possible solution foreseen at the seminar was the develop-
ment of some dynamic data sharing standard that can be implemen-
ted in several software environments, allowing fast communication
between those environments and facilitating software reuse.

Judging by the liveliness of the discussions and the number of
joint research projects proposed at the end of the seminar, this mee-
ting between the machine learning and the information visualizati-
on communities was more than needed. The flexible format of the
Dagstuhl seminars is perfectly adapted to this type of meeting and
the only frustration perceivable at the end of the week was that it
had indeed reached its end. It was clear that researchers from the
two communities were starting to understand each other and were
eager to share more thoughts and actually start working on joint
projects. This calls for further seminars ...
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The term “provenance” refers to information about the origin,
context, derivation, ownership or history of some artifact. In both
art and science, provenance information is crucial for establishing
the value of a real-world artifact, guaranteeing for example that the
artifact is an original work produced by an important artist, or that
a stated scientific conclusion is reproducible. Even in everyday si-
tuations, we unconsciously use provenance to judge the quality of
an artifact or process. For example, we often decide what food to
buy based on freshness, origin and “organic” labels; and we decide
whether or not to believe an online news article based on its source,
author, and timeliness.

Maintaining good records of provenance that are sufficient to
convince skeptics of the value of an artifact is difficult. It requires
reflection or monitoring actions as they are performed. Every step
in the chain of ownership of an important work of art needs to be
recorded in a secure way, for example, in order to defend against
forgery and deter attempts to sell stolen artwork.

Since it is much easier to copy or alter digital information than
to alter real-world artifacts, there are even more opportunities for
misinformation, forgery and error in the digital world than there are
in the traditional physical world. For this reason, the need for pro-
venance is now widely appreciated. Simple and unreliable forms
of automatic provenance tracking, such as version numbering, ow-
nership, creation and modification timestamps in file systems, have
long been supported as a basic services on which more sophistica-
ted tools can rely. In today’s increasingly networked and decentra-
lized world, however, we anticipate the need for richer provenance
recording and management capabilities to be built into a wide va-
riety of systems.

For example, “grid” or “cloud” computing infrastructures are
frequently used for scientific computing, as part of a widespread
trend towards “eScience”, “cyberinfrastructure” or more recently
the data-intensive “fourth paradigm” of science popularized by Jim
Gray and others. These systems are complex and opaque. The cor-

rectness and repeatability of scientific conclusions (about, for ex-
ample, climate change) is increasingly being questioned because of
the lack of transparency of the complex computer systems used to
derive the results. Provenance technology can help to restore trans-
parency and increase the robustness of eScience, countering incre-
asing skepticism of scientific results as evidenced by the so-called
“Climategate” controversy in 2009.

This problem is already widely appreciated in scientific settings
but is increasingly recognized as a problem in business, industrial
and Web settings. Until recently, work on provenance has mostly
taken place in relatively isolated parts of existing research commu-
nities, such as databases, scientific workflow-based distributed com-
puting, or file systems, or the Semantic Web. However, we believe
that to make real progress it will be necessary to form a broader
research community focusing on provenance.

In this respect, the aims of Dagstuhl Seminar 12091 were to:
bring together researchers from databases, security, scientific
workflows, software engineering, programming languages, and
other areas to identify the commonalities and differences of pro-
venance in these areas;
improve the mutual understanding of these communities;
identify main areas for further foundational provenance rese-
arch.

The seminar hosted 41 participants in total from the above com-
munities, and included representatives from the W3C Provenance
Working group that is in the process of standardizing a common da-
ta model for representing and exchanging provenance information.

To improve the mutual understanding of the various communi-
ties, the first day of the seminar was devoted to tutorial talks from
well-respected members of each community.

The rest of the seminar consisted of presentations of recent on-
going provenance research in the various communities, as well as
break-out sessions aimed at deepening discussions and identifying
open problems.
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The aim of classic social choice theory is to explain how groups
of agents can come to a joint decision that reflects the heterogeneous
preferences of individual agents. This covers a wide range of sce-
narios, such as, for example, voting, fair division and ranking. As
such, social choice theory enhances our understanding of human
societies and can be used as a theoretical foundation for the design
of multiagent systems.

In recent years, the study of computational aspects of social
choice received a lot of attention from AI and theoretical computer
science communities. This interest was motivated by existing and
potential applications of social choice ideas in AI settings, which,
in turn, highlighted the importance of understanding which of the
recommendations of social choice theory are computationally fea-
sible.

The value of algorithmic analysis in the context of social choice
stems from the fact that, to be practically applicable, a decision-ma-
king rule needs to be efficiently implementable. Indeed, the analy-
sis of computational complexity of well-known voting rules, both
in the general case, and in interesting special cases (such as, e.g.,
single-peaked preferences) is one of the most actively studied topics
in computational social choice, with a number of impressive results
obtained so far.

However, computational tractability is not the only criterion for
selecting a social choice procedure: an equally desirable feature is
incentive compatibility, i.e., resilience to dishonest behavior by self-
interested participants, who may want to manipulate the outcome of
the procedure in their favor. There is an exciting interplay between
incentive compatibility and computational tractability: in many set-
tings of interest, computing one’s optimal strategy requires solving
a hard optimization problem, while acting honestly is computatio-
nally easy. Thus, one may view computational complexity as a bar-
rier against strategic behavior, and try to design or identify social
choice procedures that make strategizing difficult. This research di-

rection was initiated more than 20 years ago and remains a major
research focus of the computational social choice community.

Alternatively, one can deal with manipulative agents in the con-
text of social choice by embracing the strategic behavior rather than
trying to prevent it. This can be done either by investigating the out-
comes of standard social choice procedures under the assumption
that all agents act strategically, or, more ambitiously, by designing
social choice procedures that result in desirable outcomes even if
agents are not truthful; these two approaches are associated, respec-
tively, with game theory and mechanism design. Both game-theore-
tic and mechanism design approaches are widely used by the classic
social choice community; however, their computational aspects ha-
ve received relatively little attention so far.

In contrast, algorithmic aspects of strategic behavior in other
settings, such as, e.g., matrix games or auctions, have been studied
extensively in the last few years. Indeed, computational game theory
and algorithmic mechanism design are among the fastest-growing
subfields of both AI and theoretical computer science. Thus, in or-
ganizing this seminar, we aimed to bring together the researchers in
the areas of computational and classic social choice and those in the
area of algorithmic game theory. Our goal was to foster a discussion
of computational aspects of various forms of strategic behavior in
social choice contexts.

Outcomes
The seminar took place on March 4–9, 2012. It was inter-

disciplinary in nature: among the participants, there were compu-
ter scientists, mathematicians, social choice theorists and political
scientists. There were 32 regular talks, as well as an after-dinner
talk by Virginia Vassilevska-Williams, who spoke about her ground-
breaking work on algorithms for matrix multiplication. The seminar
talks covered a broad range of topics, such as, e.g., the complexity
of dishonest behavior in voting, judgement aggregation, coalitional
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game theory, and fair division. The program also featured a rump
session consisting of short (5–8 minute) talks; these included an-
nouncements about events that were likely to be of interest to the
seminar participants, short research talks, and presentations of open
problems. The participants also used the seminar as an opportuni-
ty to continue ongoing research projects or start new ones. We are
aware of two research papers that are largely based on discussions
that happened during this Dagstuhl seminar; both of them have be-
en recently submitted to the 4th International Workshop on Compu-
tational Social Choice. Moreover, several speakers who presented
work in progress received useful feedback from other seminar parti-
cipants, and, as a result, were able to improve or extend their papers
significantly. To summarize, the participants of the seminar benefit-
ted from it in a variety of ways: by being exposed to new research
results and directions, by getting fresh perspectives on their work,
by learning about open problems and initiating new collaborations,
and by having an opportunity to work with their co-authors from all
over the world on ongoing research projects.
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The multi-disciplinary workshop on Normative Multi Agents
attracted leading international scholars from different research
fields (e.g., theoretical computer science, programming languages,
cognitive sciences and social sciences).

The workshop was organised as follows: the organisers identi-
fied several relevant areas of research covering a wide and compre-
hensive spectrum of topics in the filed of Normative Agents. For
each area, a prominent researcher was appointed as chair for the
area. In the months preceding the workshop the chairs collected
material from the participants. During the first day they presented
an overview of the areas they were in charge with special emphasis
on some open questions and direction for future research.

The participants were divided in groups corresponding to the
areas (due to some last minute cancellations some topics were un-
der-represented and the scholars in those areas joined groups for
closely related topics). Each group was allocated a morning ses-
sion during which each member of the group had five minutes to
provide an overview of their personal contribution to Normative
Multi-Agents (plus some time for QA).

The format was well received by the participants and conducive
to discussion. It gave them the opportunity to give very focused pre-
sentations while keeping the audience attention. The afternoon ses-
sions, other the contrary, were dedicated to group work and group
discussions. The aim of these sessions was to build consensus mate-
rial of the specific topics and to identify fundamental research direc-
tions. The material is expected to be refined and to be articulated in
chapters intended as a first step for the development for a road-map
for this emerging area of computer-science with close interactions
with other disciplines.

Results
During the seminar, participants split in seven working groups,

centered around seven discussion themes. In the following paragra-

phs there is a summary of the discussion held by each working
group.

Normative MAS: An Introduction. This working group
first focused on three definitions and some related requirements for
normative MAS. For each of such definitions, some guidelines for
developing normative MAS have been proposed. Second, it has be-
en discussed how to relate the concept of normative MAS to diffe-
rent conceptions of norms and how norms can be used within the
systems. Finally, some specific issues that open research questions
or that exhibit interesting overlaps with other disciplines have been
identified.

Normative Consequence. This working group first pro-
vided a definition what deontic logic and normative reasoning is.
Second, it discussed why normative reasoning is relevant for norma-
tive multi-agent systems and pointed out the advantages of formal
methods in multi-agent systems. Finally, it focused on the specifi-
city of normative reasoning in comparison to other kinds of reaso-
ning.

Computational NorMAS. This working group considered
normative systems from the computational perspective, proposing
the following themes as challenging for the domain: 1) trade-offs in
expressive power of the languages for representing deontic notions
(such as norms, conflicts of norms, violations of norms, etc.); 2)
complexity of algorithms required for a) implementing tools capa-
ble of analysing and verifying norms, b) implementing normative
system platforms capable of monitoring norm violations and finally
c) implementing agents capable of deliberating about norms.

Regulated MAS: Social Perspective. This working
group addressed the problem of building normative multi-agent
systems. It developed a static conceptual model through which a
normative multi-agent system may be specified along with a dyna-
mic conceptual model through which the operation of a normative
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system can be captured. A demonstration of how the proposed ap-
proach may be applied in prototypical applications of normative
systems has been proposed.

Norm Compliance in MAS. This working group aimed to
understand how norms regulate agent conduct and how norms im-
pact on agent reasoning and behavior. Agents must be endowed with
abilities to be able to reason about, process and otherwise manage
norms in some appropriate fashion. In short, it demands that agent
architectures are considered in terms of their ability to address these
concerns, and that suitable architectures are developed.

(Social) Norm Dynamics. The working group aimed to
identify the main steps in the dynamics of norms - i.e., generation,
spreading, stabilization and evolution - as well as some of the rele-
vant factors or determinants of such a process. The need for a deep
understanding of these dynamics is becoming a compelling task for
the NorMAS community due to the growing interest in open, evol-
ving and flexible norm regulated and socio-technical systems. The
working group pointed out that for a well-founded and innovative
study of norms, it is necessary on the one hand to look at the cogniti-
ve mechanisms underlying the dynamics of norms and on the other
hand to consider the role played by trust and cultural dimensions.

Norms and Simulation. This working group focused on
the application of agent-based modeling and simulation to the is-
sue of norm emergence, modification, and change. For the NorMAS
community, agent-based simulations offer a platform to evaluate the
behaviour of different models of norms and normative processes in
a dynamic environment. Vice versa, the NorMAS community can
supply (social) agent-based simulation studies with formal models
of social concepts and mechanisms, especially those related to nor-
mative concepts, such as norms, roles, values, morals and conven-
tions, and their transmission within a society.

The findings of the working groups were reported and discus-
sed during the morning plenary sessions, and led to lively debate.
During the seminar, each working group drafted a document presen-
ting the main outputs achieved. Further work within the groups (by
email correspondence) followed the end of the seminar, allowing
finalizing the documents.

After a review process, the contributions of the working groups
will be collected in a volume of the novel Dagstuhl Follow-up Se-
ries titled A Prospective view of Normative–Multi Agent Systems,
aimed to become a standard reference in the field and to provide
guidelines for future research in normative multi-agent systems.

In addition, The Journal of Logic and Computation and Artifici-
al Intelligence and Law have agreed to publish special issues based
on expanded and revised versions of the material presented at the
seminar.
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4.12 Applications of Combinatorial Topology to Computer Science
Organizers: Lisbeth Fajstrup, Dmitry Feichtner-Kozlov, and Maurice Herlihy
Seminar No. 12121

Date: 18.–23. March, 2012 | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.3.50

Creative Commons BY-NC-ND 3.0 Unported license
© Lisbeth Fajstrup, Dmitry Feichtner-Kozlov, and Maurice Herlihy

Participants: Henry Adams, Sergio Cabello, Armando
Castaneda, Bernadette Charron-Bost, Frederic Chazal,
Frederick R. Cohen, Armindo Emanuel Costa, Carole
Delporte, Jean-Marie Droz, Herbert Edelsbrunner, Ulrich
Fahrenberg, Lisbeth Fajstrup, Michael Farber, Hugues
Fauconnier, Eva-Maria Feichtner, Dmitry Feichtner-Kozlov,
Pierre Fraigniaud, Patrizio Frosini, Eric Goubault, Tobias
Heindel, Maurice Herlihy, Anil N. Hirani, Marc Jeanmougin,
Mateusz Juda, Matthew Kahle, Petr Kuznetsov, Claudia
Landi, Frank H. Lutz, Facundo Memoli, Roy Meshulam,
Alessia Milani, Samuel Mimram, Dmitriy Morozov, Thomas
Nowak, Ami Paz, Sergio Rajsbaum, Martin Raussen,
Srivatsan Ravi, Matthieu Roy, Primoz Skraba, Christine
Tasson, Corentin Travers, Mikael Vejdemo-Johansson, Peter
Widmayer, Krzysztof Ziemianski

In recent years, concepts and techniques adapted from combina-
torial and algebraic topology have led to a variety of promising new
results in several areas of Computer Science, including distributed
computing, sensor networks, semantics of concurrency, robotics,
and vision.

The recent Dagstuhl seminar Applications of Combinatorial To-
pology to Computer Science (12121), brought together researchers
in these fields, both to share ideas and experiences, and to establish
the basis for a common research community. Because of differences
in terminology and academic culture, it is often difficult for rese-
archers in one area to become aware of work in other areas that
may rely on similar mathematical techniques, sometimes resulting
in duplication of effort. This Dagstuhl seminar provided a valuable
opportunity to bring together researchers in both computer science
and mathematics who share a common interest in emerging appli-
cations of combinatorial topology.
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4.13 Open Models as a Foundation of Future Enterprise Systems
Organizers: Robert B. France, Ulrich Frank, Andreas Oberweis, Matti Rossi, and Stefan Strecker
Seminar No. 12131

Date: 25.–30. March, 2012 | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.3.67

Creative Commons BY-NC-ND 3.0 Unported license
© Ulrich Frank, Andreas Oberweis, Matti Rossi, Robert B. France, and Stefan Strecker

Participants: Jörg Becker, Tony Clark, Patrick Delfmann,
Jörg Desel, Gregor Engels, Werner Esswein, Hans-Georg Fill,
Robert B. France, Ulrich Frank, Andreas Hess, Dimitris
Karagiannis, Mogens Kühn-Pedersen, Marc Lankhorst, Sina
Lehrmann, Peter Loos, Florian Matthes, Andreas Oberweis,
Erik Proper, Mirja Pulkkinen, Wolfgang Reisig, Dirk Riehle,
Matti Rossi, Stefan Strecker, Bernhard Thalheim, Michael zur
Muehlen

To effectively support business operations and managerial de-
cision-making, future enterprise systems require an elaborate con-
ceptual foundation that promotes a tight mutual alignment of infor-
mation systems and the business. Enterprise models provide such
a foundation. They integrate conceptual models of an information
system (e. g. an object model) with models of the surrounding acti-
on system (e. g. business process models or strategy models). The-
reby, they relax the notorious cultural chasm between business and
IT experts and provide a versatile instrument for the conjoint deve-
lopment of large-scale, mission-critical enterprise systems and for
analyzing and (re-) designing the corporation.

However, the development of comprehensive enterprise models
requires efforts, expertise, and resources beyond the capabilities of
even large corporations. Therefore, the development and dissemi-
nation of reference enterprise models that can be adapted to a wi-
de range of companies is a pivotal success factor. Enterprise mo-
dels are usually specified by domain-specific modelling languages
(DSML). The development and evaluation of reference enterprise
models and corresponding DSML is an attractive scientific challen-
ge. It corresponds to the development of theories: Reference mo-
dels and DSML are linguistic constructions (on different levels of
abstraction) that come with the claim for general validity or suita-
bility respectively–not just for one particular occurrence but for an
entire class of organizations.

They integrate and consolidate contributions from several
scientific disciplines such as Computer Science, Information Sys-
tems, and Management Science. Both, reference models and DSML
provide a reification of an attractive vision: Higher quality of soft-
ware systems at lower cost. It is the complexity of modern organiza-
tions and the diversity of involved perspectives that renders the deve-
lopment of reference enterprise models and corresponding DSML a
particular research challenge. Inspired by the remarkable results of
the free/open source movement, recent work on reference enterprise
models has resulted in the notion of open reference enterprise mo-

dels (open models for short). Research into open models does not
only address the feasibility issue. Furthermore, it introduces a new
model of collaboration among researchers, developers, and prospec-
tive users of reference enterprise models–leading to the prospect of
shaping future enterprise systems. Recent initiatives on joint, col-
laborative modeling of open licensed conceptual models, thus, pro-
vide a new, innovative model for research on reference enterprise
models that served as the starting point to this Dagstuhl seminar. It
links to research on collaborative modeling, modeling tool develop-
ment, model management, models@run.time, enterprise systems,
and model-driven engineering.

This Dagstuhl seminar was aimed at bringing together a multi-
disciplinary group of academic and industry researchers from the
disciplines of Wirtschaftsinformatik, Computer Science, Informati-
on Systems, and Software Engineering, specifically those working
in Requirements Analysis, Conceptual Modelling, and Enterprise
Modelling to foster our understanding of how to develop, evalua-
te, disseminate, and promote the use of open reference enterprise
models. The primary emphasis of the seminar was to determine the
present state-of-the-art in this multi-disciplinary research field, and
to establish a research agenda for future work towards solving theo-
retical and practical challenges related to the development of open
reference enterprise models. The following overview describes mo-
re particular questions/objectives and related achievements:

1. What are key characteristics of future ES? The analysis of
this question started with assumptions about relevant changes
to be expected for the use of future ES. On the one hand, it was
commonly expected that in many industries there will be a gro-
wing need for adapting the ES quickly to changing demands,
e. g. to benefit from sudden opportunities or to build effective
protection against threats. On the other hand, it was assumed
that a growing number of managers will have received profes-
sional training in sophisticated uses of information systems. As
a consequence, it was concluded that future ES should not only
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be based on an elaborate conceptual foundation but should also
make this foundation, e. g. an enterprise model, accessible to
prospective users—on various levels of abstraction and detail.
This would not only empower users to perform more advanced
analyses, but also to modify the ES to a certain extent by app-
lying changes to certain parts of the underlying conceptual mo-
del. From a software engineering perspective such a conception
of future ES creates the challenge to allow for using models at
run time—and to synchronize models and code. It was conclu-
ded that programming languages which allow for an arbitrary
number of abstraction layers provide a promising approach to
address this challenge.

2. What is a promising strategy for the development of a com-
mon modeling platform? A platform for enterprise modeling
needs to integrate an extensible set of DSML editors. Also, it
should support the specification of DSML and the development
of corresponding model editors. Furthermore, it should enable
model analysis and support the use of models at run time. The
participants agreed that there is no environment available that
would satisfy all these demands. At the same time, developing
such an environment would require a substantial amount of re-
sources and would take years. During that time, the intended
modeling activities would be compromised, since they lacked
the required tool platform. Therefore, it was concluded that on-
ly an evolutionary approach to developing a common modeling
platform is a realistic option. It should start with existing mo-
deling tools that are gradually extended or replaced with more
advanced systems.

3. What are key features to be offered by a repository to inte-
grate contributions from a wide range of participants? Sin-
ce a common modeling environment cannot be expected at the
beginning of an open model initiative, there is need to integrate
contributions (models, meta models etc.) from various sources.
That puts emphasis on a versatile repository that allows hand-
ling a wide range of representations on a level of semantics that
enables model integration and various forms of retrieval and
analysis. A working group focused on a corresponding archi-
tecture and presented an elaborate proposal.

4. What are appropriate guidelines to establishing and sustai-
ning initiatives and corresponding processes of collaborati-
ve modeling of open models? Apart from incentives, discussi-
ons centered on organisational issues involving considerations
of the economics of open models and success factors related
to community aspects, procedural aspects, stakeholder aspects
and infrastructure aspects. A life-cycle and a maturity model
were proposed together with an initial process model aimed at
guiding the steps to establish and sustain open model initiati-
ves. The concluding plenary discussions corroborated the need
for a guided and concerted division of labor.

A joint publication by the organizers is currently in preparation
to reflect the seminar’s key results. It is to appear in 2013.
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4.14 Touching the 3rd Dimension
Organizers: Daniel Keefe, Antonio Krüger, Frank Steinicke, and Jean-Baptiste de la Rivière
Seminar No. 12151

Date: 09.–12. April, 2011 | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.4.1

Creative Commons BY-NC-ND 3.0 Unported license
© Daniel Keefe, Antonio Krüger, Frank Steinicke, and Jean-Baptiste de la Rivière

Participants: Elisabeth André, Gerd Bruder, Andreas Butz,
Sheelagh Carpendale, Raimund Dachselt, Florian Daiber,
Jean-Baptiste de la Rivière, Tanja Döring, Steven K. Feiner,
Mark Hancock, Petra Isenberg, Tobias Isenberg, Joaquim A.
Jorge, Daniel Keefe, Sebastian Knödel, Sven Kratz, Antonio
Krüger, Alexander Kulik, Marc Erich Latoschik, Karljohan
Lundin Palmerius, Sina Mostafawy, Patrick L. Olivier, Antti
Oulasvirta, Bernhard Preim, Bruno Rodrigues De Araujo,
Johannes Schöning, David Selosse, Anthony Steed, Frank
Steinicke, Sophie Stellmach, Wolfgang Stuerzlinger, Dimitar
Valkov

Touching the 3rd Dimension
In recent years interactive visualization of 3D data has become

important and widespread due to the requirements of several appli-
cation areas. However, current user interfaces often lack adequate
support for 3D interactions: 2D desktop systems are often limited in
cases where natural interaction with 3D content is required, and 3D
user interfaces consisting of stereoscopic projections and tracked
input devices are rarely adopted by ordinary users.

Touch interaction has received considerable attention for 2D in-
terfaces, and more recently for 3D interfaces. Many touch devices
now support multiple degrees of freedom input by capturing mul-
tiple 2D contact positions on the surface as well as varying levels
of pressure and even depth. There is great potential for multi-touch
interfaces to provide the traditionally difficult to achieve combina-
tion of natural 3D interaction without any instrumentation. When
combined with a stereoscopic display as well as depth cameras, mul-
ti-touch technology have the potential to form the basis for a next
generation of 3D user interfaces.

Our Dagstuhl seminar Touching the 3rd Dimension focussed on
bringing together researchers from a diverse set of fields of Compu-
ter Science to discuss the next generation of user interfaces based on
multi-touch technology as well as 3D visualization. It is envisaged
that such user interfaces will be fundamentally different to the cur-
rent multi-touch systems that are being deployed in mobile devices,
desktop environments as well as entertainment systems. First, fu-
ture stereoscopic displays will work without the need for users to we-
ar cumbersome 3D stereo glasses. In this context autostereoscopic
displays have already been deployed for personal working spaces
as well as entertainment systems, but are still rarely used due to
technical limitations such as low resolution and lacking multi-view-
point support. Second, future multi-touch technology will not be
limited by planar screens, but touch surfaces may be of arbitrary
shapes. Furthermore, touch interactions in space will be possible,

while still providing the user haptic feedback, for example, by the
usage of air pressure devices.

Multi-touch Interaction
Tangible user interfaces (TUIs) augment digital information

and computation by physical form and thus help to activate the so-
phisticated skills, which people have developed for sensing and ma-
nipulating their physical environments, for the exploration of vir-
tual worlds. In this context multi-touch technology is one of the
most interesting current developments in human-computer interacti-
on which allows users to interact via a touch screen without the need
of conventional input devices (e. g., mouse, keyboard). In contrast
to standard touch screens that recognize only a single touch point,
multi-touch screens recognize multiple simultaneous touch points.
Recently presented user interfaces such as Apple’s iPhone or iPad,
Microsoft’s Surface or Kinect, or Jeff Han’s work on multi-touch
sensing based on frustrated total internal reflection (FTIR) prove
the relevance of the emerging field of multi-touch enabled surfa-
ces. Currently, most of people’s sensing and manipulation skills are
not used when interacting with digital worlds. Multi-touch builds
upon those skills and situates the physically-embodied digital infor-
mation on the multi-touch enabled screen, thus helping the user to
interact in a natural way while supporting tactile feedback.

Several research groups have analyzed how humans interact
with multi-touch surfaces, and new interaction techniques, in par-
ticular for 2D interactions (e. g., panning, rotating, zooming) have
been proposed. Although some researchers have implicitly addres-
sed the interaction with 3D data, 3D interaction, in particular with
stereoscopic displayed data, has not been examined in depth until
now.
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3D Visualization
Most 3D user interfaces are applied only in highly specific app-

lication scenarios within some virtual reality (VR) laboratories. To
some extent this is certainly due to the fact that interaction of hu-
mans with synthetic 3D environments still suffers from many draw-
backs, and numerous problems have not finally been resolved. De-
vices with three or more degrees of freedom may provide a more
direct interface to 3D manipulations than their 2D counterparts, but
using multiple DoFs simultaneously still involves challenges. Sin-
ce most often 2D interactions are performed best with the WIMP
metaphor and 2D devices supporting only two DoFs (e. g., mou-
se and keyboard), 3D user interfaces are usually inappropriate to
accomplish tasks requiring exclusively or mainly two-dimensional
control. However, two-dimensional desktop systems are often limi-
ted in cases where natural interfaces are desired, which enable users
to interact like in the real world. In such cases, VR systems using
stereoscopic projections of three-dimensional synthetic worlds and
tracking technologies support a better exploration of complex data
sets. When stereoscopic display is used, each eye of the user percei-
ves a different perspective of the same scene. With using stereos-
copic displays, objects can be displayed with different stereoscopic
parallax paradigms, i. e., negative, zero, and positive parallax, re-
sulting in different stereoscopic effects. Objects with identical and
congruent projections in both half-images have zero parallax and
will appear to be at the same depth as the screen, objects with ne-
gative parallax appear in front and objects with positive parallax
behind the projection screen.

However, although binocular disparity provides important
depth cues, interaction with stereoscopically displayed objects is
still a challenging task, in particular when the interaction is restric-
ted to a 2D touch surface. Objects having zero parallax are displayed
monoscopically and therefore are ideally suited for multi-touch in-
teraction. Objects with positive or negative parallax appear behind
respectively in front the touch screen and therefore cannot be acces-
sed directly; since interaction is restricted to the screen plane either
the screen limits the reach of the user or the hands may interfere
with the stereoscopic effect.

However, several research groups have begun to explore the po-
tential, limitations, and challenges of this and other 3D touch envi-
ronments, and first commercial systems are already available. The
goal of this seminar is to address the research and industrial challen-
ges involved in exploring the space where the flat digital world of
surface computing meets the physical, spatially complex, 3D space
in which we live. The seminar provided a common forum to foster
discussion among scientists, designers, manufactures and other par-
ticipants working in several areas of HCI addressing the associated
research questions, such as design and manufacturing of stereosco-
pic touch surfaces, 3D interaction techniques, evaluation methodo-
logies, social impact, collaborative scenarios, and emerging appli-
cation areas, to share their visions of the future and recent results
in the area of improving 3D interaction and visualization by taking
advantage of the strengths of advanced multi-touch computing.
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4.15 Software Synthesis
Organizers: Rastislav Bodik, Sumit Gulwani, and Eran Yahav
Seminar No. 12152

Date: 09.– 13.04, 2012 | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.4.21
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© Rastislav Bodik, Sumit Gulwani, and Eran Yahav

Participants: Rajeev Alur, Don Batory, Rastislav Bodik,
Krzysztof Czarnecki, Jyotirmoy Deshmukh, Laurent Doyen,
Bernd Finkbeiner, Pierre Flener, Franz Franchetti, Sumit
Gulwani, Amey Karkare, Hadas Kress-Gazit, Rupak
Majumdar, Oded Maler, Mark Marron, Vu Minh Le, Alon
Mishne, Jean-Noël Monette, Georg Ofenbeck, Doron A.
Peled, Ruzica Piskac, Nir Piterman, Corneliu Popeea,
Subhajit Roy, Roopsha Samanta, Sven Schewe, Sanjit A.
Seshia, Armando Solar-Lezama, Saurabh Srivastava, Philippe
Suter, Nathalie Sznajder, Emina Torlak, Stavros Tripakis,
Martin T. Vechev, Christian von Essen, Eran Yahav, Jean Yang

Software verification and synthesis are founded on similar prin-
ciples, yet verification has become industrial reality while successes
of synthesis remain confined to a handful of domains. Still, recent
years witnessed increased interest in software synthesis—a trend
spurred by growing software complexity and simultaneously enab-
led by advances in verification, decision procedures, and machine
learning. The goal of the seminar is to help the revival of software
synthesis through intellectual exchange among experts in deducti-
ve synthesis, controller synthesis and the diverse spectrum of new
synthesis efforts in inductive synthesis, auto-tuning, programming
by demonstration and partial programming.

This is an opportune moment for software synthesis. First, mul-
ti-core processors are likely to make software development harder,
motivating automatic construction of synchronization and commu-
nication code. Second, software verification and checking reached
industrial maturity through judicious use of linguistic support, deci-
sion procedures, and dynamic analyses, inspiring solutions to open
synthesis problems. Third, by incorporating verification into syn-
thesis, we may be able to synthesize programs that are easier to ve-
rify than handwritten programs. Fourth, parallel computers enable
search powerful enough for synthesis of well-tuned programs, as
demonstrated by auto-tuners and super-optimizers. Finally, recent
systems built on programming by demonstration make us hope that
specification will be easier to write.

The seminar organizers hope to achieve the following goals:
Offer brief tutorials on techniques developed by communities
participating in the seminar.
Develop a set of challenge problems for practical synthesis, a
collection of practical problems solvable by (semi-)automatic
synthesis in five years.
Deepen the understanding of the relationships between the va-
rious approaches to synthesis. In particular, to what extent are
the techniques developed by the respective communities inde-

pendent from their driving applications? Understand strengths
of the alternative approaches.
Understand relationships and applicability of verification tech-
nology to software synthesis.
Outline a syllabus for a graduate course in software synthesis.
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4
4.16 Abstractions for scalable multi-core computing

Organizers: Faith Ellen, Christof Fetzer, Tim Harris, and Nir Shavit
Seminar No. 12161

Date: 15.–20. April, 2012 | Dagstuhl Seminar

Participants: Yehuda Afek, Dan Alistarh, Hagit Attiya, David
F. Bacon, Annette Bieniusa, Irina Calciu, Brian Demsky, Dave
Dice, Sandhya Dwarkadas, Faith Ellen, Pascal Felber,
Christof Fetzer, Tim Harris, Danny Hendler, Lisa Higham, Matt
Horsnell, Michael Isard, Ryan Johnson, Milind Kulkarni,
Konrad Lai, Christian Lengauer, Yossi Lev, Jean-Pierre Lozi,
Mikel Lujan, Maged M. Michael, Alessia Milani, Mark Moir,
Adam Morrison, J. Eliot B. Moss, Rotem Oshman, Victor
Pankratius, Dmitri Perelman, Erez Petrank, Michael
Philippsen, Martin Pohlack, Ravi Rajwar, Vijaya
Ramachandran, Thomas Rauber, Srivatsan Ravi, Torvald
Riegel, Noam Rinetzky, Gudula Rünger, Michael L. Scott, Nir
Shavit, Gurindar S. Sohi, Michael F. Spear, Kevin Streit,
Philippas Tsigas, Osman Unsal, Martin T. Vechev,
Jons-Tobias Wamhoff

(No documentation available)
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4.17 Semantic Data Management
Organizers: Grigoris Antoniou, Oscar Corcho, Karl Aberer, Elena Simperl, and Rudi Studer
Seminar No. 12171

Date: 22.–27. April, 2012 | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.4.39
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Participants: Karl Aberer, Grigoris Antoniou, Marcelo Arenas,
Wolf-Tilo Balke, James Cheney, Oscar Corcho, Philippe
Cudré-Mauroux, Gianluca Demartini, Orri Erling, Dieter
Fensel, Norbert Fuhr, Avigdor Gal, José Manuel
Gomez-Perez, Alasdair J G Gray, Marko Grobelnik, Paul
Groth, Andrey Gubichev, Peter Haase, Stephen Harris, Olaf
Hartig, Manfred Hauswirth, Jeff Heflin, Spyros Kotoulas,
Paolo Missier, Luc Moreau, Charalampos Nikolaou, Ivana
Podnar Zarko, Edna Ruckhaus, Satya S. Sahoo, Manuel
Salvadores, Ralf Schenkel, Juan F. Sequeda, Wolf Siberski,
Elena Simperl, Kavitha Srinivas, Rudi Studer, Kerry Taylor,
Martin Theobald, Bryan Thompson, Duc Thanh Tran, Frank
van Harmelen, Maria-Esther Vidal, Valentin Zacharias

The Semantic Web represents the next generation World Wi-
de Web, where information is published and interlinked in order to
facilitate the exploitation of its structure and semantics (meaning)
for both humans and machines. To foster the realization of the Se-
mantic Web, the World Wide Web Consortium (W3C) developed
a set of metadata (RDF), ontology languages (RDF Schema and
OWL variants), and query languages (e.g., SPARQL). Research in
the past years has been mostly concerned with the definition and
implementation of these languages, the development of accompa-
nying ontology technologies, and applications in various domains.
This work has been very successful, and semantic web technologies
are being increasingly adopted by mainstream corporations and go-
vernments (for example by the UK and USA governments) and by
several Science communities (for example, Life Sciences or Astro-
nomy). Moreover, semantic technologies are at the core of future
developments, e.g. in the UK Open Data Institute. However, com-
pared to more traditional solutions, semantic technologies often ap-
pear to be immature, and current tools lag behind in terms of effi-
ciently handling of large data sets. What are additionally needed in-
clude solid data management concepts, architectures, and tools that
follow the paradigms of more traditional database (DB) and infor-
mation retrieval (IR) systems. Semantic data management refers to
a range of techniques for the manipulation and usage of data based
on its meaning. The aim of this workshop was to discuss in-depth
a number of crucial issues, with particular emphasis on the fruitful
exchange of ideas between the semantic web, database systems and
information retrieval communities. Relevant key questions cutting
across all topics covered were: (i) how can existing DB and IR so-
lutions be adapted to manage semantic data; and (ii) are there new
challenges that arise for the DB and IR communities (i.e. are radi-
cally new techniques required)? For the purposes of this workshop,
and for this report, we understand semantic data simply as data ex-
pressed in RDF, the lingua franca of linked open data and hence the

default data model for annotating data on the Web. The workshop
was organized along the following key themes:
1. Scalability. In order to make semantic technologies take on the

targeted market share, it is indispensable that technological pro-
gress allows semantic repositories to scale to the large amount
of semantic data that is already available and keeps growing. It
is essential to come close to performance parity with some of
the best DB solutions without having to omit the advantages of
a higher schema flexibility compared to the relational model.
Moreover, the exploitation of semantic data on the Web requi-
res managing the scale that so far can only be handled by the
major search engine providers. However, this should be possi-
ble without losing the advantages of a higher query expressivity
compared to basic key-value stores and IR solutions.

2. Provenance. An important aspect when integrating data from
a large number of heterogeneous sources under diverse owner-
ship is the provenance of data or parts thereof; provenance de-
notes the origin of data and can also include information on
processing or reasoning operations carried out on the data. In
addition, provenance allows for effectively supporting trust me-
chanisms and policies for privacy and rights management.

3. Dynamicity. Another important property of many (semantic)
data is its dynamicity. While some data, such as public admi-
nistration archives or collections of text documents might not
change too frequently, other data, coming from sensors, RSS,
user-generated content (e.g, microblogging), etc., might evolve
on a per millisecond basis. The effects of such changes have
to be addressed through a combination of stream processing,
mining, and semantics-based techniques.

4. Search and Ranking. The large and growing amount of seman-
tic data enables new kinds of applications. At the same time,
more data means that ultimately, there might be more results
produced from it that one can or desires to inspect. Data and
results to concrete information needs vary in the degree of re-
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levance. Effective ranking mechanisms that incorporate the in-
formation needs as well as contextual information into account
can deliver and rank pertinent results and help the users to focus
on the part of the data that is relevant.

Each day of the workshop was scheduled to deal with one of
the four key themes, in the order that has been presented above. For
every theme there was an initial tutorial presentation that aimed at
setting the context and vocabulary to be used throughout the day, as
well as expose the current state of the art in the theme and the open
challenges. Such tutorial presentation also helped to introduce the
more in-depth research topics dealt with later on by the other pre-
senters. Some of the main results of the discussions held during the
workshop were the following, separated again by themes:

Scalability (day 1)
Issues that have been dealt with so far in the semantic data ma-

nagement community are how to store semantic data, how to index
it and how to deal with processing and optimizing complex queries.
Solutions that have been proposed work for the small datasets and
scale that we know from the previous years. Meanwhile, the amount
of data published on the Web including linked data and RDFa da-
ta associated with Web pages has exploded, resulting in billions of
RDF triples – a number that is increasing very fast. Existing tech-
niques and solutions no longer scale to this scenario. It requires the
adoption of mainstream and proven DB and IR technologies and
possibly, new radical solutions. Some of the main questions addres-
sed at the workshop were (a) how DB solutions capable of dealing
with large amounts of data with flexible schema or even schema-less
data can be adopted for semantic data management. Likewise, IR so-
lutions to data management have proven to be robust and scale to
the Web. (b) How can this body of work be adopted and extended to
deal with not only keyword search but also complex queries? In par-
ticular, the specific topics that require interests are (c) storage and
indexing of large-scale semantic data, (d) parallel SPARQL query
processing and optimization, (e) federated query processing on lin-
ked data, (f) top-k and approximate query processing, (g) workloa-
d-adaptive dynamic load balancing and optimization and (h) seman-
tic data management in the cloud.

The theme was introduced by Philipe Cudre-Mauroux (Univer-
sity of Fribourg) through a tutorial that reviewed some of the recent
techniques to support vertical (scale-up) and horizontal (scale-out)
scalability for Semantic Web systems. Several presentations follo-
wed that were focused not only on demonstrating how some scalabi-
lity aspects had been addressed in different systems, but also at cla-
rifying what scalability means for semantic data management, and
how it relates to the DB community. These were presentations from
Avigdor Gal (Technion), Frank van Harmelen (VU), Peter Haase
(fluidOps), Juan Sequeda (UT) and Charalampos Nikolau (NKUA).
These were complemented with presentations from use cases in the
financial and medical domains, from Steve Harris (Garlik) and Sat-
ya Sahoo (Case Western Reserve University).

The rest of presentations and discussions of the day, including
part of the research groups, were focused on benchmarking. Two
specific presentations on benchmarking were delivered by Kavitha
Srinivas (IBM) on the characterisation of benchmarks, and Jeff Hef-
lin (Lehigh University), on the experience with LUBM. These were
the basis of the working group that was held later on benchmarking,
and were important for several discussions throughout the week.

Some of the conclusions obtained from the discussions were re-
lated to the relationships between relational models and graph data
models, and how difficult it was to express this difference clearly
across communities. In particular, it was rather clear that the se-
mantic web community is still too constrained in the work related

to trying to make the underlying technology store and access RDF,
rather than exposing the benefits of semantics. In fact, work and dis-
cussions should not be focused on comparing both worlds, but on
characterising the workloads and usage that drive the use of each
type of technology, and the tipping point of when to use each. A
message of obtaining scalability not only in seconds, but also in
months (in terms of the benefits that semantic technology can bring
in in issues like schema heterogeneity and data integration) were
also pointed out.

Provenance (day 2)
Provenance is an important theme in the database systems and

Web communities. There are two main research trends related to
provenance management: workflow and data provenance. In the ca-
se of data provenance, the underlying model deals with declarative
queries that include operations such as joins and unions, whereas
workflow provenance models typically describe procedural work-
flows and involve operations that are treated as black boxes because
of their complexity. The W3C Linking Open Data effort has boosted
the publication and interlinkage of large amounts of heterogeneous
RDF datasets on the Semantic Web and the result of this work is the
Linked Data paradigm. In this context, the big challenges that must
be addressed are related to the evaluation of linked data properties
such as quality, trustworthiness, reliability to support a variety of
applications including data integration and fusion, and mashups. In
order to be able to evaluate the aforementioned qualities it is criti-
cal to record the provenance which denotes the origin of data that
can also include information on processing or reasoning operations
carried out on the data.

Paul Groth (VU) was in charge of the initial tutorial where the
basic concepts of provenance were explained, and was accompa-
nied next by Olaf Hartig (HU Berlin), Luc Moreau (University of
Southampton) and Paolo Missier (Newcastle University) on the in-
troduction to the W3C PROV family of specifications. Such tutorial
and introduction to W3C activities were a good starting point to un-
derstand the current status of work on provenance by the semantic
data management community. Besides, results from the recent Dag-
stuhl seminar on Provenance were also shared with the attendees.

The first presentation after the tutorial was focused on how pro-
venance is used in BioPortal to provide access control in SPARQL.
This was presented by Manuel Salvadores (Stanford University).
Then the rest of presentations were focused on technologies and
approaches to represent and exploit provenance in different con-
texts. These were presentations by Bryan Thompson (SYSTAP),
which proposed a nove manner to represent provenance for triples
or quads, and James Cheney (University of Edinburgh), who pre-
sented database wiki. There was also one presentation on workflow
provenance done by Kerry Taylor (CSIRO).

Some of the conclusions obtained from the provenance sessions
were related to the fact that this is a clear community with clear pro-
blems, and already quite well organised (for instance, through the
corresponding W3C group on provenance). Some of the current li-
mitations, and calls for action were on the need to make provenance
data sets available and understandable, and address some of the inte-
roperability issues that currently exist between different languages
and models for describing provenance. Some of the open research
issues that need to be addressed are (a) the definition of provenance
models that take into account schema information to represent pro-
venance information independently of the underlying applications
(b) the extension of the existing query languages to support implicit
provenance (d) querying and reasoning with provenance data (e) ef-
ficient storage of provenance data in the presence of data evolution
(f) the use of provenance in applications such as view maintenance
and updates, access control, debugging, attribution of responsibili-
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ty, assessment of trustworthiness and information quality (g) pre-
sentation and visualization of provenance information, (h) prove-
nance for probabilistic RDF data, and (i) provenance in scientific
workflows in order to get insights on the quality and integrity of re-
sults, and to better understand scientific results, while also reaching
the more general business workflow community. The possibility of
organising a panel at one of the subsequent BPM conferences was
considered as a nice follow-up. Another nice analysis is provided by
Paul Groth in his blog, at http://thinklinks.wordpress.com/2012/05/
01/dagstuhl-semantic-data-management/

Dynamicity (day 3)
Several areas of work address the problems related to the dyna-

micity of data sources, many of them common across types of data
sources and leading to general research issues such as: (a) genera-
ting models for describing and understanding the data sources and
the evolution of their data in time, considering not only primary da-
ta sources, but also derived ones, whose changes normally depend
on the ones that they are based on. There are also specific problems
related to the intrinsic characteristics of each data source. For ex-
ample, problems in sensor and stream data management are mainly
related to: (b) the efficient processing and storage of this type of da-
ta, (c) to the standardization of their representation using semantic
models, (d) to the integration of heterogeneous sources, and to their
analysis in order to detect patterns, trends, complex events, but al-
so anomalies, by means of different types of techniques, including
learning and summarization techniques.

Kerry Taylor (CSIRO) was in charge of presenting the initi-
al tutorial explaining what we normally understand by dynamici-
ty and how it is tackled on the Web (mainly Data Stream Manage-
ment Systems and Complex Event Processing) and on the Seman-
tic Web (with approaches focused on ontology versioning as stre-
ams of ßlow"changes, and streaming extensions of SPARQL that
have appeared lately). She also described current efforts in provi-
ding semantics to sensor networks and their related data, such as
the W3C Semantic Sensor Network (SSN) Ontology, and finished
her keynote with a discussion on some of the upcoming challenges
in this area: pushing semantics into little devices, catching up with
the work on semantics that is being performed by the Open Geospa-
tial Consortium (OGC) and working on effecting change, not just
responding to it.

Then we had several sessions on presentations about dynami-
city in the context of data streams and sensor data, from Spyros
Kotoulas (IBM Research), Manfred Hauswirth (DERI), Oscar Cor-
cho (UPM) and Ivana Podnar Zarko (University of Zagreb), on the
need to consider the dynamic nature of endpoints and Linked Data
URIs while querying, from María Esther Vidal (Universidad Simón
Bolívar) and Olaf Hartig (HU Berlin), and on dynamicity in scien-
tific data, services and workflows, from José Manuel Gómez-Pérez
(iSOCO).

In the context of semantic sensor data and data stream proces-
sing, several use cases were proposed, many of which where in the
context of Smart Cities (traffic, emergency management, black wa-
ter distribution, energy prediction, etc.) and in environmental sen-
sing. Some of the open challenges in this area are related to how to
make sure that most of the processing and RDF management could
be done at the sensor level, instead of the middleware level, given
the limitations of these devices. how to handle private and public
data, static and dynamic data, provenance, access rights, etc. The
need for appropriate benchmarks and experimental facilities was
also highlighted, and the need to standardise the semantic stream
query language to be used and the Linked stream standards.

In the context of dynamicity of endpoints and Linked Data, the
need for adaptive semantic data management techniques was high-

lighted, and several current proposals in this direction were presen-
ted. Besides, a novel approach for querying the Web of Linked Data,
focused on dereferencing URIs instead of using directly endpoints
(e.g., as in the SQUIN system), was presented and heavily discussed
among attendees.

Finally, in the context of dynamicity in scientific domains
(workflows, data sources, services), the need to identify and hand-
le appropriate evolution and lifecycle models for all these artifacts,
so as to ensure reproducibility in Science, was presented and dis-
cussed, together with lessons learned from some ongoing work on
scientific workflow preservation, such as the need to monitor de-
cay, to understand data with a purpose, and to encapsulate parts of
workflows and services.

Some of the main conclusions of the discussions held during
this day were related to the need to cover all types of streaming
data sources (from sensor data to social media) as new types of
data sources that may benefit from the use of semantics in different
forms. In the context of sensor data sources, work is clearly under-
way by different groups and through joint initiatives at W3C, and
some of the next challenges are related to the needs of the Internet
of Things community, in scenarios like, for instance, Smart Cities.
Another conclusion was that the Web is dynamic, and we have to
be able to provide solutions that are able to adapt to this dyna-
micity, including query support when no triple stores are available
in Web servers, we have to provide a better characterisation of the
balance between caching and non-caching, and intermediate soluti-
ons, and we have to cope with run-time discovery of semantic data
sources, query planning to them, etc., as well as data and processes
decay.

Search and Ranking (day 4)
In the IR community, the central question has always been the

one about relevance. Which results are relevant to the query posed
by the user? Recently, this question has attracted interests of DB
researchers. Instead of retrieving documents, which constitute the
primary subject in the IR field, query processing in the DB commu-
nity is about computing complex results tuples. Correspondingly,
different notions of relevance have been investigated. There exists a
broad range of applications for semantic data which might involve
simple IR-like queries as well as complex tasks in the fashion of
DB-style relational queries, online analytical processing and reaso-
ning. Also from the data perspective, semantic data shares both DB-
and IR-like characteristics. Semantic data found on the Web might
be clean and highly-structured just like relational data in the data-
base or messy, schema-less and possibly, contain a large-amount of
text just like data in an IR system. For ranking results and enabling
users to focus on relevant semantic data, we need to study, adopt
and extend existing notions of relevance proposed by IR and DB
researchers. Some of the specific questions discussed during the
workshop were (a) how can IR-approaches such as the probabilistic
model or the most recent state of the art of generative models be
applied to the problem of semantic data ranking? Is this enough or
(b) do we also need to take the explicit structure and semantics of
the data into account, and (c) can we leverage some existing DB-ap-
proaches for that? Do we need hybrid models combining IR and
DB solutions to deal with the structured and unstructured nature of
semantic data? (d) What other new challenges are introduced by se-
mantic data and correspondingly, what new concepts are required
to address them?

Duc Thanh Tran (KIT) was in charge of the initial tutorial ex-
plaining what we understand by semantic search (using semantics in
structured data, conceptual and lexical models) and why it is import-
ant to consider it. He explained several of the techniques currently
used for semantic search in the state of the art and discussed about
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several research directions, among which he pointed out to keyword
search over structured/semantic data, supporting complex informa-
tion needs (long tail), and requiring efficient traversal algorithms
and specialized indexes, and various models for ranking). Among
the selected challenges identified in this talk we can cite the need for
benchmarking, the need to deal with hybrid content management,
and ranking hybrid results, the need to study the querying paradigm
to use for complex retrieval tasks (keywords, natural language, fa-
cets), and the possibility of using semantics or providing a broader
search context.

This presentation was followed by several other presentati-
ons on the use of probabilistic models to check consistency bet-
ween links of different datasets, from Edna Ruckhaus (Universidad
Simón Bolívar), on ranking SPARQL results, from Ralf Schenkel
(Universität de Saarlandes), and an example application of search
mechanisms applied to a concrete case study on crystals, from Ker-
ry Taylor (CSIRO). Later on some additional presentations were
done on some of the current limitations of SPARQL in terms of
complexity, from Marcelo Arenas (PUC).

The last two presentations, and part of the discussion, went
about the role of crowdsourcing for search and for the provisioning
of metadata, with talks from Gianluca Demartini (University of Fri-
bour) and Wolf-Tilo Balke (TU Braunschweig).

One of the main conclusions from this day and the discussions
held during the day were related to the fact that this theme is the
one that shows a stronger relationship between the three communi-
ties at which this workshop was adressing (IR/DB/SW), and hence
it is one of the areas where there is a larger possibility of more cross-
fertilisation and of finding more research and further development
opportunities. Some additional examples to semantic search will be
gathering evidences from documents, combining data sources whi-
le answering queries, applying provenance in IE pipelines, etc.

Another important conclusion and step forward that was iden-
tified was related to the context of crowdsourcing and semantics,
which is well extended in the IR community. It was clear throughout
discussions that we cannot talk yet about a Semantic Read/Write
Web in a general manner, since the SW community is still opera-
ting in a Read/Web1.0 context (a few publishers only) instead of in
a Read/Write Web2.0 model (lots of producers). Some opportuni-
ties may arise in this context in the application of this paradigm for
complex tasks like link validation, improving the quality of Linked
Data, etc. What it was not so clear was whether it was easy as well
to provide support from semantic technologies to some of the exis-
ting crowdsourcing activities that are being held now outside of the
SW community. In this sense, there was a proposal to organise in
the future a workshop or roadmapping activity on this topic.
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During the recent years, Quality of Experience (QoE) has esta-
blished itself as a topic of its own for both industrial and academic
research. With its focus on the user in terms of acceptability, de-
light and performance, it is about to take over the role of Quality
of Service as key paradigm for provisioning and managing services
and networks. As one of the follow-up activities of the Dagstuhl Se-
minar 09192 “From Quality of Service to Quality of Experience”,
this Dagstuhl Seminar 12181 focused on the relation between qua-
lity perception and QoE quantification, which is among the most
challenging tasks for bringing together the three essential corner
stones, i.e. user, technology, and business. In particular, qualitative
user perception needs to be translated into quantitative input to di-
mensioning and control of networks and services. Further, different
kinds of feedback flows (acceptance, usage, cost, quality) need to be
taken into account. Considering the multidisciplinary nature of this
problem with complementary and potentially controversial views,
the seminar worked towards metrics and measurement techniques
aimed at improving QoE prediction and control. The outcomes are
expected to become visible in the future QoE research agenda and
corresponding standardisation efforts.

Introduction
Dagstuhl seminars strongly depend on the delegates and their

input. In order to give room for both presentations and group discus-
sions during a three-day seminar, the presentations were confined
to five minutes and one slide. Each presentation was followed by a
short block of questions and answers. In order to truly reflect the
delegates’ positions with regards to the topic of the seminar, the ab-
stracts have been included in the sequel as-is and in alphabetical
order.

The presentation round was followed by the presentation of a
QoE White Paper around a QoE definition that has emanated from
the Dagstuhl Seminar 09192.

The related discussions of QoE-related definitions and notions
were continued and deepened during the first group work entitled
“Key aspects of experience perception and their subjective evaluati-
on”. The other two groups discussed “Measurable aspects of QoE”
and “Identification of QoE-related feedback loops”. The outcomes
of the group works were presented and discussed in the plenum, and
excerpts are presented below.

The seminar was concluded with a plenary discussion of fol-
low-up activities.
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Participants: Jörg Becker, Daniel Beverungen, Frano̧is Bry,
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The information society is shaped by an increasing presence
of networks in various manifestations. Efficient computer networks
are regarded as a significant enabler for the process of change to-
wards networks of any size and complexity. They serve as an ad-
ministrative and technological basis for social network structures,
with the result that online networks connect people all around the
world at day and night, and allow to communicate and to work col-
laboratively, efficiently, and without recognizable time delay. Com-
panies reduce their in-house production depth, join forces in supply
chain networks and establish cooperation with their suppliers, with
their customers, and even with their competitors. By now, social net-
works like Facebook, Google+, LinkedIn or XING are seen as the
de facto standard of “social networking” in the information society.
Companies are mimicking their effects internally, allow overlays of
networking applications with regular business ones, and a use of
social networks for enterprise purposes including and beyond ad-
vertising has become common. Public administrations create and
improve shared services and establish “Private Public Partnerships
(PPP)” to benefit from synergetic effects of cooperation with priva-
te and public organizations.

As the interactions between people in these networks increase
at various levels, new approaches are needed to analyze and study
networks and their effects in such a way that individuals as well
as organizations and enterprises can benefit from them. This Per-
spectives Workshops has convincingly shown that more interaction
and collaboration between fields such as information systems, com-
puter science, social sciences, economics, communication sciences
and others is needed. The fields need to identify a common level of
language, tools and set of methodologies so that the various aspects
of networking can be addressed and jointly developed further. The
most important point is the need for a renewed multi-disciplinari-
ty. To a great extent, networks are driven and further developed by
practitioners; which also means that they are evolving in a very fast
manner and not emanating from a single scientific discipline. To

be able to both understand them and contribute to the state of art,
true inter- or multi-disciplinary research is needed that involves the
fields mentioned. As these distinct disciplines grow together and
embark on collaborative research, it is also important to convince
funding agencies that multi-disciplinary research should arrive on
their agendas. Finally, Web sciences need to be developed as a field,
and also need to be integrated into teaching. This will most likely
lead to novel curricula which receive their content from multiple
disciplines in a balanced way.
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The video game industry is the largest of the entertainment in-
dustries and growing rapidly. The foundations of this industry are
techniques from computer science. New developments within vi-
deo games pose fresh challenges to computer scientists. Around the
world, the number of dedicated study programs producing the work-
force of the game industry is increasing steadily, as is the number
of computer science academics dedicating their careers to solving
problems and developing algorithms related to video games. Such
problems often require domain knowledge from various research
domains, such as psychology and the arts, leading to an inherently
interdisciplinary research field.

Artificial intelligence (AI) and computational intelligence (CI),
in one form or another, can be found at the heart of almost any vi-
deo game, controlling the non-player characters (NPCs) as well as
many aspects of the game world. They are also used throughout the
game design and development process. Academic research within
these domains in games aims to solve problems and enable innova-
tion, pertaining to game design, game development, and gameplay.
A main focus is on solving algorithmic problems to make game me-
chanisms more intelligent and efficient, thus making games more
immersive, interesting, and entertaining. In the context of serious
and educational games, such improvements enable these games to
fulfill their societal objectives better.

Artificial intelligence seeks to simulate intelligent behavior in
any possible way with human intelligence as a paradigm. Compu-
tational intelligence is an umbrella term for nature-inspired com-
putational methods for optimization, learning and controlling. The
main methods are evolutionary algorithms, artificial neural net-
works, fuzzy logic, swarm intelligence, and artificial immune sys-
tems. Nowadays, the borders between both disciplines are blurred,
and state-of-the-art solutions use hybrid techniques combining ele-
ments of symbolical AI systems, CI algorithms and methods from
statistical machine learning.

The aim for the Dagstuhl Seminar on Artificial and Computa-

tional Intelligence in Games was to bring together creative experts
in an intensive meeting with the common goals of gaining a deeper
understanding of various aspects of games, and of further impro-
ving games. It was meant to enforce the communication of different
communities and the collaboration with the games industry. The ex-
change of different views and competencies was to help identify the
main challenges in game AI research and the most promising venues
to deal with them. This could lead to a common vision of what kind
of games could be made possible in the future.

The Seminar was held from Sunday, May 6, 2012, until Friday,
May 11, 2012. Over 40 researchers came together at Schloß Dag-
stuhl, many of them highly-respected and well-known researchers
in their field, but also several talented young researchers and even a
few representatives from the AI specialists of the game industry. In
contrast to what is common for such gatherings, very little time was
spent on plenary talks. Instead, the focus was on workgroups which
discussed particular topics. However, several plenary sessions were
held in which the workgroups reported on their results, and new to-
pics for discussion were brought up. To allow researchers to present
their recent work, a poster session was held during the second day
of the Seminar, and the posters remained up until the end.

The topics of the workgroups, in alphabetical order, were the
following:

AI Architectures for Commercial Games
AI Clearing House
AI for Modern Board Games
Computational Narratives
Evaluating Game Research
Game AI for Mobile Devices
General Game Playing
Learning in Games
Pathfinding
Player Modeling
Procedural Content Generation
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Search
Social Simulation Games
Video Game Description Languages

Several researchers wrote a short report on their poster, which are
included too. We aim to bring a full reports of all the workgroups
in the form of proceedings later.

As organizers we are really pleased with how the Seminar tur-
ned out. It proved to be the stimulating and inspirational environ-
ment that we had hoped for. We found that most, if not all parti-
cipants agreed with us on that. A lot of this success is due to the
excellent facilities provided by the people of Schloss Dagstuhl. We
are highly grateful for having had the opportunity to be their guests
for the Seminar. We definitely hope to return in the future.
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4.21 Co-Design of Systems and Applications for Exascale
Organizers: Arndt Bode, Adolfy Hoisie, Dieter Kranzlmüller, and Wolfgang E. Nagel
Seminar No. 12212

Date: 22.–25. May, 2012 | Dagstuhl Perspectives Workshop
Full report – DOI: 10.4230/DagRep.2.5.71

Creative Commons BY-NC-ND 3.0 Unported license
© Arndt Bode, Adolfy Hoisie, Dieter Kranzlmüller, and Wolfgang E. Nagel

Participants: Arndt Bode, Hans-Joachim Bungartz, Kent
Czechowski, Karl Fürlinger, Hans Michael Gerndt, Vladimir
Getov, Adolfy Hoisie, Jeffrey K. Hollingsworth, Darren
Kerbyson, Alice E. Koniges, Bettina Krammer, Dieter
Kranzlmüller, Erwin Laure, Allen Malony, John
Mellor-Crummey, Barton P. Miller, Bernd Mohr, Daniel Molka,
Wolfgang E. Nagel, Cherri M. Pancake, Michael M. Resch,
Sabine Roller, Martin Schulz, Stephen L. Scott, Christian
Straube, Achim Streit, Shinji Sumimoto, Jan Treibig, Felix
Wolf, Zhiwei Xu

With Petascale computing being a reality today, the focus of the
computational science community is already on the next barrier –
exascale computing. With systems even more powerful by orders
of magnitude, scientists start thinking about the possibilities and
challenges. This workshop addressed the many scientific, technolo-
gical, and financial challenges of exascale level computing with the
hypothesis that exascale computing is only possible by co-designing
across different levels of software, hardware, and the surrounding
infrastructure.

The workshop program has been composed of a series of short
talks, less than 20 minutes on average, and extensive time for dis-
cussions. Starting with an overview of the workshop motivation and
the general methodologies for co-design, different aspects of co-de-
sign have been addressed. This has been followed by talks on mo-
deling, simulation and tools, as well as programming models, run-
time support and compilers. The second part addressed the specific
problems of system-software for performance, power and reliabili-
ty and the resulting system architectures, while finally application
level aspects of exascale co-design have been discussed between
the participating experts from different areas of high performance
computing. In all discussions it has been important to tackle a mul-
tidimensional combination of major challenges associated with the
development of exascale systems and applications from different
angles instead of addressing an isolated aspect.

The results of the workshop are manifold1: Firstly, the vision
based on the requirements of the scientific community is thus “to
provide exascale capabilities to scientific and engineering applica-
tions”, where it is important to notice that exascale means extreme
scale or large scale, not the particular barrier of exaflop performan-
ce looming ahead. With this vision at hand, the participating experts
identified their particular role and mission as follows: “to co-design
systems such that they reach exascale capabilities within the given
technological and non-technical (social, . . . ) boundaries”. Each ex-

pert has been knowledgeable on a distinct layer of the exascale ar-
chitecture, the mission requires expertise across all layers, and ex-
ascale computing requires involvement from all relevant areas of
computer science in order to perform exascale co-design of hard-
and software, including also different levels of software working
closely together with hardware and the interfacing to the environ-
mental infrastructure. This has lead to the definition of co-design,
where two or more distinct activities collaborate on and across dif-
ferent layers to design a system architecture for a specific goal.

In summary, the workshop has reflected on the current state
of petascale machines providing multiple examples from world-lea-
ding machines and using them to derive the barriers on the road
towards exascale computing. Looking beyond the current research
into the future, where exascale computing will become feasible, we
have been trying to identify the exascale roadmap with intermediate
goals and pitfalls on the way to exascale, and leveraging the combi-
ned forces of computer science to overcome them.

1 A scientific paper will be created within the next months.
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4.22 Cognitive Approaches for the Semantic Web
Organizers: Dedre Gentner, Frank van Harmelen, Pascal Hitzler, Krzysztof Janowicz, and Kai-Uwe
Kühnberger
Seminar No. 12221

Date: 28. May–01. June, 2012 | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.5.93

Creative Commons BY-NC-ND 3.0 Unported license
© Dedre Gentner, Pascal Hitzler, Kai-Uwe Kühnberger, Frank van Harmelen, and Krzysztof Janowicz

Participants: Benjamin Adams, Sören Auer, Alan Bundy,
Claudia d’Amato, Jérôme Euzenat, Kenneth D. Forbus,
Andrew U. Frank, Christian Freksa, Aldo Gangemi, Dedre
Gentner, Robert L. Goldstone, Giancarlo Guizzardi, Helmar
Gust, Cory Henson, Pascal Hitzler, Zhisheng Huang, Frank
Jäkel, Krzysztof Janowicz, Kai-Uwe Kühnberger, Werner
Kuhn, David M. Mark, Alexander Mehler, Jens Ortmann,
Sebastian Rudolph, Simon Scheider, Christoph Schlieder, Ute
Schmid, Lael Schooler, Willem van Hage, Frank van
Harmelen, Cong Wang, Stephan Winter, Wei Lee Woon,
Gudrun Ziegler

The Dagstuhl Seminar 12221 on Cognitive Appraoches for the
Semantic Web was held from May 28th to June 1st, co-organized
by Dedre Gentner, Frank van Harmelen, Pascal Hitzler, Krzysztof
Janowicz and Kai-Uwe Kühnberger. The motivation of this seminar
was to gather people from Semantic Web and Cognitive Science in
order to determine the most promising ways to move forward on the
vision of bringing findings from cognitive science to the Semantic
Web, and to create synergies between the different areas of research.
The seminar mainly focused on the use of cognitive engineering
methods towards a more user-centric Semantic Web. However, the
reverse direction, i.e., how Semantic Web research on knowledge
representation and reasoning can feed back to the cognitive science
community, was also discussed. Besides core members of the Se-
mantic Web, artificial intelligence, and cognitive science communi-
ties, the researchers from fields that would benefit most from a mo-
re human-centric Semantic Web were also present. This especially
included experts on Geographic Information Science (GIScience),
the bioinformatics, as well as the digital humanities. While the in-
vitations were balanced, most attending participants were from the
Semantic Web, cognitive science, and GIScience communities.

The seminar consisted of three alternating blocks, short talks by
the participants, work in breakout groups, and reports by the brea-
kout groups followed by discussions among all participants. The
short talks presented the participants’ research or future ideas and
were the inspiration for the topics discussed in the breakout groups.
Each day had a distinct subtopic with respect to the combination
of presenters and the formed breakout groups. while the task of the
breakout groups differed, it was ensured that each of the 5-7 groups
consists of members of all major research domains present at the
meeting.

On May 29th, the first day of the seminar, Krzysztof Janowicz
gave a short opening talk about the structure of the seminar. Next,
Frank van Harmelen gave an overview talk about the Semantic Web,
while Dedre Gentner introduced the cognitive science perspective

focusing on work on analogies. After lunch, the participants, Rob
Goldstone, Christian Freksa, Ken Forbus, Kai-Uwe Kühnberger,
Alexander Mehler, Ute Schmid, Gudrun Ziegler, and Helmar Gust,
all involved in cognitive science research, presented their work in
short talks of 10 minutes. After these talks, breakout groups were
formed. The task of each group was to develop a research proposal
outline and present it to all participants.

On May 30th, the participants presented their results from the
breakout groups. This second day was devoted to researchers from
GIScience, bioinformatics, and the digital humanities, as well as
work of researchers that already bridged between the Semantic Web
and cognitive sickness. The presenters were Andrew Frank, Werner
Kuhn, Aldo Gangemi, Cory Henson, David Mark, Krzysztof Jano-
wicz, Giancarlo Guizzardi and Simon Scheider. In the afternoon,
the participants formed new breakout groups based on the presen-
ted topic. The task was to develop user interfaces and user inter-
action paradigms that exploit Semantic Web reasoning on the one
side and analogy and similarity-based reasoning on the other side.
Finally, the groups reported back to all participants and discusses
synergies.

May 31st, started with additional domain talks and was then
followed by presentations of core Semantic Web researchers. Pre-
sentations were given by Sören Auer, Lael Schooler, Willem Robert
van Hage, Zhisheng Huang, Stephan Winter, Christoph Schlieder,
Jens Ortmann, Ken Forbus, Alan Bundy, Benjamin Adams, Jérôme
Euzenat, Claudia d’Amato, Sebastian Rudolph, Wei Lee Woon and
Pascal Hitzler. In the afternoon, the breakout groups were formed to
discussed how Cognitive Science can benefit from Semantic Web
research. The task was to design an experiment (in most cases invol-
ving human participants). Afterwards the breakout group reported
back to all participants.

June 1st, last day of the seminar, started with two longer talks
(each about 30 min.) that reported back on what Semantic Web rese-
archers learned from cognitive scientists during the meeting as well
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as the other way around. The first presenter was Jérôme Euzenat
representing his view as Semantic Web researcher on the lessons
learned. The second presentation was given by Rob Goldstone to
illustrate the lessons learned by the cognitive science community.
Finally, the seminar concluded with general discussions on future
research and feedback about the seminar.
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4.23 Future Internet for eHealth
Organizers: Katarzyna Wac, David Hausheer, Markus Fiedler, and Paolo Bonato
Seminar No. 12231

Date: 03.–06. June, 2012 | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.6.1

Creative Commons BY-NC-ND 3.0 Unported license
© Katarzyna Wac, David Hausheer, Markus Fiedler, and Paolo Bonato

Participants: Albert Alonso, Gerald Bieber, Doris M.
Bohman, Paolo Bonato, Sara Eriksén, Markus Fiedler,
Geraldine Fitzpatrick, Caroline Franck, Stefan Göbel, Nick
Guldemond, Mattia Gustarini, Jody Hausmann, Rainer
Herzog, Hannes Kaufmann, Zviad Kirtava, Willy Kostucki,
Ernoe Kovacs, Lenka Lhotská, Maria Martini, Goran
Martinovic, Dave Marvit, Kevin Patrick, Terje Peetso, Pawel
Swiatek, Halina Tarasiuk, Vicente Traver Salcedo,
Muhammad Ullah, Marc van Anderlecht, Katarzyna Wac

The paradox of life in the 21st century is that while advance-
ments in technology and medicine enable us to live longer, our li-
festyle choices increase the probability of becoming chronically ill
earlier in our life and experience long-term limitations, requiring
long-term social support. In 2005, 78% of European medical care
spending was on chronic disease management, while 86% of deaths
were due to such a disease. Yet, current health systems are desi-
gned for an acute cure rather than for a chronic care, leading to a
continuous increase in healthcare costs. To achieve economically
sustainable and affordable healthcare system, efficient and effective
solutions are needed integrating technological advancements, and
empowering the patients for better self-management, as well as he-
althcare teams for better decisions.

Recently, multiple initiatives have been established to shape the
Internet of the future, supporting key application sectors such as
healthcare, transportation, and energy, amongst others. At the sa-
me time, the emergence of next generation high bandwidth public
wireless networks and miniaturized personal mobile devices have
given rise to new mobile healthcare (mHealth) services. For exam-
ple, highly customizable vital sign tele-monitoring of chronically
ill patients can be provided based on body area networks (BAN)
and mHealth applications. Such applications enable live-transmis-
sion of the data to healthcare providers, and real-time feedback to
the patient, enabling her to self-manage her disease and health, re-
spectively. Additionally, elderly people can benefit from applicati-
ons that help them to stay in contact with their care teams, which are
provided with valuable hints on the state of the elderly, thus in the
long run facilitating economically sustainable care combined with
an improved quality of life.

However, such applications do not emerge by themselves, but
need to be carefully designed to support in an evolutionary way
the existing healthcare workflows, fulfilling their duties at the given
quality level and cost. Such a task can only be tackled in a multi-
disciplinary way as it was a goal of this seminar; experts from heal-

thcare, elderly care, insurance experts, together with experts from
domains such as human-computer interaction, interactive applicati-
on design, telecommunications, networking and economy teamed
up to understand and support each other in designing and deploy-
ing future-proof eHealth services and applications based on Future
Internet technology.

At large, the seminar addressed the following questions:
1. Which will be the key eHealth applications and services in the

Future Internet?
2. Which are current and future quality requirements of eHealth

applications and services?
3. Which business models are viable for future eHealth applicati-

ons?
4. Which methodological support is required to design economi-

cally sustainable network-supported eHealth services?

Question 1 teamed up the participants around relevant use ca-
ses and facilitated discussions on the technical question 2 and the
economical question 3, respectively. Question 4 addressed research
needs from different domains and fertilized corresponding activi-
ties for advancing the topic of Future Internet for eHealth.
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Juliana Hümpfner – ohne Titel. Part of the Dagstuhl art collection and donated by Roland and Ute Vollmar, Reinhard Wilhelm, Angelika Mueller-von Brochowski,
participants of the Lehrerfortbildung Informatik 2009 (09053), and further people.
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4.24 Data Reduction and Problem Kernels
Organizers: Michael R. Fellows, Jiong Guo, Dániel Marx, and Saket Saurabh
Seminar No. 12241

Date: 10.–15. June, 2012 | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.6.26

Creative Commons BY-NC-ND 3.0 Unported license
© Michael R. Fellows, Jiong Guo, Dániel Marx, and Saket Saurabh

Participants: Faisal Abu-Khzam, Cristina Bazgan, Hans L.
Bodlaender, Bruno Courcelle, Marek Cygan, Rodney Downey,
Andrew Drucker, Michael R. Fellows, Henning Fernau, Rudolf
Fleischer, Fedor V. Fomin, Robert Ganian, Serge Gaspers,
Archontia Giannopoulou, Jiong Guo, Gregory Z. Gutin,
MohammadTaghi Hajiaghayi, Pinar Heggernes, Danny
Hermelin, Petr Hlineny, Juraj Hromkovic, Falk Hüffner, Bart
Jansen, Mark Jones, Iyad A. Kanj, Eun Jung Kim, Christian
Komusiewicz, Stefan Kratsch, Michael A. Langston, Daniel
Lokshtanov, Dániel Marx, Kurt Mehlhorn, Daniel Meister,
Neeldhara Misra, Matthias Mnich, Anil Nerode, Rolf
Niedermeier, Christophe Paul, Geevarghese Philip, Marcin
Pilipczuk, Michal Pilipczuk, Venkatesh Raman, Fahimeh
Ramezani, Felix Reidl, Frances A. Rosamond, Peter
Rossmanith, Noy Rotbart, Ignasi Sau Valls, Saket Saurabh,
Ildiko Schlotter, Hadas Shachnai, Somnath Sikdar, Karolina
Soltys, Ulrike Stege, Ondrej Suchy, Stefan Szeider, Jan Arne
Telle, Dimitrios M. Thilikos, Yngve Villanger, Magnus
Wahlström, Gerhard J. Woeginger, Anders Yeo

Preprocessing (data reduction or kernelization) is used univer-
sally in almost every practical computer implementation that aims
to deal with an NP-hard problem. The history of preprocessing,
such as applying reduction rules to simplify truth functions, can be
traced back to the origins of Computer Science — the 1950’s work
of Quine, and much more. A modern example showing the striking
power of efficient preprocessing is the commercial integer linear
program solver CPLEX. The goal of a preprocessing subroutine is
to solve efficiently the “easy parts” of a problem instance and redu-
ce it (shrinking it) to its computationally difficult “core” structure
(the problem kernel of the instance).

How can we measure the efficiency of such a kernelization sub-
routine? For a long time, the mathematical analysis of polynomial
time preprocessing algorithms was neglected. The basic reason for
this anomalous development of theoretical computer science, was
that if we seek to start with an instance I of an NP-hard problem
and try to find an efficient (P-time) subroutine to replace I with
an equivalent instance I ′ with |I ′| < |I| then success would imp-
ly P=NP — discouraging efforts in this research direction, from a
mathematically-powered point of view.

The situation in regards the systematic, mathematically sophi-
sticated investigation of preprocessing subroutines has changed dra-
stically with advent of parameterized complexity, where the issues
are naturally framed. More specifically, we ask for upper bounds on
the reduced instance sizes as a function of a parameter of the input,
assuming a polynomial time reduction/preprocessing algorithm.

A typical example is the famous Nemhauser-Trotter kernel for
the Vertex Cover problem, showing that a “kernelöf at most 2k ver-
tices can be obtained, with k the requested maximum size of a so-
lution. A large number of results have been obtained in the past
years, and the research in this area shows a rapid growth, not only

in terms of number of papers appearing in top Theoretical Compu-
ter Science and Algorithms conferences and journals, but also in
terms of techniques. Importantly, very recent developments were
the introduction of new lower bound techniques, showing (under
complexity theoretic assumptions) that certain problems must have
kernels of at least certain sizes, meta-results that show that large
classes of problems all have small (e.g., linear) kernels — these in-
clude a large collection of problems on planar graphs and matroid
based techniques to obtain randomized kernels.

Kernelization is a vibrant and rapidly developing area. This
meeting on kernelization consolidated the results achieved in the
recent years, discussed future research directions, and exploreed
further the applications potential of kernelization algorithms, and
gave excellent opportunities for the participants to engage in joint
research and discussions on open problems and future directions.
This workshop was also special as we celebrated the 60th birthday
of one of the founder of parameterized complexity, Prof. Michael
R. Fellows. We organised a special day in which we remembered
his contributions to parameterized complexity, science in general
and mathematics for children.

The main highlights of the workshop were talks on the solution
to two main open problems in the area of kernelization. We give a
brief overview of these new developments below.

The AND Conjecture. The OR-SAT problem asks if, gi-
ven m formulas each of size n, at least one of them is satisfiable. In
2008, Fortnow and Santhanam showed that if there is a reduction
from OR-SAT to any language L with the property that the reducti-
on reduces to instances of size polynomial in n (independent of m)
then the polynomial-time hierarchy collapses. Such a reduction is
called an OR-distillation, and this work motivated the notion of an
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OR-composition, which produces a boolean OR of parameterized
instances of a given problem, without any restriction on the size.
It was then established that an OR-composition and a polynomial
kernel cannot co-exist, because these ingredients can be combined
to lead to an OR-distillation. Thus, an OR-composition counts as
evidence against the existence of a polynomial kernel, and it has tur-
ned into a very successful framework for establishing kernel lower
bounds.

The question of whether there is similar evidence against the
existence of an AND-distillation (defined analogously) has since
been open. Such a result would imply that problems that have AN-
D-compositions are also unlikely to admit polynomial kernels, and
would therefore be a significant addition to the kernel lower bound
toolkit. The question has been a central open problem for the ker-
nelization community and was settled by Drucker in his work on
classical and quantum instance compression. The route to the result
is quite involved, and forges new connections between classical and
parameterized complexity.

Tools from Matroid and Odd Cycle Traversal. The
Odd Cycle Traversal problem asks if, given a graph G, there
is a subset S of size at most k whose removal makes the graph bi-
partite. Equivalently, the question is if there is a subset S of size at
most k that intersects every odd cycle in G. The problem was first
shown to be FPT by Reed, Smith, and Vetta in 2004, and this was
also the first illustration of the technique of iterative compression.
However, the question of whether the problem admits a polynomial
kernel was among the main open questions in the study of kerneli-
zation.

A breakthrough was recently made in work by Kratsch and
Wahlström, providing the first (randomized) polynomial kerneliza-
tion for the problem. It is a novel approach based on matroid theory,
where all relevant information about a problem instance is encoded
into a matroid with a representation of size polynomial in k.

Organization of the seminar and activities. The semi-
nar consisted of twenty two talks, a session on open questions, and
informal discussions among the participants. The organizers selec-
ted the talks in order to have comprehensive lectures giving over-
view of main topics and communications of new research results.
Each day consisted of talks and free time for informal gatherings
among participants. On the fourth day of the seminar we celebrated
the 60th birthday of Mike Fellows, one of the founder of parame-
terized complexity. On this day we had several talks on the origin,
history and the current developments in the field of parameterized
complexity.
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4.25 Putting Data on the Map
Organizers: Stephen Kobourov, Alexander Wolff, and Frank van Ham
Seminar No. 12261

Date: June 24–29, 2012 | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.6.51

Creative Commons BY-NC-ND 3.0 Unported license
© Stephen Kobourov, Alexander Wolff, and Frank van Ham

Participants: Muhammad Jawaherul Alam, Daniel
Archambault, David Auber, Peter Bak, Therese Biedl, Robert
P. Biuk-Aghai, Sergio Cabello, Sheelagh Carpendale, Walter
Didimo, Stephan Diehl, Pierre Dragicevic, Tim Dwyer, Jason
Dykes, Sara Irina Fabrikant, Stefan Felsner, Martin Fink, Joe
Fowler, Fabrizio Frati, Martin Gronemann, Jan-Henrik
Haunert, Herman J. Haverkort, Nathalie Henry Riche,
Seok-Hee Hong, Ferran Hurtado, Christophe Hurter,
Bernhard Jenny, Michael Kaufmann, Philipp Kindermann,
Stephen Kobourov, Jan Kratochvil, Giuseppe Liotta, Anna
Lubiw, William A. Mackaness, Petra Mutzel, Quan Nguyen,
Arlind Nocaj, Martin Nöllenburg, Yoshio Okamoto, Sergey
Pupyrev, Andreas Reimer, Maxwell J. Roberts, Ignaz Rutter,
Falko Schmid, Monika Sester, Bettina Speckmann, Claudio
Squarcella, Alexandru C. Telea, Barbara Tversky, Torsten
Ueckerdt, Pavel Valtr, Frank van Ham, Marc van Kreveld,
Kevin Verbeek, Dorothea Wagner, Alexander Wolff, Jing Yang

Visualization allows us to perceive relationships in large sets
of interconnected data. While statistical techniques may determi-
ne correlations among the data, visualization helps us frame what
questions to ask about the data. The design and implementation of
algorithms for modeling, visualizing and interacting with large re-
lational data is an active research area in data mining, information
visualization, human-computer interaction, and graph drawing.

Map representations provide a way to visualize relational da-
ta with the help of conceptual maps as a data representation meta-
phor. In a narrow sense, a map representation of a graph is a contact
graph representation where the adjacency of vertices is expressed
by regions that share borders. Such representations are, however,
limited to planar graphs by definition. We can extend the notion of
a map representation to non-planar graphs by generalizing the idea
as follows: clusters of well-connected vertices form countries, and
countries share borders when neighboring clusters are tightly inter-
connected.

Information spatialization and cartograms also connect the no-
tions of data with those of maps. Cartograms redraw an existing
geographic map such that the country areas are proportional to so-
me metric (e.g., population), an idea that dates back to a paper by
Raisz in 1934 and is still popular today. Spatialization is the process
of assigning two- or three-dimensional coordinates to abstract data
points, ideally such that the spatial mapping has much of the charac-
teristics of the original high-dimensional space. Multi-dimensional
scaling or principal component analysis are techniques that allow
us to spatialize high-dimensional data. Techniques like information
landscapes can then be used to convert the resulting two-dimensio-
nal coordinates into meaningful three-dimensional landscapes.

Providing efficient and effective data visualization is a difficult
challenge in many real-world software systems. One challenge lies
in developing algorithmically efficient methods to visualize large
and complex data sets. Another challenge is to develop effective vi-

sualizations that make the underlying patterns and trends easy to
see. And finally, we need to allow users to interactively access, ana-
lyze, and filter these patterns in an intuitive manner. All of these
tasks are becoming increasingly more difficult due to the growth of
the data sets arising in modern applications, as well as due to their
highly dynamic nature.

Topics of the Seminar
Graph representations of side-to-side touching regions tend to

be visually appealing and have the added advantage that they sug-
gest the familiar metaphor of a geographical map. Traditional maps
offer a natural way to present geographical data (continents, coun-
tries, states) and additional properties defined with the help of con-
tours (topography, geology, rainfall).

An important difference between drawings of graphs and maps
is the following: graphs are usually drawn on the plane (using small
placeholder symbols for vertices and curves for edges), whereas
maps fill the plane (or a sufficiently large area). We want to explore
this new paradigm.

In the process of data mining and data analysis, clustering is
an extremely important step. It turns out that maps are very hel-
pful in dealing with clustered data. There are several reasons why
a map representation of clusters can be helpful. First, by explicitly
defining the boundary of the clusters and coloring the regions, we
make the clustering information clear. Second, as most dimensiona-
lity-reduction techniques lead to a two-dimensional positioning of
the data points, a map is a natural generalization. Finally, while it
often takes us considerable effort to understand graphs, charts, and
tables, a map representation is intuitive, as most people are very
familiar with maps and even enjoy carefully examining maps.

When designing algorithms to produce maps for abstract da-
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ta, we can leverage cartography and GIS expertise in order to ans-
wer critical questions such as how regions and geographic networks
(such as street or river networks) are represented on traditional geo-
graphic maps, how they are labeled (an interesting problem in its
own right) and how (boundary) lines are simplified (through a pro-
cess called cartographic generalization), or even schematized, in
order to focus on important features. Therefore, participation of peo-
ple from several diverse areas is essential for the success of our se-
minar.

Aims of the Seminar
The main goal of this seminar was to foster co-operation bet-

ween researchers with interests in data visualization coming from
the information visualization, human-computer interaction, data mi-
ning, graph drawing, and GIS communities. The specific aims of the
Dagstuhl seminar were:

1. To bring together researchers working on visualization from a
theoretical point of view (graph theory, computational geome-
try), from a practical point of view (information visualization,
HCI), and from a map point of view (cartography, GIS).

2. To identify specific theoretical and practical problems that need
to be solved in order to make it possible to create full-fledged
conceptual maps as an interactive and scalable data-representa-
tion metaphor and to begin working on these problems at the
seminar.

3. To formulate the findings as a first step to the solutions of the
problems under consideration and to define future research di-
rections.

In order to promote the communication and cooperation between
the diverse set of participants, we used a non-traditional format,
which included survey presentations, open problem sessions, de-
mo sessions, open mic sessions, problem solving sessions, as well
as an exhibition of map-based visualizations. The exhibition entit-
led “Beyond the Landscape” was organized by seminar participant
Maxwell Roberts and by seminar co-organizer Alexander Wolff. It
was opened on June 26 by the scientific director of Schloss Dag-
stuhl, Prof. Reinhard Wilhelm.

Achievements of the Seminar
The achievements in the seminar were numerous and varied.

Some of the more important ones can be summarized as follows:
1. On Monday and Tuesday, we enjoyed five survey lectures. Ja-

son Dykes discussed geographic data visualization. Sara Fabri-
kant presented the cartographic and geovisual perspective. Ste-
phen Kobourov talked about visualizing relational data with the
help of the map metaphor. Stefan Felsner illustrated connecti-
ons with geometry and graph theory. Falko Schmid discussed
maps and the interaction with geographic data on small mobile
devices. Beyond the survey lectures, a highlight of the seminar
was the Friday morning lecture by psychology and perception
expert Barbara Tversky.

2. We also had a number of stimulating presentations and demos
of new software. In particular, new approaches to the layout of
large and/or dynamic graphs as well as new visualization para-
digms were presented.

3. A number of relevant open problems were formulated early in
the seminar and working groups formed around related open
problems. The groups then worked by themselves; formalizing
and solving their specific theoretical and practical challenges.
Below is a list of the working group topics.

a. Geometric properties of cartograms; convex cartograms
b. Evaluation of maps and graphs

c. Metro map visualization
d. Semantic word cloud visualization
e. Edge bundling problems
f. Multi-dimensional temporal data on maps
g. Map distortion based on (dis)similarity
h. Work flow for creating maps out of relational data
i. Maps based on space-filling curve ordering
j. Multi-scale map generalizations

The last three days of the seminar were dedicated to working
group effort. Several of the groups kept their focus on the original
problems as stated in the open problem session, while other groups
modified and expanded the problems. On the last day of the seminar
we heard progress reports from all but two of the groups. We are
expecting several research publications to result directly from the
Seminar.

Arguably the best, and most-appreciated, feature of the seminar
was the opportunity to engage in discussion and interactions with
experts in various fields with shared passion about maps. The afore-
mentioned exhibition “Beyond the Landscape” made topics of the
seminar visible and raised new questions.

In summary, it is our impression that the (56!) participants en-
joyed the great scientific atmosphere offered by Schloss Dagstuhl
and profited from the scientific program. We are grateful for having
had the opportunity to organize this seminar. We thank Philipp Kin-
dermann for helping us to put this report together.
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Colton, David Crocker, Jorge Cuellar, Ewen W. Denney, Leo
Freitas, Dimitra Giannakopoulou, Gudmund Grov, Reiner
Hähnle, Dieter Hutter, Andrew Ireland, Moa Johansson, Cliff
B. Jones, Ekaterina Komendantskaya, Thierry Lecomte, K.
Rustan M. Leino, Michael Leuschel, Yuhui Lin, Maria Teresa
Llano Rodriguez, Christoph Lüth, Ursula Martin, Stephan
Merz, Rosemary Monahan, J Strother Moore, Michał Moskal,
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This seminar brought together researchers from formal me-
thods and AI. The participants addressed the issue of how AI can aid
the formal software development process, including modelling and
proof. There was a pleasing number of participants from industry
and this made it possible to ground the discussions on industrial-s-
cale problems.

Background
Industrial use of formal methods is certainly increasing but in

order to make it more mainstream, the cost of applying formal me-
thods, in terms of mathematical skill level and development time,
must be reduced — and we believe that AI can help with these is-
sues.

Rigorous software development using formal methods allows
the construction of an accurate characterisation of a problem do-
main that is firmly based on mathematics; by applying standard ma-
thematical analyses, these methods can be used to prove that sys-
tems satisfy formal specifications. A recent ACM computing sur-
vey [1] describes over sixty industrial projects and discusses the
effect formal methods have on time, cost, and quality. It shows that
with tools backed by mature theory, formal methods are becoming
cost effective and their use is easier to justify, not as an academic
exercise or legal requirement, but as part of a business case. Further-
more, the use of such formal methods is no longer confined to safety
critical systems: the list of industrial partners in the DEPLOY pro-
ject2 is one indication of this broader use. Most methods tend to be
posit-and-prove, where the user posits a development step (expres-
sed in terms of specifications of yet-to-be-realised components) that
has to be justified by proofs. The associated properties that must be

verified are often called proof obligations (POs) or verification con-
ditions. In most cases, such proofs require mechanical support by
theorem provers.

One can distinguish between automatic and interactive provers,
where the latter are generally more expressive but require user in-
teraction. Examples of state-of-the-art interactive theorem provers
are ACL2, Isabelle, HOL, Coq and PVS, while E, SPASS, Vampire
and Z3 are examples of automatic provers.

AI has had a large impact on the development of provers. In
fact, one of the first AI application was a theorem prover and all
theorem provers now contain heuristics to reduce the search space
that can be attributed to AI. Nevertheless, theorem proving research
and (pure) AI research have diverged, and theorem proving is barely
considered to be AI-related anymore.

There follows a list of background references.

Organisation of the seminar
It might be useful to organisers of future seminars to record

some organisational issues. We asked participants to prepare only
short talks that introduced topics and –just as we wished– a number
of the talks were actually prepared at the seminar location and with
the benefit of having heard other talks. This free format worked well
for our exchange of ideas and in most regards we were pleased that
we started with only the Monday morning actually scheduled. Per-
haps the biggest casualty of the fluid organisation (coupled with so
many interesting participants) was that there was no time left for
Panel Sessions. However, the differing lengths of discussions (and
liberal use of breaks and a “hike” for people to establish new links)
led to intensive interaction.

2 DEPLOY was an EU-funded “IP” led by Newcastle University; a four year project with a budget of about 18M Euros; the industrial collaborators include
Siemens Transport, Bosch and SAP.
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It is a pleasure to extend our thanks to everyone involved in
the Dagstuhl organisation: they provide a supportive and friendly
context in which such fruitful scientific exchanges can develop un-
hindered by distraction.

Results
It is possible to address the results under the phases of the deve-

lopment cycle. Requirements capture is traditionally a pre-formal
exercise and is the phase where one would expect least impact from
formal ideas. There is certainly scope here for the use of ontologies
and some hope for help in detecting inconsistencies in requirements
but little time was spent in the seminar on these topics.

Once development moves to the creation of a specification, the
scope for formalism increases and with it the hope for a greater con-
tribution from AI. Essentially, a formal specification is a model. For-
mal proof can be used to establish internal consistency properties or
to prove that properties match expectations about the required sys-
tem. Model checking approaches are often the most efficient way of
detecting inconsistencies.

Steps of development (in the posit and prove approaches) essen-
tially introduce further models which should relate in precise ways
to each other. The technical details vary between development me-
thods but the overall implications for the use of proof and the contri-
bution of AI are similar. It is perhaps worth reemphasising here that
the seminar was trying to address problems of an industrial scale.

An interesting dichotomy was explored at the seminar concer-
ning POs that fail to discharge. One school of thought is to interpose
extra models in order to cause the generation of simpler POs; the

alternative is to take the POs as fixed and develop “theories” (col-
lections of auxiliary functions and lemmas) to complete the proof
process. Suffice it to say here that AI was seen to have a role in both
approaches.

More generally, the whole task of refactoring models and reu-
sing libraries of established material is another area seen as being
in need of help from AI thinking.

Turning to the richest area of collaboration –that of proof itsel-
f– a prominent theme was on the ways in which machine learning
can help. There are many facets of this question including analogy
with previous proofs, data mining of proofs (and failures) and proof
strategy languages.

One particularly important aspect of the cost of proof in an in-
dustrial setting is proof maintenance. In practical settings, many
things change and it is unlikely to be acceptable to have to repeat
the whole proof process after each change.

Another area that led to useful interactions between participants
was the subject of failure analysis and repair. It was observed that
it is useful to have strong expectations as to how proofs were meant
to succeed.

In conclusion many points of contact can be seen in the materi-
al presented below. Unsurprisingly, the material ranges from hopes
for future research to mature results that can be readily applied. It is
not only a hope that the links between ideas and researchers made
at the seminar will persist — we already have clear proof of colla-
borative work.

The four organisers are extremely grateful to Andrius Velykis
who took on the whole of the task of collecting and tidying the con-
tributions of the speakers.
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Architectural modeling of complex embedded systems is gai-
ning prominence in recent years, both in academia and in indus-
try. An architectural model represents components in a distributed
system as boxes with well-defined interfaces, connections between
ports on component interfaces, and specifies component properties
that can be used in analytical reasoning about the model. Models
are hierarchically organized, so that each box can contain another
system inside, with its own set of boxes and connections between
them. An architecture description language for embedded systems,
for which timing and resource availability form an important part of
the requirements, must describe resources of the system platform,
such as processors, memories, communication links, etc. Several
architectural modeling languages for embedded systems have emer-
ged in recent years, including AADL, SysML, EAST-ADL, and the
MARTE profile for UML.

In the context of model-based engineering (MBE) architectural
modeling serves several important purposes:

An architectural model allows us to break the system into ma-
nageable parts and establish clear interfaces between these parts. In
this way, we can manage complexity of the system by hiding the
details that are unimportant at a given level of consideration; Cle-
ar interfaces between the components allow us to avoid integration
problems at the implementation phase. Connections between com-
ponents, which specify how components affect each other, help pro-
pagate the effects of change in one component to the affected com-
ponents. Most importantly, an architectural model can be seen as
a repository of the knowledge about the system, represented as re-
quirements, design, and implementation artifacts, held together by
the architecture. Such a repository enables automatic generation of
analytical models for different aspects of the system, such as timing,
reliability, security, performance, etc. Since all the models are ge-
nerated from the same source, ensuring consistency of assumptions
and abstractions used in different analyses becomes easier. The first
two uses of architectural modeling have been studied in the research

literature for a number of years. However, the coordination role of
architectural modeling in MBE is just currently emerging. We ex-
pect this role to gain importance in the coming years. It is clear that
realizing this vision of “single-source” MBE with an architectural
model at its core is impossible without having first a clear semantics
of the architecture description language.

The goal of the seminar is to bring together researchers who are
interested in defining precise semantics of an architecture descripti-
on language and using it for building tools that generate analytical
models from architectural ones, as well as generate code and confi-
guration scripts for the system. Despite recent research activity in
this area to use semantic interpretation of architectural models for
analytical model generation, we observe a significant gap between
current state of the art and the practical need to handle complex
models. In practice, most approaches cover a limited subset of the
language and target a small number of modeling patterns. A more
general approach would most likely require an interpretation of the
semantics of the language by the tool, instead of hard-coding of the
semantics and patterns into the model generator.
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Computing services are increasingly pooled within global utili-
ty computing infrastructures offered by providers such as Amazon,
Google and IBM. Infrastructure clouds provide virtual machines
and resources. These infrastructure clouds are used to enable “plat-
forms as a service” that simplify implementation of arbitrary scala-
ble services.

The seminar targeted the management and protection of indi-
vidual clouds and addressed the trend towards cloud federation by
bringing together researchers from systems management, security,
and dependability. The idea was that only such an integrated ap-
proach is able to guarantee security and dependability while preser-
ving the essential cost and efficiency benefits of today’s emerging
solutions.

The challenge to address was how to provide secure and depen-
dable services on such federated cloud platforms. Selected research
questions were: How can clouds securely interoperate, how can ser-
vice availability be guaranteed despite failures or attacks by indi-
vidual clouds, how can existing algorithms be adjusted to provide
scalable eventual consistency, and finally whether cloud-of-cloud
infrastructures can provide such benefits at costs that are competiti-
ve with single cloud solutions.

While these questions where addressed during the seminar it
got also clear that dependability and security of single clouds is by
far not solved and therefore was also discussed in depth.
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Much database research focuses on improving the performan-
ce of individual queries. Workload management focuses on a larger
question – how to optimize the performance of the entire workload,
as a whole. Workload management is one of the most expensive
components of system administration. Gartner listed workload ma-
nagement as the first of two key challenges to emerge from the data
warehouse market in 2009. However, we believe that even while
both researchers and industry are building and experimenting with
increasingly large-scale workloads, there is a disconnect between
the OLTP/OLAP/Mixed/Hadoop/Map-Reduce workloads used in
experimental research and the complex workloads that practitioners
actually manage on large-scale data management systems.

One goal of this seminar was to bridge this gap between rese-
arch and practice. Dagstuhl Seminar 12282 provided a venue where
researchers can engage in dialogue with industrial participants for
an in-depth exploration of challenging industrial workloads, whe-
re industrial participants can challenge researchers to apply the les-
sons-learned from their large-scale experiments to multiple real sys-
tems, and that would facilitate the release of real workloads that can
be used to drive future research, and concrete measures to evalua-
te and compare workload management techniques in the context of
these workloads.

With regard to seminar participants, we took a system-centric
focus, and invited participants who could speak to the management
of workloads in a variety of systems. Seminar participants came
from a variety of academic and commercial institutions: Cloudera,
EMC/Greenplum, LinkedIn, Microsoft, MIT, National University
of Singapore, NEC, Queen’s University, Stony Brook University,
Teradatata, Tokutek, TU Berlin, TU Berlin, TU Ilmenau, TU Mün-
chen, UC Berkeley, Universität des Saarlandes, Universität Ham-
burg, University of Waterloo, and Yahoo.
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In biological systems, similarly to the tenet of modern architec-
ture, form and function are solidly intertwined. Thus to gain com-
plete understanding in various contexts, the curation and study of
form turns out to be a mandatory first phase.

Biology is in the era of the “Omes”: Genome, Proteome, To-
ponome, Transcriptome, Metabolome, Interactome, Orfeome, Re-
combinome, and so on. Each Ome refers to carefully gathered da-
ta in a specific domain. While biotechnology provides the data
for most of the Omes (sequencing technology for genomes, mass
spectrometry and toponome screening for proteomes and metabo-
lomes, high throughput dna microarray technology for transcrip-
tomes, protein chips for interactomes), bioinformatics algorithms
often help to process the raw data, and sometimes even produce the
basic data such as the Orfeome and the recombinome.

The problem is: biological data are accumulating at a much fas-
ter rate than the resulting datasets can be understood. For example,
the 1000-genomes project alone will produce more than 1012 raw
nucleic acid bases to make sense of. Thus, databases in the teraby-
tes, even petabytes (1015 bytes) range are the norm of the day. One
of the issues today is that our ability to analyze and understand mas-
sive datasets lags far behind our ability to gather and store the data
with the ever advancing bio- and computing technologies. So, while
the sheer size of data can be daunting, this provides a golden oppor-
tunity for testing (bioinformatic) structure-discovery primitives and
methods.

Almost all of the repositories mentioned here are accompanied
by intelligent sifting tools. In spite of the difficulties of structure
discovery, supervised or unsupervised, there are reasons to believe
that evolution endowed biological systems with some underlying
principles of organization (based on optimization, redundancy, si-
milarity, and so on) that appear to be present across the board. Cor-
respondingly, using evolutionary thoughts as a “guiding light”, it
should be possible to identify a number of primitive characteristics
of the various embodiments of form and structure (for instance, sim-

ply notions of maximality, irredundancy, etc.) and to build similarly
unified discovery tools around them. Again, the forms may be orga-
nized as linear strings (say, as in the genome), graphs (say, as in the
interactome), or even just conglomerates (say, as in the transcripto-
me). And the fact that even the rate of data accumulation increases
continuously becomes rather a blessing in this context than a cur-
se. It is therefore a worthwhile effort to try and identify these pri-
mitives. This seminar was intended to focus on combinatorial and
algorithmic techniques of structure discovery relating to biological
data that are at the core of understanding a coherent body of such
data, small or large. The goal of the seminar was twofold: on one
hand to identify concise characterizations of biological structure
that span across multiple domains; on the other to develop combi-
natorial insight and algorithmic techniques to effectively unearth
structure from data.

The seminar began with a town-hall, round-table style meeting
where each participant shared with the others a glimpse of their
work and questions that they were most excited about. This formed
the basis of the program that was drawn up democratically. As the
days progressed, the program evolved organically to make an opti-
mal fit of lectures to the interest of the participants.

The first session was on population genomics, covered by Shu-
hua Xu and Laxmi Parida. The second was on methods on genomic
sequences, covered by Rahul Siddharthan and Jonas Almeida. The
next talks were on clinical medicine: an interesting perspective from
a practicing physician, Walter Schubert, on treatment of chronic di-
seases, and Yupeng Cun spoke about prognostic biomarker discove-
ry. Algorithms and problems in strings or genomic sequences were
covered in an after-dinner session on Monday and in two sessions on
Tuesday morning and late afternoon. The speakers were Sven Rah-
mann, Burkhard Morgenstern, Eduardo Corel, Fabio Cunial, Gilles
Didier, Tobias Marschall, Matthias Gallé, Susana Vinga and Gabri-
el Valiente. The last speaker presented a system called “Tango” on
metagenomics, and in a bizarre twist concluded the session and the
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day with a surprise live Argentine Tango dance performance with
one of the organizers of the seminar. The early afternoon session
was on metabolic networks, with lectures by Jörg Ackermann, Jun
Yan and Qiang Li.

The Wednesday morning session was loosely on proteomics,
with lectures by Alex Pothen, Benny Chor, Axel Mosig, Alex Gross-
mann, and Deok-Soo Kim. Coincidentally, three lecturers of this
session shared very similar first names, leading to some gaffes and
some light moments at the otherwise solemn meeting.

The Thursday sessions were on phylogenies and networks, with
lectures by Mareike Fischer, Mike Steel, Katharina T. Huber, Chri-
stoph Mayer, James A. Lake, Péter L. Erdös, Stefan Gruenewald
and Peter F. Stadler. James A. Lake presented an interesting shift in
paradigm, based in biology, called cooperation and competition in
phylogeny. Péter L. Erdös gave a fascinating talk on the realization
of degree sequences. Yet another session on strings was covered by
Matteo Comin and Funda Ergun on Thursday. The day concluded
with a lecture by Andreas Dress on pandemic modeling.

There were a few after-dinner sessions on big data, thanks to
Jonas Almeida. An eclectic set of lectures were given on the last
session on Friday, by Raffaele Giancarlo on clustering and by Con-
cettina Guerra on network motifs. The meeting concluded with a
fascinating lecture by Matthias Löwe on the combinatorics of graph
sceneries. The impact of this on biology may not be immediately
clear, but such is the intent of these far-reaching, outward-looking
seminars.
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Introduction
In early August 2012 researchers from both academia and

industry assembled in Dagstuhl at the 2012 Dagstuhl Workshop
on Robust Query Processing, Workshop 12321. An earlier Work-
shop—Dagstuhl Workshop 10381—held in September 2010 [16]
had supplied an opportunity to look at issues of Robust Query Pro-
cessing but had failed to make significant progress in exploring the
topic to any significant depth. In 2012, 12321 Workshop partici-
pants looked afresh at some of the issues surrounding Robust Query
Processing with greater success and with the strong possibility of fu-
ture publications in the area that would advance the state-of-the-art
in query processing technology.

Background and related research
A considerable amount of query processing research over the

past 20 years has focused on improving relational database sys-
tem optimization and execution techniques for complex queries and
complex, ever-changing workloads. Complex queries provide op-
timization challenges because selectivity and cardinality estimati-
on errors multiply, and so there is a large body of work on im-
proving cardinality estimation techniques and doing so in an au-
tonomic fashion: from capturing histogram information at run ti-
me [1, 17], to mitigating the effects of correlation on the indepen-
dence assumption [21], to utilizing constraints to bound estimation
error [9, 10, 15, 18], to permitting various query rewritings to sim-
plify the original statement [11,19,23,26–28]. Studies of the feasi-
bility of query re-optimization [7, 8], or deferring optimization to
execution time [24], have until recently largely been based on the
premise that the need for such techniques is due either to recove-
ring from estimation errors at optimization time in the former ca-
se, or avoiding the problem entirely by performing all optimization

on-the-fly, such as with Eddies [6] rather than in a staged, ‘water-
fall’ kind of paradigm.

More recent work on adaptive query processing [13, 14, 24,
25] has considered techniques to handle the interaction of query
workloads [3–5], coupled with the realization that changes to en-
vironmental conditions can significantly impact a query’s chosen
execution plan. These environmental conditions include:

changes to the amount of memory available (buffer pool, heap
memory);
changes to i/o bandwidth due to concurrent disk activity;
locking and other waits caused by concurrency control mecha-
nisms;
detected flaws in the currently executing plan;
number of available cpu cores;
changes to the server’s multiprogramming level [2];
changes to physical access paths, such as the availability of in-
dexes, which could be created on the fly;
congestion with the telecommunications network;
contents of the server’s buffer pool;
inter-query interaction (contention on the server’s transaction
log, ‘hot’ rows, and so on.

Background – Dagstuhl seminar 10381
Self-managing database technology, which includes automatic

index tuning, automatic database statistics, self-correcting cardina-
lity estimation in query optimization, dynamic resource manage-
ment, adaptive workload management, and many other approaches,
while both interesting and promising, tends to be studied in isolati-
on of other server components. At the 2010 Dagstuhl Workshop on
Robust Query Processing (Dagstuhl seminar 10381) held on 19–24
September 2010, seminar attendees tried to unify the study of these
technologies in three fundamental ways:
1. determine approaches for evaluating these technologies in the
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‘real’ environment where these independently-developed com-
ponents would interact;

2. establish a metric with which to measure the ‘robustness’ of a
database server, making quantitative evaluations feasible so as
to compare the worthiness of particular approaches. For exam-
ple, is dynamic join reordering during query execution worth
more than cardinality estimation feedback from query executi-
on to query optimization?

3. utilize a metric, or metrics, to permit the construction of regres-
sion tests for particular systems. The development of suitable
metrics could lead to the development of a new, possibly in-
dustry-standard benchmark, that could be used to measure sel-
f-managing database systems by industry analysts, customers,
vendors, and academic researchers and thus lead to better im-
provements in robust operation.

At the 2010 Dagstuhl seminar, attendees struggled somewhat
with trying to define the notion of robustness, let alone trying to
measure or quantify it. Robustness is, arguably, somewhat ortho-
gonal to absolute performance; what we are trying to assess is
a system’s ability to continue to operate in the face of changing
workloads, system parameters and environmental conditions.

An example of the sorts of problems encountered in trying to
define robustness is illustrated in Figure 4.7. Figure 4.7 shows the
throughput rates of two systems, System A (blue line) and System B
(red line), over time, for the same workload. The Y -axis represents
the throughput rate, and the X-axis is elapsed time. Over time, the
workload steadily increases.

Three areas of the graph are highlighted in Figure 4.7. The first,
in green, shows that as the workload is increased, System A outper-
forms System B by some margin. That peak performance cannot
be maintained, however, as the load continues to be increased. The
area in blue shows that once System A becomes overloaded, per-
formance drops precipitously. On the other hand, System B shows
a much more gradual degradation (circled in red), offering more
robust behaviour than System A but with the tradeoff of not being
able to match System A’s peak performance.

One can argue that Figure 4.7 mixes the notions of query pro-
cessing and workload management. In Figure 4.8 we simplify the
problem further, and consider only simple range queries (using two
columns) over a single table, where the (logarithmic) X-axis deno-
tes the size of the result set.

In Figure 4.8, the yellow line illustrates a table scan: it is ro-
bust—it delivers identical performance over all result sets—but
with relatively poor performance. The dashed red line is a traditio-
nal index-to-index lookup plan: that is, search in secondary index,
row fetch out of the primary (clustered) index. This plan is consi-
derably faster for very small selectivities, but becomes considera-
bly poorer with only a marginal decrease in selectivity. The solid
red line shows, in comparison, substantial-but-imperfect improve-
ments over the index-to-index technique, due to asynchronous pre-
fetch coupled with sorting batches of row pointers obtained from
the secondary index. This query execution strategy is available in

Microsoft sql Server 2005. While Figure 4.8 is just one simple que-
ry—one table, range predicates on two columns—Figure 4.8 illus-
trates both the magnitude of the problem and the opportunity for
improving the robustness of such plans.

At the 2010 Dagstuhl seminar, seminar attendees explored a
number of different ways in which to define robustness. One idea
was to define a metric for robustness as the accumulated variance
in the wall clock times of workloads—or particular queries—or,
alternatively, some measure of the distribution of that variance, a
2nd level effect. Since this working definition includes wall clock
times, it implicitly includes factors such as optimizer quality, since
a robustness metric such as this must include statement execution ti-
mes. However, while the sophistication of query optimization, and
the quality of access plans, is a component of a robust database
management system, it is not the only component that impacts any
notion of robustness.

This working definition of robustness raised as many questions
as answers, and many of these were still unresolved by the end of
the workshop. Those questions included:

Sources of variance in query optimization include the statistics
model, the cardinality model, and the cost model, with the lat-
ter usually being less critical in practice than the former two.
One measure of ‘robustness’ is to assess the accuracy between
estimates and actuals. What level of importance should the ‘cor-
rectness’ of a query optimizer have on a metric of robustness?

Which offers more opportunity for disaster—and disaster pre-
vention: robust query optimization or robust query execution?

Is robustness a global property? Does it make sense to measure
robustness at the component level? If so, which components,
and what weight should be attached to each?

Several of the attendees at the 2010 Dagstuhl workshop advo-
cated a two-dimensional tradeoff between actual performance
and ‘consistency’. But what is ‘consistency’? Is it merely plan
quality, or something more?

Robustness for who? Expectations are different between pro-
duct engineers and end users; one should not try to define ro-
bustness unless one addresses whose expectations you are try-
ing to satisfy. Both rely on an idealized model of how a system
should behave. Can we define that model? At the same time,
what expectations can a user have of a really complex query?

Is adaptivity the only way to achieve robustness?

What would a benchmark for robustness attempt to measure?

During the workshop we analyzed these questions from various
perspectives. Unfortunately we failed to reach consensus on a clear
definition of robustness, how to measure it, and what sorts of trade-
offs to include. Our hope, in this, the second Dagstuhl workshop on
Robust Query Processing, is to make additional progress towards
clarifying the problems, and possibly make some progress towards
defining some general—or specific—approaches to improve dbms
robustness.
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Fig. 4.7
Comparison of Systems A and B in response to increasing workloads over time

Fig. 4.8
Comparison of access plans for a single table range query
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Mobility Data Mining and Privacy aimed to stimulate the emer-
gence of a new research community to address mobility data mining
together with privacy issues. Mobility data mining aims to extract
knowledge from movement behaviour of people. This is an inter-
disciplinary research area combining a variety of disciplines such
as data mining, geography, visualization, data/knowledge represen-
tation, and transforming them into a new context of mobility while
considering privacy which is the social aspect of this area. The high
societal impact of this topic is mainly due to the two related facets
of its area of interest, i.e., people’s movement behaviour, and the as-
sociated privacy implications. Privacy is often associated with the
negative impact of technology, especially with recent scandals in
the US such as AOL’s data release which had a lot of media covera-
ge. The contribution of Mobility Data Mining and Privacy is to turn
this negative impact into positive impact by investigating how pri-
vacy technology can be integrated into mobility data mining. This
is a challenging task which also imposes a high risk, since nobody
knows what kinds of privacy threats exist due to mobility data and
how such data can be linked to other data sources.

The seminar looked closely at two application areas: Vehicu-
lar data and cellular data. Further discussions covered two speci-
fic new general approaches to protecting location privacy: context-
dependent privacy, and location uncertainty as a means to protect
privacy. In each of these areas, new ideas were developed; further
information is given in the working group reports.

The seminar emphasized discussion of issues and collaborative
development of solutions – the majority of the time was divided bet-
ween working group breakout sessions follow by report-back and
general discussion sessions. While the working group reports were
written by subgroups, the contents reflect discussions involving all
22 participants of the seminar.

The seminar concluded that there are numerous challenges to
be addressed in mobility data mining and privacy. These challenges
require investigation on both technical and policy levels. Of particu-

lar importance is educating stakeholders from various communities
on the issues and potential solutions.
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Introduction
Moore’s law predicted the ever increasing computing power of

the past decades from an economic perspective based on doubling
the number of elements in a circuit about every two years. Moreover,
Moore’s law is expected to continue for another 10–20 years. On
the physical level this integration is enabled by continuously shrin-
king feature sizes of basic components. But for future technology
nodes reliability problems triggered by different sources are expec-
ted to increase rapidly. Process variations in the production process
are one issue. While production processes become more accurate
considering absolute measures, the relative inaccuracy compared
to the component’s size is increasing. One consequence are transis-
tors with a wide range of threshold levels resulting in slightly faster
or slower operating logic circuitry (both die-to die and within die).
This may result for example in delay errors under certain operating
conditions of a device. Increasing sensitivity to the omnipresent en-
vironmental radiation is another issue. In the past some errors indu-
ced by radiation have been observed infrequently while systems in
space missions are already specified to be radiation resistant. Shrin-
king feature sizes result in sensitivity to radiation with lower ener-
gy causing more radiation induced events like Single Event Upsets
(SEUs) even on sea level. Such effects are summarized as transi-
ent faults resulting in soft errors (as opposed to permanent faults
resulting in a change of the functionality due to a modification of
the physical structure). Consequently, approaches to design reliable
circuits tolerating such transient faults without causing soft errors
have been proposed. These design approaches to mitigate soft errors
comprise all levels of design abstraction from the system specifica-
tion down to the layout. Examples for these approaches are, e.g.,
fault tolerant algorithms and operating systems, fault tolerant pro-
cessors, self-calibrating architectures, block level redundancy and
error checking, synthesis approaches on the gate level, or hardening
techniques on the layout level. In practical systems typically multi-
ple mitigation techniques are implemented to guarantee reliability

across the full system stack. Functional verification has been and
still is a challenge in current designs containing up to hundreds
millions of transistors. Mature techniques for the formal verifica-
tion and the dynamic verification of large systems exist. Research
in verification is ongoing to match the rapid increase of the size
of the systems. The verification of reliability is an interdisciplinary
topic involving at least testing technology, verification methodolo-
gy, and design experience. This makes the verification of reliable
implementations an even harder problem. The testing community
provides underlying models for transient faults to understand the
effects at the functional and eventually at the system level. Using
these models, the verification community designs efficient analy-
sis tools and verification techniques to handle large systems. As in
standard verification of large circuits a concerted action of formal
methods, semi-formal techniques and simulation-based validation
will be required. Still knowledge from the design community is re-
quired, to further speed up the verification task. Understanding the
implemented approach to reliability on the application level and the
system level is required to achieve a high degree of automation in
the verification task.

Organization
The seminar was organized in short slots for talks followed by

extensive discussions. A panel discussion in the afternoon summa-
rized each day and focused on further questions. Each day was de-
voted to a special topic:

Design – Techniques to ensure reliability by design.
Fault models – Different types of fault models are required de-
pending on the abstraction level and the type of design conside-
red.
Metrics – Measuring reliability requires some kinds of metrics.
These metrics can be defined with respect to the fault models.
But they should also reflect potential inaccuracies.
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Engines – Different types of engines are used in Electronic De-
sign Automation (EDA) for circuits and systems.

Results
Documenting the results of intensive discussions in a compact

manner is difficult. However, some results can be formulated in
crisp statements. Approximate computing is a powerful technique
for reliable design where the applications permit inaccuracy of ope-
rations up to a certain extent. Computing considering statistical na-
ture of devices may be able to produce very accurate results, but
providing compatible computing fabric at acceptable costs is a chal-
lenge. No single fault model will cover all aspects of reliability. In
particular, fault models must be adapted to the application domain,
the level of criticality and the step in the design process that is being
considered. Appropriate metrics will then be applied to bridge gaps,
e.g., between different levels of abstraction. An orchestration of re-
asoning engines ranging from formal techniques to simulation and
emulation will always be required to gather data required for the dif-
ferent metrics. Design for Reliability will always affect all levels of
abstraction. Only by concerted effort the same performance gains
can be expected that we have seen in the past 50 years.

As a follow-up of the Dagstuhl Seminar, an Embedded Tutorial
was successfully proposed for the DATE conference 2013. The Em-
bedded Tutorial’s title is “Reliability Analysis Reloaded: How Will
We Survive?” and will include two presentations given by partici-
pants of the seminar or colleagues belonging to the research group
of a participant.
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In 1993, Yoav Shoham’s paper on agent-oriented program-
ming was published in the Artificial Intelligence Journal. Shoham’s
ideas, and the work on agent-oriented programming it inspired, has
had a profound impact on the field of multiagent systems, as evi-
denced by Shoham’s paper receiving a 2011 IFAAMAS Influential
Paper Award recognising seminal work in the field. Agent-oriented
programming offers a natural approach to the development of com-
plex systems in dynamic environments, and technology to support
the development of agents and multiagent systems is beginning to
play a more important role in today’s software development at an
industrial level.

Since Shoham’s initial work, a range of platforms that support
agent orientation have become available, and considerable experi-
ence has been gained with these platforms. Some key issues have
also emerged from this work, however. First, given the plethora of
systems and approaches that have become available in the field for
developing multiagent systems, it is no longer clear which of these
technologies is most appropriate for developing a particular appli-
cation or what the distinctive benefits of various approaches are. It
is especially important for practitioners to understand the benefits
resulting from a particular choice of technology, when and how to
apply it, and to develop standards that support the application of
agent technology. Secondly, the very different style of agent-orien-
ted programming potentially hampers the uptake of agent develop-
ment tools and methods. To successfully apply the agent-oriented
paradigm and to support the implementation and testing phases of
agent- oriented development it is therefore very important to esta-
blish best practices and evaluate lessons learned from applying the
technology in practice.

The aim of this seminar was to bring together researchers from
both academia and industry to identify the potential for and facilita-
te convergence towards standards for agent technology. The seminar
was very relevant for industrial research. The seminar meetings we-
re meant to enable interaction, cross-fertilisation, and mutual feed-

back among researchers and practitioners from the different, but re-
lated areas, and provide the opportunity to discuss diverse views and
research findings. The interaction in a Dagstuhl seminar was consi-
dered to be ideal for establishing common ground for defining stan-
dards, identifying best practices, and developing approaches to ap-
plying agent technology to the large scale, realistic scenarios found
in industry. The aim of the discussions that were planned was there-
fore to establish a future research agenda, i.e. a roadmap, based on
an evaluation of current state-of-the-art of agent-oriented program-
ming languages, tools and techniques that are particularly important
for large scale industrial applications.

The seminar took place August 19–24, 2012, with 37 partici-
pants from 15 countries. The programme included presentations by
the participants and group discussions. Presentations were about
30 minutes long, including questions. We specifically asked partici-
pants not to present current research (their next conference paper),
but rather asked for what should be considered the next step in their
research area.

Participants were encouraged to use their presentations to provi-
de input for discussion about the roadmap. They should show their
perspectives and discuss what they think should be on the research
agenda, try to explain why, and what it is they think this community
should be aiming for. The group discussions took place in the after-
noon, after the coffee break until 6pm. We put together four groups
of 8–10 members, each headed by one discussion leader . The re-
sults of each working group were then presented to all participants
before dinner. The seminar concluded with a general discussion on
Friday morning and a wrap-up.

We identified the following important outcomes of the seminar.

MAS: Understanding of the uptake of multiagent systems techno-
logy in industry is seriously hampered by the current situati-
on concerning paper acceptance at scientific conferences and
workshops: While new theoretical approaches easily find their
way into these events, papers about serious implementations
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that scale up and put theoretical concepts to work are often con-
sidered not innovative enough and are thus not considered ap-
propriate as scientific papers. We need a forum to publish such
papers in order to generate research on the transfer of agent
technology to industry.

Merger: During the seminar, eight out of 12 steering committee
members of three important workshops in the area of agent sys-
tems development (ProMAS, DALT, and AOSE) met to discuss
the possibility of merging the workshops. Based on the discus-
sions at the seminar, it was generally agreed that greater focus
is needed, and a single venue to present work in the field would
be desirable. The workshop steering committees therefore deci-
ded (during the seminar) to merge ProMAS, DALT and AOSE
to form a new workshop Engineering Multiagent Systems. 2012
will therefore be the last year in which the workshops will be
held separately: They will be replaced by the new EMAS work-
shop at next year’s AAMAS.

Roadmap: The organisers agreed to start a draft on the roadmap,
based on the results of the group sessions. We plan to include
the group leaders to produce a first draft, discuss it with the
participants and afterwards, to finalise it.
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4.35 Interaction Beyond the Desktop
Organizers: Alan Dix, James D. Hollan, Albrecht Schmidt, and Jürgen Steimle
Seminar No. 12351

Date: 26.–31. August, 2012 | Dagstuhl Seminar

Participants: Michel Beaudouin-Lafon, Susanne Boll, Alvaro
Cassinelli, Alan Dix, Tanja Döring, Geraldine Fitzpatrick,
Steve Gill, Jonna Häkkilä, Niels Henze, Uta Hinrichs, James
D. Hollan, Clare Hooper, Eva Hornecker, Jochen Huber,
Johann Habakuk Israel, Hans-Christian Jetter, Thorsten
Karrer, Gudrun Klinker, Antonio Krüger, Wendy E. Mackay,
Rainer Malaka, Ann Morrison, Max Mühlhäuser, Jörg Müller,
Simon Olberding, Joseph A. Paradiso, Bastian Pfleging,
Aaron Quigley, Harald Reiterer, Bernard Robben, Michael
Rohs, Enrico Rukzio, Alireza Sahami, Christian Sandor,
Arvind Satyanarayan, Bernt Schiele, Albrecht Schmidt,
Johannes Schöning, Jürgen Steimle, Aurélien Tabard, Kaisa
Väänänen-Vainio-Mattila, Volker Wulf

(No documentation available)
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44.36 Information Flow and Its Applications
Organizers: Samson Abramsky, Jean Krivine, and Michael W. Mislove
Seminar No. 12352

Date: 26.–31. August, 2012 | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.8.99

Creative Commons BY-NC-ND 3.0 Unported license
© Samson Abramsky, Jean Krivine, and Michael W. Mislove

Participants: Samson Abramsky, Marcus Appleby, David
Balduzzi, Peter Bierhorst, Robert J. Bonneau, Gunnar
Carlson, Eric Deeds, Ross Duncan, Jerome Feret, Tobias
Fritz, Richard Gill, Jonathan Hayman, Peter Hines, Ricardo
Honorato-Zimmer, Jean Krivine, Shane Mansfield, Michael W.
Mislove, Catuscia Palamidessi, Prakash Panangaden,
Mehrnoosh Sadrzadeh, Sandro Stucki, Baltasar Trancón y
Widemann, Viktor Winschel, Glynn Winskel

The seminar “Information Flow and Its Applications” that took
place in Schloss Dagstuhl in August 2012, has been the latest in a
series of meetings concerning information flow that began with the
2008 Clifford Lectures by Samson Abramsky at Tulane University,
and continued with two further meetings on informatic phenomena
at Tulane, as well as a previous Dagstuhl seminar on “The Seman-
tics of Information”3. The seminar “Information Flow and Its Ap-
plications” brought together mathematicians, computer scientists,
physicists and researchers from related disciplines such as compu-
tational biology who are working on problems concerning informa-
tion and information flow.

The seminar gathered 21 participants in addition to the 3 or-
ganizers, in the studious but cosy atmosphere of Schloss Dagstuhl.
Armed with slides and chalks, each speaker described in terms as
simple as can be, the questions and problems they were trying to sol-
ve, which, as the title of the seminar suggests, had all in common
the issue of the representation and analysis of information flows.

The hypothesis underlying the organization of the seminar was
the following: information flows leave on substrates which trans-
port and transform data along time and space. From the modeling,
analysis or simulation of these substrates will emerge unifying tech-
niques or concepts. It is understood that such substrate can be arti-
ficial, for instance in the case of an electrical circuit, or natural, as
in the complex signaling pathways that govern cellular fate. Moreo-
ver, information may be treated by systems in a designed manner,
for instance a computer that processes its inputs according to a de-
termined program, or be the result of evolution, like the internet
which is a perfect example of a system that carries and processes
information in spite of the absence of a pre-existing specification.

Although traditionally information processing is studied by dis-
tinct communities, scattered along the Artificial-Natural and Desi-

gned-Evolved axes, it is noteworthy that this separation is, to some
extent, a historical artifact in the sense that artificial systems may
be the fruit of evolution (as the internet) while natural ones may be
used in a purely specified manner (as in synthetic biology). It is the-
refore natural to expect that tools and techniques developed in one
field may be also relevant to others.

Another unifying scheme of the seminar was the emphasis on
the use of formal languages in the representation of information
flows. Indeed once ä real world"computing system, such as the cell
or a quantum circuit, is abstracted as a formal programming langua-
ge, one may then start to apply techniques imported from theoretical
computer science. In the study of evolved systems, these techniques
may be used to extract a specification of what is being observed,
while in the context of systems where a specification is a priori at
disposal, one may use these techniques to verify that the way infor-
mation is processed conforms to the expectation.

Over the 4 days of talks, which gave rise to feedback that went
beyond the expectation of the organizers, the participants of the se-
minar Ïnformation Flow and its Applications"have had the opportu-
nity to listen to talks ranging from Systems Biology to Theoretical
Physics, from Quantum Computing to the study of Ecological sys-
tems. As organizers, we believe that the original guess that Informa-
tion Flow should be a topic of its own was largely a good one.

3 http://www.dagstuhl.de/10232
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4.37 Information-centric networking – Ready for the real world?
Organizers: Ali Ghodsi, Börje Ohlman, and Ignacio Solis
Seminar No. 12361

Date: 02.–09. August, 2012 | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.9.1

Creative Commons BY-NC-ND 3.0 Unported license
© Ali Ghodsi, Börje Ohlman, Jörg Ott, Ignacio Solis, and Matthias Wählisch

Participants: Bengt Ahlgren, Somaya Arianfar, Carsten
Bormann, Marcus Brunner, Ken Calvert, Giovanna Carofiglio,
Antonio Carzaniga, Patrick Crowley, Elwyn Brian Davies, Lars
Eggert, Anders Eriksson, Christian Esteve Rothenberg, Kevin
Fall, Xiaoming Fu, Volker Hilt, Pan Hui, Van Jacobson,
Myeong-Wuk Jang, Holger Karl, Gunnar Karlsson, Vikas
Kawadia, Dirk Kutscher, Anders Lindgren, Luca Muscariello,
Ashok Narayanan, Börje Ohlman, George Parisis, Pasi
Sarolahti, Thomas C. Schmidt, Ignacio Solis, Matthias
Wählisch, George Xylomenos, Eiko Yoneki, Lixia Zhang

Information-centric networking (ICN) defines a communicati-
on paradigm that recognizes the dominant usage of the Internet as
a substrate to disseminate and access content of all kinds: from tra-
ditional web pages to online social networks to file distribution to
live and on-demand media feeds. With ICN, the focus shifts from
the location at which a content object is stored (typically some ser-
ver) to the object itself so that scale, efficiency, and robustness of
content publication and retrieval can be improved beyond what cur-
rent Content Distribution Networks (CDNs) can deliver.

Diverse instances of ICN networking architectures were deve-
loped, including CCN/NDN, NetInf, DONA, and LIPSIN, among
others, and see experimentation at different scale in both academia
and industry. The fundamental concepts of ICN have gained popula-
rity in the research community and have been taken up by several re-
search activities that are addressing the topic from different angles.

Numerous research problems remain open, some of which
(such as naming content) may find different (optimal) solutions in
different deployments while others are more fundamental in nature
and could affect the performance of all deployments. The latter in-
clude the performance benefits achievable through (cooperative) ca-
ching and caching at different points in the network, parallel content
retrieval from multiple sources, and tradeoffs between native net-
work layer and overlay-based ICNs. This second Dagstuhl Seminar
on information-centric networking is intended to operate as a cata-
lyst for these activities and provide a forum for discussing a selected
subset of important research topics that have been identified so far.
It will bring together researchers from different ICN backgrounds to
discuss fundamentals that matter across the various platforms with
the meta goal of identifying obstacles to be overcome, solutions,
and paths towards real-world deployments.

In this seminar, we discussed the following core topics: (1)
ICN applications and services, (2) ICN performance and compari-
son of alternative technologies, (3) business, legal, and deployment
aspects.
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4.38 The Multilingual Semantic Web
Organizers: Paul Buitelaar, Key-Sun Choi, Philipp Cimiano, and Eduard H. Hovy
Seminar No. 12362

Date: 02.–09. September, 2012 | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.9.15

Creative Commons BY-NC-ND 3.0 Unported license
© Paul Buitelaar, Key-Sun Choi, Philipp Cimiano, and Eduard H. Hovy

Participants: Guadalupe Aguado de Cea, Dimitra
Anastasiou, Pushpak Bhattacharyya, Gerhard Budin, Paul
Buitelaar, Nicoletta Calzolari Zamorani, Manuel Tomas
Carrasco Benitez, Christian Chiarcos, Key-Sun Choi, Philipp
Cimiano, Ernesto William De Luca, Gerard de Melo, Thierry
Declerck, Bo Fu, Asuncion Gomez-Perez, Jorge Gracia,
Marko Grobelnik, Iryna Gurevych, Sebastian Hellmann,
Graeme Hirst, Chu-Ren Huang, Nancy Ide, Antoine Isaac,
Christian Lieske, John McCrae, Elena Montiel-Ponsoda,
Roberto Navigli, Sergei Nirenburg, Laurette Pretorius, Aarne
Ranta, Kimmo Rossi, Felix Sasaki, Gabriele Sauberer, Hans
Uszkoreit, Josef van Genabith, Jeroen van Grondelle, Daniel
Vila-Suero, Martin Volk

The amount of Internet users speaking native languages other
than English has seen a substantial growth in recent years. Stati-
stics from 2010 in fact show that the number of non-English In-
ternet users is almost three times the number of English-speaking
users (1430 million vs. 536 million users). As a consequence, the
Web is turning more and more into a truly multilingual platform
in which speakers and organizations from different languages and
cultural backgrounds collaborate, consuming and producing infor-
mation at a scale without precedent. Originally conceived by Tim
Berners-Lee et al. [1] as “an extension of the current web in which
information is given well-defined meaning, better enabling compu-
ters and people to work in cooperation”, the Semantic Web has seen
an impressive growth in recent years in terms of the amount of data
published on the Web using the RDF and OWL data models. The
kind of data published nowadays on the Semantic Web or Linked
Open Data (LOD) cloud is mainly of a factual nature and thus re-
presents a basic body of knowledge that is accessible to mankind as
a basis for informed decision-making. The creation of a level play-
ing field in which citizens from all countries have access to the same
information and have comparable opportunities to contribute to that
information is a crucial goal to achieve. Such a level playing field
will also reduce information hegemonies and biases, increasing di-
versity of opinion. However, the semantic vocabularies used to pu-
blish factual data in the Semantic Web are mainly English, which
creates a strong bias towards the English language and culture. As
in the traditional Web, language represents an important barrier for
information access as it is not straightforward to access information
produced in a foreign language. A big challenge for the Semantic
Web therefore is to develop architectures, frameworks and systems
that can help in overcoming language and national barriers, facili-
tating the access to information originally produced for a different
culture and language. An additional problem is that most of the in-
formation on the Web stems from a small set of countries where
majority languages are spoken. This leads to a situation in which

the public discourse is mainly driven and shaped by contributions
from those countries where these majority languages are spoken.
The Semantic Web vision bears an excellent potential to create a
level playing field for users with different cultural backgrounds, na-
tive languages and originating from different geo-political environ-
ments. The reason is that the information available on the Semantic
Web is expressed in a language-independent fashion and thus bears
the potential to be accessible to speakers of different languages if
the right mediation mechanisms are in place. However, so far the
relation between multilingualism and the Semantic Web has not re-
ceived enough attention in the research community. Exploring and
advancing the state-of-the-art in information access to the Seman-
tic Web across languages is the goal of the seminar proposed he-
re. A Semantic Web in which information can be accessed across
language and national barriers has important social, political and
economic implications:

it would enable access to data in other languages and thus pro-
vide support for direct comparisons (e.g. of public spending),
thus creating an environment where citizens feel well-informed
and contributing to increasing their trust and participation in
democratic processes as well as strengthening democracy and
trust in government and public administration
it would facilitate the synchronization and comparison of infor-
mation and views expressed in different languages, thus contri-
buting to opinion forming processes free of any biases or main-
stream effects
it would foster higher information transparency; the exchange
of many data items is limited due to national boundaries and
national idiosyncrasies, as it is e.g. the case with financial data,
the exchange of which is limited due to the availability of very
different accounting procedures and reporting standards. Crea-
ting an ecosystem in which financial information can be inte-
grated across countries can contribute to a higher transparency
of financial information, global cash flow and investments.
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Vision, Goals and Topic: The vision underlying the proposed
workshop is the creation of a Semantic Web in which all languages
have the same status, every user can perform searches in their own
language, and information can be contrasted, compared and integra-
ted across languages. As a main topic for the seminar, we intend to
discuss in how far the Semantic Web can be extended – from an
infrastructural and conceptual point of view – in order to support
access across languages. This will lead us to the discussion of two
main questions:

Ontological vocabularies that are available and used in the Se-
mantic web cover a broad number of domains and topics to va-
rying degrees of detail and granularity. For one thing we will
discuss in how far these vocabularies can indeed be seen as an
interlingua (language-independent) representation. This inclu-
des the question how, building on such an interlingual repre-
sentation, the Semantic Web can indeed support access to se-
mantic data across languages. This discussion will extend to the
question which approaches are suitable to translate the user’s
information needs, expressed in natural language, into such a
language-independent representation.
For another thing, we will discuss how the multilingual Seman-
tic Web can be constructed by publication and linking of availa-
ble multilingual lexical resources following the Linked Data pa-
radigms. In this context, we will also discuss how natural lan-
guage processing tools can benefit from such a linked ecosys-
tem of lexico-semantic background knowledge.

Other topics that we anticipated would be discussed at the seminar
include the following:

models for the integration of linguistic information with onto-
logies, i.e., models for multilingualism in knowledge represen-
tation, in particular OWL and RDF(S)
collaborative design of ontologies across languages and cultu-
res
multilingual ontology alignment
multilingual and cross-lingual aspects of semantic search and
querying of knowledge repositories
cross-lingual question answering over Linked Data
architectures and infrastructure for a truly Multilingual Seman-
tic Web
localization of ontologies to multiple languages
automatic integration and adaptation of (multilingual) lexicons
with ontologies
multi- and cross-lingual ontology-based information extraction
and ontology population
multilingualism and linked data (generation, querying, brow-
sing, visualization and presentation)
multilingual aspects of ontology verbalization
ontology learning across languages
NLP methods to construct the multilingual Semantic Web

Organization & Structure
The organizers asked participants to submit an abstract and to

prepare a short presentation of about 10 minutes for the seminar.
The first day started with an introduction by the organizers, gi-

ving an overview of the main topics and goals of the seminar. Some
guiding questions for the seminar as proposed by the organizers we-
re the following:

Can we exploit the LOD for NLP?
Can we allow for multilingual access to the knowledge in the
LOD?
Can we regard the LOD as an interlingua?
Can we apply Linked Data principles to the modelling of lin-
guistic/lexical resources?
How can we facilitate the localization of (semantic) web sites
to multiple languages?

As technical and research challenges for the field in the next years,
the organizers highlighted the following:

Aggregating and summarizing content across languages
Repurposing and verbalizing content in multiple languages
Linking of information across languages
Detection of inconsistent views across languages
Translation of “objects” that have a context and are produced
within some workflow
Large-scale and robust text analysis in multiple languages
Personalized and contextualized Interpretation of NL [2]
Cross-lingual/cultural reconciliation of conceptualizations

Every day, between 10:30 and 12:00, a panel took place in which
attendees of the seminar had 10 minutes to present their view on the
main challenges in the field, answering to the following questions
in particular:
1. What are in your view the most important challenges/ barriers/

problems and pressing needs with respect to the multilingual
access to the Semantic Web?

2. Why does the problem matter in practice? Which industry sec-
tors or domains are concerned with the problem?

3. Which figures are suited to quantify the magnitude or severity
of the problem?

4. Why do current solutions fail short?
5. What insights do we need in order to reach a principled soluti-

on? What could a principled solution look like?
6. How can standardization (e.g. by the W3C) contribute?
After each panel the organizers attempted to group participants in-
to teams around a certain topic. The groups worked together on the
topic in the afternoons between 13:30 and 15:30. They were sup-
posed to wrap-up their discussion and come up with a summary of
their discussion until 17:00. These summaries were then presented
in a plenary session to all the participants from Tuesday to Friday
between 9:00 and 10:30.

Every day between 17:00 and 18:00 (just before dinner), we had
an invited talk or special activity. On the first day, Kimmo Rossi
from the European Commission shared his perspective on the chal-
lenges in our field. On the second day, there was a non-academic
slot: First Jeroen van Grondelle showcased an industrial applicati-
on of semantic, multilingual technologies; next, Christian Lieske
and Felix Sasaki discussed perception and reality of the multilingu-
al Semantic Web. On the fourth day we organized a demo session,
giving participants the opportunities to give a hands-on look at their
tools.

References
1 T. Berners-Lee, J. Hendler, O. Lassila, et al. The Semantic

Web. Scientific American, 284(5):28–37, 2001.
2 G. Hirst. The future of text-meaning in computational lin-

guistics. In Proc. of 11th Int’l Conf. on Text, Speech and
Dialogue, pp. 3–11, Springer, 2008.
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4.39 Software Defined Networking
Organizers: Pan Hui and Teemu Koponen
Seminar No. 12363

Date: 05.– 08. September, 2012 | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.9.95

Creative Commons BY-NC-ND 3.0 Unported license
© Pan Hui and Teemu Koponen

Participants: Bengt Ahlgren, Marcus Brunner, Frank Dürr,
Lars Eggert, Christian Esteve Rothenberg, Peter Feil, Anja
Feldmann, Nate Foster, Howard Green, Pan Hui, Raimo
Kantola, James Kempf, Teemu Koponen, Dirk Kutscher,
Daniel Levin, Anders Lindgren, David Meyer, Toby Moncaster,
Andrew W. Moore, Gerd Pflueger, Jarno Rajahalme,
Wolfgang Riedel, Sasu Tarkoma, Fernando Manuel Valente
Ramos, Cedric Westphal

Software Defined Networks (SDN) is seen as the most promi-
sing solution to resolve the challenges in realizing sophisticated net-
work control. SDN builds its promise on the separation of the net-
work control functions from the network switching elements. By
moving the control plane out from the network elements into stan-
d-alone servers, the switching elements can remain simple, general-
purpose, and cost-effective and at the same time the control plane
can rely on design principles of distributed systems in its implemen-
tation instead of being confined to distributed routing protocols.

The purpose of the seminar was to look at the current develop-
ments in this quickly evolving problem domain and identify future
research challenges. The seminar brought together researchers with
different domains and backgrounds. Given the high level of interest
in SDN from industry, the organizers also invited many participants
from companies working with SDN related networking products
and services. This mix of people resulted in fruitful discussions and
interesting information exchange. The structure of the seminar took
advantage of these different backgrounds by focusing on themed
talks and group discussions.

Organization of the Seminar
Software-Defined Networking (SDN) continues to remain rele-

vant both for the industry and academia and indeed this was very
much reflected in the backgrounds of the seminar participants; the
seminar had a balanced mix of representatives both from industry
and academia.

These two very active communities, industry and academia, are
pursuing SDN with different mind-sets, different solutions and dif-
ferent implications in mind, however. The organizers felt that the
interactions had been clearly insufficient in the past: practical chal-
lenges in SDN continue to remain little known in the academia whe-
reas the industry often remains unaware of the recent useful deve-
lopments in research. To this end, the two and half day seminar was
explicitly structured around this observation; the goal was to allow

for fruitful interactions between the industry and academia to maxi-
mize the exchange of ideas, challenges and lessons learnt between
these two communities.

The seminar discussions and talks were structured around three
themes:
1. Status updates. From the very definition to the ongoing standar-

dization work, SDN is still evolving. In these talks and discus-
sions, we dived into the ongoing work at ONF as well as the
perceived hard problems to be solved.

2. Industry use cases. In this theme the focus was on exposing the
academia to the practical use cases on which industry is wor-
king.

3. Implementation. The third theme dived into the details and ex-
posed the seminar participants to both the practical implementa-
tion issues faced as well as more theoretical observations about
the system design.

For the status updates the seminar had the following talks at the first
day. The talks were fairly short so enough discussion could be had
between the talks:

Teemu Koponen: Evolving SDN
Peter Feil: ONF update
David Meyer: Hard problems in OF/SDN
Dirk Kutscher: Northbound interfaces

The discussions after (and during) the talks also bootstrapped the
evening and its group discussions about the definition of the SDN
and its use cases.

The second day started with the industry use cases.
Peter Feil: Deutsche Telekom and SDN
James Kempf: SDN: Definition and Use Cases
Teemu Koponen: Network virtualization
Cedric Westphal: SDN for content management/network-based
CDN emulation/transparent caching

The rest of the day was dedicated for the implementation theme and
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a set of short talks were given again to spark the discussion later in
the evening about the implementation aspects.

Dan Levin: State distribution trade-offs in SDN
Nate Foster: Frenetic
Toby Moncaster: SDN, can we (IP)FIX it?
Andrew Moore: S/FPGA/NetFPGA
Jarno Rajahalme: Issues in routing and tunneling in OF and
OVS
Wolfgang Riedel: Alignment of Storage, Compute and Networ-
king
Anders Lindgren: Use cases of SDN in information centric mo-
bile networks

The third day was again about the use cases but this time from the
academic participants. The following short talks were given with
discussions between the talks:

Christian Rothenberg: RouteFlow
Fernando Ramos: Secure, trustworthy, resilient SDNs
Raimo Kantola: Customer Edge Switching
Frank Dürr: Supporting Communication Middleware with Soft-
ware-Defined Networking

Outcome of the Seminar
The seminar was well received by the participants. Among the

participants there were also organizers of future SDN workshops
(IRTF SDN and DIMACS SDN) who signaled the intent of buil-
ding their workshops around the similar discussion-oriented struc-
ture preferred at Dagstuhl.
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4.40 Machine Learning Methods for Computer Security
Organizers: Anthony D. Joseph, Pavel Laskov, Fabio Roli, J. Doug Tygar, and Blaine Nelson
Seminar No. 12371

Date: 09.–14. September, 2012 | Dagstuhl Perpectives Workshop
Full report – DOI: 10.4230/DagRep.2.9.109

Creative Commons BY-NC-ND 3.0 Unported license
© Anthony D. Joseph, Pavel Laskov, Blaine Nelson, Fabio Roli, and J. Doug Tygar

Participants: Battista Biggio, Christian Bockermann, Michael
Brückner, Alvaro Cárdenas Mora, Christos Dimitrakakis, Felix
C. Freiling, Giorgio Fumera, Giorgio Giacinto, Rachel
Greenstadt, Anthony D. Joseph, Robert Krawczyk, Pavel
Laskov, Richard P. Lippmann, Daniel Lowd, Aikaterini
Mitrokotsa, Sasa Mrdovic, Blaine Nelson, Patrick Pak Kei
Chan, Massimiliano Raciti, Nathan Ratliff, Konrad Rieck,
Fabio Roli, Benjamin I. P. Rubinstein, Tobias Scheffer, Galina
Schwartz, Nedim Srndic, Radu State, Doug Tygar, Viviane
Zwanger

Arising organically from a variety of independent research pro-
jects in both computer security and machine learning, the topic of
machine learning methods for computer security is emerging as a
major direction of research that offers new challenges to both com-
munities. Learning approaches are particularly advantageous for se-
curity applications designed to counter sophisticated and evolving
adversaries because they are designed to cope with large data tasks
that are too complex for hand-crafted solutions or need to dynami-
cally evolve. However, in adversarial settings, the assets of learning
can potentially be subverted by malicious manipulation of the lear-
ner’s environment. This exposes applications that use learning tech-
niques to a new type of security vulnerability in which an adversary
can adapt to counter learning-based methods. Thus, unlike most ap-
plication domains, computer security applications present a unique
data domain that requires careful consideration of its adversarial
nature to provide adequate learning-based solutions—a challenge
requiring novel learning methods and domain-specific application
design and analysis. The Perspectives Workshop, “Machine Lear-
ning Methods for Computer Security”, brought together prominent
researchers from the computer security and machine learning com-
munities interested in furthering the state-of-the-art for this fusion
research to discuss open problems, foster new research directions,
and promote further collaboration between the two communities.

This workshop focused on tasks in three main topics: the role
of learning in computer security applications, the paradigm of se-
cure learning, and the future applications for secure learning. In the
first group, participants discussed the current usage of learning ap-
proaches by security practitioners. The second group focused of the
current approaches and challenges for learning in security-sensitive
adversarial domains. Finally, the third group sought to identify fu-
ture application domains, which would benefit from secure learning
technologies.

Within this emerging field several recurrent themes arose
throughout the workshop. A major concern that was discussed

throughout the workshop was an uneasiness with machine learning
and a reluctance to use learning within security applications and, to
address this problem, participants identified the need for learning
methods to provide better transparency, interpretability, and trust.
Further, many workshop attendees raised the issue of how human
operators could be incorporated into the learning process to guide
it, interpret its results, and prevent unintended consequences, thus
reinforcing the need for transparency and interpretability of these
methods. On the learning side, researchers discussed how an adver-
sary should be properly incorporated into a learning framework and
how the algorithms can be designed in a game-theoretic manner to
provide security guarantees. Finally, participants also identified the
need for a proper characterization of a security objective for lear-
ning and for benchmarks for assessing an algorithm’s security.
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4.41 Biological Data Visualization
Organizers: Carsten Görg, Lawrence Hunter, Jessie Kennedy, Seán O’Donoghue, and Jarke J.
van Wijk
Seminar No. 12372

Date: 09.–14. September, 2012 | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.9.131

Creative Commons BY-NC-ND 3.0 Unported license
© Carsten Görg, Lawrence Hunter, Jessie Kennedy, Seán O’Donoghue, and Jarke J. van Wijk

Participants: Jan Aerts, Sheelagh Carpendale, Min Chen,
Kasper Dinkla, Daniel Evanko, Jean-Fred Fontaine, Tom
Freeman, Nils Gehlenborg, Carsten Görg, Martin Graham,
Julian Heinrich, Lawrence Hunter, Graham Johnson, Jessie
Kennedy, Andreas Kerren, Karsten Klein, Oliver Kohlbacher,
Martin Krzywinski, Michael Lappe, Raghu Machiraju, Miriah
Meyer, Torsten Möller, Cydney Nielsen, Kay Nieselt, Sean
O’Donoghue, Arthur J. Olson, James Procter, Mark Ragan,
Jos B.T.M. Roerdink, Francis Rowland, Andrea Schafferhans,
Falk Schreiber, Svenja Simon, Christian Stolte, Margaret-Anne
Storey, Hendrik Strobelt, Jarke J. Van Wijk, Corinna Vehlow,
Matthew O. Ward, Michel A. Westenberg, Bang Wong

Introduction and Motivation
Biology is rapidly evolving into a ‘big data’ science, and as a

consequence there is an urgent and growing need to improve the
methods and tools used for gaining insight and understanding from
biological data. Over the last two decades, the emerging fields of
computational biology and bioinformatics have led to significant
advances primarily in automated data analysis. Today, however, bio-
logists increasingly deal with large, complex datasets (e.g., ‘omics’
data) where it is not known in advance what they are looking for
and thus, automated analyses alone cannot solve their problems. In-
teractive visualizations that can facilitate exploratory data analysis
and support biologists in creating new hypotheses lend themselves
to complement automated analyses. Bioinformaticians already have
built a variety of tools for visualizing different types of biological
data and those tools are widely used in the community. So far, most
bio-related visualization research has been conducted by people out-
side of the visualization community, people who have learned about
visualization but are often not aware of research in the visualization
community. Consequently, the current tools do not embody the la-
test advancements in design, usability, visualization principles, and
evaluation.

One main goal of this first Dagstuhl Seminar on Biological Da-
ta Visualization was to bring together the users (biologists), cur-
rent visualization tool builders (bioinformaticians), and visualiza-
tion researchers to survey the state-of-the-art of the current tools
and define a research agenda for systematically developing the next
generation of tools for visualizing biological data. Only a close col-
laboration of the researchers from all three communities can create
the synergies necessary to address the challenges in analyzing and
visualizing large and complex biological datasets.

Topics discussed during the seminar included:
Challenges in visualizing biological data. Biological data is ve-
ry heterogeneous. It contains spatial data, graphs, tabular data,
and textual data. Challenges are wide spread: open-ended da-

ta quantity, open-ended exploratory tasks, long-term analyses,
rich analytics, heterogeneous data, usability and evaluation of
tools.
Design and visualization principles, research in human-cente-
red design, usability, and evaluation of interactive data-analysis
tools.
Creating a common research agenda and a common understan-
ding of the problem field of biological data visualization.
Integration of multiple visualizations for different data types
and tasks into one tool to support more complex analysis sce-
narios.
Designing an infrastructure for next generation visualization
tools.
Establishing collaborations between computer scientists and
biologists.

Participants and Program
41 researchers from 9 countries participated in this seminar.

Many participants came from the US and from Germany, others ca-
me from Canada, Australia, and a number of other European coun-
tries. There was a good mix of researchers from the visualization,
bioinformatics, and biology communities. About a third of the par-
ticipants attended their first seminar at Dagstuhl.

The program was designed to facilitate in-depth discussions
in small working groups. To get to know each other—the seminar
brought together researchers from different communities—partici-
pants introduced themselves and their research interests with a ‘per-
sonal ad’ in the Monday morning session. This was a great way to
set the tone for informal and engaging discussions during the semi-
nar.

Previous to the seminar, the organizers collected interesting
ideas and suggestions from the participants for possible topics for
working groups. To allow participants to work on different topics
and with different people, the topics and groups changed halfway
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through the seminar. On Monday morning and Wednesday morning
all participants discussed and refined the suggested topics and for-
med groups according to their interests. The groups (four on Mon-
day/Tuesday and five on Wednesday/Thursday) worked in parallel
on their topics and reported regularly on their progress. The work in
the breakout groups was complemented by a discussion on the Bio-
Vis Community on Friday and a number of talks given throughout
the seminar:

Seán I. O’Donoghue: BioVis Introduction: A Practitioner’s
Viewpoint
Daniel Evanko: Visualization on nature.com
Matt Ward: Biovisualization Education: What Should Students
Know?
Arthur J. Olson: The Promise and Challenge of Tangible Mole-
cular Interfaces
Martin Krzywinski: visualization – communicating, clearly
Bang Wong: Concepts gleaned from disparate communities

These talks, presented to all participants in the morning sessi-
ons and after the lunch breaks, intentionally touched on broad and
high-level topics to make them more interesting to the diverse au-
dience in the seminar.

Discussion and Outcome
Some of the working groups followed a classical design pro-

cess [1,2] to structure their collaborative work. They split their dis-
cussions into a problem phase and a solution phase. Both phases
featured divergent and convergent stages: discover and define for
the problem phase and develop and deliver for the solution phase.
Francis Rowland, a seminar participant with expertise in user expe-
rience design, facilitated these discussions.

Figure 4.12 shows some artifacts produced by the Ontologies
in Biological Data Visualization working group that followed this
design process. The Four C’s approach (left) is an example for the
discover and design stages. The group broke down their topic in-
to four aspects: Components (parts), Characters (people involved),
Challenges, and Characteristics (features and behavior). The Four
C’s approach helped the group to provide a holistic view on the
design problem and to better define the topic. The Draw the Box
approach (right) is an example for the develop and deliver stages.
Members of the group collaboratively imagined an end product of
their work that would be sold in a box on a shelf and designed its
package. This approach helped the group members to gather ideas,
visualize the outcome, and focus on the most important features of
the product.

The diverse outcomes from the nine working groups are sum-
marized below.

Comparative Analysis of Heterogeneous Networks: The ana-
lysis of the transcriptome produces a large number of putatively dis-
rupted transcripts, and prioritizing which disruptions are most like-
ly to be meaningful (causal or diagnostic) is a time-consuming pro-
cess. To guide their interpretation researchers create heterogeneous
networks by integrating information from a wide variety of annota-
tion databases. The working group investigated how the analysis of
the transcriptome can be facilitated by interactive visualizations of
transcriptome assemblies and proposed a method to infer the func-
tional consequence of a transcript’s disruption based on the local
structure of the annotation networks. A tight coupling of network
analysis algorithms and interactive visualizations, specifically desi-
gned to support these analysis tasks, could accelerate identification
of important transcript alterations.

Sequence Data Visualization: Genome-associated data is gro-
wing at a fast rate and genome browsers are still the tool of choice
for integrating and analyzing different types of data in one single re-
presentation. The working group analyzed the different challenges

of visualizing genome-associated data and separated them into two
different dimensions: problems associated with rearrangements of
the genomic coordinates and problems with the abundance of data
at each genomic position. To address these problems, the group dis-
cussed and developed a number of possible solutions, including the
development of a reference-free gene-centric approach, compres-
sing tracks by aggregation or summarization, and using meta-data
or data itself as a novel way for selecting tracks. These approaches
can lay the foundation for the development of new visualization
tools.

Bridging Structural & Systems Biology via DataVis: There
exist several gaps between the field of structural biology, which has
yielded detailed insight into the molecular machines of life, and the
field of systems biology, which has evolved more recently in the wa-
ke of the genomics revolution, but separately from the advances of
the more structural view of biology. The integration of both fields
and their visualization tools could create new tool sets to enhance
the exploration and understanding of biological systems. The wor-
king group analyzed and described the existing gaps and proposed
seven strategies to facilitate collaboration and professional advance-
ment in structural biology, systems biology, and data visualization.

Ontologies in Biological Data Visualization: Ontologies are
graph-based knowledge representations in which nodes represent
concepts and edges represent relationships between concepts. They
are widely used in biology and biomedical research, for the most
part as computational models, in computational analyses, and for
text mining approaches. The working group examined the potential
impact of ontologies on biological data visualization. The group
identified challenges and opportunities from the perspectives of
three different stakeholders: ontologists (who create and maintain
ontologies), data curators (who use ontologies for annotation purpo-
ses), and data analysts (who use ontologies through applications to
analyze experimental data). Identified challenges include the dyna-
mic nature of ontologies, scalability, how to utilize the complex set
of relationships expressed in ontologies, and how to make ontolo-
gies more useful for data analysis. Identified research opportunities
include the visualization of ontologies themselves, automated ge-
neration of visualization using ontologies, and the visualization of
ontological context to support search. The group submitted a View-
points article on Ontologies in Biological Data Visualization to the
IEEE Computer Graphics & Applications journal.

A Framework for Effective Visualization Design: Visualiza-
tions are not only an important aspect of how scientists make sense
of their data, but also how they communicate their findings. The
techniques and guidelines that govern how to design effective vi-
sualizations, however, can be quite different whether the goal is to
explore or to explain. Unfortunately, scientists are often not aware
of the spectrum of considerations when creating visualizations. To
help clarify this problem, the working group has developed a fra-
mework to reason about the spectrum and considerations to help
scientists better match their visualization goals with appropriate de-
sign considerations.

Uncertainty Visualization: Uncertainty is common in all are-
as of science, and it poses a difficult problem for visualization rese-
arch. Visualization of uncertainty has received much attention in the
areas of scientific visualization and geographic visualization; howe-
ver, it appears much less common in information visualization and
in biological data visualization. The working group analyzed and
described the sources of uncertainty and types of uncertainty spe-
cific to biology. Uncertainty visualization in networks was identi-
fied as an open issue, including uncertainty in the network topology
and uncertainty in attributes on nodes, edges, and their interdepen-
dencies. The group started a survey of the literature on uncertainty
visualization for biological data and proposed to construct a taxo-
nomy of uncertainty visualization approaches, and investigate how
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Fig. 4.12
Examples of design processes: the Four C’s approach (left) and the Draw the Box approach (right)

they could be employed in the context of a collection of biological
problems.

Evaluation: The working group identified two central pro-
blems with respect to the evaluation of tools for visualizing bio-
logical data: (1) How to motivate biologists to participate in eva-
luations? and (2) How to evaluate the tools? The answer to the first
question was (simply) that biologists have to benefit from the eva-
luation to be motivated to participate, e.g. they might get a tool they
can use to solve their problems. The second question was more com-
plex and the working group discerned a number of dimensions, cen-
tered around what, why, when, where, and how. The discussion of
these dimensions lead to the insight that there is a strong difference
between approaches taken by designers working at a bio-institute
and approaches taken by infovis researchers. Both approaches have
merit, the challenge is to close the gap and combine them.

Multiscale Visualization: Biology involves data and models
at a wide range of scales and researchers routinely examine pheno-
mena and explore data at multiple scales. Visual representations of
multi-scale datasets are powerful tools that can support data ana-
lysis and exploration, however, visualizing multi-scale datasets is
challenging and not many approaches exist. The working group
identified four common dimensions of biological multi-scale data-
sets: 3D space, time, data complexity (modality), and data volume
(size). The group produced a short video to introduce each dimen-
sion independently in order to provide a quick and understandable
view on the nature of the different scales and how they apply to bio-
logical data and exploration. Additionally, the group discussed in
more detail a number of biological multi-scale data and models that
can be visualized across multiple dimensions and introduced case
studies to highlight issues like navigation, interaction, and human-
computer interfaces. Carsten Görg presented a talk on the results

from this working group at the 2012 Rocky Mountain Bioinforma-
tics Conference.

Infrastructure: The working group discussed needs from both
a technical and community standpoint regarding the challenges in-
volved in the analysis of biomedical data and mechanisms to faci-
litate interactions between visualization communities in computer
science and biology. Eight key criteria were identified: interopera-
bility, reusability, compatibility, references & benchmarks, middle-
ware, vertical integration, scalability, and sustainability. The group
developed a model for a community-maintained, biological visua-
lization resource that would enable biological questions, task des-
criptions, sample datasets and existing tools for the problems to be
disseminated to the computational visualization and biological re-
search communities. Additionally, the group developed a detailed
use-case based on the data and analysis pipelines of the cancer ge-
nome atlas that will allow technical aspects of the eight key criteria
to be explored and practical solutions proposed.

Finally, based on feedback from the participants (from the se-
minar questionnaire as well as from personal communication with
the organizers) another important outcome of the seminar was to
establish collaborations between computer scientists and biologists.
The academic cultures in biology and computer science, including
publication models, are quite different. In addition, biologists have
a different mindset than computer scientists: biologists often work
in a detail-oriented manner whereas computer scientists often seek
to generalize. Understanding each other’s culture is important for
successful collaborations and the Dagstuhl seminar provided a uni-
que setting to meet enthusiastic people from different communities,
have long group discussions with a focus on problem solving, and
form synergies with researchers that have a different outlook and
expertise.

References
1 D. Gray. Gamestorming: A Playbook for Innovators, Ru-

lebreakers, and Changemakers. O’Reilly, 2010.
2 L. Hohmann. Innovation Games: Breakthrough Products

Through Collaborative Play: Creating Breakthrough Pro-
ducts and Services. Addison Wesley, 2006.
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4.42 Privacy-Oriented Cryptography
Organizers: Jan Camenisch, Mark Manulis, Gene Tsudik, and Rebecca Wright
Seminar No. 12381
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Participants: Giuseppe Ateniese, Johannes Blömer, Nikita
Borisov, Xavier Boyen, Jan Camenisch, Claude Castelluccia,
Bruno Crispo, George Danezis, Emiliano De Cristofaro,
Claudia Diaz, Roger Dingledine, Yevgeniy Dodis, Maria
Dubovitskaya, Marc Fischlin, Cédric Fournet, Ian Goldberg,
Dennis Hofheinz, Jean Pierre Hubaux, Aaron M. Johnson,
Stefan Katzenbeisser, Dogan Kesdogan, Markulf Kohlweiss,
Anja Lehmann, Anna Lysyanskaya, Mark Manulis, Gregory
Neven, Bertram Poettering, Bartosz Przydatek, Kai
Rannenberg, Jean-Pierre Seifert, Vitaly Shmatikov, Radu
Sion, Douglas Stebila, Gene Tsudik, Markus Ullmann,
Susanne Wetzel, Douglas Wikström, Rebecca Wright

The constantly increasing volume of electronic interactions and
sensitive information disseminated online raises privacy concerns
and motivates the need for efficient privacy-oriented techniques.
The aim of our “Privacy-Oriented Cryptography” seminar was to
bring together (mainly, but not only) researchers working in diffe-
rent domains of cryptography and privacy. Although non-cryptogra-
phic measures can, at times, aid privacy (e.g., statistical or ad hoc
obfuscation techniques) — cryptography, via its mathematical me-
chanisms and formal concepts, helps obtain novel and efficient pri-
vacy-enhancing solutions, achieving concrete and measurable pri-
vacy guarantees.

Since privacy is a very broad area, being explored not only by
security and cryptography experts, this seminar focused on two do-
mains: user privacy and data privacy, for which the benefit from
using cryptographic techniques is especially significant. Seminar
participants presented and discussed many novel privacy-oriented
cryptographic algorithms and protocols that admit various fields of
deployment for protecting privacy in a broad range of applications,
involving possibly huge amounts of data (e.g., cloud computing)
and many different users (e.g. online communities). The seminar
further addressed the emerging research direction of provable pri-
vacy, by discussing various mechanisms and techniques for defining
concrete privacy goals and enabling their formal analysis.

The seminar brought together 39 of the leading scientists in the
areas of (applied) cryptography and privacy. The participants came
from all over the world, including the US (13 participants), Germa-
ny (8), Switzerland (6), Great Britain (5), Australia (1), Belgium
(1), Canada (1), France (1), Italy (1), and Sweden (1).

The program contained 26 interactive presentations, each about
35–40 minutes and two panel discussions, with a free afternoon on
Wednesday to offer time for social activities or for conducting col-
laborative research in smaller groups. The seminar ended on Friday
after lunch to enable time for traveling. We asked participants prior
to the seminar to suggest talks based on their most recent results.

Most presentations followed this suggestion and introduced new,
sometimes even not yet submitted or still work-in-progress results.
The first panel — “Privacy Models: UC or Not UC?” — discus-
sed the advantages and disadvantages of existing cryptographic me-
thods for formal specification and analysis of security and privacy
guarantees. The second panel — “Privacy-Oriented Cryptography:
Why is it not adopted more in practice?” — discussed challenges
that arise in the practical deployment of existing privacy-oriented
cryptographic solutions but also considered some success stories
like Tor, a popular anonymous communications service, which is
widely used in different parts of the world.

The nature of the seminar allowed experts and practitioners to
air ideas and discuss preliminary concepts and work-in-progress re-
sults. This might have led to the exposure and subsequent explora-
tion of new research directions that may offer both practical signifi-
cance and intellectual challenge.

The organizers would like to thank all participants for accepting
our invitations and attending the seminar, and for sharing their ideas
and contributing to the interesting seminar program. We hope that
discussions were fruitful and the opportunity to work face-to-face
during the seminar helped to create impulses for exciting new rese-
arch projects, paving the way for further progress and new discove-
ries in Privacy-Oriented Cryptography.

Finally, the organizers, also on behalf of the participants, would
like to thank the staff and the management of Schloss Dagstuhl for
their support throughout the 1,5 years of preparations of this very
pleasant and successful event.
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44.43 Computation and Palaeography: Potentials and Limits
Organizers: Tal Hassner, Malte Rehbein, Peter A. Stokes, and Lior Wolf
Seminar No. 12382
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Participants: Dimitris Arabadjis, Nachum Dershowitz,
Matthieu Exbrayat, Shira Faigenbaum, Melanie Gau, Tal
Hassner, R. Manmatha, Ophir Münz-Manor, Eyal Ofek,
Micalis Panagopoulos, Robert Sablatnig, Wendy Scase,
Timothy Stinson, Peter A. Stokes, Dominique Stutzmann,
Ségolène Tarte, Lior Wolf

The Schloss Dagstuhl Perspectives Workshop on “Computation
and Palaeography: Potentials and Limits” focused on the interaction
of palaeography, the study of ancient and medieval documents, and
computerized tools developed for analysis of digital images in com-
puter vision. During the workshop, the interaction between domain
experts from palaeography and computer scientists with computer
vision backgrounds has yielded several very clear themes for the
future of computerized tools in palaeographic research. Namely,

Difficulties in communication between palaeographers and
computer scientists is a prevailing problem. This is often re-
flected not only in computerized tools failing to meet the requi-
rements of palaeography practitioners but also in the termino-
logy used by the two disciplines. Better communication should
be fostered by joint events and long-term collaborations.
Computerized palaeographic tools are often black boxes which
put the palaeography scholar on one end of the system, only
receiving a systems output, with little opportunity to directly
influence how the system performs or to communicate with it
using natural palaeographic terminology. The long-term desire
is to have the scholar at the center of the computerized system,
allowing interaction and feedback in order to both fine-tune per-
formance and better interpret and communicate results. This is
crucial if palaeography is to become a truly evidence-based dis-
cipline. To this end the use of high-level terminology, natural to
palaeography, should be integrated into computerized palaeo-
graphic systems.
Palaeographic data, scarce to begin with, is even more restricted
by accessibility and indexing problems, non-standard bench-
marking techniques and the lack of accurate meta-data and
ground truth information. Multiple opportunities were identi-
fied for acquiring data and disseminating it both in the palaeo-
graphic research community and outside to the general public.
Palaeographic research is largely restricted to the domain of ex-
perts. Making palaeography accessible to non-experts by using

computerized tools has been identified as an effective means of
disseminating valuable cultural heritage information while at
the same time potentially giving rise to crowdsourcing oppor-
tunities, such as those proved successful in other domains.

The manifesto which resulted from this work elaborates on the exis-
ting challenges and limitations of the field and details the long-term
recommendations that have emerged from the workshop.
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4.44 Algorithms and Complexity for Continuous Problems
Organizers: Alexander Keller, Frances Kuo, Andreas Neuenkirch, and Joseph F. Traub
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Date: 23.–28. September, 2012 | Dagstuhl Seminar
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Participants: Christoph Aistleitner, Martin Altmayer, James
M. Calvin, Ronald Cools, Stephan Dahlke, Thomas Daun,
Steffen Dereich, Nicolas Döhring, Massimo Fornasier, Stefan
Geiss, Michael Gnewuch, Mario Hefter, Stefan Heinrich, Aicke
Hinrichs, Peter Kritzer, Thomas Kühn, Frances Kuo, Gunther
Leobacher, Peter Mathé, Klaus Meer, Thomas
Müller-Gronbach, Valeriya Naumova, James Nichols, Erich
Novak, Dirk Nuyens, Jens Oettershagen, Anargyros
Papageorgiou, Sergei V. Pereverzev, Iasonas Petras,
Friedrich Pillichshammer, Leszek Plaskota, Pawel
Przybylowicz, Klaus Ritter, Daniel Rudolf, Otmar Scherzer,
Wolfgang Ch. Schmid, Reinhold Schneider, Christoph
Schwab, Winfried Sickel, Ian H. Sloan, Rob Stevenson, Shu
Tezuka, Joseph F. Traub, Mario Ullrich, Tino Ullrich, Jan
Vybiral, Grzegorz Wasilkowski, Markus Weimar, Henryk
Wozniakowski, Larisa Yaroslavtseva, Marguerite Zani

This was already the 11th Dagstuhl Seminar on Algorithms and
Complexity for Continuous Problems over a period of 21 years. It
brought together researchers from different communities working
on computational aspects of continuous problems, including com-
puter scientists, numerical analysts, applied and pure mathemati-
cians. Although the seminar title has remained the same many of
the topics and participants change with each seminar and each se-
minar in this series is of a very interdisciplinary nature.

Continuous computational problems arise in diverse areas of
science and engineering. Examples include path and multivariate
integration, approximation, optimization, as well as operator equa-
tions. Typically, only partial and/or noisy information is available,
and the aim is to solve the problem within a given error toleran-
ce using the minimal amount of computational resources. For ex-
ample, in high-dimensional integration one wants to compute an
ε-approximation to the integral with the minimal number of func-
tion evaluations. Here it is crucial to identify first the relevant va-
riables of the function. Understanding the complexity of such pro-
blems and construction of efficient algorithms is both important and
challenging.

The current seminar attracted 51 participants from more than
10 different countries all over the world. About 30% of them were
young researchers including PhD students. There were 40 presenta-
tions covering in particular the following topics:

Biomedical learning problems
Random media
Computational finance
Noisy data
Tractability
Quantum computation
Computational stochastic processes
High-dimensional problems

The work of the attendants was supported by a variety of funding
agencies. This includes the Deutsche Forschungsgemeinschaft, the

Austrian Science Fund, the National Science Foundation (USA),
and the Australian Research Council. Many of the attendants from
Germany were supported within the DFG priority program SPP
1324 on “Extraction of Quantifiable Information from Complex
Systems”, which is strongly connected to the topics of the seminar.

As always, the excellent working conditions and friendly atmo-
sphere provided by the Dagstuhl team have led to a rich exchange
of ideas as well as a number of new collaborations. Selected papers
related to this seminar will be published in a special issue of the
Journal of Complexity.
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The Dagstuhl seminar on Web Application Security aimed to
bring researchers together in the field of web security, both from
academia and industry. The seminar is a follow-up of the Dagstuhl
Seminar 09141 on Web Application Security in 2009 [1, 2].

Research context
Since its birth in 1990, the web has evolved from a simple,

stateless delivery mechanism for static hypertext documents to a
fully-fledged run-time environment for distributed multi-party ap-
plications. Recently, the web technologies have gradually shifted
from a central server technology towards a rich/stateful client pa-
radigm and lively interaction models. The wave of popular peer-to-
peer web applications and web mashup applications confirm this
emerging trend. But the shift from the server-centered paradigm
poses a significant challenge of securing web applications in the
presence of multiple stakeholders, including security-ignorant en-
d-users. This motivates the need for solid web application security.

The seminar aimed to address the open question of how to pro-
tect against the pervasive threats to web applications. Some of the
key objectives put forward are (i) over-viewing the state of the art
to consolidate and structure it, (ii) identifying key challenges, and
(iii) brainstorming on new ideas and approaches towards resolving
these challenges.

The inception of this Dagstuhl seminar was strongly inspired
by the following emerging trends and challenges in the web securi-
ty landscape:

Fine-grained access control. Fine-grained access control poli-
cies define how the application authenticates and authorizes
end users, from which application contexts the application can
be consulted, and which interaction sequences maintain the ap-
plication’s integrity (i.e. control-flow integrity). Our objective
was to address a range of questions from formal foundation of

authentication policies and protocols to the practicalities of au-
thentication such as secure session management.

Information-flow control. Information-flow control specifies how
sensitive data, possibly originating from multiple content pro-
viders in multiple trust domains, can be used in data aggrega-
tions, and client-side and server-side processing as is typically
done in mashups. Challenges here include reconciling informa-
tion-flow policies from several involved parties, with possibly
conflicting goals. Moreover, tracking end-to-end information
flow in web applications remains an open question. Our objecti-
ve was to establish an enhanced understanding of how to make
information-flow control policies and mechanisms practical in
a web setting.

Secure composition. Secure composition policies specify how
active third-party components, for instance written in JavaS-
cript, can be securely integrated into applications via client-
side and server-side mashups. By nature, web mashups heavi-
ly depend on interaction and communication across different
origins, but contradictory, mashup security relies on separati-
on techniques for protecting both code and data. As a result,
traditional HTML techniques (mainly based on the same-ori-
gin policies) fail to address both the interaction and separation
needs. We wanted to explore principled approaches to achieve
the delicate balance between interaction and separation in secu-
rity composition.

Cross-domain interaction. One of the original and still unresol-
ved problems of the web is the inherent incompatibility bet-
ween the cross-domain nature of the hyperlink and the same-o-
rigin security policy of its active content. In the recent past the
situation has become even more complex with the introduction
of client-side primitives for cross-domain interaction, such as
CORS. Our objective was to assess the impact of current deve-
lopments and identify promising directions for solutions.

Recent advances in JavaScript and HTML5. There are several
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technological advances in the latest versions of JavaScript (such
as strict mode, frozen objects, proxies and SES), that might con-
tribute to the security of web applications. In addition, the re-
search community did make important steps forward in under-
standing and improving the language by formalizing its seman-
tics. At the same time, web specification (including HTML5
and CSP) are adding tons of new features as well as security
measures as part of the browsing environment. Our objective
was to have an enhanced understanding of the latest trends and
research advances in JavaScript and HTML5 with respect to
security.

Seminar program
The seminar attracted 44 participants, coming from companies

and research institutions across Europe and the US. The group re-
presented a nice mix of participants of academia and industry (in-
cluding researchers of Siemens, SAP, Trend Micro, and Microsoft
as well as two banks) and a good balance between junior and senior
researchers.

The seminar had a well-filled program, with 3 keynotes, 28 re-
search talks, 3 break-out sessions and 15 5-minute talks. The orga-
nizers aimed at keeping enough time during the breaks and in the
evening for informal discussion. In addition, the participants went
on a hike to the lake on Wednesday afternoon, as part of the social
program.

Keynotes
The first three days, the floor was opened by keynotes to set the

scene and inspire the discussions. The organizers invited the follo-
wing three keynote speakers.

Martin Johns (SAP Research – Karlsruhe, DE) – Web Applica-
tion Security: Are we there yet?
Shriram Krishnamurthi (Brown University – Providence, US)
– Browser Extension Analysis and Other JavaScript Adventures
John C. Mitchell (Stanford University, US) – Science of Web
Security and third-party tracking

Martin Johns opened the Dagstuhl seminar on Monday by as-
sessing the current state-of-practice in web security, 3 years after the
previous Dagstuhl Seminar on Web application security. He sket-
ched the evolving web landscape, and surveyed to what extend the
results achieved so far suffice, and what is still missing. In particu-
lar, Martin gave a heads-up on client-side complexity and server-dri-
ven security, as being developed in the EU-FP7 project WebSand4.

Shriram Krishnamurthi discusses techniques based on ty-
ping to verify web applications, and demonstrated how these techni-
ques can also be used to verify browser extensions. Such a verificati-
on can for instance assure that no unsafe functions are called within
an extension, while operating in private browsing mode. As part of
the underlying toolkit, Shriram presented core semantics of JavaS-
cript in λJS (lambdaJS), and showed how a JavaScript program can
be desugared in λJS [3].

John C. Mitchell focused on the science of security and prin-
ciples, and demonstrated this by means of relevant web security
examples. He emphasized the importance of defining system mo-
dels, adversary models as well as desired properties of system, and
argued that is seems feasible to verify web security properties. An
interesting research question to be answered by such a scientific ap-
proach would be “Does CSP prevent XSS?”, and John challenged
the audience to tackle this challenge. In addition, he discussed the

importance of experimental studies and gave some highlights on
recent research results on web tracking.

Research talks
The organizers invited all the participants to take the floor du-

ring the seminar, and encouraged the presenters to step away from
typical conference presentations, but rather strive for interaction
with the audience and engage discussions.

Web security is a broad research domain, and the seminar was
able to attract web security researchers with various backgrounds.
As a result, a diverse set of recent research results was presented
during the seminar, and these can be grouped in 5 topical clusters:
1. Web security vulnerability landscape
2. Information-flow control
3. JavaScript formalization
4. JavaScript confinement
5. Infrastructure and server hardening

Break-out sessions
To complement the keynotes and the research talks, the orga-

nizers opted to have three parallel break-out sessions as part of the
seminar program. The break-out sessions enabled participants to
discuss selected topics in web security research in an informal set-
ting and in smaller teams. The three topics of the break-out sessions
were:

Cross-Site Scripting (XSS)
JavaScript
Information-Flow

The main purpose of the break-out sessions was to informally
discuss the most important state-of-the-art and research challenges.
As part of the break-out sessions, the teams identified and enlisted
in a bottom-up way the most relevant state-of-the-art work, as well
as the set of main challenges and research directions for the speci-
fic web security research area The break-out sessions consisted of
three slots of 70 minutes on Monday, Tuesday and Thursday. Par-
ticipants joined the break-out sessions of their choice on Monday
and Tuesday, and were encouraged to take part of two different ses-
sions. The session on Thursday was used to report back the results
of the three break-out sessions to the full group by means of a small
presentation.

5-minute talks
Finally, to encourage participants to pitch new research ideas,

or highlight some relevant results, we also had two sessions speci-
fically targeted at 5-minute talks.

Conclusion
The Dagstuhl seminar on Web Application Security was a time-

ly follow-up of the previous Dagstuhl seminar on this topic in 2009.
The research domain has been maturing over the last five years, and
new challenges have emerged such as the client-side complexity,
the need of information-flow control enforcement, and hardening
of JavaScript code.

The seminar brought 44 web security researchers together, co-
ming from companies and research institutions across Europe and
the US. The seminar had a well-filled program, with 3 keynotes, 28
research talks, and 15 5-minute talks. As web application security
is a broad research domain, a diverse set of recent research results
was presented during the talks, covering the web security vulnerabi-

4 EU-FP7 STREP WebSand, https://www.websand.eu/
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lity landscape, information-flow control, JavaScript formalization,
JavaScript confinement, and infrastructure and server hardening.

In addition to the plenary program, the seminar also featured
three parallel break-out sessions on Cross-Site Scripting (XSS),
JavaScript and Information-flow control. The main goal of the
break-out sessions was to informally discuss the most important
state-of-the-art work, as well as to identify the main challenges and
research directions for future research, as documented in this report.

Finally, the organizers of the Dagstuhl seminar have set up a
Special Issue on Web Application Security as part of the Journal of
Computer Security, specifically devoted to a selection of promising
results presented at the seminar. Four participants have been invited
to submit an extended paper of their talk to the special issue, and
the manuscripts are currently under review.

References
1 D. Boneh, U. Erlingsson, M. Johns, and B. Livshits. 09141

abstracts collection – web application security. In Proc. of
Web Application Security, number 09141 in Dagstuhl Se-
minar Proceedings, 2010. Schloss Dagstuhl – Leibniz-Zen-
trum fuer Informatik, Germany.

2 D. Boneh, U. Erlingsson, M. Johns, and B. Livshits. 09141
executive summary – web application security. In Proc. of
Web Application Security, number 09141 in Dagstuhl Se-
minar Proceedings, 2010. Schloss Dagstuhl – Leibniz-Zen-
trum fuer Informatik, Germany.

3 A. Guha, C. Saftoiu, and S. Krishnamurthi. The essence of
javascript. In Proc. of the 24th European Conf. on Objec-
t-oriented programming, ECOOP’10, pp. 126–150. Sprin-
ger, 2010.

4 N. Nikiforakis, L. Invernizzi, A. Kapravelos, S. Van Acker,
W. Joosen, C. Kruegel, F. Piessens, and G. Vigna. You are
what you include: large-scale evaluation of remote javas-
cript inclusions. In Proc. of the 2012 ACM Conf. on Com-
puter and communications security, CCS ’12, pp. 736–747,
ACM, 2012.

5 S. Van Acker, N. Nikiforakis, L. Desmet, W. Joosen, and
F. Piessens. FlashOver: Automated discovery of cross-si-
te scripting vulnerabilities in rich internet applications. In
AsiaCCS, , May 2012.

6 M. Heiderich, M. Niemietz, F. Schuster, T. Holz, and J.
Schwenk. Scriptless attacks: stealing the pie without tou-
ching the sill. In Proc. of the 2012 ACM Conf. on Compu-
ter and communications security, CCS ’12, pp. 760–771,
ACM, 2012.

7 W. De Groef, D. Devriese, N. Nikiforakis, and F. Piessens.
Flowfox: a web browser with flexible and precise informa-
tion flow control. In Proc. of the 2012 ACM Conf. on Com-
puter and communications security, CCS ’12, pp. 748–759,
ACM, 2012.

8 T. H. Austin and C. Flanagan. Multiple facets for dynamic
information flow. pp. 165–178, 2012.

9 D. Hedin and A. Sabelfeld. Information-flow security for a
core of javascript. In Proc. of the 25th IEEE Computer Se-
curity Foundations Symp., CSF ’12, pp. 3–18, IEEE, 2012.

10 A. Birgisson, D. Hedin, and A. Sabelfeld. Boosting the
permissiveness of dynamic information-flow tracking by
testing. In Proc. of Computer Security, ESORICS’12,
vol. 7459 of LNCS, pp. 55–72. Springer, 2012.

11 P. Mardziel, S. Magill, M. Hicks, and M. Srivatsa. Dyna-
mic enforcement of knowledge-based security policies. In
Proc. of the 2012 IEEE 25th Computer Security Foundati-
ons Symp., CSF’11, 0:114–128, IEEE, 2011.

12 B. Köpf, L. Mauborgne, and M. Ochoa. Automatic quanti-
fication of cache side-channels. In Computer Aided Verifi-
cation, vol. 7358 of LNCS, pp. 564–580. Springer, 2012.

13 F. Freiling and S. Schinzel. Detecting hidden storage side
channel vulnerabilities in networked applications. In Proc.
of Future Challenges in Security and Privacy for Academia
and Industry, vol. 354 of IFIP Advances in Information and
Communication Technology, pp. 41–55, Springer , 2011.

14 S. Schinzel. An efficient mitigation method for timing si-
de channels on the web. In 2nd International Workshop
on Constructive Side-Channel Analysis and Secure Design
(COSADE), 2011.

15 R. Chugh, D. Herman, and R. Jhala. Dependent types for ja-
vascript. In Proc. of the ACM Int’l Conf. on Object oriented
programming systems languages and applications, OOPS-
LA ’12, pp. 587–606, ACM, 2012.

16 C. Fournet, N. Swamy, J. Chen, P.-E. Dagand, P.-Y. Strub,
and B. Livshits. Fully abstract compilation to javascript. In
Proc. of the Symp. on Principles of Programming Langua-
ges (POPL), January 2013.

17 J. Gibbs Politz, M.J. Carroll, B.S. Lerner, J.n Pombrio, and
S. Krishnamurthi. A tested semantics for getters, setters,
and eval in javascript. In Proc. of the 8th Symp. on Dyna-
mic languages, DLS’12, pp. 1–16, ACM, 2012.

18 D. Akhawe, P. Saxena, and D. Song. Privilege separation
in html5 applications. pp. 23–23, 2012.

19 P. Agten, S. Van Acker, Y. Brondsema, P. H. Phung, L. Des-
met, and F. Piessens. Jsand: complete client-side sandbo-
xing of third-party javascript without browser modificati-
ons. In Proc. of the 28th Annual Computer Security Appli-
cations Conf., ACSAC ’12, pp. 1–10, ACM, 2012.

20 K. Bhargavan, C. Fournet, R. Corin, and E. Zalinescu. Ve-
rified cryptographic implementations for tls. ACM Trans.
Inf. Syst. Secur., 15(1):3, 2012.

21 T. Jager, S. Schinzel, and J. Somorovsky. Bleichenba-
cher’s attack strikes again: Breaking pkcs#1 v1.5 in xml en-
cryption. In Proc. of Computer Security, ESORICS 2012,
vol. 7459 of LNCS, pp. 752–769, Springer, 2012.

22 T. Jager and J. Somorovsky. How to break xml encryption.
In Proc. of the 18th ACM Conf. on Computer and commu-
nications security, CCS ’11, pp. 413–422, ACM, 2011.

23 B. Braun, P. Gemein, H. P. Reiser, and J. Posegga. Con-
trol-flow integrity in web applications. In International
Symp. on Engineering Secure Software and Systems, ES-
SoS’13, February 2013. [to appear].

24 C. Bansal, K. Bhargavan, and S. Maffeis. Discovering
concrete attacks on website authorization by formal analy-
sis. In Proc. of 25th IEEE Computer Security Foundations
Symp., CSF’12, pp. 247–262, IEEE, 2012.

116



Fig. 4.15
Natascha Popp – ohne Titel. Part of the Dagstuhl art collection and donated by Dominik Heckmann and Ute and Roland Vollmar.



Die Seminare in 2012 The 2012 Seminars

4.46 Coalgebraic Logics
Organizers: Ernst-Erich Doberkat, and Alexander Kurz
Seminar No. 12411

Date: 08.–12. October, 2012 | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.10.38

Creative Commons BY-NC-ND 3.0 Unported license
© Alexander Kurz and Ernst-Erich Doberkat

Participants: Samson Abramsky, Octavian Vladut Babus,
Jort Bergfeld, Marta Bilkova, Marcello M. Bonsangue,
Liang-Ting Chen, Vincenzo Ciancia, Corina Cirstea, Josée
Desharnais, Ernst-Erich Doberkat, Matej Dostal, Norman
Francis Ferns, H. Peter Gumm, Helle Hvid Hansen, Ichiro
Hasuo, Dirk Hofmann, Bart Jacobs, Achim Jung, Klaus
Keimel, Dexter Kozen, Clemens Kupke, Alexander Kurz, Paul
Blain Levy, Tadeusz Litak, Stefan Milius, M. Andrew Moshier,
Rob Myers, Alessandra Palmigiano, Prakash Panangaden,
Dusko Pavlovic, Daniela Petrisan, Katsuhiko Sano, Lutz
Schröder, Alexandra Silva, Ana Sokolova, Shashi M.
Srivastava, Sam Staton, Pedro Sánchez Terraf, Baltasar
Trancón y Widemann, Henning Urbat, Jiri Velebil, Yde
Venema, Joost Winter, Chunlai Zhou

Background
Modal Logic is a field with roots in philosophical logic and ma-

thematics. As applied to Computer Science it has become central
in order to reason about the behavioural and temporal properties of
computing and communicating systems, as well as to model pro-
perties of agents such as knowledge, obligations, and permissions.
Two of the reasons for the success of Modal Logic are the following.
First, many modal logics are—despite their remarkable expressive
power—decidable and, therefore, amenable to automated reasoning
and verification. Second, Kripke’s relational semantics of modal lo-
gic turned out to be amazingly flexible, both in terms of providing
techniques to prove properties of modal logics and in terms of allo-
wing the different applications of Modal Logic to Artificial Intelli-
gence, Software Agents, etc.

Coalgebra is a more recent area. Following on from Aczel’s
seminal work on non-well founded set theory, coalgebra has been
developed into a general theory of systems. The basic idea is that
coalgebras are given with respect to a parameter F . Technically, the
parameter F is a functor on a category C.

Different choices of F yield, for example, the Kripke frames
and models of modal logic, the labelled transition systems of pro-
cess algebra, the deterministic automata of formal language theory,
or the Markov chains used in statistics. Rutten showed that, in ana-
logy with Universal Algebra, a theory of systems, called Universal
Coalgebra, can be built uniformly in the parameterF , simultaneous-
ly covering the above and other examples. Crucial notions such as
behavioural equivalence (observational equivalence, bisimilarity),
final semantics and coinduction find their natural place here.

Coalgebraic Logic combines Coalgebra and Modal Logic to
study logics of systems uniformly in the parameter F . Given the
plethora of different transition systems and their ad hoc logics, such
a uniform theory is clearly desirable. Uniformity means that results
on, for example, completeness, expressivity, finite model property
and complexity of satisfiability can be established at once for all

functors (possibly satisfying some, usually mild, conditions). Addi-
tionally, there is also a concern for modularity: Typically, a parame-
terF is composed of basic features (such as input, output, non-deter-
minism, probability). Modularity then means that the syntax/proof
systems/algorithms for the logic of F are obtained compositionally
from the syntax/proof systems/algorithms for the logics of the basic
features.

What has been achieved: The power of uniformity and mo-
dularity Following on from Moss’ seminal paper, Coalgebraic Lo-
gic is now growing into a successful area. Conferences in this area
now treat topics such as completeness, expressivity, compositiona-
lity, complexity, rule formats for process calculi, containing several
hitherto unknown results on these classic topics.

The uniformity achieved in the above cited work is based on va-
rying the type F for a given base category C, usually the category
of sets. But it is also of interest to vary C.

Here probabilistic approaches deserve to be mentioned. In a
number of papers Markov transition systems could be shown to in-
terpret modal logics under different assumptions on the probabili-
stic structure. It was shown that general measurable spaces provide
too general a structure, but that analytic spaces with Borel transi-
tion laws offer just the right blend of generality and measure theo-
retic accessibility. In this context, it was shown that logical equiva-
lence, bisimilarity, and behavioral equivalence are equivalent con-
cepts. Recent work shows that this can be extended to distributional
aspects as well: instead of comparing states proper, one has a look
at distributions over the states of a Kripke model. This approach
was recently generalized from general modal logics to coalgebraic
logics; these logics are interpreted through coalgebras in which the
subprobability functor and the functor suggested by the phenome-
non to be modelled form various syntactic alliances. This genera-
lization brings stochastic coalgebraic logic into the mainstream of
coalgebraic logics: the problems considered are similar, and one
sees a convergence of methods.
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Nevertheless it is to be mentioned that the probabilistic ap-
proach brings its own idiosyncratic touch due to measure theore-
tic problems. This entails among others that one sometimes has to
work in a very specific topological context, for otherwise solutions
are not available. On the other hand, leaving a topological context
and working in general measurable spaces poses the question of the
limits to the coalgebraic approach: What can be achieved in general
measurable spaces, or in measurable spaces in which some of the
properties are available (like Blackwell spaces, which are countably
generated without being topological)?

Quantitative aspects are also considered when it comes to ap-
proximate Markov transition processes defined on uncountably infi-
nite state spaces through finite processes. This is a classical problem
that arises mostly in practical applications of Markov transition sys-
tems; it has to be investigated from a logical vantage point as well.

Structuring the Seminar
When we planned the seminar, we envisaged six broad topics.

One of the outcomes of this seminar, as compared to the one of
2009, is that the different subcommunities in coalgebraic logic mo-
ved closer together, exchanging ideas, techniques, problems and al-
so researchers. Consequently, it seems difficult, if not impossible,
to divide up all the talks consistently among the distinct research
topics. We will nevertheless try to describe some trends.

Probabilistic Transition Systems
The focus of Markov transition systems shifted from the con-

sideration of specific problems (like interpreting a particular class
of logics) to structural problems which are treated with the instru-
ments provided by coalgebras. The talk presented Panangaden con-
centrated on the duality of Markov transition systems and various
function spaces, most of them well known in functional analysis.
The Radom-Nikodym Theorem provides a very sophisticated tool
for switching between these representations. Doberkat’s talk dealt
with stochastic effectivity functions as an extension of Markov tran-
sition systems for the interpretation of more complicated logics li-
ke, e.g., Parikh’s game logic. Urbat showed that both the Hausdorff
and the Kantorovic functor, which are widely used to model proba-
bilistic nondeterminism are finitary, improving some well known
results; at the same time, this results raises some interesting topolo-
gical questions.

Quite apart from structural problems, another approach has be-
en presented by Srivastava; he gave a tutorial talk on deduction sys-
tems for probabilistic logics, based on the work by Goldblatt and
by Zhou. The set theoretic problems which originate with bisimi-
larity were taken up by Terraf, who extended a well-known result
from descriptive set theory on the structure of equivalence relations
to bisimulations, hereby indicating some of the caveats one has to
observe in classical set theory.

Coalgebras and automata theory
Whereas the final coalgebra describes all infinite behaviours,

the theory of formal languages suggests that the regular or rational
sets of behaviours should be of special interest. This is indeed the
case and the talks of Milius, Myers, Sokolova and Winter presen-
ted some of the latest developments. More generally, this direction
of generalising results from automata theory also saw talks of Han-
sen/Silva and of Venema.

Process algebra and operational semantics
Bonsangue presented a coalgebraic account of the ‘bisimula-

tion-up-to’ proof technique and Staton had new results on finite
power set functors. Another direction is concerned with applying

coalgebraic techniques to other process equivalences than bisimu-
lation. In particular, Hasuo and Cirstea studied trace equivalence,
whereas Levy’s tutorial on relation liftings was concerned with va-
rious notions of simulation.

Coalgebraic logic beyond sets
After the successes of set-based coalgebra, quite some effort

goes now into extending results to more general settings. Jacobs
presented a novel framework uniformly covering the classical, pro-
babilistic and quantum case. Pavlovic introduced his ideas about a
monoidal computer to bridge the gap between high-level specifica-
tion and low-level computational models such as Turing machines.
Talks by Bilkova, Dostal, and Velebil explored now to harness en-
riched category theory whereas Moshier is extending coalgebraic
logics from the discrete to the setting of compact Hausdorff topolo-
gical spaces, a topic that also surfaced in Hofmann’s contribution.
Petrisan studied final coalgebra in nominal sets.

Extensions of coalgebraic logics
Litak led a discussion session about the directions of genera-

lising coalgebraic modal logic to formalisms with explicit quanti-
fiers. Palmigiano reported latest results on extensions with fixpoint
operators and Venema discussed some of the challenges and open
problems in this area. Sano showed how to extend coalgebraic logic
by an actuality operator and whereas Schröder explored the border
of decidability for coalgebraic hybrid logic.

Applications
One of the outcomes of the seminar was the excitement gene-

rated by the wide range of applications which are now coming into
the scope of coalgebraic techniques. Examples include Abramsky’s
results on infinite economic non-cooperative games, Trancon y Wi-
demann’s contributions to a reformulation of the foundations of eco-
logy, and Kozen’s ideas of making coalgebraic techniques available
to the working programmer and to the working mathematician.
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The seminar brought together more than 50 researchers cover-
ing a wide spectrum of complexity theory. The focus on algebraic
and combinatorial methods showed the great importance of such
techniques for theoretical computer science. We had 30 talks, most
of them lasting about 40 minutes, leaving ample room for discussi-
ons. In the following we describe the major topics of discussion in
more detail.

Circuit Complexity is an area of fundamental importance
to Complexity, which has resisted all efforts to prove strong lower
bounds. We had several talks on circuit upper and lower bounds.

Valentine Kabanets considered the following compression pro-
blem: Given a truth table of an n-variate Boolean function f , find a
Boolean circuit C of non-trivial size (less than 2n/n) that compu-
tes f . The motivation comes from the desire to understand “easy”
functions (what property of their truth tables makes such functions
compressible), and “hard” functions (once we understand which
functions are compressible, we may be able to prove certain functi-
ons to require high circuit complexity). As an example, he showed
that the class of functions computable by polysize AC0-circuits, and
linear-size de Morgan formulas are compressible.

The Shub and Smale’s “tau-conjecture” states that the number
of integer roots of a univariate polynomial should be polynomially
bounded in the size of the smallest straight-line program computing
it. Pascal Koiran proposed a real version of the tau-conjecture in his
talk. If this new conjecture is true, then the permanent polynomial
cannot be computed by polynomial-size arithmetic circuits.

Fred Green showed that degree-d block-symmetric multivaria-
te polynomials modulo any odd p correlate with parity exponenti-
ally better than degree-d symmetric polynomials, for certain values
of d. The result is obtained through the development of a theory
call spectral analysis of symmetric correlation, which originated in
work of Cai, Green, and Thierauf.

Chaudhuri and Radhakrishnan used certifying polynomials

to show that Approximate Majority cannot be computed by
AC0-circuits of size n1+o(1). In his talk, Swastik Kopparty exten-
ded their technique and showed that Approximate Majority cannot
be computed by AC0[parity]-circuits of sizen1+o(1). This implies a
separation between the power of AC0[parity]-circuits of near-linear
size and uniform AC0[parity]-circuits of polynomial size.

Neeraj Kayal talked on the problem of computing the smallest
formula for a polynomial given as a blackbox. The complexity of
this problem is still unclear. It is conjectured that it is NP-hard.
Neeraj presented his very impressive result, a randomized algo-
rithm that given blackbox access to the polynomial f computed by
an unknown/hidden arithmetic formula reconstructs, on the avera-
ge, an equivalent or smaller formula in time polynomial in the size
of its output . This is the strongest model of arithmetic computati-
on for which a reconstruction algorithm is presently known, albeit
efficient in a distributional sense rather than in the worst case.

Coding Theory Error-correcting codes, particularly those
constructed from polynomials, lie at the heart of many of the most
significant results in Computational Complexity (e.g. interactive
proofs, PCPS, hardness amplification, explicit constructions, deran-
domization, etc.) In many of these applications it is evident that the
local-testability/decodability of the code is critical.

A q-query Locally Decodable Code (LDC) is an error-correc-
ting code that allows to read any particular symbol of the message
by reading only q symbols of the codeword. In a completely new
approach, Klim Efremenko showed how to construct q-query LD-
Cs from representation theory. Parikshit Gopalan showed an equiva-
lence between locally testable codes and Cayley graphs with certain
spectral properties. These Cayley graphs can be viewed as “deran-
domized hypercubes” which preserve several important properties
of the Boolean hypercube such as small-set expansion, large thres-
hold rank and hypercontractivity.

Shubhangi Saraf talked about the classical theorem of Sylves-
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ter-Gallai, which says that, if for every two points there is a third
point on the line through them, then all points are on the same line.
In the stable versions of the theorem, it is only guaranteed that ma-
ny triples of points are approximately collinear. Configurations with
many approximately collinear q-tuples of points also arise naturally
in stable versions of Locally Correctable Codes over the complex
numbers. She showed that that such stable codes with constant que-
ry complexity do not exist.

Explicit Constructions Until recently the best-known
construction of extractors (and their cousins, condensers) was a
primarily combinatorial construction of Lu, Reingold, Vadhan, and
Wigderson. Then Guruswami, Umans and Vadhan gave an entirely
algebraic construction, utilizing the new polynomial error-correc-
ting codes of Parvaresh and Vardy. Amnon Ta-Shma presented a
new construction of condensers based on Parvaresh-Vardy codes.
Amnons condensers have entropy rate 1− α for subconstant α (in
contrast to GUV which required constant α) and suffer only subli-
near entropy loss.

Ronen Shaltiel presented new constructions of zero-error seed-
less dispersers for bit-fixing sources and affine sources. Ronen used
these dispersers to construct an algorithm for a problem related to
the Write-Once-Memory (WOM) problem in which once we raise
a storage cell from zero to one, it is stuck at this value. He gives the
first explicit scheme with asymptotically optimal rate.

Anna Gál identified a new class of superconcentrator-like gra-
phs with connectivity properties distinct from previously studied
ones. Anna showed that any circuit computing good codes must sa-
tisfy such superconcentrator-like properties.

Probabilistic proof systems is a sub-field of complexity theo-
ry that investigates questions such as “how can we use randomness
to prove and verify assertions?”, “what do we gain from using ran-
domness in verification procedures?”, and “what assertions can be
verified by probabilistic verification procedures?”. Research in this
area began in the 1980, and has led to several of the most important
achievements of complexity theory in those decades.

A line of research from the recent years is aimed at finding alter-
native “combinatorial” proofs for those key results, i.e., proofs that
do not rely on algebra. This line of research is motivated by trying
to gain more intuition of those results, as well as to understand the
properties of polynomials that make them useful for such construc-
tions. Or Meir gave a very interesting survey talk about this line of
research.

Complexity In a much appreciated talk, Joshua Grochow
gave a very interesting survey-type talk on the Geometric Comple-
xity Theory (GCT) program, which was introduced by Mulmuley
and Sohoni to attack fundamental lower bound problems in comple-
xity – such as P vs NP – using algebraic geometry and representati-
on theory. Joshua succeeded in explaining very nicely some of the
intuition behind the use of algebraic geometry and representation
theory in complexity.

Michal Koucký gave a very interesting overview talk on the on-
line labeling problem, where one receives n integers from the set
{1, . . . , r} and has to store them in an array of size m. The integers
are presented sequentially in an arbitrary order, and must be stored
in the array in sorted order. The complexity measure is essentially
the number of times an element has to be moved in to make space
for a newly arrived item. Michal showed that various known algo-
rithms in the literature solve the problem asymptotically optimal.

Perfect matching is in P but not known to be in NC. Coun-
ting the number of perfect matchings in a graph is #P-complete.
In contrast, Vazirani showed that counting the number of perfect
matchings in a planar graph is in NC. So in particular, the decision
version of perfect matching in planar graphs is in NC. Hence one

way to get perfect matching in NC could be to reduce perfect mat-
ching to perfect matching in planar graphs. An obvious approach
to construct such a reduction is to come up with a planarizing gad-
get. Jochen Messner proved in his talk unconditionally that such a
reduction is not possible for the perfect matching problem.

Steve Fenner considered the following two-player game on a fi-
nite partially odered set (poset) S: each player takes turns picking
an element x of S and removes all y?x from S. The first one to
empty the poset wins. Recently, Daniel Grier, an undergrad at the
University of South Carolina, has settled the problem and showed
that determining the winner of a poset game is PSPACE-complete.
The reduction shows, that the game is already PSPACE-complete
when the poset has only 3 levels. The complexity of two-level poset
games is still open. Steve presented a simple formula allowing one
to compute the status for a large class of of two-level poset game.

Conclusion As is evident from the list above, the talks ran-
ged over a broad assortment of subjects with the underlying the-
me of using algebraic and combinatorial techniques. It was a very
fruitful meeting and has hopefully initiated new directions in rese-
arch. Several participants specifically mentioned that they apprecia-
ted the particular focus on a common class of techniques (rather
than end results) as a unifying theme of the workshop. We look for-
ward to our next meeting!
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In recent years, Time-of-Flight (ToF) depth imaging technolo-
gy has seen immense progress. Time-of-Flight imaging is based on
measuring the time that light, emitted by an illumination unit, requi-
res to travel to an object and back to a detector. From this time, scene
depth and possibly additional information that can not be measured
by traditional intensity imaging, is inferred. While early ToF came-
ras were merely lab prototypes to prove a concept, recent sensor
designs are at the edge of becoming operative products for mass
market applications. A wide range of research disciplines is able
to benefit from reliable and fast depth imaging technology, such as
computer vision, computer graphics, medical engineering, robotics
and computational photography, to name a few. Easy availability of
affordable depth cameras will open the door for many new appli-
cations. The commercial success of the Microsoft™ Kinect device
– a depth sensor based on an alternative measurement principle –
gives a first impression on this.

Currently, manufacturers of ToF systems mainly focus on sen-
sor technology and on the design of cameras. Sensor design has
seen great advancements, but the data delivered by the cameras re-
main challenging and are affected by many types of systematic dis-
tortions and difficult scene dependencies. ToF data are thus hardly
usable out-of-the-box and it takes proper mathematical modeling
and algorithmic processing to apply the data in practical imaging
and reconstruction scenarios. Algorithm design for ToF imagers,
however, is still in its early days and many challenges remain. In
this seminar, we plan to discuss and extend the state of the art in
ToF imaging algorithms and applications with leading researchers
in the field.

Also, currently, there is little dialogue between researchers de-
veloping ToF algorithms and sensor designers. Therefore, the se-
minar also strongly supported the manufacturers in getting up to
date with all relevant research results and, even more importantly,
it offered the opportunity to establish long-term partnerships and re-
search collaborations. We also believe that this stronger interaction

will lead to more advanced sensor designs, as well as more powerful
algorithmic solutions at the same time.

Description of the Seminar: Topics,
Goals and Achievements
General Motivation

Time-of-Flight technology is based on measuring the time that
light, emitted by an illumination unit, requires to travel to an ob-
ject and back to a detector. This allows to measure distances with
high precision and high speed. Recently, this principle has been the
basis for the development of new range-sensing devices realized in
standard CMOS and CCD technology and which are called ToF ca-
meras, as well as in the context of photogrammetry Range Imaging
(RIM) sensors. Unlike other 3D systems, the ToF camera is a very
compact device. It has the potential of being one of the first low-pri-
ce, off-the-shelf system to provide full-range distance information
in at video rate.

Today the community using Time-of-Flight technology is scat-
tered over many research disciplines without intense communica-
tion across research areas. Such communication is necessary, ho-
wever, to fuse results from sensor technology, low–level ToF data
processing and high–level image processing. Each of the above rese-
arch disciplines that employs time-of-flight imaging has to develop
algorithmic solutions to these very same core problem areas. Addi-
tionally, there are new hot topics that currently do not make use of
this new technology but might benefit from it in the future, which
further underlines the importance of ToF algorithm design.

In this seminar, we exploited this multi-disciplinarity, and
brought researchers from computer vision, computer graphics, com-
putational photography, image processing and engineering discipli-
nes together that work with ToF imagers. Together, we defined the
current state of the art in core algorithmic questions that ToF ima-
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ging researchers are confronted with (additionally to the seminar
by an edited book on the main results). We also contributed advan-
cing the field by identifying current limitations, important future
research directions, and by enabling a closer dialogue between al-
gorithm and hardware designers to discuss future sensor designs.

Topics
Time-of-Flight imaging devices can measure scene depth large-

ly independently of scene appearance and are generally based on ex-
tensions of standard video intensity camera hardware. ToF sensors
can thus be used for static and dynamic scene capture. However,
the data of these sensors suffer from a variety of deficiencies, such
as low resolution, strong random noise, and non-trivial systematic
distortions. These challenges have to be algorithmically addressed
before ToF cameras become mainstream in any field of applicati-
on. The main topic of this seminar was the definition and extension
of the state of the art in ToF imaging problems in three core areas
of algorithm and technology development that are described in the
following.

Low level data processing, calibration and characte-
rization Researchers in computer vision, computer graphics and
image processing only just started to mathematically model the mea-
surement characteristics of ToF sensors [1]. This is a fundamental
prerequisite for calibration [2], as well as for well-founded design
of low level ToF data processing.

The phase-based Time-of-Flight technology suffers from some
specific problems that cause systematic calibration errors and pa-
rameter correlation issues. Due to the physical realization of light
modulation in the emitting LEDs, the ideal sine-waveform light
emittance is approximated by a band-limited rectangular waveform.
This causes nonlinear depth distortions, called wiggling errors. In
addition, there are several non-linear effects depending on mul-
ti-path light propagation, for example in the optical system or due to
multiple reflections in the scene. Some effects are well-understood,
but there are still open issues in depth calibration [3]. In addition,
the calibration of external camera parameters suffers from strong
correlation, since typically the cameras have limited field of view
and low image resolution. Solutions to this problem can be found if
a synchronous multi-camera calibration with rigidly coupled color
and range camera rigs are investigated [4]. Coupling of high-reso-
lution color video cameras with ToF cameras is hence an issue of
further investigation. Latest ideas on sensor calibration will be re-
viewed and augmented in the seminar.

The knowledge gained through sensor calibration can also be
exploited to create sensor simulations of high fidelity in software.
This will be an invaluable tool test new algorithms. Proper sensor
modeling also enables detailed sensor comparison and evaluation,
and eventually even certification. A couple of research initiatives
are underway to build in-depth mathematical sensor model of ToF
imagers which will be discussed at the seminar [5].

Low level sensor calibration and sensor modeling enables more
efficient and effective design of algorithms for low-level TOF pro-
cessing. For instance, first low-level ToF filtering [6,7] and ToF 3D
superresolution approaches have been proposed [8,9]. Most of these
approaches have already demonstrated that a proper sensor model
can be exploited for higher quality processing. In the seminar, we
reviewed latest low-level processing techniques, and evaluated how
new and better filtering and data enhancement techniques can be de-
veloped, also for rarely considered depth camera artifacts, such as
ToF motion blur. We also discussed how such techniques can be in-
tegrated on the sensor and how the gained understanding of sensor
characteristics can benefit the design of future sensors.

High level data processing for 3D reconstruction, un-
derstanding and recognition Low-level ToF imaging builds
the foundations for the higher-level processing tasks that rese-
archers and practitioners from many disciplines are confronted
with. In most cases, such higher level processing aims to recover
high-quality 3D models of static and/or dynamic scenes that should
be displayed, analyzed, interactively modified, or used for recogni-
tion and scene understanding.

One major field of research using higher-level ToF image pro-
cessing is computer graphics. Here, efficient acquisition of geome-
tric models of static and dynamic scenes is of tremendous importan-
ce, and has many applications in interactive 3D rendering, geome-
tric modeling and product design, 3D human computer interaction,
cultural heritage, as well as professional media and game producti-
ons. ToF sensors can be an important asset here in order to replace
the costly, highly specialized, complex and often intrusive acquisi-
tion technology currently used for such tasks. Static scene acquisi-
tion is mostly performed based on active scanners, using structu-
red light or laser-based triangulation. Dynamic scene capture can
also be achieved with structured light devices, and specialized op-
tical systems that track fiducial markers exist for capturing motion.
Being able to solve similar reconstruction tasks with only ToF came-
ras would be a big step ahead and eventually make 3D acquisition
technology available to a wider range of users.

For a long time computer vision researchers have successful-
ly developed 3D reconstruction approaches from single or multiple
cameras that exploit certain photometric or radiometric cues. Many
of them have in common that they are computationally expensive
and that they only succeed under certain scene conditions, such as
if scenes are sufficiently textured. An enormous potential lies in the
fusion of ToF sensors with standard sensors for computer vision
and robotics problems. Most areas in computer vision benefit from
depth or range information; however, due to the difficulty in recon-
struction of robust depth maps in real–world environments — espe-
cially in real–time applications — most state of the art solutions in
areas like object recognition, gesture and action recognition in man-
machine communication, pedestrian detection, and low–level tasks
like segmentation just rely on 2D intensity information. Available
depth and shape cues in real–time together with intensity informa-
tion will open new possibilities to improve quality and robustness
of algorithms and systems in such areas [10–15]. In this context,
there are several open problems, which were discussed during this
seminar: do we need to define new features to be extracted from
Time-of-Flight data and which feature will lead to a gain in quality
compared to nowadays state of the art solutions? How can we deal
with resolution and noise level of such cameras to complement nor-
mal 2D intensity information? Will we need to fuse Time-of-Flight
information with 2D intensity data of standard CCD cameras, or are
there applications, that can benefit from Time-of-Flight cameras by
itself?

Another area in which ToF imaging will play a major role in fu-
ture, is video processing, in particular 3D video and 3D TV. The
analysis of dynamic 3D scenes from video requires the simulta-
neous processing of color video and range data. While traditional
approaches using multi-view video are already quite successful, the
advent of ToF range technology allows novel insights, novel app-
lications and ease of acquisition. Traditional multi-view depth re-
construction requires sufficiently textured scenes, which might not
be the case for arbitrary scenes, especially in indoor environments.
This might lead to incomplete reconstruction results. ToF range ac-
quisition has the potential for handling range data in dynamic video,
but still many issues need to be solved and discussed by experts: in
particular the challenging noise, uncertainty in the measurements,
and low resolution of current ToF cameras represent a challenge.
First applications handling video-rate HD-TV depth processing can
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be found in systems for 3D-Television capture [16] or in general
computer graphics applications [17].

In many other areas, for instance computational photography,
computational videography and medical engineering, researchers
are facing similar reconstruction problems and can benefit from ToF
sensors. For instance, in medical engineering, ToF cameras have
been used to detect patient position [18] and respiratory motion in
radiotherapy [19, 20].

The above list of examples shows that the algorithmic problems
to be solved for making ToF sensors usable for high level reconstruc-
tion in different areas are very similar. The main challenge will be
to enable high quality reconstruction despite strongly distorted and
low-resolution raw ToF sensor output. Several strategies have been
explored to attack these problems: Sensor fusion approaches combi-
ne depth and intensity cameras, spatio-temporal reconstruction ap-
proaches recover higher detail by accumulating and aligning measu-
rements over time, superresolution and alignment can be combined
to enable high-quality 3D reconstruction. Given such better quality
reconstructions, the captured data can be employed as scene models
ore further analyzed for capturing motion and gestures, for recogni-
zing activities, for recognizing objects, or for analyzing the envi-
ronment in a navigation scenario. The seminar therefore reviewed
latest algorithms for static and spatio-temporal 3D reconstruction
from ToF data. We have also discussed how they need to be tuned
for specific applications, such as motion capture and recognition. Fi-
nally, we discussed ways to better integrate low-level and high-level
processing.

Sensor technology and new depth sensor designs
While algorithm design for low-level and high-level TOF imaging
were the main focus of this seminar, we also initiated to enable
a dialogue between hardware manufacturers and algorithm desi-
gners. On the one hand this familiarized hardware designers with
the state-of-the-art in ToF data processing, and sensibilized them
for the existing challenges and specific application requirements.
In return, algorithm designers deepened their knowledge about the
fundamental physical principles of ToF imaging and gain a better
understanding for the physical origins of sensor characteristics.

It is possible that relatively simple changes to the ToF hardware
would result in the possibility of new sensor designs. ToF cameras
make use of a CMOS sensor that is an enhanced version of a nor-
mal camera with extra circuitry at each pixel, and a structured IR
illuminator. A great deal of prior research exists on using “normal”
CMOS cameras together with triangulation based structured light
to recover depth. The structured illuminator in these two research
areas makes use of different principles, and the internal frame rate
of the ToF camera is much higher, but the hardware components are
broadly similar, suggesting that sharing of ideas might be fruitful.

Importantly, ToF and triangulation have complementary error
characteristics, strengths, and weaknesses. For example, ToF sen-
sors tend to perform better at a distance, and triangulation tends
to perform better at close range. This leaves open the possibility
of new sensor designs that make use of ideas from both ToF and
structured light, with greatly improved robustness and accuracy. For
example: chips could be designed with both “normal” and “ToF”
pixels, the ToF light source could have a focusing lens and spatial
pattern, the modulated light used with the ToF sensor could be simi-
lar to structured light patterns, the data from ToF could be used as
a rough guess to disambiguate phase/depth in structured light when
there are not enough patterns.

We are convinced that through a dialogue between hardware
and algorithm designers, both sides can benefit. An example for a re-
lated research area in which such a dialogue has already resulted in
great advancements is the area of computational photography. The-
re, algorithm designers and hardware manufacturers have worked

together on new designs for optical systems and processing algo-
rithms that open up new ways of digital imaging, e.g., through high
dynamic range imaging, wave front coding etc. We believe that the
advent of ToF depth imaging technology is a further boost to this
development, as it was already shown by new ideas on space-time
imaging [21]. We also believe that ToF designs can have a similar
impact in the emerging field of computational videography where
future video sensors and processing paradigms are developed. We
believe that the seminar served as a platform to initiate such develop-
ments by bringing together key players in the field. In this context,
the pros and cons of alternative depth measurement sensors, such
as IR-based active stereo cameras, have also been discussed.

Goals and Achievements of the Seminar
The overall goal of this seminar was to bring together

researchers from several TOF-related disciplines, review the
state-of-the-art in ToF imaging on both the algorithmic and hardwa-
re side, and develop new concepts for algorithms and devices that
advance the field as a whole. The seminar was not intended to be a
classical workshop or conference where mostly finished research is
presented. We wanted the seminar to be a platform for identifying
and discussing the big open research questions and challenges. Mo-
re specifically, the following is a list of challenges that have been
discussed at the seminar, since they form the basis of low-level and
applied research with Time-of-Flight cameras:

Low-level processing
Basic mathematical modeling of ToF cameras: image for-
mation model, noise modeling, calibration of the sensor
and optics.
Low-level image processing problems: resolution enhance-
ment through superresolution and sensor fusion, data filte-
ring, feature extraction under random and systematic dis-
tortions.

High-level processing
Static shape scanning: high-quality geometry scanning, 3d
superresolution, alignment approaches, probabilistic me-
thods for reconstruction and alignment under noise.
Dynamic shape scanning: Spatio-temporal filtering, mul-
ti-sensor fusion approaches, model-based dynamic scene
reconstruction, unsupervised dynamic scene reconstructi-
on (joint model-building and motion reconstruction), mar-
ker-less motion and performance capture, 3d video.

Improvements of sensor design: pixel design, light source de-
sign and arrangement, Time-of-Flight measurement principles:
amplitude modulation vs. shutter. In this context we will also
discuss standardization questions.

The seminar was very successful with respect to the set goals
and initiated great interaction between researchers from different
domains which had never happened in this way at other conferences
or workshops.

In order to best initiate this interaction, we decided to organi-
zed a multi-faceted scientific programme. It consisted of a variety
of different presentation formats. In particular, we had a series of
research talks on the different research problems which we wanted
to address in the seminar. When selecting the research talks, we
planned for having a mix of presentations by junior and senior rese-
archers, as well as balance of different topics. Presenters dedicated
at least half the presentation time to address open research problems
in order to spawn new research projects and collaborations. In or-
der to further initiate discussion between researchers with different
backgrounds, and in order to very practically identify potential re-
search projects, we also organized working groups in which small
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teams discussed certain focus topics. Finally, the seminar partici-
pants organized very informal evening sessions in which special
cross-disciplinary research topics were discussed in a very infor-
mal way. Finally, a demo session enables researchers and hardware
specialists to showcase their latest results.

As an outcome of this, a very lively discussion and interaction
was started between participants, and many concrete research pro-
jects were defined. Most fruitful discussions started on the topics of:
1) how to better exploit existing hardware and software systems; 2)
the limitation of existing sensors and how to break them; 3) new

combinations of existing (heterogeneous) sensors; 4) technical and
economical limitations of hardwares.

To achieve sustainability beyond the seminar the organizers will
edit a book summarizing the main methods, applications, and chal-
lenges in the context of ToF technology based on the presentations
and discussions during the seminar. Such a book is currently miss-
ing in the community and the seminar itself shall also act as cata-
lyzer for such a project. For more rapid dissemination of ideas and
results, the organizers also created Wiki5 which will be eventually
relocated and maintained permanently.
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An ontology in computer science is an explicit, formal speci-
fication of the terms of a domain of application, along with the
relations among these terms. An ontology provides a (structured)
vocabulary which forms the basis for the representation of general
knowledge. Ontologies have found extensive application in Artifi-
cial Intelligence and the Semantic Web, as well as in areas such as
software engineering, bioinformatics, and database systems.

Research in ontologies in Artificial Intelligence has focussed
on description logics (DL), where a description logic can be regar-
ded as a (decidable) fragment of first order logic. Historically a DL
is divided into two components, a so-called TBox, for expressing
concepts and their interrelationships, and an ABox that contains as-
sertions about specific individuals and instances. Thus, the TBox
characterises a domain of application while the ABox contains in-
formation on a specific instance of a domain. A key point in des-
cription logics is that, via their limited expressiveness, one obtains
“good”, ideally tractable, inference algorithms. The number of de-
scription logics is large, with several prominent families of logics,
and the complexity of description logics has been well studied. Re-
search in ontology languages and related reasoning services, most
notably in description logics, has also spurred work into logics that
are weaker than classical systems, as well provided a substantial
impetus for research into modal logic. Moreover, there has been
substantial interaction with the database community.

The success of this work has led to an increasing demand for a
variety of reasoning services, both classical and non-classical. Cru-
cially, an ontology will be expected to evolve, either as domain in-
formation is corrected and refined, or in response to a change in
the underlying domain. In a description logic, such change may co-
me in two different forms: the background knowledge, traditionally
stored in the TBox, may require modification, or the ground facts
or data, traditionally stored in the ABox, may be modified. In the
former case, the process is akin to theory revision, in that the un-
derlying background theory is subject to change. In the latter case,

one cannot simply update instances, as is done in a relational da-
tabase, since any set of instances must accord with the potentially
rich structure imposed by the TBox. The result is that one must be
able to deal with changing ontologies, as well as related notions
from commonsense reasoning, including nonmonotonic reasoning
and paraconsistent reasoning.

The issues mentioned are of common interest to the ontology,
belief change, and database communities. While there has been so-
me interaction between researchers in these communities, there has
not been a comprehensive meeting to address notions of change in
ontologies in a broad or comprehensive fashion.

The aim of the workshop was to bring together researchers wor-
king in the areas of logic-based ontologies, belief change, and da-
tabase systems, along with researchers working in relevant areas in
nonmonotonic reasoning, commonsense reasoning, and paraconsis-
tent reasoning. Hence the workshop’s goal was to facilitate discussi-
ons on the application of existing work in belief change, nonmonoto-
nic reasoning, commonsense reasoning, and related areas on the one
hand, to logic-based ontologies on the other. There has been exten-
sive input and interest from the database community, which also has
in interest in these problems. Overall the intent was to provide an in-
terdisciplinary (with respect to computer science and mathematics)
workshop for addressing both theoretical and computational issues
in managing change in ontologies. In particular, the workshop has
given participants a deeper understanding of the concepts, termino-
logies, and paradigms used in the three areas involved, and in their
latest achievements and challenges. Examples of these were the dis-
tinction between data and schema level, the relation between diffe-
rent revision operators and justifications, the role of less expressive
description logics, to name a few.

The workshop consisted of a five-day event with the followi-
ng program: On the first day there were three introductory talks
by a representative in each of the areas of belief change and non-
monotonic reasoning, description logics, and databases. The pur-
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pose of these introductory talks was to come to a shared understan-
ding (and terminology) of these areas, and provide a glimpse of the
state-of-the-art and current research challenges in all three areas.
On day 2, three breakout groups were created and participants were
assigned to them based on their expertise but also in such a way
as to have representatives of the three main areas in each group.
The groups were ‘Foundations and Techniques’, ‘Applications’, and
‘Perspectives and Future Directions’, and their purpose was that of
fostering discussions on the three fundamental components at the
intersection of the above mentioned areas. Day 3 consisted of a re-
port back from each of the groups followed by further discussion.
On the fourth day there were presentations on overlapping areas and
discussions of problems and issues of mutual interest for the diffe-
rent communities. Day 5 had a wrap-up session with a discussion
on the overlap among the different areas, future challenges and next
steps in this workshop series.
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Since its inception in the 1970s, much of the research in requi-
rements engineering (RE) has focused on the development of for-
mal notations and protocols to represent requirements and to analy-
ze their properties, such as consistency, correctness, completeness,
and validity. Some work has analyzed the impacts of these require-
ments on downstream development tasks (e.g., traceability), or ma-
naging and reconciling conflicts in the requirements process. Much
of requirements research has also assumed that the scope of RE is
isolated to a specific project or even a specific stage of that project.
The demand for a shift in focus is dictated by changes in computatio-
nal paradigms and capabilities that draw upon platform strategies,
web services, and virtualization of both application services and
development platforms. These trends have significant implications
for views of modularity and requirements evolution, complexity of
RE tasks, and the economics and costs related to application and
service use and development. The aim of the seminar was to bring
together experts from multiple fields to discuss models and theories
around these changes, focusing on a series of interrelated question
such as:

How to theorize and study complexity within RE tasks?
What theoretical perspectives can inform how and why require-
ments knowledge evolves as it is generated, validated, and dis-
tributed?
How do requirements, system evolution, and environmental
change interact?
How do different types of knowledge interact to shape require-
ments and their evolution?
What are the origins and flows of influence of requirements
knowledge? How can non-linear influences be effectively ma-
naged in RE evolution?
What is the effect of speed and scale in requirements processes?
What is the role of goals and constraints and their complex in-
teractions in RE?

In particular we sought better integration of theories of socio-tech-

nical system evolution, distributed cognition, models of RE and de-
sign knowledge and their economic effects, the impact of strategy
and related knowledge endowments in RE processes (e.g., explora-
tive vs. exploitative processes of requirements discovery), and the
role of ambiguity, uncertainty and complexity in managing requi-
rements knowledge. Attention was also placed on new research ap-
proaches and methods that can be brought to bear in addressing
these problems. The seminar thus built and expanded on some of
the critical themes that had been brought up five years earlier in two
NSF-sponsored workshops in Cleveland [5] and Dagstuhl [4], [3].
The seminar brought together 33 researchers (exactly one third fe-
male) from 12 countries in four continents, with 22% industry parti-
cipation. Participants felt that this unusually high diversity together
with a good mix of junior and senior people of different disciplines,
interests and expertise contributed strongly to lively and fruitful dis-
cussions. Several cooperative projects have emerged from these dis-
cussions. Selected results of the discussions and presentations will
be published in a special issue of the ACM Transactions on Mana-
gement Information Systems in 2014.The program of the seminar
was organized into four panels with plenary talks and discussion, fi-
ve parallel working groups with central reporting, and a final reflec-
tion session. With the parallel Dagstuhl seminar on “Foundations
and Challenges of Change and Evolution of Ontology” we moreo-
ver organized a crossover plenary panel session in which we tried
to converge to a better mutual understanding of the different per-
spectives on Evolution in AI and RE and explored possibilities for
future cooperation. Several individual researchers later got together
to agree on specific cooperative research. In the final reflection sessi-
on, the main results, issues and challenges, also taking into account
the ontology perspective, can be summarized as follows.

Jackson and Zave [2] have formulated an AI-inspired forma-
lization of the traditional RE viewpoint as a kind of model-based
diagnosis: Given a set of domain assumptions D and a set of requi-
rements R, find a suitable specification S such that S, D ⇒ R.
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In RE research, the R have often been interpreted as goals, to be
refined and satisfied in some extended AND–OR graph structure.

From a social science and business informatics perspective,
however, requirements engineering (RE) is in essence a boundary
spanning task between the developers and the other stakeholders
(users, management, regulators, . . . ) concerning the goals, functi-
ons and constraints of a system. The traditional viewpoint, where
RE is just seen as an “early phase” (resulting in a contract) and the
“last phase” (where acceptance testing takes place) is far too narrow.
The following citation by Robert Glass wonderfully characterizes
the situation RE has entered since the turn of the century: “Walking
on water, and programming according to specifications is easy – as
long as both of them are frozen” At least three key challenges to
research and practice were identified in the seminar, together with
counter-strategies where promising first steps for solutions were ob-
served: Firstly, large-scale projects encounter changes in D,R, and
the technology underlying S is shifting. As a consequence,

90% of these projects run over budget and time (this is similar
to other big engineering projects, so not a drama in itself)
One sixth so-called Black Swan projects show budget overruns
of 70% and time overruns of 200% (this is true only for 1% of
other engineering projects, so this is a real drama of software
engineering).

A central cause is politically motivated over-ambitious goals with
systematic under-estimation of the nature and scope of require-
ments, budget, and cost both on the side of customers and vendors,
as well as poor change tracking. As a consequence, we strongly re-
commend to not just consider goals of stakeholders but also social
structures and strategic dependencies in initial system analysis. Mo-
reover, customer and other stakeholder requirements must be conti-
nuously monitored during the development process (and sometimes
beyond). To ensure product and process compliance and effective-
ly assess the impact of change, requirements traceability should be
focused by using trace patterns to maintain transparency and keep
the monitoring effort acceptable and feasible.

Secondly, we need architectural mechanisms that constrain, but
also leverage complexity. In the seminar, John King pointed out the
difference between “complicated” and “complex” problems. Com-
plicated problems can be solved by experienced, highly competent
engineers with foreseeable effort. In contrast, complex problems
can only be explored with uncertain results; thus, taking on a project
that tries to solve a complex problem in one shot is bound to lead to
disaster – and apparently, it is exactly the tendency to take on such
nice-sounding complex projects that leads to the unusually high sha-
re of Black Swans in software projects.Theories like Arthur’s theo-

ry of Technology Evolution [1] or Thornton’s theory of institutional
evolution [6] were cited in the seminar as showing a way forward,
which we can also observe in practice. Platform strategies offer com-
plicated but manageable base solutions that are now being offered
both by open source communities and by big players in different sec-
tors, such as IBM, Google, Facebook, and mobile phone vendors/
operators. With a uniform infrastructure, they limit complexity. But
by enabling innovation at the margin, e.g. end-user developed app’s,
they at the same time also leverage new complexity at the higher le-
vel. The easy entry, combined with ruthless selection of a very small
percentage of truly successful apps, then offers a hotbed of complex
evolutionary change. Which eventually will grow into, or be repla-
ced again by yet another layer of platforms, as pointed out by both
Brian Arthur and the earlier book by Thomas Friedman “The World
is Flat”. Beyond such market selection mechanisms, software ven-
dors employ various mechanisms to participate in this game in a
more controlled way. We mention here the now broad area of soft-
ware product families, but also Google’s 70 : 20 : 10 work rule
where employees are free to spend a significant part of their work
time on their own ideas, thus fostering continuous internal innovati-
on. Methods for runtime requirements monitoring and requirements
mining from usage patterns can be important contributions of the
RE field in this context. Last not least, the future will not reduce the
challenges of complexity and evolution. Our seminar understood in-
formation systems as socio-technical systems, but in fact many of
today’s systems are neither truly social nor truly technical. From
a social perspective, there is the new question for sustainability of
systems, with the demand for re-optimization from the viewpoint of
user rights (e.g. asymmetric information and market powers, priva-
cy, data ownership, copyright vs. freedom of information), energy
efficiency, and environmental footprint. From a technical perspec-
tive, the explosive expected growth of Cyberphysical Systems (In-
ternet of Things) in business, engineering and science is not just
an approach to monitor and actuate at a much more fine-grained le-
vel, but a significant source of more complexity and evolutionary
challenges. Generating and implementing e.g. the visions of smart
cities is just but one example. Rather than just talking grand new
visions here, methods for how to get there step-by-step in an “only”
complicated way – without exposing whole city to the chaos cau-
sed by over-ambitious “complex” systems – are urgently needed.In
our world of more and more ubiquitous computing, where the im-
pact and complexity of systems continuously seem to grow, RE is
the marketplace where responsibility is traded, as communication,
mutual understanding, and transparent well-structured information
management are at the heart of this field.

References
1 B. Arthur (2009). The Nature of Technology: What it is and

how it Evolves. Free Press.

2 M. Jackson, P. Zave (1995): Deriving specifications from
requirements: an example. Proc. 17th ICSE.

3 M. Jarke, K. Lyytinen, eds. (2010): High Impact Requi-
rements Engineering. Special Issue, Wirtschaftsinforma-
tik/BISE 52, 3.

4 M. Jarke, P. Loucopoulos, K. Lyytinen, J. Mylopoulos,
W.N. Robinson (2011): The brave new world of design re-
quirements. Information Systems 36(7): 992–1008.

5 K. Lyytinen, P. Loucopoulos, J. Mylopoulos, W.N. Robin-
son, eds. (2009). Design Requirements Engineering – A
Ten-Year Perspective. Springer LNBIP 14.

6 P. Thornton, W. Occasio, M. Lounsbury (2012). The Insti-
tutional Logics Perspective: A New Approach to Culture,
Structure, and Process. Oxford University Press.

Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Jahresbericht / Annual Report 2012 129



Die Seminare in 2012 The 2012 Seminars

4.51 The Constraint Satisfaction Problem: Complexity and
Approximability
Organizers: Johan Håstad, Andrei Krokhin, and Dániel Marx
Seminar No. 12451

Date: 4.–9. November, 2012 | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.11.1

Creative Commons BY-NC-ND 3.0 Unported license
© Johan Håstad, Andrei Krokhin, and Dániel Marx

Participants: Albert Atserias, Per Austrin, Libor Barto,
Manuel Bodirsky, Andrei A. Bulatov, Catarina Carvalho, Hubie
Chen, David Cohen, Victor Dalmau, Martin Dyer, Leslie Ann
Goldberg, Martin Grohe, Venkatesan Guruswami, Gregory Z.
Gutin, Johan Hastad, Sangxia Huang, Anna Huber, Mark
Jerrum, Peter Jonsson, Vladimir Kolmogorov, Marcin Kozik,
Stefan Kratsch, Andrei Krokhin, Benoit Larose, Pin-Yan Lu,
Konstantin Makarychev, Yury Makarychev, Petar Markovic,
Barnaby Martin, Dániel Marx, Ralph McKenzie, Michael
Pinsker, Prasad Raghavendra, Francesco Scarcello, Ola
Svensson, Stefan Szeider, Suguru Tamaki, Johan Thapper,
Matt Valeriote, Moshe Y. Vardi, Magnus Wahlström, Ross
Willard, Yuichi Yoshida, Stanislav Zivny

The constraint satisfaction problem, or CSP in short, provides
a unifying framework in which it is possible to express, in a natural
way, a wide variety of computational problems dealing with map-
pings and assignments, including satisfiability, graph colorability,
and systems of equations. The CSP framework originated 25-30
years ago independently in artificial intelligence, database theory,
and graph theory, under three different guises, and it was realised
only in the late 1990s that these are in fact differentfaces of the sa-
me fundamental problem. Nowadays, the CSP is extensively used
in theoretical computer science, being a mathematical object with
very rich structure that provides an excellent laboratory both for
classification methods and for algorithmic techniques, while in AI
and more applied areas of computer science this framework is wide-
ly regarded as a versatile and efficient way of modelling and solving
a variety of real-world problems, such as planning and scheduling,
software verification and natural language comprehension, to name
just a few. An instance of CSP consists of a set of variables, a set
of values for the variables, and a set of constraints that restrict the
combinations of values that certain subsets of variables may take.
Given such an instance, the possible questions include (a) deciding
whether there is an assignment of values to the variables so that eve-
ry constraint is satisfied, or optimising such assignments in various
ways, or (b) finding an assignment satisfying as many constraints
as possible. There are many important modifications and extensi-
ons of this basic framework, e.g. those that deal with soft or global
constraints.

Constraint satisfaction has always played a central role in com-
putational complexity theory; appropriate versions of CSPs are
classical complete problems for most standard complexity classes.
CSPs constitute a very rich and yet sufficiently manageable class
of problems to give a good perspective on general computational
phenomena. For instance, they help to understand which mathema-
tical properties make a computational problem tractable (in a wide
sense, e.g. polynomial-time solvable or non-trivially approximable,

fixed-parameter tractable or definable in a weak logic). It is only na-
tural that CSPs play a role in many high-profile conjectures in com-
plexity theory, exemplified by the Dichotomy Conjecture of Feder
and Vardi and the Unique Games Conjecture of Khot.

The recent flurry of activity on the topic of the seminar is wit-
nessed by two previous Dagstuhl seminars, titled “Complexity of
constraints” (06401) and “The CSP: complexity and approximabili-
ty” (09441), that were held in 2006 and 2009, respectively. This se-
minar was a follow-up to the 2009 seminar. Indeed, the exchange of
ideas at the 2009 seminar has led to new ambitious research projects
and to establishing regular communications channels, and there is
a clear potential of a further systematic interaction that will keep on
cross-fertilizing the areas and opening new research directions. The
2012 seminar brought together forty four researchers from different
highly advanced areas of constraint satisfaction and involved many
specialists who use universal-algebraic, combinatorial, geometric
and probabilistic techniques to study CSP-related algorithmic pro-
blems.

The seminar included two substantial tutorials: one on the clas-
sification of the complexity of constraint languages via methods of
logic and universal algebra (given by A. Krokhin from Durham U,
UK and R. Willard from Waterloo U, CA), and the other on the ap-
proximability of CSP (given by P. Austrin from KTH Stockholm,
SE). Other participants presented, in 28 further talks, their recent
results on a number of important questions concerning the topic of
the seminar.

Concluding Remarks and future plans. The seminar
was well received as witnessed by the high rate of accepted invita-
tions and the great degree of involvement by the participants. Be-
cause of the multitude of impressive results reported during the se-
minar and the active discussions between researchers with different
expertise areas, the organisers regard this seminar as a great success.
With steadily increasing interactions between such researchers, we
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foresee a new seminar focussing on the interplay between different
approaches to studying the complexity and approximability of the
CSP. Finally, the organisers wish to express their gratitude to the
Scientific Directors of the Dagstuhl Centre for their support of the
seminar.

Description of the Topics of the Seminar
Classical computational complexity of CSPs. Despi-

te the provable existence of intermediate (say, between P and NP-
complete, assuming P ̸= NP) problems, research in computational
complexity has produced a widely known informal thesis that “na-
tural problems are almost always complete for standard complexity
classes”. CSPs have been actively used to support and refine this
thesis. More precisely, several restricted forms of CSP have been
investigated in depth. One of the main types of restrictions is the
constraint language restriction, i.e., a restriction on the available
types of constraints. By choosing an appropriate constraint langua-
ge, one can obtain many well-known computational problems from
graph theory, logic, and algebra. The study of the constraint langua-
ge restriction is driven by the CSP Dichotomy Conjecture of Feder
and Vardi which states that, for each fixed constraint language, the
corresponding CSP is either in P or NP-complete. There are similar
dichotomy conjectures concerning other complexity classes (e.g.
L and NL). Recent breakthroughs in the complexity of CSP have
been made possible by the introduction of the universal-algebraic
approach, which extracts algebraic structure from the constraint lan-
guage and uses it to analyse problem instances. McKenzie’s talk
surveyed classes of algebras that arise in this context and Pinsker
related this approach with infinite-valued CSPs. The algebraic ap-
proach has been applied to prove the Dichotomy Conjecture in ma-
ny important special cases (e.g. Bulatov’s dichotomy theorems for
3-valued and conservative CSPs), but the general problem remains
open. A powerful universal-algebraic theory of absorption has been
developed in the last couple of years by Barto and Kozik, specifi-
cally motivated by CSP classification questions. This theory has al-
ready produced several spectacular classification results resolving
long-standing problems (including a characterization of CSPs of
bounded width, i.e. solvable by local propagation algorithms), and
there is a clear sense that there is much more to come from it. Kozik
presented new results on CSPs in NL that are based on the absorp-
tion theory.

Algebraic approaches to studying exact exponential and subli-
near algorithms for CSPs were presented by Jonsson and Yoshida,
respectively.

The complexity of Valued CSPs, which are a significant genera-
lisation of Max CSP, was considered in the talks by Huber, Kolmo-
gorov, Thapper, and Živný. Very strong result were reported, espe-
cially the full description of tractable cases by Thapper and Živný.
Raghavendra presented results that might lead to closer interchange
of ideas between algebraic and probabilistic approaches to CSPs.

The algebraic approach to the complexity of counting solutions
for CSPs, with many results, was presented by Bulatov, Dyer, Gold-
berg, and Jerrum, while Lu reported recent progress on classifying
the complexity of Holant problems.

Approximability of CSPs. The use of approximation al-
gorithms is one of the most fruitful approaches to coping with
NP-hardness. Hard optimization problems, however, exhibit diffe-
rent behavior with respect to approximability, making it an exciting,
and by now, well-developed but far from fully understood, research
area. The CSP has always played an important role in the study of
approximability. For example, it is well known that the famous PCP
theorem has an equivalent reformulation in terms of inapproxima-
bility of a certain CSP; moreover, the recent combinatorial proof of

this theorem by Dinur in 2006 deals entirely with CSPs. The first
optimal inapproximability results by Håstad in 2001 were about cer-
tain CSPs, and they led to the study of a new hardness notion called
approximation resistance (which, intuitively, means that a problem
cannot be approximated beyond the approximation ratio given by
picking an assignment uniformly at random, even on almost satisfia-
ble instances). Many CSPs have been classified as to whether they
are approximation resistant but there is not even a reasonable con-
jecture for a full classification. Håstad, Huang, and K. Makarychev
presented new results on approximation resistance.

In a related development, Guruswami and Zhou have discussed,
in 2010, a “hybrid” form of tractability for CSPs, where classical
tractability is combined with good approximability on almost satis-
fiable instances, and they conjecture that CSPs of bounded width
have this desirable property. This conjecture was proved by Barto
and Kozik in 2012 (and presented by Barto at the seminar), with
further results in this direction presented by Dalmau.

Arguably, the most exciting development in approximability in
the past five to six years is the work around the unique games conjec-
ture (UGC), which was introduced by Khot in 2002. It states that,
for CSPs with a certain constraint language over a large enough
domain, it is NP-hard to tell almost satisfiable instances from tho-
se where only a small fraction of constraints can be satisfied. This
conjecture (if true) is known to imply optimal inapproximability
results for many classical optimization problems. Moreover, if the
UGC is true then, as shown by Raghavendra in 2008, a simple al-
gorithm based on semidefinite programming provides the best pos-
sible approximation for all CSPs (though the exact quality of this
approximation is unknown). In 2010, Arora et al. gave a sub-expo-
nential time algorithm for unique games CSPs, which is based on
a new graph decomposition method. This does not give strong evi-
dence in favor or against the conjecture, but it shows that there are
important new algorithmic ideas to be discovered. Y. Makarychev
presented an asymptotically optimal (modulo UGC) approximation
algorithm for the general Max CSP.

Parameterized complexity of CSPs. A different way to
cope with NP-hardness is provided by parameterized complexity,
which relaxes the notion of tractability as polynomial-time solvabi-
lity to allow non-polynomial dependence on certain problem-speci-
fic parameters. A whole new set of interesting questions arises if we
look at CSPs from this point of view. Most CSP dichotomy questi-
ons can be revisited by defining a parameterized version; so far, ve-
ry little work was done in this direction compared to investigations
in classical complexity. Interestingly, some of the most tantalizing
open problems in parameterized algorithmics (e.g. the fixed-para-
meter tractability of the Biclique problem) are directly related to
complexity of CSPs, and Marx’s talk contained an overview of such
problems. A new research direction (often called “parameterizing
above the guaranteed tight bound”) led to unexpected positive re-
sults for Max r-SAT by Alon et al. in 2010. In this direction, the
basic question is to decide the fixed-parameter tractability of the fol-
lowing type of problems: if we know that a random assignment sa-
tisfies at least E clauses/constraints in expectation (and hence such
an assignment is easy to find), find an assignment that satisfies at
least E + k clauses/constraints. Gutin presented recent results in
this direction.

Along with the constraint language restriction, another import-
ant restriction of CSPs that has been thoroughly investigated is the
structural restriction, where the way in which the immediate inter-
action between variables in instances is restricted. In this direction,
the notions of (hyper)graph decompositions and treewidth turned
out to be particularly important. These notions are core concepts of
parameterized algorithmics, and so, it is not surprising that parame-
terized complexity is an important tool in characterizing structural
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restrictions that lead to tractable CSPs. In particular, many known
classification results with respect to classical complexity in this di-
rection (e.g. Grohe, 2007) use tools from parameterized complexity.
Scarcello and Szeider described their new results in this direction.

Logic and the complexity of CSP. Starting from earlier
work by Kolaitis ad Vardi, concepts and techniques from logic have
provided unifying explanations for many tractable CSPs. This has
led to the pursuit of classifications of CSP with respect to descrip-
tive complexity, i.e. definability in a given logic. Logics considered
in this context include first order logic and its extensions, finite-va-
riable logics, the logic programming language Datalog and its frag-
ments. Kozik’s talk described a contribution in this direction.

The CSP can be recast as the problem of deciding satisfiabi-
lity of existential conjunctive formulas. Natural extensions of this
framework that allow counting or universal quantifiers were consi-
dered in the talks by Martin and Chen, respectively. Atserias’ talk
related proof complexity, CSPs, and semidefinite programming.
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4.52 Publication Culture in Computing Research
Organizers: Kurt Mehlhorn, Moshe Y. Vardi, and Marc Herbstritt
Seminar No. 12452

Date: 06.–09. November, 2012 | Dagstuhl Perspectives Workshop
Full report – DOI: 10.4230/DagRep.2.11.20

Creative Commons BY-NC-ND 3.0 Unported license
© Kurt Mehlhorn, Moshe Y. Vardi, and Marc Herbstritt

Participants: Andrew P. Bernat, Ronald F. Boisvert, George
Danezis, Lance Fortnow, Batya Friedman, Maarten Fröhlich,
Jonathan Grudin, Marc Herbstritt, Manuel Hermenegildo,
Alfred Hofmann, Nicolas Holzschuch, Srinivasan Keshav,
Ursula Martin, Keith Marzullo, Friedemann Mattern, Kurt
Mehlhorn, Bertrand Meyer, Jeff Mogul, M. Tamer Özsu, José
Palazzo Moreira de Oliveira, Sweitze Roffel, Vladimiro
Sassone, Fred B. Schneider, Douglas B. Terry, Jan van
Leeuwen, Moshe Y. Vardi, Andrei Voronkov, Dan Wallach,
Reinhard Wilhelm

The dissemination of research results is an integral part of
research and hence a crucial component for any scientific dis-
cipline. While computing research has been phenomenally suc-
cessful, there is a broad feeling that the publication models
are quite often obstacles. Yet there is no agreement on whe-
ther the publication models need to be radically changed or fi-
ne tuned, and there is no agreement on how such change may
occur. Over the past few years, a vigorous discussion has be-
en going on through editorials, Viewpoint articles, and blogs of
the Communication of the ACM – see Jonathan Grudin’s over-
view available at http://research.microsoft.com/en-us/UM/People/
jgrudin/publications/publicationculture/CACMreferences.pdf.

In spite of this ongoing debate, the community seems no clo-
ser to an agreement whether a change has to take place and how to
effect such a change.

The workshop brought together key players in this debate for an
intense three-day discussion and deliberation, with the aim of ana-
lyzing the issues and developing guidelines for the way forward. A
specific focus of the workshop was to develop consensus around a
set of guiding principles. An expected outcome of the workshop is
a manifesto to be published afterwards.

Topics
The workshop addressed several topics that were part of the

community’s collective conversation on publication culture during
the last years:
1. The uniqueness of the publication model in computing rese-

arch:
the emphasis on conference publishing and the decline of
journal publishing;
the large and growing number of specialty conferences and
workshops that are really conferences;
coping with established publication cultures in the (other)

sciences and with the different cultures of different compu-
ting sub-communities.

2. Cultural issues:
the culture of hypercritical reviewing and the decline of tho-
rough constructive reviewing;
tenure and promotion practices that encourage short-term
research;
the influence of bibliometry on publication behavior and
tenure practices and the quality of bibliometry.

3. New publication models:
the tension between open access and reader-pays publis-
hing, and the spectrum in between;
the role of social media in scholarly publishing;
the role of various actors: commercial publishers, scientific
societies, academic publishers and archives;
the place of self-publishing or publishing in public reposi-
tories;
the need to develop new rules for data citation, sharing, and
archiving.

Organization
The workshop was organized by Moshe Y. Vardi and Kurt Mehl-

horn with coordinating support by Marc Herbstritt. Additionally, a
program committee (PC) was set up, including Andrew P. Bernat,
Jon Crowcroft, Jan van Leeuwen, Bertrand Meyer, Fred B. Schnei-
der, and Douglas B. Terry. The PC helped in seeking suitable con-
tributions and advising the organizers in shaping the program. Each
invitee was asked to submit a position statement which was review-
ed by the organizers and the PC. The collection of accepted position
statements provided a broad and concise overview of the problems
in the publication culture of computing research, disclosing a varie-
ty of different and competing viewpoints.

On Wednesday Nov. 7, 2012, the workshop started with a sessi-
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on presenting standpoints from scholarly societies and commercial
publishers, among them Ronald Boisvert (NIST/ACM), Dan Wal-
lach (Rice University/USENIX), Maarten Fröhlich (IOS Press), Al-
fred Hofmann (Springer Science Business+Media/LNCS), Sweit-
ze Roffel (Elsevier), Andrew Bernat (Computing Research Asso-
ciation), and Moshe Y. Vardi (Rice University/ Editor-in-Chief of
Comm. of the ACM). The afternoon session focussed on peer re-
view and research dissemination, including the talks from Bertrand
Meyer (ETH Zürich/Informatics Europe), Ursula Martin (Queen
Mary University London), Lance Fortnow (Georgia Institute of
Technology), Doug Terry (Microsoft – Mountain View), Nico-
las Holzschuch (INRIA Rhône-Alpes), George Danezis (Micro-
soft Research – Cambridge), and José Palazzo Moreira de Oliveira
(UFRGS).

On Thursday Nov. 8, 2012, the workshop continued with a
morning session on “conferences versus journals” as well as on
“open access”, with talks from Manuel Hermenegildo (IMDEA),
Keith Marzullo (NSF), Kurt Mehlhorn (MPII), Jeff Mogul (HP),
M. Tamer Özsu (University of Waterloo), and Vladimiro Sassone
(University of Southampton). The afternoon session focussed also
“conferences versus journals”, but also on indexing and general cul-
tural issues; talks were given by Reinhard Wilhelm (Saarland Uni-
versity), Jan van Leeuwen (Utrecht University), Jonathan Grudin
(Microsoft Research – Redmond), Andrei Voronkov (Manchester
University), Srinivasan Keshav (University of Waterloo), Fred B.
Schneider (Cornell University), and Batya Friedman (University of
Washington).

Batya Friedman moderated the “Future Workshop”, which (1)
interactively asked participants after the sessions to contribute brief
descriptions of substantial shortcomings in our current publication
culture, according to one’s own opinion, (2) asked participants to de-
scribe an idealized publication culture for computing research, and
(3) finally, asked participants to provide brief accounts of potential
solutions to the problems raised and ways to reach ideal outcomes.

The results of the “Future Workshop” were discussed on Friday
Nov. 9, 2012, and served as basis for working groups. The working
groups met in small teams and presented the results from their dis-
cussions to the audience. Finally, Moshe Y. Vardi gave a summary
on the workshop and talked about future actions.

The organizers and the PC met on Friday afternoon to clarify
core issues for the upcoming manifesto.

Outcomes
The main outcomes will be covered in the upcoming manifesto

that will be published in the “Dagstuhl Manifestos” series6. Howe-
ver, as discussed during the organizers and PC meeting on Friday
afternoon, a first sketch of a consensus list with regard to problems
and desired solutions is as follows:

Problems:
Scaling: The publishing ecosystem in computing resear-
ch—conference and journals—has not scaled up.
Policy: We have no universally accepted norms and poli-
cies, and no single authority.
Data: We have many opinions but little data.
Business model: Huge gap between publishers and aut-
hors/readers.
Incentives: Large number of small papers.
Measurements: Highly imperfect metrics.
Conferences: Too many submissions and resubmissions,
random-like decisions, too many conferences, too much tra-
vel, conferences as “journals that meet in hotels”.

Journals: Not exciting, hard to find reviewers, poor journal
management systems.
Reviewing: Increasing burden, declining standards, decli-
ning competence.

Wish list:
Defragmented Community: Learn to operate at scale.
Rational reviewing: Eliminate treadmill, eliminate hyper-
criticality, reintroduce review rounds.
Revitalized journals: Perhaps through jourference/cournal
hybrids.
Reduce paper inflation: Focus on quality, not quantity.
Appropriate bibliometrics: Recognize conferences, elimi-
nate self-citation.
Open Access: Research results should be available to all to
read and assess as soon as possible.
Viable associations: Strong associations that can enable,
facilitate, and lead a better publication culture.

Resources
Position statements and slides from the presentations are availa-

ble at http://www.dagstuhl.de/mat/index.en.phtml?12452.

6 http://drops.dagstuhl.de/dagman
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4.53 Games and Decisions for Rigorous Systems Engineering
Organizers: Nikolaj Bjørner, Krishnendu Chatterjee, Laura Kovacs, and Rupak M. Majumdar
Seminar No. 12461

Date: 11.–16. November, 2012 | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.11.45

Creative Commons BY-NC-ND 3.0 Unported license
© Nikolaj Bjørner, Krishnendu Chatterjee, Laura Kovacs, and Rupak M. Majumdar

Participants: Francesco Alberti, Dirk Beyer, Nikolaj Bjørner,
Tomas Brazdil, Krishnendu Chatterjee, Swarat Chaudhuri,
Laurent Doyen, Uwe Egly, Azadeh Farzan, Bernd Finkbeiner,
Alberto Griggio, Aarti Gupta, Ashutosh Kumar Gupta, Arie
Gurfinkel, Jochen Hoenicke, Radu Iosif, Moa Johansson, Igor
Konnov, Konstantin Korovin, Laura Kovacs, Axel Legay,
Rupak Majumdar, Anca Muscholl, Albert Oliveras, Joel
Ouaknine, David Parker, Brigitte Pientka, Ruzica Piskac,
Albert Rubio, Andrey Rybalchenko, Helmut Seidl, Martina
Seidl, Natasha Sharygina, Ana Sokolova, Armando
Solar-Lezama, Eugenia Ternovska, Helmut Veith, Tomas
Vojnar, Andrei Voronkov, Georg Weissenbacher, Josef
Widder, Thomas Wies, Florian Zuleger

Principled approaches to systems design offer several advanta-
ges, including developing safety-critical systems and scaling tech-
nological advances with multi-core processes and cloud computing.
Rigorous mathematical techniques, such as model checking, decisi-
on procedures, and abstract interpretation, are dominantly used a
posteriori in systems engineering: a program is formally analyzed
after it has been developed. In the context of rigorous systems engi-
neering, post-hoc verification is however very costly and error-pro-
ne. The explosion of concurrent computation in the new generation
of embedded systems has therefore motivated the integration of esta-
blished methods with novel techniques in the design process from
day one.

Such an integration has been materialized in using game theo-
retic synthesis of reactive systems from higher level design require-
ments. In many synthesis algorithms, it is better to work with sym-
bolic representations, where the state space is modeled using logi-
cal formulas. This enables techniques to scale to potentially infinite
models, but requires decision procedures for checking the validity
of sentences in the pertinent logical theories. The increasingly com-
plex integration of model checking with complementary techniques
such as software testing has imposed new requirements on decision
procedures, such as proof generation, unsatisfiable core extraction,
and interpolation.

The main goal of the Dagstuhl Seminar 12461 “Games and De-
cisions for Rigorous Systems Engineering” was to bring together
researchers working in the field of rigorous systems engineering,
the tool-supported application of mathematical reasoning princip-
les to the design and verification of complex software and hardwa-
re systems. The seminar had a special focus on developing systems
(reactive, concurrent, distributed) using recent advances in game
theoretic synthesis and in decision procedures and automated de-
duction techniques.

The seminar covered the following three main areas:
software verification (reactive, concurrent, distributed);

game theory and reactive synthesis;
decision procedures (SAT, SMT, QBF) and theorem proving
(first and higher order).

Within the scope of these areas, the seminar addressed tooling
around software testing, model checking, interpolation, decision
procedures, and model finding methods in automated theorem pro-
ving.

In the spirit of advancing tools and theory in related areas of
theorem proving and model checking, the seminar schedule inclu-
ded tutorials on games, synthesis, theorem proving; research talks
on recent results; and discussion sessions on applications and ex-
change formats for benchmarking tools.

The seminar fell on 5 days in the week of November 12–16,
2012. All together, 43 researchers participated (11 women and 32
men).
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44.54 Symbolic Methods for Chemical Reaction Networks
Organizers: Francois Boulier, Anne J. Shiu, Thomas Sturm, and Andreas Weber
Seminar No. 12462

Date: 11.–16. November, 2012 | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.11.66

Creative Commons BY-NC-ND 3.0 Unported license
© Anne J. Shiu

Participants: Francois Boulier, Christopher W. Brown,
Carsten Conradi, Gheorghe Craciun, Alicia Dickenstein,
Andreas Eggers, Ralf Markus Eiswirth, Hassan Errami,
François Fages, Elisenda Feliu, Holger Fröhlich, Vladimir
Gerdt, Manoj Gopalkrishnan, Dima Grigoriev, Daniel Kaschek,
Marek Kosta, Francois Lemaire, Stefan Müller, Sabine Peres,
Adrien Poteaux, Nicole Radde, Georg Regensburger, Satya
Swarup Samal, Karsten Scheibler, Igor Schreiber, Stefan
Schuster, Werner M. Seiler, Anne J. Shiu, Thomas Sturm, Jan
H. van Schuppen, Andreas Weber

Systems of differential equations and hybrid systems more ge-
nerally are prevalent in chemical engineering and systems biology.
The analysis of such systems focuses on resolving their dynamical
properties, for instance, determining their equilibria and capacity
for multistationarity or Hopf bifurcations. The additional tasks of
parameter estimation, model reduction, and model inference are al-
so relevant for these systems. These goals are difficult in general,
especially due to the large size of these systems, especially those
arising in systems biology. Non-numeric methods are essential in
this context, because reaction parameters can vary over a wide ran-
ge, parameter uncertainty is predominant in systems biology, and
even the qualitative behavior of a system typically varies among dif-
ferent regions of the parameter space. Two major lines of research
in this area are represented by chemical reaction network theory
and stoichiometric network analysis. Our Dagstuhl seminar brought
together researchers from both of these research areas, as well as
researchers in symbolic computation and those on the application
side (chemical engineering and systems biology). The aim of our
seminar was twofold: to introduce practitioners to existing relevant
theory and software from symbolic computation, and to allow par-
ticipants to pose current computational challenges in this area, in
order to spur development of symbolic computation methods to re-
solve these problems. To this end, collaborative working groups on
various related topics were held throughout the week.

On Monday during the seminar, most of the participants gave
short talks introducing their research interests. On Tuesday, long
talks were given by Gheorghe Craciun and Francois Fages. A long
talk on Wednesday was given by Stefan Schuster. Markus Eis-
wirth and Holger Fröhlich gave long talks on Thursday. Discussion
groups met throughout the week.
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4.55 SAT Interactions
Organizers: Nadia Creignou, Nicola Galesi, Oliver Kullmann, and Heribert Vollmer
Seminar No. 12471

Date: 18.–23. November, 2012 | Dagstuhl Seminar
Full report – DOI: 10.4230/DagRep.2.11.87

Creative Commons BY-NC-ND 3.0 Unported license
© Nadia Creignou and Heribert Vollmer

Participants: Olaf Beyersdorff, Uwe Bubeck, Catarina
Carvalho, Nadia Creignou, Stefan Dantchev, Evgeny Dantsin,
Anuj Dawar, Arnaud Durand, Johannes Ebbing, Uwe Egly,
John Franco, Nicola Galesi, Heidi Gebauer, Andreas Goerdt,
Miki Hermann, Timon Hertli, Edward A. Hirsch, Kazuo Iwama,
Jan Johannsen, Lefteris M. Kirousis, Hans Kleine Büning,
Donald Ervin Knuth, Juha Kontinen, Alexander S. Kulikov,
Oliver Kullmann, Massimo Lauria, Victor W. Marek, Barnaby
Martin, Arne Meier, Julian-Steffen Müller, Jakob Nordström,
Ramamohan Paturi, Rahul Santhanam, Dominik Scheder,
Henning Schnoor, Uwe Schöning, Martina Seidl, Robert H.
Sloan, Ewald Speckenmeyer, Stefan Szeider, Jacobo Toran,
Heribert Vollmer, Sean Weaver, Xishun Zhao

Brief Introduction to the Topic
Propositional satisfiability (or Boolean satisfiability) is the pro-

blem of determining whether the variables of a Boolean formula can
be assigned truth values in such a way as to make the formula true.
The satisfiability problem, SAT for short, stands at the crossroads
of logic, graph theory, computer science, computer engineering and
computational physics.

In particular SAT is of central importance in various areas of
computer science including algorithmics, verification, planning and
hardware design. It can express a wide range of combinatorial pro-
blems as well as many real-world ones. Due to its potential practical
implications an intensive search has been done on how one could
solve SAT problems in an automated fashion. The last decade has
seen the development of practically-efficient algorithms for SAT,
which can solve huge problems instances.

At the same time SAT is very significant from a theoretical
point of view. Since the Cook-Levin’s theorem, which has identi-
fied SAT as the first NP-complete problem, it has become a refe-
rence for an enormous variety of complexity statements. The most
prominent one is the question “is P equal to NP?” Proving that SAT
is not in P would answer this question negatively. Indeed, as stated
by Richard Lipton on his blog Gödel’s Lost Letter and P = NP
(http://rjlipton.wordpress.com) such a proof matters since it would
tell us why some computational problems are intrinsically more dif-
ficult than others, it would suggest new methods that would yield
new insights on the fundamental nature of computation and it would
help with goals of security for cryptographers.

During the past two decades, an impressive array of diverse
techniques from mathematical fields, such as propositional logic,
model theory, Boolean function theory, combinatorics, probabili-
ty, and statistical physics has contributed to a better understanding
of the SAT problem. Although significant progress has been made
on several fronts, most of the central questions remain unsolved so
far. One of the main aims of the Dagstuhl Seminar was to bring to-
gether researchers from different areas of activity in SAT (with an

emphasize on mathematical aspects), so that they can communica-
te state-of-the-art advances and embark on a systematic interaction
that will enhance the synergy between the different areas.

Organization of the Seminar and
Activities

The workshop brought together 44 researchers from different
areas of computer science and mathematics such as logic, comple-
xity theory, algorithms, and proof complexity with complementa-
ry expertise. The participants consisted of both senior and junior
researchers, including a number of postdocs and a few advanced
graduate students.

Participants were invited to present their work and to communi-
cate state-of-the-art advances. Twenty-five talks of various lengths
took place over the five days of the workshop. Introductory and tu-
torial talks of 60 minutes were scheduled prior to workshop. Most
of the remaining slots were filled, mostly with shorter talks, as the
workshop commenced. The organizers considered it important to
leave ample free time for discussion.

The tutorial talks were scheduled during the beginning of the
week in order to establish a common background for the different
communities that came together for the workshop. The presenters
and topics were:

Olaf Beyersdorff, Proof complexity
Arne Meier, Complexity classifications for different satisfiabi-
lity problems
Victor Marek, Erdős’ dream; SAT and combinatorics
Uwe Bubeck, Quantified Boolean formulas: complexity and ex-
pressiveness
Oliver Kullmann, The combinatorics of minimal unsatisfiabili-
ty
Martina Seidl, QBF solvers

Most of the tutorials were given by young researchers, reflecting the
fact that the SAT community is dynamic and fast evolving.
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A highlight of the seminar was the talk by Donald E. Knuth, de-
livered Wednesday morning, on “Satisfiability and the Art of Com-
puter Programming”. Knuth reported about his experiences while
working on a chapter on satisfiability for the upcoming volume of
his world-renowned series.

There were additionally 19 shorter talks. These talks covered a
wide range of topics related to satisfiability. The different approa-
ches discussed above in the seminar description were all very well
represented by the different talks given during the five days of the
seminar.

1. Combinatorics
Xishun Zhao, Finiteness conjecture on hitting minimal un-
satisfiable formulas
Uwe Schöning, Probability distributions for local search
and make versus break
Heidi Gebauer, Applications of (k, d)-trees

2. Complexity
Juha Kontinen, Dependence logic and complexity
Julian-Steffen Müller, A fragment of dependence logic cha-
racterizing PTIME
Alexander Kulikov, New lower and upper bounds for Boo-
lean circuit complexity
Johannes Ebbing, Model checking for modal intuitionistic
dependence logic

3. Proof complexity
Uwe Egly, Proof complexity for QBF
Jan Johannsen, Separating clause learning proof systems
from (regular) resolution
Jakob Nordström, Relating proof complexity measures and
practical hardness of SAT
Massimo Lauria, Open problems in proof complexity

4. Algorithms
Stefan Szeider, Fixed-parameter tractability and SAT
Mohan Paturi, Algorithmic expressivity and hardness of sa-
tisfiability
Dominik Scheder, Exponential lower bounds for the PPSZ
k-SAT algorithm

5. Logic
Arnaud Durand, A criterion for tractability of counting so-
lutions to uniform CSP
Hans Kleine Büning, On some configuration problems ba-
sed on representations in propositional logic

6. Solvers
John Franco, Adding unsafe constraints to improve satisfia-
bility performance
Sean Weaver, Satisfiability enhancements enabled by state
machines

This classification is necessarily rough, as several talks crossed
the boundaries between these areas, in keeping with the theme of the
workshop. The broad scope of the talks extended even to areas not
anticipated by the organizers, such as dependence logic. The work-
shop thus achieved its aim of bringing together researchers from
various related communities to share state-of-the-art research.

Concluding Remarks and Future Plans
The organizers regard the workshop as a great success. Brin-

ging together researchers from different areas of theoretical com-
puter science fostered valuable interactions and led to fruitful dis-
cussions. Feedback from the participants was very positive as well.
Many attendants expressed their wish for a continuation and stated
that this seminar was among the most fruitful Dagstuhl seminars
they attended.

Finally, the organizers wish to express their gratitude toward the
Scientific Directorate of the Center for its support of this workshop,
and hope to establish a series of workshops on SAT Interactions in
the future.
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Two significant trends in data management are emerging: data
is moving to cloud infrastructures and an increasing fraction of data
produced is born digital. We risk losing all record of born digital da-
ta if we do not take explicit steps to ensure its longevity. While each
of these trends raises its own set of questions, our seminar began
with two fundamental questions at the intersection of these trends:
What role should the cloud play in preservation? What steps should
we be taking now to preserve the future of today’s digital artifacts?

We addressed these two questions by bringing together a di-
verse cohort of approximately thirty participants. Our participants
consisted of researchers from both academia and industry, repre-
sentatives from cloud providers, and archivists and librarians from
memory institutions. Every participant was responsible for some
aspect of the program, and the workshop was characterized by live-
ly debate. There were four primary outcomes of the workshop:
1. We identified key functional requirements that are critical if

cloud infrastructures are to be used for long-term digital pre-
servation.

2. We identified topics where we were unable to reach agreement;
since we are trying to look into the future, while not satisfacto-
ry, it seems likely we will need to wait until the future to resolve
these debates.

3. We identified several specific problems requiring further work
and brought together groups of people interested in pursuing
those areas.

4. We identified several areas that we were not able to address,
either because we lacked the expertise in the room or we ran
out of time; these areas represent opportunities for subsequent
workshops.

Perhaps the most pressing issue with respect to existing cloud in-
frastructures is the lack of standardized APIs. If data are to outlive
any particular organization, then it is crucial that archives span or-
ganizational boundaries; standardized APIs make this dramatically
easier and more robust. There was also agreement that some form

of automated appraisal was important, but there were no concrete
ideas about how to do it.

We had lively debate around the long term cost of cloud sto-
rage, in particular public clouds; since this debate depended upon
assumptions of future costs, the future will ultimately resolve the de-
bate. We also had much discussion around the importance of logical
preservation and whether the modern world, with readily available
open source viewers has made the need for logical preservation ob-
solete.

Several small working groups coalesced around the areas of:
archival exit (how do you get data out of an archive), the technical
design of preservation-as-a-service (PaaS), technologies for ensu-
ring that data is “forgotten”, and searching distributed archives. We
are hoping to see these small groups evolve into productive collabo-
rations that continue the work begun at the seminar.

Finally, there were a number of areas related to using the cloud
as a preservation service that we were unable to address. For exam-
ple, what legal issues arise if companies undertake digital archival
initiatives? Is there a legal definition of “deletion” of data, and is
it practical? Where does “record management” end and “archival”
begin? Who is the customer for long term preservation? Is it the
data provider? Or perhaps it’s the data consumer? What happens to
archived data if payment cannot be made? What is the economic
model behind long term archival? These and other questions provi-
de ample opportunity for further workshops on this topic.

Organization
The workshop was organized around a series of 90-minute ses-

sions, each of which began with one or more short presentations fol-
lowed by a moderated discussion. We had one person scribe each
session and the session moderators produced the session summa-
ries that appear in this report documenting each session. We also
devoted one session to smaller breakout groups, who reported back
in our closing session.
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The high amount of trust put into today’s software systems calls
for a rigorous analysis of their security. Unfortunately, security is of-
ten in conflict with requirements on the functionality or the perfor-
mance of a system, making perfect security an impossible or overly
expensive goal. Under such constraints, the relevant question is not
whether a system is secure, but rather how much security it provi-
des. Quantitative notions of security can express degrees of protec-
tion and thus enable reasoning about the trade-off between security
and conflicting requirements. Corresponding quantitative security
analyses bear the potential of becoming an important tool for the ri-
gorous development of practical systems, and a formal foundation
for the management of security risks.

While there has been significant progress in research on quan-
titative notions of security and tools for their analysis and enforce-
ment, existing solutions are still partial. The focus of the seminar is
to discuss the following key issues.
Quantitative Notions of Security: A single qualitative security

property may give rise to a spectrum quantitative generaliza-
tions, each with different characteristics and application do-
mains. For quantitative confidentiality, current research focu-
ses on differential privacy and measures based on information-
theoretic entropy. For other security properties such as integri-
ty, availability, incoercibility, vote verifiability, etc., quantitati-
ve generalizations are only now emerging or have not even been
proposed. One goal of this seminar is to advance the understan-
ding of the relationship between existing quantitative security
properties, and to join forces in the development of new ones.

Tools for Quantitative Security Analysis: Performing a quanti-
tative security analysis of a realistic system is a challenging pro-
blem due to the complexity of modern software. It is mandatory
to provide developers with tool support for this task. One goal
of this seminar is to advance the understanding of the funda-
mental reasoning principles for quantitative notions of securi-
ty, their connection to programming languages and verification

techniques, and the theoretical limits for automatically deriving
quantitative security guarantees.

Novel Application Domains: Quantitative security analyses have
been successfully applied, e.g., for quantifying the side-channel
leakage in cryptographic algorithms, for capturing the loss of
privacy in statistical data analysis, and for quantifying security
in anonymity networks. In emerging application domains such
as electronic voting or distributed usage control, the need for
quantitative analyses has been recognized. It is a goal of this se-
minar to foster the collaboration between experts in emerging
application domains and those in quantitative security analysis.
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The seminar brought together 32 participants from academia
and industry in Europe and the USA. It featured a joint session with
the concurrent seminar on quantitative security analysis (which in-
cluded the keynote talk), a breakout session with demonstrations of
software and practical classes, a discussion of the most important
open problems in the field and a collection of talks spanning the
breadth of the field from theoretical models to applications.

Research Context and Goals of the Seminar
A security API is an Application Program Interface that allows

untrusted code to access sensitive resources in a secure way. It is the
interface between processes running with different levels of trust.
Examples of security APIs include the interface between the tam-
per-resistant chip on a smartcard (trusted) and the code running on
the client application (untrusted), the interface between a crypto-
graphic Hardware Security Module (or HSM, trusted) and the host
machine (untrusted), and web service APIs (an interface between a
server, trusted by the service provides, and the rest of the Internet).

The crucial aspect of a security API is that it is designed to
enforce a policy, i.e. no matter what sequence of commands in the
interface are called, and no matter what the parameters, certain se-
curity properties should continue to hold. This means that if the
less trusted code turns out to be malicious (or just faulty), the care-
fully designed API should prevent compromise of critical data. De-
signing such an interface is extremely tricky and error prone, and
over the last ten years, serious vulnerabilities in the security APIs
deployed in HSMs in the ATM (cash machine) network and in com-
modity security devices like smartcards and USB keys have come
to light.

A number of formal methods researchers have turned their at-
tention to security APIs over the last five years. While significant
advances have been made and notable results achieved, such as the
discovery of several new attacks, the process of specifying and ve-
rifying the security policy for such APIs still lacks both satisfactory

foundations and efficient algorithms. At the same time, the security
API paradigm is being proposed as a solution for more and more
applications, from social networks to smartphones, with more com-
plicated and less well understood security goals.

The objective of the seminar was to bring together researchers
in academia and industry around the topic of security APIs and their
analysis. There were three main aims:
1. To address the shortcomings of current API analysis techniques

as applied to the relatively well explored domains of cryptogra-
phic key management and HSMs, in particular in their ability
to deal with global mutable state and their models of cryptogra-
phy.

2. To identify the security API requirements arising from the new
generation of applications, in mobile device applications and
web services, and map out the research problems that need to
be solved in order that formal API analysis can be applied here.

3. To find ways to include the process and results of formal API
analysis into the standards and certification procedures.

Some progress was made on all these points in the talks and
the discussions late into the evening that followed in the conducive
environment of Schloss Dagstuhl. On the first point, several talks
presented models specifically aimed at modelling state in a more
satisfactory way, and we had a tutorial on the verification methods
used in program analysis. Several new application areas for API
analysis were presented, including car to car communication and
password protection. Some highly enlightening talks on the stan-
dards process helped to improve understanding of the problem, if
not providing steps to an easy solution. The variety of open pro-
blems identified (see summary below) shows that this is a vibrant
area of computer security research with much promise for the fu-
ture.
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For many applications of smart embedded software systems,
the system should sense the footprint of a human or humans acting
in the system’s environment, interpret the sensor data in terms of
some semantic model about what the human is doing, and respond
appropriately in real time. Examples of such applications include
smart homes, human-machine or human-robot interaction, assistan-
ce, surveillance, and tutoring systems; given the current trend to-
wards ambient intelligence, ubiquitous computing, and sensor net-
works, the number of systems in these categories can certainly by
expected to rise in the next ten years or so.

The problem shares many features with classical object recogni-
tion and scene reconstruction from sensor data in terms of a static
scene model. Interpreting in semantic terms sensor data from the
environment has a long tradition in AI – arguably, it has been one
of the original core problems put forth by AI’s founding fathers. Ho-
wever, the problem of interpreting observed action in the sense of
this seminar differs in some aspects from what state-of-the-art AI
or engineering approaches would allow to be tackled by routine:

Events in space-time rather than static objects need to be cha-
racterized. This necessarily involves some representation and
model of temporal and spatial data (e.g., the human put a sau-
cepan on the cooker and then turned the cooker on).
Real-time processing of the sensor data or percepts is requi-
red to keep track of what is happening. In fact, “real time” here
is the pace of human action, i.e., relatively slow compared to
CPU clock ticks. However, given a potentially rich stream of
sensor data and a potentially large body of background know-
ledge, even this pace is demanding for the respective knowledge
processing methods.
Willed human action, be it planned, intended, or customary, is
the domain of interpretation. In knowledge representation, this
appears to be a relatively unexplored area, compared to, say, up-
per ontologies of household items, red wine, or pizza varieties.

Contemplating the three words that make up the title of this
seminar (“interpret”, “observe”, and “act”), it becomes clear that
there are a number of issues that need to be addressed in this con-
text. Firstly, any interpretation is to some degree subjective and uses
a particular repertoire of basic actions in its language. Secondly, an
observation uses a particular type of sensor data and often is not
possible without interpretation at the same time. Thirdly, there are
issues around what actions are to be considered:

Are only willed and physical action to be considered?
Is avoidance an action?
What constitutes an action in the first place?
When does a particular action end?
Is an unsuccessful action an action?

In summary, what precisely is observed action interpretation and
what would be benchmark data for it?

To find an answer to this question, the participants of the semi-
nar emerged themselves in a variety of activities: technical talks,
working groups, plenary discussions, and a number of informal dis-
cussions. In the rest of this report, some of these activities and their
results are discussed in more detail.
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Today, commercial systems have become popular that utilize a
broad range of sensors to facilitate gesture and motion-based inter-
action. Examples range from multi-touch surfaces, through tilt con-
trol common in mobile phone applications, and complex motion-
based games controllers, e.g. Nintendo WII and Microsoft Kinect.
While these systems are mainstream, the next basic research chal-
lenge is activity-driven, implicit interaction. Two key differences to
existing systems are:
1. the interpretation of complex human activities, and
2. the extension of interaction from periods where a user cons-

ciously performs control gestures to permanent monitoring of
user activity.

Conceptually, activity-driven interaction builds on the vision
of context awareness developed since the 1990 [1–3]. Applications
range from sports, through mobile gaming, information retrieval,
personal healthcare to industrial work support [4–6]. For example,
monitoring certain activities can support therapy in areas ranging
from cardiovascular diseases to psychiatric disorders and cognitive
disabilities. Activity based support (automatically showing correct
manual pages, pointing out mistakes) can speed up industrial main-
tenance tasks by up to 30%.

Despite demonstrated potential, currently only very simple ac-
tivity based applications such as physical activity monitoring have
managed to go beyond early stage lab demonstrations. From the
scientific point of view the question is how to map information
available from unreliable, often simple sources onto complex hu-
man activities. The main challenges stem from the combination of
three factors:

In every day situations sensor choice, placement and configura-
tion is often dictated by practicability, usability, and user accep-
tance constraints rather by the requirements of the recognition
system. In addition, the system configuration may dynamically
change [7, 8].

The diversity of human behavior. Even the simplest activities
can be performed in a multitude of ways differing not only bet-
ween people, but also between individual execution instances
of a single person. (e.g. using different arms, different hand po-
sitions, or even the hip to close a drawer)
The complexity of human behavior. Relevant human actions are
seldom atomic and independent. Instead, a complex hierarchy
of actions that may be executed in parallel, overlap and interlea-
ve is to be considered by the recognition system.

Beyond the technological challenges involved in the recogniti-
on system, there are additional unsolved problems including appli-
cation design, usability, user acceptance, and business models for
commercialization.

The field lacks also definitions for many commonly used terms
including “action,” “sensor,” “evidence,” and even “activity” itself,
leading to ambiguity in scientific discourse. The conceptual groun-
ding provided by Nardi and Kaptelinin’s definition of Activity Theo-
ry are perfectly understandable to a human [9]. Yet, they are not
easily codified into machine programmable constructs. The theory
recognizes that elements of “activity” such as goal and motive are
socially constructed, depending on the perspectives of the actors
in the system. Despite the complexities of “activity” at the human
cognitive level, researchers demonstrated that some notions of ac-
tivity can be utilized in computer systems, but meanings of terms
differ among the various research groups. Currently, many different
communities are involved in research related to activity recognition,
including the core ubicomp community, human computer interacti-
on, computer vision, cognitive science and artificial intelligence.

Privacy concerns are a critical barrier to adoption of activity-
-based technologies [10]. These concerns range from risk of crimi-
nal activities( e.g., stalking and identity theft), to social issues of
managing personal relationships. Technological approaches to ad-
dressing the concerns must also be based on deep understanding
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of the psychological, sociological and political constraints under
which people will operate activity-based systems.

The top level objective of the workshop was to define and
establish the scientific community and associated research questi-
ons/methodologies related to the broad area of activity recogniti-

on. The major tangible outcomes are the start of the creation of
an activity recognition repository accessible under http://activity-
recognition.github.com and the plan of writing a standard book
about activity recognition.
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The Dagstuhl seminar “Designing for process resilience to in-
sider threats” was held on December 10–12th December, 2012 (Se-
minar #12501) to advance our understanding of ways of reducing
insider threats through the design of resilient organizational proces-
ses.

The 2012 seminar built on the results of its predecessor from
2010 (Insider Threats: Strategies for Prevention, Mitigation, and
Response, #10341, Seminar Homepage, Seminar Report). In this
seminar we developed a shared, inter-disciplinary definition of the
insider and a good formulation for a taxonomy or framework that
characterizes insider threats. The seminar also began to explore how
organizational considerations might better be incorporated into ad-
dressing insider threats.

The purpose of the 2012 seminar was to build on the understan-
ding of the classification of the insider threat as a type of informed
threat and the design requirements for tools and policies to respond
to this category of threat that we had gained from the 2008 and 2010
Dagstuhl seminars on insider threats (Countering Insider Threats,
#08302, and Insider Threats: Strategies for Prevention, Mitigation,
and Response, #10341). Our goal was to explore what makes or-
ganizational processes resilient to insider threats. The exploration
of organizational processes required us to consider the fluid set of
informed actors against organizations whose processes and boun-
daries can be dynamic. It also required us to conceptualise threats
and vulnerabilities as “emergent”. The conclusions from the pre-
vious seminars had resulted in the insight that resilient organizatio-
nal processes are more resilient with respect to insider threats and
more capable of limiting the damage from insider attacks. We also
had the insight that resiliency appears to stem from usable, effecti-
ve, and efficient security having been built into the organizational
processes.

The seminar participants contained a carefully balanced mix of
social and computer scientists and practitioners in order to explore
the technological, organizational and social dimensions of the orga-

nizational process and its implementation. In order to productively
combine the skills of the different disciplines and perspectives re-
presented, the seminar started with a series of provocations. Debi
Ashenden presented a provocation about the competing and some-
times conflicting uses of gamefication in the UK military setting.
Kai-Uwe Loser presented a grounded example of personal data ma-
nagement practices and the conflicting perceptions of policy com-
pliance that emerged within the example. Trish Williams presented
a provocation about the value of big data in the case of electronic
health data.

These design principles reflect a start point for future work on
the design of organizational processes that are sustainably secure.
Seminar organizers intend to produce a book that extends and ex-
plores these principles.
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© Frank Kargl, Mark Dacier, and Alfonso Valdes

Participants: Magnus Almgren, Nils Aschenbruck, Davide
Balzarotti, Rafael Barbosa, Gunnar Bjoerkman, Damiano
Bolzoni, Levente Buttyan, Alvaro Cárdenas Mora, Marco
Caselli, Marc Dacier, Sandro Etalle, Felix C. Freiling, Jakob
Fritz, Elmar Gerhards-Padilla, Dina Hadziosmanovic, Frank
Kargl, Stefan Katzenbeisser, Erwin Kooi, Maryna Krotofil,
Klaus Kursawe, Corrado Leita, Tobias Limmer, Michael
Munzert, Heiko Patzlaff, Andreas Paul, Franka Schuster,
Valentin Tudor, Alfonso Valdes, Stephen Wolthusen,
Emmanuele Zambon

The last years have highlighted the fact that our ICT security
precautions in many critical infrastructure (CI) systems are clear-
ly insufficient, especially if considering targeted attacks carried out
by resourceful and motivated individuals or organizations. Critical
infrastructures, like energy or water provisioning, transportation,
telecommunication, or health support are relying to an ever-larger
extent on ICT, often being monitored or controlled in a semi or ful-
ly automated way. Disruption of these control processes could turn
out to be disastrous, especially as many of these systems are cyber-
physical systems that interact with the real world through sensors
and actuators and can thus have a direct influence on the physical
world not mediated by the common sense of a human being.

Rendering ICT systems in such critical infrastructure unusable
or malfunctioning can cause huge economical damages or even en-
danger human lives. Some examples: it is reported by the Institute
for Science and International Security (ISIS) in December 20107

that the Stuxnet malware actually damaged around 1000 Uranium
enrichment centrifuges in the Iranian enrichment facility in Natanz
(which was possibly its goal). If the same would happen in a Euro-
pean Uranium enrichment facility, the economical damage would
be significant and danger to population due to failure of systems
could not be ruled out completely. In 2000, an insider attack on a
sewage treatment facility in Queensland, Australia caused millions
of liters of raw sewage to spill out into local parks and rivers8. The
CIP Vigilance Blog collects a long list of such issues9.

There are many similar examples where Industrial Control Sys-
tems (ICS) have been affected due to insufficient security precau-
tions. Moreover, the apparent success in infiltrating Critical Infra-

structure environments is calling attention on the ineffectiveness of
standard security mechanisms in detecting similar attacks. Stuxnet
is believed to have been operating undetected for almost one year
leveraging multiple vulnerabilities that were previously unknown,
and has been discovered only as a consequence to an operational
anomaly that triggered the attention of the field operators. This fact
clearly shows that not only our security mechanisms in ICS are in-
sufficient, but that even our methods to find vulnerabilities and de-
tect ongoing or successful attacks in Critical Infrastructure environ-
ments are not up to their task. It is very likely that Stuxnet could be
the “first of a kind”, as demonstrated by the recent apparition of the
so-called Duqu threat, apparently based on the same code (see the
Symantec thorough analysis for more on this topic10).

Similar argumentation can be applied to other forms of control
systems like Intelligent Transport Systems, modern health systems,
Smart electric grids, and many more. The advanced metering infra-
structures (AMI) now being deployed in some form on the electric
grids of many countries offers potential benefits in terms of reduc-
tion of peak load, which in turn enables green house gas reducti-
on and various economic benefits. However, it introduces poten-
tially hundreds of millions of computationally limited networked
endpoints outside of a defensible physical or electronic perimeter.
Moreover, smart grids may be subject to attacks that do not require
an adversary to compromise a device, whether a smart meter on a
residence or a phasor measurement unit (PMU) that contributes to
wide area measurement or state estimation. Real-time price signals
communicated to smart meters may induce volatility, and if spoofed
may lead to destabilizing load fluctuation (see [1]). Spoofing of GPS

7 http://www.isis-online.org/isis-reports/detail/did-stuxnet-take-out-1000-centrifuges-at-the-natanz-enrichment-plant/
8 http://www.theregister.co.uk/2001/10/31/hacker_jailed_for_revenge_sewage/
9 http://ciip.wordpress.com/2009/06/21/a-list-of-reported-scada-incidents/
10 http://www.symantec.com/content/en/us/enterprise/media/security_response/whitepapers/

w32_duqu_the_precursor_to_the_next_stuxnet.pdf
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signals can cause PMUs to lose synchronization, resulting in threats
to real-time control and corrupt grid state estimation.

There are many challenges involved in this, especially the hete-
rogeneity of the systems that often involve legacy and proprietary
system where not even all specification might be available to secu-
rity engineers. High dependability and availability requirements of
such systems often do not allow fast update cycles in case of security
vulnerabilities are disclosed. The trend to use more COTS hardwa-
re and software in such systems creates problems and opportunities
at the same time. A problem is that all malware that is available
in such systems suddenly also becomes available to attackers on
Critical Infrastructure ICT and that a lot of known vulnerabilities
become exploitable. On the pro side, many established security me-
chanisms like firewalls, Intrusion Detection Systems, or OS securi-
ty mechanisms like malware scanners can be applied. However, you
often need to specifically adjust them for the new domain (e.g., by
having SCADA specific signatures for an IDS). At the same time,
the different (dependability) requirements and different applicati-
ons in Critical Infrastructure Systems often require new or updated
approaches, e.g., regarding security updating or security testing me-
thodologies.

The research community has taken up this challenge, as can
be seen by the emergence of specific research projects (e.g., EU
projects like ReSIST, IRIIS, VIKING, SERSCIS, INSPIRE, CRU-
TIAL, CRISALIS), and regular contributions on the topic at con-
ferences and workshop (RAID, DIMVA, CCS, LEET, IEEE SSP,
NDSS, Usenix Security, etc.). The US Department of Homeland
Security and Department of Energy fund numerous projects under
programs such as the National SCADA Test Bed (NSTB) and Cy-
ber Security for Energy Delivery Systems (CSEDS). However, we
identified that the research community would benefit from being
better connected, having identified a clear list of major research
challenges, and knowing to what extent they have been addressed
so far. Stemming from this motivation, we proposed this Dagstuhl
research seminar with the goal to bring together leading researchers
both from academia and industry to discuss and evaluate the state of
the art and to highlight where sufficient solutions exist today, whe-
re better alternatives need to be found, and also to give directions
where to look for such alternatives.

One of the most important aspects was to identify whether secu-
rity challenges and solutions apply to all different areas of CI, be it
water, electricity, gas, transport, health-support, public safety infra-
structures, or tele-communication. Our initial expectation was that
there would be clusters of domains with very similar profiles on the
one hand, but also large differences between clusters. This, howe-
ver, was not clear previously, as many security researchers focused
on specific areas or specific aspects of security.

Beyond, during the seminar we also focused on the question
how targeted attacks on CI differ from ubiquitous unspecific attacks
by malware or occasional hackers. As the later do not focus specifi-
cally on CI, they will typically not create large-scale damages — if
damages occur, this is typically the consequence of computer sys-
tems being down. In contrast, the Stuxnet example illustrates how
targeted malware can be injected into target systems in a very ste-
althy way and can cause subtle damage that can go unnoticed for a
long time. Consequently, security countermeasures, reactions, and
forensic methods have to differ as well. However, the research com-
munity has just started to address the area of targeted attacks.

The seminar started from a set of questions related to this:

What are the specific security challenges and requirements that
are ubiquitous throughout different Critical Infrastructure do-
mains? Where do those domains differ in terms of security?
What is the status with respect to protection from, detecti-
on, and analysis of targeted attacks on Critical Infrastructures?
What solutions can be transferred from general ICT? Where ha-

ve new solutions already been found? Where is further research
needed?
Do these solutions apply to Critical Infrastructures in general,
or do we need to work on domain-specific solutions?
How can the negative effects of successful attacks be contai-
ned?
How can CI be made resilient to attack, and able to maintain
critical (possibly degraded) function in the presence of attack?
How can we bridge the gap between low-level research on the
granularity of individual ICT devices or single networks, e.g.,
to conduct forensic analysis or deploy IDS, on the one hand and
on the other the research that assesses the system-wide effects
of targeted attacks, e.g., on effect propagation?
How can technical solutions and organizational policies be ali-
gned and enhanced in a consistent way?
How can we bridge the gap of knowledge between security ex-
perts rarely aware of the specific characteristics of CI systems
and CI experts not necessarily up to date with the latest security
research outcomes.
How can we shed some light on CI insecurity without running
the risks of opening a Pandora box? What are the consequences
of such risks? Are there legal implications to consider?
How do the approaches of academia and industry in addressing
targeted attacks on CI differ?

Many of these questions were addressed during our two and a
half day Dagstuhl seminar from December 9 to 12, 2012. We had
the envisioned nice mix of participants with an industry participati-
on of over 30 % and experts from various domains of critical infra-
structures.

The agenda featured two main plenary talks, nine short presen-
tations, and regular working group breakout sessions. The plena-
ry talks were given by Alvaro Cárdenas Mora from Fujitsu Labo-
ratories of America / UT Dallas who spoke on “Short-term and
Long-term research Challenges for Securing Cyber-Physical Sys-
tems” and Levente Buttyán from the BME CrySyS Lab who gave
us a first hand insight into analysing targeted attack malware in his
presentation on “The cousins of Stuxnet: Duqu, Flame, and Gauss”.

The short presentations focussed on a broad variety of topics,
some giving broader updates on research agendas and activities like
the European CRISALIS project, some others addressing specific
areas like train control systems or smart grids. One short talk by
Felix Freiling asked the challenging question whether detecting tar-
geted attacks has to be considered impossible by their very nature,
a discussion that working group 2 later continued in depth. Other
topics addressed in the short presentations included intrusion de-
tection mechanisms for industrial control systems, a report on the
CERT run by Siemens, and on societal consequences of cyber at-
tacks on electrical supply systems.

These talks provided perfect input for our working groups. We
initially envisioned four working groups with the titles (1) Business
Aspects of Security for CI in Different Domains, (2) Attacker Mo-
dels and Risk Analysis for Targeted Attacks on CI, (3) CI Security
in different CI Domains, and (4) Technical Security Approaches for
Intrusion Detection and Network Monitoring. However, during in-
itial discussions and working group assignments, groups (1) and (3)
found their topics to be closely related and decided to merge.

The merged working groups (1) and (3) first identified the chal-
lenge that definitions of what a Critical Infrastructure actually is are
quite diverse and fuzzy which led to a narrowed down definition of
Critical Cyber Infrastructure which provided a working definition
to then reason about the nature of security incidents and solutions
in such systems. One conclusion from their work was that there is
a gap between generic IT security and the large number of different
CI domains that may be bridged by providing clearer reference sce-
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narios that security researchers can focus on. That way, one could
then identify whether generic security solutions can be applied to
such scenarios or even cross- scenario or whether specific solutions
need to be found.

Working group (2) mostly investigated attacker models for tar-
geted attacks. Again, the term targeted attack was not clear and the
first result of the working group was a attack classification scheme
to be able to narrow down on this term and distinguish various types
of attacks. The group even went beyond the targeted attack term and
suggested PEST (persistent, sophisticated and targeted) as a catego-
rization of the most critical types of attacks. In a second meeting,
the working group discussed attacker motivations and identified a
clear lack of intelligence regarding such motivations. Therefore, a
lot today is more guesswork than based on clear facts and more in-
vestigations into the nature or PEST attacks seems to be required.

Finally, working group (4) focussed on the technical topic of in-
trusion detection and network monitoring in ICS, coming up with

a list of attack scenarios, technical challenges and ideas for enhan-
cement of countermeasures.

In a final plenary wrap-up discussion, all participants agreed
that the seminar’s topic was definitely a very challenging one. As
both the definition of Critical Infrastructure and Targeted Attack
are not even clearly agreed upon and as CIs are so diverse, we were
not even able to cover all possible instantiations of CIs by dedicated
experts. Especially the work in the working groups provided import-
ant first steps towards clearer definition and a common understan-
ding of these issues and as such the seminar has to be considered a
success that should be followed up by future activities.

The question whether joint security approaches and solutions
for targeted attacks on critical infrastructures can be found can the-
refore not finally be answered. However, the research community
and industry would definitely benefit from a closer cooperation of
researchers and practitioners that work on PEST attacks on Critical
Cyber Infrastructures.

References
1 Roozbehani, M.; Dahleh, M.A.; Mitter, S.K.,“Volatility of

Power Grids Under Real-Time Pricing”, IEEE Transacti-
ons on Power Systems, vol. 27, no. 4, pp. 1926–1940, Nov.
2012
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Fig. 4.18
Quilt of Jill Knuth. Part of the Dagstuhl art collection and donated by Jill and Don Knuth. The picture was taken when Don Knuth attended Dagstuhl Seminar 12471 in
November 2012.
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Participants: Wolfgang Ahrendt, Simon Bliudze, Einar Broch
Johnsen, Ferruccio Damiani, Rayna Dimitrova, Christian
Eisentraut, Bernd Finkbeiner, Kathi Fisler, Susanne Graf,
Dilian Gurov, Reiner Hähnle, Ludovic Henrio, Marieke
Huisman, Bart Jacobs, Barbara Jobstmann, Christian
Kästner, Shmuel Katz, Shriram Krishnamurthi, Malte Lochau,
Oscar M. Nierstrasz, Doron A. Peled, Arnd Poetzsch-Heffter,
Erik Poll, Sophie Quinton, Johannes Reich, Arend Rensink,
Ina Schaefer, Malte Schwerhoff, Vasiliki Sfyrla, Marjan Sirjani,
Lei Song, Martin Steffen, Marielle Stoelinga, Ufuk Topcu,
Stavros Tripakis, Andrzej Wasowski

Compositionality is a key concept in computer science: only
by breaking down a large system into smaller pieces, we can build
today’s complex software and hardware systems. The same holds
true for verification and analysis: realistic systems can only be ana-
lyzed by chopping them up into smaller parts. Thus, compositio-
nality has been widely studied in various different settings, and by
different communities: people in programming languages, software
verification, and model checking have all come up with their own
techniques and solutions.

Thus, the goal of this workshop has been to bring together the-
se fields and communities, so that they can learn from and cross-
fertilize each other. We have succeeded in doing so: through three
extensive tutorials, longer and shorter presentations, and working
sessions, researchers from different areas have learned about each
others problems, techniques, and approaches.

The scientific programme was built around four corners stones
1. Personal introductions.
2. Three well-received tutorials:

Compositional programming by Oscar Nierstrasz
Compositional verification by Arnd Poetzsch-Heffter
Compositional modelling by Arend Rensink

3. Regular presentations, presenting in-depth technical knowled-
ge on:

Verification of programming languages
Automatic synthesis
Interface theories
Model checking
Contract-based design
Software product lines

4. Working group sessions:
Working group on software product lines
Working group on Benchmark for Industrial Verificati-
on/Synthesis Problems

Working group on Modular Full Functional Specification
and Verification of C and Java programs that Perform I/O
Model checking vs deductive verification
Compositional Synthesis of Reactive Systems
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Participants: Susanne Bleisch, Kevin Buchin, Maike Buchin,
Urska Demsar, Matt Duckham, Gyözö Gidófalvi, Joachim
Gudmundsson, Bin Jiang, Andrea Kölzsch, Patrick Laube,
Ben Loke, Mirco Nanni, Ran Nathan, Ross Purves, Chiara
Renso, Jörg-Rüdiger Sack, Kamran Safi, Roeland
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The seminar brought together researchers and domain experts
involved in developing and utilizing methods for knowledge extrac-
tion from massive amounts of data from moving objects. This know-
ledge is essential to substantiate decision making in public and pri-
vate sectors, in application domains such as transportation model-
ling, urban planning, tourism, wildlife ecology, spatial epidemio-
logy, location-based services, flight safety, and marine safety. Mo-
ving object data typically include trajectories of discrete spatial ob-
jects (e.g. humans, vehicles, animals, and goods), continuous phe-
nomena (e.g. storms, ocean currents) as well as trajectories of ab-
stract concepts (e.g. information flow, moving data points in attri-
bute space) or even vectors of spreading diseases. Technologies for
object tracking are low cost and increasingly reliable in terms of
coverage and accuracy, hence movement records are nowadays ge-
nerated in huge volumes on a routine basis, using diverse technolo-
gies such as radio frequency mapping, Global Navigation Satellite
Systems, video sequences and Doppler radar.

The computational analysis of movement data has seen a suc-
cessful first decade with progress made in capturing, preprocessing,
storing, indexing and querying movement data, combined with pro-
mising results in visualizing movement and detecting movement
patterns. However, whereas such basic progress in handling move-
ment data was needed for establishing a new field and attracting
funding, attention must now move on towards the extraction of use-
ful information and process knowledge from tracking data.

In many application fields the need for analysing large sets of
trajectories is evident and crucial; however, only very rudimentary
automated analysis tools are available and anything more advan-
ced is currently analyzed manually. As an example there are sever-
al companies tracking the movement of football players through
video with a frequency of at least 25Hz and accuracy of approxi-
mately 10cm. But most of the analysis and the annotation (passes,
throw-ins, goals etc) of the data are still made manually. Thus the
analysis part has been neglected and in comparison with the image
processing part it is technologically far behind in the development.
A reason for this is the obvious lack of theoretical and practical so-

lutions for many crucial fundamental problems.
For that reason, this seminar focussed on formalizing methods

for algorithmic analysis, visual analytics, data mining and knowled-
ge discovery, defined by a multidisciplinary team of researchers and
practitioners.
Participants and Format. The seminar brought together resear-
chers from several disciplines involved in developing and utilizing
computational techniques for spatiotemporal object representation,
data mining, and visualization. This community encompasses an
interdisciplinary mix of methodologically oriented as well as appli-
cation oriented researchers. The methods-oriented researchers are
from fields such as theoretical computer science, spatial databases,
knowledge discovery and data mining, visual analytics, and geogra-
phic information science. They were complemented by application
scientists from various fields, especially behavioral ecology and ur-
ban planning.

Drawing upon positive experiences in previous seminars of this
series, oral presentation sessions were complemented by special ses-
sions dedicated to open research questions and project ideas, as well
as to discussions in small, concurrent break-out groups focussing on
a specific domain or case studies. Since the participants of the se-
minar came from quite different backgrounds, concise survey talks
on the first two days were delivered on movement ecology (Ran
Nathan), industry movement research (Ben Loke) and spatial data
mining (Győző Gidófalvi).

A data challenge was organized for the participants prior to the
seminar. This ensured that the participants were well aware of the
application domain which was the focus of the seminar and it gave
the domain experts a possibility to see the potential use of various
different approaches. The data challenge included a bird migration
data set provided by Emiel van Loon.

Many interesting research results were presented, demonstra-
ting the progress in this field. The participants were highly satis-
fied with the quality of the seminar; especially the involvement of
domain specialists from relevant application domains was highly
appreciated.
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Pressemitteilungen und
Medienarbeit 5.1 Press Releases and Media Work

Die regelmäßige Erstellung und Herausgabe von Presse- Regular press releases showcase and disseminate infor-
mitteilungen dient der verständlichen Verbreitung von aktu- mation about current informatics topics in a comprehensi-
ellen Informatikthemen. Die Darstellung des Konzepts von ble manner and clarify the concept behind Schloss Dagstuhl.
Schloss Dagstuhl kann dabei ebenfalls berücksichtigt wer- Press releases and media reports that come to the center’s
den. Pressemitteilungen und Berichterstattungen in diversen attention are available on the Schloss Dagstuhl website at
Medien – soweit bekannt – sind über das Internetportal von http://www.dagstuhl.de/en/about-dagstuhl/press/.
Schloss Dagstuhl abrufbar unter http://www.dagstuhl.de/de/ Thanks to the support of the Saarländischer Rundfunk,
ueber-dagstuhl/presse/. Schloss Dagstuhl has access to professional reporting equip-

Durch Unterstützung des Saarländischen Rundfunks ment that enables broadcast journalists to conduct interviews
steht Schloss Dagstuhl ein professionelles Reporterset zur with seminar participants in digital lossless audio quality.
Verfügung, welches Rundfunkjournalisten erlaubt, mit Se- Schloss Dagstuhl has become a port of call for journal-
minarteilnehmern Interviews in digitaler verlustfreier Audio- ists seeking to report on specific informatics topics and/or
qualität zu führen. on Schloss Dagstuhl itself.

Schloss Dagstuhl hat sich im Allgemeinen zur Anlaufstel- In order to encourage young journalists and trainees to
le für Journalisten etabliert, die über bestimmte Informatik- report on complex informatics topics, Schloss Dagstuhl of-
themen aber auch über Schloss Dagstuhl berichten möchten. fers an annual workshop on science journalism. In 2012, the

Um junge Journalisten und Volontäre zu ermutigen, workshop took place from June 3–6 in parallel with Dagstuhl
über anspruchsvolle Informatikthemen zu berichten, bietet Seminar 12231, “Future Internet for eHealth”. Trainers in-
Schloss Dagstuhl jährlich einen Workshop Wissenschafts- cluded Tim Schröder from Oldenburg (scientific writer and
journalismus an. In 2012 fand er statt vom 3. bis 6. Juni media trainer) and Gordon Bolduan from Saarland Univer-
parallel zu dem Dagstuhl-Seminar “Future Internet for eHe- sity (press relations officer at the Cluster of Excellence “Mul-
alth”. Als Dozenten für den Workshop konnten Tim Schrö- timodal Computing and Interaction” at Saarland University).
der (Wissenschaftsjournalist und Medientrainer, Oldenburg) Participants as well as trainers and referees were very sat-
und Gordon Bolduan (Pressesprecher des Excellenz-Cluster isfied with the workshop. See the event webpage at http:
“Multimodal Computing and Interaction” an der Universität //www.dagstuhl.de/12232 for further details.
des Saarlandes) gewonnen werden. Alle Teilnehmer als auch In 2012, the center issued several seminar-related press
die Dozenten waren höchst zufrieden mit den Inhalten und releases as listed in Fig. 5.1. Media reports on semi-
Ergebnissen des Workshops. Weitere Informationen sind auf nars and other activities of Schloss Dagstuhl are available
der Webseite unter http://www.dagstuhl.de/12232 abrufbar. at the website at http://www.dagstuhl.de/de/ueber-dagstuhl/

In 2012 wurden mehrere Seminar-bezogene Pressemel- presse/presse-ueber-dagstuhl/.
dungen herausgegeben, siehe Fig. 5.1. Beiträge in den Me- The press releases are often picked up by the media. In
dien über Seminare und sonstige Aktivitäten von Schloss 2012 journalists prepared a number of media reports (press,
Dagstuhl sind auf der Webseite http://www.dagstuhl.de/ radio, TV) on complex topics from the seminars, making
de/ueber-dagstuhl/presse/presse-ueber-dagstuhl/ nach Jah- them intelligible to the general public.
ren geordnet recherchierbar.

Die Pressemeldungen dienen oftmals als Initiator für Be-
richterstattungen durch die Medien. So wurden auch in 2012
zahlreiche journalistische Beiträge produziert (Fachpresse,
Radio, TV), die einige komplexe Seminar-Themen allgemein
verständlich aufbereitet haben.

Wie Netzwerke unsere Welt verändern
Social, Supply-Chain, Administrative, Business, Commerce, Political Networks: a multi-discipline perspective | Dagstuhl Perspectives Workshop 12182
http://www.dagstuhl.de/12182

Mit Smartphone und “Internet der Zukunft” Wohlstandskrankheiten vorbeugen
Future Internet for eHealth | Dagstuhl Seminar 12231
http://www.dagstuhl.de/12231

Wie Computer lernen, sich selbstständig gegen Hackerangriffe zu verteidigen
Machine Learning Methods for Computer Security | Dagstuhl Perspectives Workshop 12371
http://www.dagstuhl.de/12371

Wie Sensoren und Computer das Verhalten von Menschen erkennen und Umgebungen steuern
Human Activity Recognition in Smart Environment | Dagstuhl Seminar 12492
http://www.dagstuhl.de/12492

Fig. 5.1
Seminar-related press releases in 2012
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Öffentlichkeitsarbeit Public Relations and Outreach

Schloss Dagstuhl verbreitet Neuigkeiten rund um sein News on the program of Schloss Dagstuhl are dissemi-
Programm über soziale Netzwerkdienste wie Twitter (@Dag- nated via social networks such as Twitter (@Dagstuhl) and
stuhl) und LinkedIn. Über Twitter werden primär Programm- LinkedIn. Twitter is used primarily to disseminate program
ankündigungen an aktuell knapp 400 Follower verbreitet, zu- announcements to nearly 400 followers, but is increasingly
nehmend nutzen es aber auch Seminar-Teilnehmer, um ihre used also by Dagstuhl Seminar participants to share their
Eindrücke vom Seminar mitzuteilen. Bei LinkedIn wird ei- impressions. A “Friends of Schloss Dagstuhl” group is
ne eigene Gruppe “Friends of Schloss Dagstuhl” unterhal- maintained at LinkedIn (with about 550 members), which
ten (mit derzeit etwa 550 Mitgliedern), mit dem Ziel, die supports the networking of participants in Dagstuhl Semi-
Vernetzung der Teilnehmer von Dagstuhl-Seminaren zu un- nars. Interesting news items pertaining to Schloss Dagstuhl
terstützen. Weiterhin werden dort interessante Neuigkeiten are also disseminated. Additionally, interesting news about
rund um Schloss Dagstuhl bekannt gegeben. Schloss Dagstuhl are announced there.

Fortbildung 5.2 Educational Training

Schloss Dagstuhl engagiert sich im schulischen Bereich Schloss Dagstuhl holds an annual teacher training work-
durch Organisation einer jährlichen Lehrerfortbildung, die shop specifically designed for teachers of secondary students
sich an Informatik-Lehrer im Saarland und Rheinland-Pfalz working in the Saarland or the Rhineland Palatinate. The
richtet. Die Veranstaltung wird in Zusammenarbeit mit dem workshop is organized together with the Landesinstitut Päd-
saarländischen Landesinstitut für Pädagogik und Medien agogik und Medien (LPM), Saarland, and the Pädagogisches
(LPM) und dem Pädagogischen Landesinstitut Rheinland- Landesinstitut Rheinland-Pfalz (PL). Interest in the work-
Pfalz (PL) organisiert. Das Interesse an dieser Fortbildung shop has risen steadily since the program began in 1991 and
stieg seit dem Beginn in 1991 stetig an und die 22. “Leh- the 22th annual Dagstuhl Teacher Training Workshop, held
rerfortbildung in Informatik”, die vom 12.–14. Dezember at Schloss Dagstuhl on December 12–14, 2012, attracted
2012 stattfand, führte mehr Teilnehmer zusammen als je- more participants than ever before. While this intensive train-
mals zuvor. Die intensive Fortbildung richtet sich zwar haupt- ing program mainly targets teachers from the Saarland and
sächlich an Lehrer aus dem Saarland und Rheinland-Pfalz, the Rhineland Palatinate, Schloss Dagstuhl does receive re-
jedoch häufen sich aber Anfragen zur Teilnahme von Leh- quests for participation from teachers of other federal states.
rern aus anderen Bundesländern. In 2012 konnte Schloss In 2012, the center was able to invite five of these extra-re-
Dagstuhl zusammen mit den beiden pädagogischen Institu- gional teachers to attend the workshop thanks to support
ten fünf Lehrern von außerhalb des Saarlands und Rhein- from both educational institutes. Details about the workshop
lands-Pfalz die Teilnahme an der Fortbildung ermöglichen. in 2012 are available at http://www.dagstuhl.de/12503.
Mehr Informationen zur Veranstaltung 2012 gibt es unter
http://www.dagstuhl.de/12503.
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Portfolio 6.1 Portfolio

Die Open-Access-Verlagsdienstleistungen von Schloss The Open Access publishing services offered by
Dagstuhl werden mittlerweile systematisch betrieben, auch Dagstuhl, while fully functional, are still in development.
wenn die Prozesse sich weiterhin in der Weiterentwicklung The portfolio covers series related to events at Schloss
befinden. Im Portfolio des Angebots gibt es zum einen Pu- Dagstuhl (Dagstuhl Reports, Dagstuhl Manifestos, and
blikationsserien, die sich auf Veranstaltungen beziehen, die Dagstuhl Follow-Ups), series for conferences and workshops
auf Schloss Dagstuhl abgehalten wurden (Dagstuhl Reports, held outside of Schloss Dagstuhl (OASIcs and LIPIcs), and
Dagstuhl Manifestos, und Dagstuhl Follow-Ups), zum ande- the recently established journal LITES.
ren Serien, die Konferenzen und Workshops “außerhalb” von
Schloss Dagstuhl bedienen. Zudem wurde kürzlich die wis-
senschaftliche Zeitschrift LITES gegründet.

Dagstuhl Reports
Alle Dagstuhl-Seminare und Dagstuhl-Perspektiven-

Workshops werden in der Zeitschrift Dagstuhl Reports doku-

Dagstuhl Reports
All Dagstuhl Seminars and Dagstuhl Perspectives Work-

shops are documented in the periodical Dagstuhl Reports
mentiert (http://drops.dagstuhl.de/dagrep). Die Zeitschrift (http://drops.dagstuhl.de/dagrep). The periodical started
wurde Anfang 2011 ins Leben gerufen und enthält in monat- with the first seminars of January 2011 and publishes in
lichen Ausgaben Berichte zu den Seminaren und Workshops, monthly issues reports on seminars and workshops that took
die im jeweiligen Monat stattgefunden haben. Die veröffent- place on a given month. Reports in this periodical serve
lichten Artikel dienen dazu, eine zitierbare Dokumentation mainly as citable documentation; the content is not peer-re-
zur Verfügung zu stellen, wobei der Inhalt der Berichte nicht viewed. For comprehensive collections of peer-reviewed ar-
begutachtet wird. Um jedoch umfassende Zusammenstellun- ticles developed on the basis of a Dagstuhl Seminar or Per-
gen von begutachteten Artikeln auf Basis eines Dagstuhl-Se- spectives Workshop, we offer seminar organizers the possi-
minars oder -Perspektiven-Workshops zu ermöglichen, wur- bility of publishing a volume in our book series Dagstuhl
de die Buchreihe Dagstuhl Follow-Ups gegründet. Follow-Ups.

Von den 64 Seminaren und Workshops in 2012 haben Of the 64 seminars and workshops held in 2012, 62 have
62 einen Bericht in den Dagstuhl Reports veröffentlicht. Für published a report in the Dagstuhl Reports series. Two sem-
zwei Seminare steht leider kein Bericht zur Verfügung. inars have not prepared a report.

Das wissenschaftliche Direktorium (siehe Fig. 12.5) bil- The Scientific Directorate (see Fig. 12.5) acts as editorial
det das Editorial Board. board.

Dagstuhl Manifestos
In 2011 wurde ebenfalls die Zeitschrift Dagstuhl Ma-

nifestos (http://drops.dagstuhl.de/dagman) als Open-Access-

Dagstuhl Manifestos
In 2011 we set up the Dagstuhl Manifestos series (http:

//drops.dagstuhl.de/dagman) as an OpenAccess journal for
Zeitschrift eingerichtet, um die Manifestos der Dagstuhl-Per- publishing the manifestos that are an expected result of
spektiven-Workshops – deren Erstellung zur Aufgabe des Dagstuhl Perspectives Workshops. The Scientific Direc-
Workshops gehört – zu veröffentlichen. Das wissenschaftli- torate (see Fig. 12.5) acts as the editorial board of the jour-
che Direktorium (siehe Fig. 12.5) fungiert dabei als Editorial nal. The 2012 volume includes two Dagstuhl Manifestos, see
Board. Die Ausgabe für 2012 enthält zwei Manifestos, siehe Fig. 6.1.
Fig. 6.1.

Social, Supply-Chain, Administrative, Business, Commerce, Political networks: a multi-discipline perspective
http://dx.doi.org/10.4230/DagMan.2.1.1
based on Dagstuhl Perspectives Workshop 12182

Computation and Palaeography: Potentials and Limits
http://dx.doi.org/10.4230/DagMan.2.1.14
based on Dagstuhl Perspectives Workshop 12382

Fig. 6.1
Manifestos published in 2012 in the journal Dagstuhl Manifestos
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Dagstuhl Follow-Ups
Die Buchreihe Dagstuhl Follow-Ups

(http://drops.dagstuhl.de/dfu) ermöglicht die Veröffentli-

Dagstuhl Follow-Ups
The Dagstuhl Follow-Ups book series (http://drops.

dagstuhl.de/dfu) is devoted to peer-reviewed collections
chung einer Sammlung begutachteter Beiträge, die auf ei- of original research works that are rooted in a dedicated
nem Dagstuhl-Seminar oder Dagstuhl-Perspektiven-Work- Dagstuhl Seminar or Dagstuhl Perspectives Workshop.
shop basiert. In 2012 one volume entitled Multimodal Music Process-

In 2012 wurde ein Buch mit dem Titel Multimodal Mu- ing was published (online available at http://www.dagstuhl.
sic Processing veröffentlicht (online verfügbar unter http: de/dagpub/978-3-939897-37-8); the book was written by
//www.dagstuhl.de/dagpub/978-3-939897-37-8); das Buch participants of the Dagstuhl Seminar 11041. With financial
wurde von Teilnehmern des Dagstuhl Seminares 11041 ge- support from the Cluster of Excellence “Multimodal Com-
schrieben. Mit Hilfe einer finanziellen Unterstützung des puting and Interaction” (MMCI) located at Saarland Univer-
Exzellenzclusters “Multimodal Computing and Interaction” sity (see http://www.mmci.uni-saarland.de), a print version
(MMCI), der an der Universität des Saarlandes beheimatet of the book was prepared (see Fig. 6.2).
ist (siehe http://www.mmci.uni-saarland.de), wurde zudem
eine Druckversion erstellt (siehe Fig. 6.2).

Multimodal  
Music Processing

M
einard M

üller, M
asataka G

oto, M
arkus Schedl (Eds.) 

M
ultim

odal M
usic Processing

D
agstuhl Follow

-U
ps 

Volum
e 3 |  Volume 3

Meinard Müller | Masataka Goto | Markus Schedl
(Eds.)

The past decades have brought dramatic changes in the way we live and work. This 
phenomenon is widely characterized as the advent of Information Society. Ten years 
ago, most digital content was textual. Today, it has expanded to include audio, video, 
and  other types of sensor data. The present book gives an excellent overview of 
recent trends while introducing novel concepts for organizing, understanding and 
searching multimodal music information in a robust, efficient and intellgent way. 

Hans-Peter Seidel 
Head of the Cluster of Excellence on Multimodal Computing and Interaction 
Saarbrücken, Germany

Online available at 
http://www.dagstuhl.de/dagpub/978-3-939897-37-8

|  Volume 3

Multimodal Music Processing
Meinard Müller | Masataka Goto | Markus Schedl (Eds.)

This book is devoted to the topic of multimodal music processing, where 
both the availability of multiple, complementary sources of music-related 
information and the role of the human user is considered. Leading experts 
in the field of music information retrieval  describe the state-of-the-art of 
various music processing tasks, give numerous pointers to the literature, 
discuss different application scenarios, and indicate future research 
directions. Focusing on general concepts rather than technical details 
and supplying many illustrative examples, this book gives an overview 
and some valuable insights into the multidisciplinary world of music 
processing in an informative and intriguing manner.

Fig. 6.2
Cover of the printed book of “Multimodal Music Processing” (Dagstuhl Follow-Ups, Vol. 3), edited by Meinard Müller, Masataka Goto,
and Markus Schedl
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OASIcs: OpenAccess Series in OASIcs: OpenAccess Series in
Informatics

Die Reihe OASIcs (http://drops.dagstuhl.de/oasics) ver-
öffentlicht begutachtete Tagunsbände von Workshops, Sym-

Informatics
The OASIcs series (http://drops.dagstuhl.de/oasics) aims

to publish the peer-reviewed proceedings of workshops, sym-
posien und Konferenzen. Prof. Dr. Dorothea Wagner ist posia, and conferences. In 2010, Prof. Dr. Dorothea Wag-
seit 2010 Hauptherausgeberin der Reihe. In 2011 haben ner was named editor-in-chief. In 2011, Prof. Dr. Daniel
Prof. Dr. Daniel Cremers, Prof. Dr. Barbara Hammer, und Cremers, Prof. Dr. Barbara Hammer, and Prof. Dr. Marc
Prof. Dr. Marc Langheinrich die Einladung zur Mitarbeit im Langheinrich accepted the invitation to work as editorial
Herausgebergremium angenommen; siehe Fig. 6.3. board members; see Fig. 6.3.

Es wurden 8 Bände in 2012 von thematisch breit ge- In 2012, Dagstuhl published eight OASIcs volumes cov-
streuten Workshops und Konferenzen veröffentlicht, siehe ering the proceedings of topically widespread workshops
Fig. 6.4. and conferences, see Fig. 6.4.

Für 2013 wurden zudem bereits attraktive Anträge einge- OASIcs also received attractive proposals for 2013 which
reicht und durch das Editorial Board begutachtet. were reviewed by the Editorial Board.

Prof. Dr. Daniel Cremers
TU Munich, Germany

Prof. Dr. Barbara Hammer
Bielefeld University, Germany

Prof. Dr. Marc Langheinrich
University of Lugano, Switzerland

Prof. Dr. Dorothea Wagner
Karlsruhe Institute of Technology, Germany | Editor-in-Chief

Fig. 6.3
OASIcs Editorial Board (as of December 2012)

Vol. 21 | SLATE’12 | 1st Symposium on Languages, Applications and Technologies
http://www.dagstuhl.de/dagpub/978-3-939897-40-8

Vol. 22 | SCOR’12 | 3rd Student Conference on Operational Research
http://www.dagstuhl.de/dagpub/978-3-939897-39-2

Vol. 23 | WCET’12 | 12th International Workshop on Worst-Case Execution Time Analysis
http://www.dagstuhl.de/dagpub/978-3-939897-41-5

Vol. 24 | SSV’12 | 6th International Workshop on Systems Software Verification
http://www.dagstuhl.de/dagpub/978-3-939897-36-1

Vol. 25 | ATMOS’12 | 12th Workshop on Algorithmic Approaches for Transportation Modelling, Optimization, and Systems
http://www.dagstuhl.de/dagpub/978-3-939897-45-3

Vol. 26 | GCB’12 | German Conference on Bioinformatics 2012
http://www.dagstuhl.de/dagpub/978-3-939897-44-6

Vol. 27 | IRTG1131’11 | Visualization of Large and Unstructured Data Sets: Applications in Geospatial Planning, Modeling and Engineering – IRTG 1131 Workshop 2011
http://www.dagstuhl.de/dagpub/978-3-939897-46-0

Vol. 28 | ICCSW’12 | 2012 Imperial College Computing Student Workshop
http://www.dagstuhl.de/dagpub/978-3-939897-48-4

Fig. 6.4
OASIcs volumes published in 2012
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LIPIcs: Leibniz International LIPIcs: Leibniz International
Proceedings in Informatics

Die LIPIcs-Reihe (http://drops.dagstuhl.de/lipics) ver-
öffentlicht Tagungsbände von international renommierten

Proceedings in Informatics
The LIPIcs series (http://drops.dagstuhl.de/lipics) pub-

lishes proceedings of leading conferences in the area of in-
Konferenzen, die in ihrem jeweiligen Gebiet führend sind. formatics. An international editorial board of renowned re-
Das internationale Herausgebergremium besteht aus ein- searchers supervises the conferences that are accepted for
schlägig bekannten Wissenschaftlern und wird von Pascal LIPIcs; Pascal Weil acts as editor-in-chief. See also Fig. 6.5.
Weil als Hauptherausgeber geleitet, siehe Fig. 6.5. Wie schon As in 2011, in 2012 the series published the proceedings
in 2011, wurden auch in 2012 die Tagunsbände von 5 großen of five major conferences: CSL, FSTTCS, ICLP, RTA, and
Konferenzen veröffentlicht: CSL, FSTTCS, ICLP, RTA und STACS. Additionally, the editorial board accepted the publi-
STACS. Desweiteren wurde der Antrag der TYPES-Konfe- cation of the proceedings of the TYPES conference, begin-
renz vom Herausgebergremium begutachtet und – beginnend ning with post-proceedings for 2011. STACS was re-evalu-
mit dem Post-Proceedings-Band von 2011 – akzeptiert. Die ated by the LIPIcs editorial board and accepted for another
STACS-Konferenz wurde in 2012 nach 5-jähriger Laufzeit 5-year period (2014–2018). ICLP quit the LIPIcs series af-
erneut evaluiert und für weitere 5 Jahre (2014–2018) akzep- ter having published the technical communications of ICLP
tiert. Die ICLP-Konferenz hat nach experimentellen Testpha- in 2011 and 2012, mainly because it now wants to focus on
se von 2 Jahren die LIPIcs-Reihe wieder verlassen, um in publishing all papers in the TPLP journal.
Zukunft die gesamten Konferenzbeiträge in der Zeitschrift
TPLP zu veröffentlichen.

Prof. Dr. Susanne Albers
Humboldt University Berlin, Germany

Prof. Dr. Chris Hankin
Imperial College London, United Kingdom

Prof. Deepak Kapur PhD
University of New Mexico, US

Prof. Michael Mitzenmache PhD
Harvard University, US

Prof. Madhavan Mukund PhD
Chennai Mathematical Institute, India

Prof. Dr. Wolfgang Thomas
RWTH Aachen, Germany

Dr. V. Vinay
Chennai Mathematical Institute, India | LimberLink Technologies Pvt. Ltd.

Pascal Weil PhD
CNRS, France | University Bordeaux, France | Editor-in-Chief

Prof. Dr. Dr. h.c. Reinhard Wilhem
Saarland University, Germany | Schloss Dagstuhl – Leibniz-Zentrum für Informatik GmbH, Germany

Fig. 6.5
LIPIcs Editorial Board (as of December 2012)

Vol. 14 | STACS’12 | 29th International Symposium on Theoretical Aspects of Computer Science
http://www.dagstuhl.de/dagpub/978-3-939897-35-4

Vol. 15 | RTA’12 | 23rd International Conference on Rewriting Techniques and Applications
http://www.dagstuhl.de/dagpub/978-3-939897-38-5

Vol. 16 | CSL’12 | Computer Science Logic 2012 – 26th International Workshop/21st Annual Conference of the EACSL
http://www.dagstuhl.de/dagpub/978-3-939897-42-2

Vol. 17 | ICLP’12 | Technical Communications of the 28th International Conference on Logic Programming
http://www.dagstuhl.de/dagpub/978-3-939897-43-9

Vol. 18 | FSTTCS’12 | IARCS Annual Conference on Foundations of Software Technology and Theoretical Computer Science 2012
http://www.dagstuhl.de/dagpub/978-3-939897-47-7

Fig. 6.6
LIPIcs volumes published in 2012
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LITES: Leibniz Transactions on LITES: Leibniz Transactions on
Embedded Systems

Die OpenAccess-Fachzeitschrift LITES (http://drops.
dagstuhl.de/lites) veröffentlicht begutachtete Beiträge zu al-

Embedded Systems
The LITES journal (http://drops.dagstuhl.de/lites) pub-

lishes original peer-reviewed articles on all aspects of embed-
len Aspekten eingebetteter Systeme. In 2012 wurde die Zeit- ded computer systems via Open Access. The journal was set
schrift initiiert und aufgesetzt, wobei der eigentliche Start für up in 2012 with the plan to start operating in early 2013. In
Anfang 2013 geplant ist. Alan Burns konnte als Hauptheraus- addition to winning Alan Burns as editor-in-chief, the jour-
geber gewonnen werden sowie ein breit aufgestelltes Team nal was able to recruit broad team of experienced researchers
an erfahrenen Wissenschaftlern, die sich für ihr jeweiliges to act as section-area editors (see Fig. 6.7). In contrast to
Fachgebiet verantwortlich zeichnen (siehe Fig. 6.7). Im Ge- existing journals on embedded computer systems, LITES
gensatz zu anderen Zeitschriften im Bereich eingebetteter charges only a moderate article-processing charge (APC)a
Systeme, steht bei LITES eine moderate Veröffentlichungs- and aims at efficient reviewing procedures to ensure that arti-
gebühr (APC) sowie ein schnelles Begutachtungsverfahren cles are published within one year of submission. The APC
(innerhalb eines Jahres ab Einreichung) im Vordergrund. Die of 100e is guaranteed for the 2013–2015 period thanks to
APC von 100e ist momentan für den Zeitraum 2013–2015 support from sponsors like Google and the Klaus Tschira
sichergestellt Dank finanzieller Unterstützung von Google Stiftung. In addition, a proposal requesting financial support
und der Klaus Tschira Stiftung. Zusätzlich wurde in 2012 ein for the journal during its first three years was prepared and
Antrag bei der Deutschen Forschungsgemeinschaft (DFG) submitted to the Deutsche Forschungsgemeinschaft (DFG)
eingereicht, um weitere finanzielle Unterstützung für 3 Jahre in 2012.
zu erhalten.

Prof. Dr. Alan Burns
University of York, UK | Editor-in-Chief

Prof. Sang Lyul Min PhD
Seoul National University, South Korea | Subject area: Architecture, platforms

Prof. Dr. Marco di Natale
Scuola Superiore Santa Anna, Italy | Subject area: Automotive applications

Dr. Virginie Wiels
ONERA, France | Subject area: Avionics applications

Prof. Karl-Erik Arzen PhD
Lund University, Sweden | Subject area: Control

Prof. Steve Goddard PhD
University of Nebraska-Lincoln, US | Subject area: Cyber-physical systems

Prof. Dr. Axel Jantsch
Royal Institute of Technology Stockholm, Sweden | Subject area: Distributed embedded systems and networks

Prof. Bashir Al Hashimi
University of Southampton, UK | Subject area: Energy-efficiency

Prof. Mateo Valero PhD
Technical University of Catalonia | Subject area: High-performance embedded systems

Prof. Dr. Martin Fränzle
Carl von Ossietzky University Oldenburg, Germany | Subject area: Hybrid systems

Prof. Dr. Samarjit Chakraborty
Technical University Munich, Germany | Subject area: Multimedia applications

Prof. Dr. Gernot Heiser
University of New South Wales, Australia | Subject area: Operating systems

Prof. Dr. Lothar Thiele
ETH Zürich, Switzerland | Subject area: Performance and wireless sensor networks

Dr. Neil Audsley
University of York, UK | Subject area: Real time

Prof. Sanjoy Baruah PhD
University of North Carolina at Chapel Hill, US | Subject area: Scheduling

Prof. Dr. Florence Maraninchi
University of Grenoble, France | Verimag Lab, France | Subject area: Verification, formal methods, model-based design

Fig. 6.7
LITES Editorial Board (as of December 2012)
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Infrastruktur 6.2 Infrastructure

Indizierung
Alle Reihen werden bei dblp gelistet, siehe Fig. 6.8. Die

Bände aus der Reihe LIPIcs werden beim Conference Procee-

Indexing
All series are listed in dblp, see Fig. 6.8. The LIPIcs

volumes are submitted to the Conference Proceedings Cita-
dings Citation Index (CPCI), welcher vom Medienkonzern tion Index (CPCI), maintained by the Thomson Reuters me-
Thomson Reuters unterhalten wird, eingereicht. Der CPCI dia group. In the future the CPCI is to offer similar biblio-
soll in Zukunft ähnliche bibliometrische Analysen wie der metric evaluations such as the “impact factor” of the Journal
Impact Factor beim Zeitschriften-orientierten Journal Cita- Citation Index. Yet the CPCI submission procedure is very
tion Index bieten. Die Einreichungsprozedur beim CPCI ist non-transparent and provides no feedback on inclusion in the
allerdings sehr intransparent und es gibt keinerlei Rückmel- index. The LIPIcs and OASIcs series are also listed in the Di-
dung hinsichtlich Aufnahme in den Index. Die Reihen LIPIcs rectory of Open Access Journals (DOAJ), see Fig. 6.8
und OASIcs sind zudem im Directory of Open Access Jour-
nals (DOAJ) gelistet, siehe Fig. 6.8.

LeibnizOpen
Die Leibniz-Gemeinschaft hat kürzlich LeibnizOpen

(http://www.leibnizopen.de/) als ein Online-Repositorium

LeibnizOpen
The Leibniz Association recently launched

the LeibnizOpen repository (http://www.leibnizopen.de/) to
gestartet, um OpenAccess-Veröffentlichungen von Leib- promote the open-access publications of Leibniz institutes
niz-Instituten und deren Wissenschaftlern zu unterstützen. and their researchers. Schloss Dagstuhl submits all articles
Schloss Dagstuhl liefert alle Artikel aus den Reihen Dagstuhl from the Dagstuhl Reports and Dagstuhl Manifestos series
Reports und Dagstuhl Manifestos an das Repositorium und to the repository, thereby strengthening informatics-related
stärkt dadurch Forschungsergebnisse aus der Informatik in- research in this multi-disciplinary repository.
nerhalb dieses multidisziplininären Repositoriums.

AG Open Access
Schloss Dagstuhl engagiert sich in der Arbeitsgruppe

Open Access der Leibniz-Gemeinschaft. Im Rahmen dieses

Open Access Working Group
A workshop entitled “Effizientes Journal-Management:

Potential durch Open Access!” was initiated and coordinated
Engagements wurde ein Workshop “Effizientes Journal-Ma- as part of our membership in the Open Access working group
nagement: Potential durch Open Access!” initiiert und koor- of the Leibniz Association. The workshop takes place at the
diniert. Der Workshop findet am 31. Januar und 1. Februar the Leibniz Association headquarters in Berlin from January
2013 in der Geschäftsstelle der Leibniz-Gemeinschaft in Ber- 31 to February 1, 2013 and will bring together approximately
lin statt. Es werden circa 45 Teilnehmer aus den Verlagsab- 45 professionals in charge of publishing activities at about 20
teilungen von ungefähr 20 Leibniz-Instituten erwartet. Leibniz institutes.

DBLP

Dagstuhl Reports
http://dblp.uni-trier.de/db/journals/dagstuhl-reports/index.html

Dagstuhl Manifestos
http://dblp.uni-trier.de/db/journals/dagstuhl-manifestos/index.html

Dagstuhl Follow-Ups
http://dblp.uni-trier.de/db/series/dfu/index.html

OASIcs
http://dblp.uni-trier.de/db/series/oasics/index.html

LIPIcs
http://dblp.uni-trier.de/db/series/lipics/index.html

DOAJ

OASIcs
http://www.doaj.org/doaj?func=openurl&genre=journal&issn=21906807

LIPIcs
http://www.doaj.org/doaj?func=openurl&genre=journal&issn=18688969

Fig. 6.8
Indexing of Dagstuhl Publishing series in dblp and DOAJ
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Dagstuhl Publishing Dagstuhl Publishing

Technisches Backend: DROPS
Über den Dagstuhl Research Online Publication Ser-

ver (DROPS) werden alle Publikationen, die durch Schloss

Back-end: DROPS
All items published by the center are administered via

the Dagstuhl Research Online Publication Server (DROPS).
Dagstuhl veröffentlich werden, verwaltet. Es werden hier- The general guidelines of the Dublin Core initiative (http:
bei die allgemeinen Richtlinien für Online-Publikationen ge- //dublincore.org/) applicable to online publications are ad-
mäß der Dublin Core-Initiative (http://dublincore.org/) be- hered to, meaning that all the requisite metadata of each pub-
rücksichtigt, wodurch alle nötigen Metadaten zu jeder Pu- lication is stored, thus ensuring availability in the long term.
blikation gespeichert werden und die Langzeitverfügbar- This enables the online publications to be cited and to be ac-
keit sichergestellt wird. Die Online-Publikationen sind zi- cessible by a wide readership. The technical basis for this
tierfähig und stehen einer grossen Leserschaft zur Verfü- is an adapted version of the OPUS system (http://elib.uni-
gung. Als technische Grundlage dient eine adaptierte Ver- stuttgart.de/opus/doku/about.php). For more information on
sion des OPUS-Systems (http://elib.uni-stuttgart.de/opus/ DROPS, please refer to http://www.dagstuhl.de/drops.
doku/about.php). Weitere Informationen zu DROPS finden
sich unter http://www.dagstuhl.de/drops.

Langzeitarchivierung
Alle Publikationen werden bei der Deutschen National-

bibliothek (D-NB) zur (digitalen) Langzeitarchivierung ein-

Long-term Archiving
All publications are submitted to the German National

Library (D-NB) for (digital) long-term archiving.
gereicht.

Mirroring
Um dem Verlust von Daten vorzubeugen, wurden in 2010

zwei Kooperationen zur Spiegelung (Mirroring) von Inhal-

Mirroring
In order to prevent data loss, two cooperative ventures

were initiated in 2010 for mirroring the content of the
ten des Publiktionsservers DROPS initiiert: DROPS publication server:

io-port.net: Das unter Leitung des FIZ Karlsruhe, Leib- io-port.net: The informatics publication portal organized
niz-Institut für Informationsinfrastruktur, organisierte under the auspices of io-port.net, FIZ Karlsruhe – Leib-
Informatik-Publikations-Portal io-port.net spiegelt alle niz Institute for Information Infrastructure, mirrors all
Bände der LIPIcs-Reihe, see http://www.io-port.net (Di- volumes of the LIPIcs series. For more information, see
gital Library/LIPIcs). In 2011 wurde die bestehende Ver- http://www.io-port.net (Digital Library/LIPIcs). In 2011
bindung durch eine gemeinsame Kooperationserklärung the existing affiliation was consolidated by a memoran-
gefestigt. dum of understanding.
SunSite Central Europe: Der Sun-Server-Park, der an SunSite Central Europe: The Sun server park located at
der RWTH Aachen unter Leitung von Prof. Dr. Matthias the Aachen University of Technology and operated under
Jarke betrieben wird, bietet eine Heimat für zahlreiche the guidance of Prof. Dr. Matthias Jarke offers a home
Software-Archive als auch Publikationen. Der gesamte for numerous software archives and publications. All the
DROPS-Bestand wird nun in regelmässigen Abständen DROPS assets are now mirrored at regular intervals on
auf der SunSite Aachen gespiegelt. the Aachen SunSite.
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Projektbeschreibung 7.1 Project Description

Die Informatik benötigt eine belastbare Datenbasis zum The documentation of research work is instrumental for
Nachweis und zur Evaluierung wissenschaftlicher Literatur. identifying successful research. In a collaborative venture,
In dem von der Leibniz-Gemeinschaft geförderten Projekt the Leibniz Center for Informatics and the dblp computer
LZI+DBLP entwickeln Schloss Dagstuhl – Leibniz-Zentrum science bibliography have come to the aid of the computing
für Informatik und die Literaturdatenbank dblp seit 2011 community by developing the technical and organisational
gemeinsam die dafür notwendigen technischen, inhaltlichen structures for a consolidation of dblp as the comprehensive
und organisatorischen Strukturen für einen Ausbau von dblp and reliable open data bibliographic resource in computer
als die umfassende und hochqualitative bibliographische Da- science. This project is financed by the Leibniz Association,
tenbasis der Informatik. Das Projekt wird zudem durch die as well as by a donation of the Klaus Tschira Foundation.
Klaus Tschira Stiftung gefördert. Dieses Kapitel dokumen- This chapter gives an overview of the progress made by the
tiert die im Jahr 2012 erzielten Fortschritten bei der Etablie- dblp computer science bibliography in 2012 with respect to
rung neuer Richtlinien und Strukturen zur Sicherung der Da- the establishment of quality assurance mechanisms and the
tenqualität von dblp und der kontinuierlichen Weiterentwick- ongoing curation and expansion of the data stock.
lung der Datenbasis der Literaturdatenbank dblp.

Ergebnisse 7.2 Results

Datenakquise und Statistik
Die Literaturdatenbank dblp indexiert Publikation an

Hand vollständiger Inhaltsverzeichnisse von Konferenzbän-

Data Acquisition and Statistics
The dblp computer science bibliography indexes confer-

ences and journals on a per-volume basis. Using web har-
den oder Journalausgaben. Mit Hilfe einer eigens entwickel- vesting software, bibliographic meta data of journal or pro-
ten Software zur Datenextraktion werden Metadaten von den ceedings volumes are extracted from the publisher’s website.
Webseiten der Herausgeber ausgelesen und zur weiteren Be- This meta data is diligently checked and corrected by the dblp
arbeitung vorbereitet. Die Metadaten werden anschließend team. The data-cleaning process is assisted by algorithms,
vom dblp-Team redaktionell bearbeitet und eventuelle Feh- but is executed almost exclusively by hand by a member of
ler und Ungenauigkeiten korrigiert. Diese Datenpflege wird the dblp team.
zwar von Hilfssoftware unterstützt, erfolgt aber vornehmlich In 2012, the dblp database grew by 324 089 publication
von Hand durch den jeweiligen Redakteur. records to reach a total of 2 165 813 records, thereby consol-

2012 wurde die Datenbank auf diese Weise um 324 089 idating and increasing by a further five percent the high rate
Publikationseinträge erweitert und indexierte gegen Ende of new inclusions reached in 2011.
Ende des Jahres inzwischen 2 165 813 Datensätze. Die Auf- One goal of the project was to improve the coverage of
nahmequote konnte somit um weitere fünf Prozent gegen- monographs in dblp. The specific focus of 2012 was to in-
über der ohnehin schon recht hohen Quote des Vorjahres ge- clude computer science dissertations. A total of 6 084 disser-
steigert werden. tations from predominantly German universities were added

Ein Ziel des Projektes war die Verbesserung der Indexie- to dblp in 2012 thanks to data provided by the Deutsche Na-
rung von Monographien. Der Fokus des Jahres 2012 lag hier tionalbibliothek (German National Library). The database
bei der gezielten Aufnahme von Dissertationen. Dank Daten now indexes a total of 6 916 dissertations.
der Deutschen Nationalbibliothek konnten dabei 6 084 (vor- Figures 7.1 and 7.2 indicate the total new records by year
nehmlich deutschsprachige) Dissertationen in den dblp-Ka- and new records 2012 by type.
talog übernommen werden, so dass nun 6 916 Dissertation
in dblp indexiert werden.

Einen Überblick über die Entwicklung der Datenakquise
kann Fig. 7.1 und 7.2 entnommen werden.

Herausgeber als Datenlieferanten Publishers as Suppliers of

Obwohl dblp Daten primär selbst von Herausgeberweb-
seiten akquiriert hat dieser Ansatz einige Nachteile. Das

Bibliographic Data
Usually dblp obtains new publication meta data by ex-

tracting data from the publisher’s website. This approach has
größte Problem liegt dabei in dem Fehlen einer verlässlichen some drawbacks; in particular, there is no reliable notifica-
Benachrichtigung bei Erscheinen neuer Publikationen. Idea- tion mechanism for new publications. Ideally, publishers de-
lerweise werden diese Informationen sowie die Metadaten liver the bibliographic meta data of their newest publications
von den Herausgebern selbst direkt an dblp übersandt. Nach- directly to dblp. After Springer, IEEE, and Schloss Dagstuhl
dem bereits 2011 derartige Absprachen mit Springer, IEEE started delivering data in the early stages of the project, in
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und Schloss Dagstuhl getroffen wurden, konnten in diesem 2012, dblp made arrangements with IOS Press to start deliv-
Jahr IOS Press als weiterer Partner gewonnen werden (begin- ering data in early 2013. The negotiations for a cooperation
nend im Frühjahr 2013). Ferner konnte auch mit der ACM Di- with the ACM Digital Library and the USENIX Association
gital Library und der USENIX Association bereits Einigkeit are currently ongoing.
erzielt werden; Details der Zusammenarbeit werden derzeit
noch ausgearbeitet.
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Total number of records by year
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New records by year and type
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Verstetigung der Arbeit des Consolidation of the dblp Advisory
dblp-Beirates

Seit seiner Konstitution im November 2011 hat der dblp-
Beirat (siehe Fig. 7.3) inzwischen seine Arbeit aufgenom-

Board
After its constituent meeting in November 2011, the dblp

Advisory Board (see Fig. 7.3) commenced work in 2012.
men. Dabei standen zunächst zwei Themen im Mittelpunkt: The board focused on two topics during this first year: set-
Die Definition von Mindeststandards für die Aufnahme von ting minimum standards for the inclusion of new publica-
Publikationsreihen in dblp, sowie Rahmenrichtlinien für die tion venues to dblp, and preparing guidelines and an agenda
Ausgestaltung einer bibliometrischen Infrastruktur für dblp. for the development of a bibliometric infrastructure at dblp.
Beide Themen werden in Abschnitten weiter unten behan- Both topics are addressed in sections below.
delt. The dblp Advisory Board also supported the dblp team

Darüber hinaus hat der dblp-Beirat das dblp-Team mit by providing expertise in specific research areas, allowing
Rat und Expertise unterstützt. Dabei konnte insbesondere dblp to significantly improve its coverage of interdisciplinary
die Abdeckung in interdisziplinären Feldern der Informatik areas of computer science such as business information sys-
(wie etwa Wirtschaftsinformatik, Bioinformatik oder medi- tems, bioinformatics, and health informatics.
zinische Informatik) erheblich verbessert werden.

Prof. Dr. Andreas Butz
LMU Munich, Germany

Prof. Dr. Dietmar Saupe
University of Konstanz, Germany

Prof. Dr. Hannah Bast
University of Freiburg, Germany | Speaker

Prof. Dr. Hans-Peter Lenhof
Saarland University, Germany

Prof. Dr.-Ing. Jürgen Teich
University of Erlangen-Nuremberg, Germany

Prof. Dr. Mila Majster-Cederbaum
University of Mannheim, Germany

Prof. Oliver Günther Ph.D.
University of Potsdam, Germany

Prof. Dr. Dr. h.c. Otto Spaniol
RWTH Aachen University, Germany

Prof. Dr.-Ing. Rüdiger Dillmann
Karlsruhe Institute of Technology, Germany

Prof. Dr. Rüdiger Reischuk
University of Lübeck

Fig. 7.3
dblp Advisory Board (as of December 2012)

Mindeststandards für die Aufnahme von Minimum Standards for the Inclusion of
Publikationsreihen in dblp

Durch den dblp-Beirat wurde ein Katalog von Mindest-
standards für die Aufnahme von Publikationsreihen in den

New Publication Venues
A catalog of requirements for the inclusion of new pub-

lication venues in dblp was compiled by the dblp Advisory
dblp Datenbestand erarbeitet. Dieser Katalog enthält die fol- Board. These minimum standards include the following cri-
genden Kriterien: teria:

Aspekte der Publikationsreihe, wie der Ausrichtung auf venue criteria, such as the possession of a discernible
ein klar definiertes Themenfeld innerhalb der Informatik, thematic focus in computer science, a long-lasting reg-
eine etablierte und regelmäßige Publikationshistorie, so- ular publishing history, and the support of an established
wie die Unterstützung durch eine etablierte wissenschaft- publisher or professional society,
liche Fachgesellschaft oder einen etablierten Herausge- editor- and author-related criteria, such as the reputation
ber. and internationality of editors and authors,
Aspekte des Editoral Boards und der Autoren, wie etwa
der wissenschaftlichen Stellung und der Internationalität
des Boards und des Autorenkreises.
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Publikationsstandards, wie der Anwendung eines ernst- publication standards, such as the existence of a serious
haften Peer-Review-Verfahrens und von Republikations- peer reviewing process, republication policies, as well as
Richtlinien, sowie die Einhaltung gängiger Konventio- adequate layout and typography,
nen bezüglich Layout, Typographie und Struktur der Bei- accessibility criteria, such as the long-term availability
träge. of articles, the availability of high-quality bibliographic
Aspekte der Daten-Zugänglichkeit, wie die freie Zugäng- meta data, and reachability by persistent URN identifiers.
lichkeit von Metadaten im Web, die Registrierung persis-
tenter URN und das Vorhandensein eines Konzepts zur To ensure that every new publication venue is assessed in
Langzeitarchivierung elektronischer Versionen. accordance with these criteria, and to communicate our qual-

ity-control standards to the interested public, it is intended to
Es ist geplant, ein Review-Verfahren für neue Publika- install a venue application and review process for dblp.

tionsreihen zu installieren, welches sich an den definierten
Kriterien orientiert und die erforderlichen Mindeststandards
kommunizieren soll.

Überarbeitung des dblp-Webdienstes
Als reines Online-Angebot ist die Funktionalität und die

Bedienbarkeit seiner Webseite für dblp von zentraler Bedeu-

Redesign of the dblp Web Service
Since dblp is an online-only service, the utility and acces-

sibility of the dblp website is of crucial importance. In 2012,
tung. Daher stellte die Modernisierung und Verbesserung the redesign and improvement of the dblp web infrastructure
des dblp-Webauftrittes einer Schwerpunkt der Arbeiten in was a main focus of the dblp team.
2012 dar. Prior to 2012 the layout of the dblp web site had remained

Das Layout der dblp-Webseit hatte sich im Prinzip seit essentially unchanged since its inception in 1993. This lay-
seiner Erschaffung 1993 kaum gewandelt. Dieses Layout out was modernized and improved during the year under re-
wurde nun modernisiert und an die Möglichkeiten eines zeit- view to meet the capabilities of a state-of-the-art CSS based
gemäßen CSS/HTML5-Layoutes angepasst, siehe Fig. 7.4. HTML5 layout, see Fig. 7.4. New functionalities were added
Eine Reihe neuer Funktionen wurden hinzugefügt, so et- to the new site, such as improved search and filter capabili-
wa eine verbesserte Suche mit Filteroptionen, ein ergonomi- ties, an ergonomic color and icon scheme, new data export
sches Farb- und Icon-Schema, sowie neue Datenexportfor- options (including linking dblp to the semantic web), and a
mate (inklusive einer Anbindung an das semantische Web). modular structuring of the site’s design components that al-
Zudem wurde beim Entwurf auf eine modulare Struktur ge- lows for an easier integration of future content options and
achtet, die zukünftig eine einfachere Integration neuer In- functionalities. The new website was available in 2012 in a
halts- und Funktionskomponenten gestattet. Die neue Web- public testing state and will gradually replace the old pages
seite befand sich 2012 in einer öffentlichen Testphase und in 2013.
soll 2013 schrittweise das alte Layout ablösen.

Fig. 7.4
Screenshot of the new dblp webdesign
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Des weiteren wurde die interne Datenspeicherung und Furthermore, the data storage and aggregation infrastruc-
-aggregation von dblp von Grund auf überarbeitet. Der kom- ture of the dblp back end was overhauled. The whole data
plette Datenbestand wurde auf ein valides XML-Format um- stock is now stored as valid XML and several inherited quirks
gestellt und eine Reihe von historisch bedingten Problemfäl- of the storage format have been abandoned. The routines and
len konnten aufgelöst werden. Die Routinen zur internen Da- scripts for the websites data aggregation were entirely rewrit-
tenaggregation wurden in Java neu geschrieben, um so eine ten in Java to benefit maintainability and extensibility. The
bessere Wartbarkeit und Erweiterbarkeit zu gewährleisten. HTML of the author profile pages is now instanced using
Die vormals statischen dblp-Autorenprofile werden nun mit- CGI scripts.
tels CGI-Skripte instanziiert. For the sake of load balancing and failure safety, a new

Zudem wurde zur besseren Lastverteilung ein weiterer dblp server was installed at Schloss Dagstuhl (http://dblp.
dblp-Mirror-Dienst in Schloss Dagstuhl aufgesetzt (http:// dagstuhl.de) in 2012. It is intended that this server, together
dblp.dagstuhl.de). Es ist beabsichtigt, dass dieser Server zu- with the established server at the University of Trier (http:
sammen mit dem etablierten Server in Trier (http://dblp.uni- //dblp.uni-trier.de), will act as the primary dblp web servers
trier.de) transparent unter der zukünftig primären Webadres- using the common domain dblp.org. This new URL will be
se dblp.org fungieren soll. Die neue URL soll in 2013 stärker promoted more actively starting in 2013, although all current
in den Vordergrund gerückt werden; die alten URLs werden URLs will remain active.
jedoch weiterhin erreichbar bleiben.

Entwicklung einer bibliometrischen Development of a Bibliometric
Infrastruktur

In seiner Sitzung im November 2009 hat sich der Fa-
kultätentag Informatik dafür ausgesprochen, den dblp Daten-

Infrastructure
In November 2009, the Fakultätentag Informatik de-

clared that it would consider using dblp as a basis for scien-
bestand als Grundlage für szientometrische Analysen inner- tometric analyses in computer science. As a mandatory first
halb der Informatik heranzuziehen. Als notwendigen ersten step towards this goal, the adequacy of dblp’s coverage of
Schritt bedarf es dazu jedoch zunächst einer Bestandsaufnah- the relevant core computer science publications will be eval-
me der tatsächlichen Abdeckung der Kern-Informatik-Publi- uated by means of a forthcoming large-scale survey of Ger-
kationsreihen innerhalb von dblp. Zu diesem Zweck ist eine man computer scientists. The results of this survey will also
breit angelegte Befragung unter den deutschen Informatik- be used to develop a rating of international computer science
Forschern geplant. Die Ergebnisse der Studie sollen zudem conferences and journals from a German perspective, and to
dabei helfen, eine Bewertung der verschiedenen Konferenz- assign priorities to possible further additions to dblp.
und Journalreihen aus Sicht der deutschen Informatik zu erar- The survey will be organized in cooperation with the
beiten sowie die Prioritäten bei der Aufnahme neuer Reihen Gesellschaft für Informatik e.V. (GI) and the Fakultätentag
in dblp auszurichten. Informatik and supervised by an editorial board consisting of

Die Befragung wird dabei in Zusammenarbeit mit der Prof. Dr. Hannah Bast (dblp Advisory Boad), Prof. Dr. Peter
Gesellschaft für Informatik e.V. (GI) und dem Fakultäten- Liggesmeyer (GI), Prof. Dr. Rüdiger Reischuk (Fakultä-
tag Informatik organisiert. Die wissenschaftliche Aufsicht tentag Informatik), Prof. Dr. Reinhard Wilhelm (Schloss
über die Befragung wird von einem Editorial Board, beste- Dagstuhl), and Dr. Michael Wagner (dblp team). The board
hend aus Prof. Dr. Hannah Bast (dblp-Beirat), Prof. Dr. Peter developed in 2012 a catalogue of criteria for conducting the
Liggesmeyer (GI), Prof. Dr. Rüdiger Reischuk (Fakultäten- survey and interpreting its results. Primary criteria for the
tag Informatik), Prof. Dr. Reinhard Wilhelm (Schloss Dag- interpretation will be the scientific quality of a venue and the
stuhl) und Dr. Michael Wagner (dblp-Team), wahrgenom- importance of its publications to the international computer
men. Das Board entwickelt 2012 einen Katalog an Kriterien, science community. Venues with a national focus or small
an Hand derer die Ergebnisse bewertet werden sollen. Aus- community workshops will be excluded from this survey.
schlaggebend hierfür soll dabei die wissenschaftliche Qua- It is planned to publish survey results, ratings, and cata-
lität sowie die Relevanz innerhalb der internationalen Infor- logue of criteria in order to guarantee a maximum of trans-
matik-Forschung sein. Reihen mit eher nationaler Bedeutung parency. The results will also be exhaustively studied by the
oder kleinere Spezialworkshops stehen nicht im Mittelpunkt dblp team to help improve the overall quality of its service.
der Studie. It is intended that the survey will be repeated periodically in

Die Ergebnisse und Rohdaten der Studie sollen veröffent- the future.
licht werden, um ein Höchstmaß an Transparenz zu ermögli-
chen. Die Daten werden zudem intensiv vom dblp-Team aus-
gewertet werden, um Erkenntnisse in die Steigerung der Qua-
lität des Webdienstes einfließen zu lassen. Es ist geplant, die
Befragung in einigem zeitlichen Abstand periodisch zu wie-
derholen und somit zu verstetigen.
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Kolloquiumsreihe Bibliometrie
Als Ausgangspunkt für die Erörterung einer bibliometri-

schen Infrastruktur wurde von Schloss Dagstuhl in Zusam-

Colloquia Series on Bibliometrics
As a starting point for the investigations on bibliomet-

rics, Schloss Dagstuhl organized the colloquia series “Bib-
menarbeit mit der Universität des Saarlandes und der Univer- liometrics in Computer Science” during the summer of 2012
sität Trier eine Kolloquiumsreihe zum Thema “Bibliometrie in cooperation with the University of Trier/dblp and Saarland
in der Informatik” organisiert. Die Reihe fand an der Univer- University. The series took place at Saarland University and
sität des Saarlandes statt und umfasste die Vorträge wie in included the presentations listed in Fig. 7.5.
Fig. 7.5 aufgeführt. All presentations were well received by the audience

Die Vorträge waren sehr gut besucht (im Schnitt etwa (30–40 persons on average) and ended in fruitful discussions.
30–40 Personen) und boten die Möglichkeit für interessan- However, the continuation of the colloquia series is currently
te Diskussionen. Eine Fortführung der Reihe ist zunächst je- not intended.
doch nicht in Planung.

Stefanie Haustein (FZ Jülich) | May 7, 2012
Möglichkeiten und Grenzen bibliometrischer Analysen

Peter van den Besselaar (VU Amsterdam) | June 4, 2012
If traditional bibliometrics does not work in computer science, what is the alternative?

Debora Weber-Wulff (HTW Berlin) | July 16, 2012
Pseudokonferenzen, Pseudozeitschriften, Pseudoverlage

Fig. 7.5
Talks in the colloquia series on bibliometrics

Ausblick 7.3 Outlook

Die Urheberschaft wissenschaftlicher Publikationen ein- The correct attribution of scholarly material to their un-
deutig zu erkennen und zuzuordnen ist eine der großen ambiguous authors ranks among the most critical challenges
Herausforderungen bibliographischer Datendienste. Die For- for digital libraries. More generally, the problem of deter-
schung kennt dies Problem in seiner allgemeinen Form mining which records in a database refer to the same en-
als das Problem der “Entity-Resolution” oder der “Autoren- tities is known as “entity resolution” or “author name dis-
namen-Disambiguierung”, und es stellt ein wichtiges For- ambiguation” and constitutes an important field of research
schungsthema im Bereich der linguistischen Datenverarbei- within the discipline of natural language processing. In a
tung dar. In einem gemeinsamen Projekt wollen sich die dblp joint project, dblp and the Zentralblatt MATH (located at
computer science bibliography, das Zentralblatt MATH des FIZ Karlsruhe) aim to begin partnering with the Heidelberg
FIZ Karlsruhe und das Heidelberger Institut für Theoreti- Institute for Theoretical Studies (HITS) to find and imple-
sche Studien (HITS) Projekt diesem Problem annehmen und ment new and state-of-the-art strategies to overcome the chal-
mit Hilfe des aktuellen Forschungsstandes gemeinsame Lö- lenges of author identification and disambiguation. Zentral-
sungsstrategien entwickeln. Die Datensätze von Zentralblatt blatt MATH and dblp share the challenges associated with
MATH und dblp teilen dabei die Probleme bei der Identifi- author name disambiguation. Due to their partially overlap-
kation von Autorennamen. Die Kombination beider Daten- ping, but also partially disjointed data, a joint effort to iden-
sätze, bestehend aus teils überlappenden und teils disjunkten tify authors based on the combination of the two data sets
Einträgen, stellt dabei eine interessante Möglichkeit dar, Feh- appears to be very promising. The Natural Language Pro-
ler in den Datensätzen aufzudecken und von einander zu ler- cessing (NLP) Group at the HITS, lead by Prof. Dr. Michael
nen. Die Natural-Language-Processing (NLP) Forschungs- Strube, joins the project by providing its extensive experi-
gruppe des HITS um Prof. Dr. Michael Strube bringt da- ence with graph-based and network methods for NLP tasks
bei ihre Erfahrung mit graph- und netzwerkbasierten NLP- such as coreference resolution, cross-document coreference
Methoden bei der Co-Referenz-Resolution und der Konzept- resolution, concept and entity disambiguation.
bzw. Entitäts-Disambiguierung ein. In 2012, a project proposal was prepared for submission

2012 wurde ein Projektantrag vorbereitet, der 2013 im to the “National and international networking” SAW funding
Leibniz-Wettbewerbsverfahren in der Förderline “Nationale line of the Leibniz Association in early 2013. The project is
und internationale Vernetzung” eingereicht wurde. Das Pro- coordinated by Schloss Dagstuhl (i.e., the dblp team) and is
jekt wird von Schloss Dagstuhl (dblp-Team) koordiniert und intended to run from 2014 to 2017.
soll von 2014 bis 2017 laufen.
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Tagungsräume 8.1 Conference Facilities

Schloss Dagstuhl bietet 3 Hörsäle für 25 bis 60 Perso- The center has three lecture halls with a seating capacity
nen. Alle Hörsäle sind mit einem Beamer, einen MS-Win- of 25 to 60 each. All lecture halls are equipped with a pro-
dows-Arbeitsplatz und einer Audioanlage einschließlich Mi- jector, an MS Windows workplace, and an audio system in-
krophone ausgestattet. Durch diese Technik werden Vorträ- cluding a microphone. These facilities not only enable talks
ge, Präsentationen und Live-Vorführungen auch verteilter and papers to be presented in an optimal manner but also per-
Systeme optimal unterstützt. Mittels einem Presenter können mit online demonstrations of active and distributed systems
Vortragende ihre vorbereiteten Materialen präsentieren, oh- to be given to large audiences. A presenter for use of those
ne zum Laptop oder Arbeitsplatz zurückzukehren. who wish to go through their presentations without physical

Neben den Hörsälen bietet Dagstuhl 6 Seminarräume. access to a computer is also available.
Davon sind zwei mit modernen HDMI-fähigen Beamern aus- In addition to the lecture halls, the center has six meeting
gestattet, während in einem Hörsaal ein großes Plasmadis- rooms. Two are equipped with up-to-date HDMI projectors
play montiert ist. Fünf Beamer auf Rollwagen stehen zusätz- and one has a large plasma display at the wall. Five mobile
lich zur Benutzung in allen Räumen zur Verfügung. projectors are available for use in all of the rooms.

Die beiden größten Hörsäle sind jeweils mit mehreren Whereas the two main lecture halls are equipped with
Tafeln ausgestattet, während in den anderen Tagungsräumen several blackboards, whiteboards are provided in the other
jeweils große Whiteboards an den Wänden montiert sind. In rooms. One of the conference rooms features a complete
einem Seminarraum kann sogar eine ganze Wand als White- wall painted with a special paint which allows to use this
board (über 12m2) benutzt werden, da diese mit einer spezi- whole wall (over 12m2) as one large whiteboard.
ellen Farbe gestrichen wurde. The center also offers a spectrum of other spaces where

Daneben gibt es eine Anzahl weiterer Orte, an denen Gäs- guests can sit and work together in a relaxed atmosphere.
te sich zur Diskussion in entspannter Atmosphäre treffen kön- In the evening, guests gravitate towards our wine cellar and
nen. Am Abend zieht es viele Gäste in den Weinkeller und cafe, two of the coziest places in the house and great places
die Cafeteria, zwei der gemütlichsten Räume im Haus und for continuing with a productive discussion.
hervorragend geeignet für die Fortsetzung einer produktiven
Diskussion.

Computer und Vernetzung 8.2 Computers and Networks

Schloss Dagstuhl bietet seinen Gästen eine adäquate An- Schloss Dagstuhl offers its guests an adequate connec-
bindung an das Internet. In 2012 erfolgte die Anbindung tion to the Internet. In 2012 the center was connected to the
an das Internet über das DFN mit zwei Leitungen, einer Internet by the DFN (German Research Network) using a
100Mbit/s Leitung sowie als Backup eine 20Mbit/s Leitung. 100 Mbit/s line and a 20 Mbit/s backup line, which is acces-
Fast im ganzen Zentrum können sich Gäste über WLAN sible via Wi-Fi (IEEE 802.11 b,g,n) throughout the grounds.
(IEEE 802.11 b,g,n) mit dem Internet verbinden. Der Zu- Access is either via EDUROAM or a Dagstuhl-hosted pri-
griff erfolgt entweder über EDUROAM oder über eine Dag- vate account whose access data is printed on the personal
stuhl-eigene Kennung, deren Zugangsdaten jeder Gast auf name tag of each guest. In our largest seminar room, “Saar-
seinem Namensschild findet. Die Seminar-Organisatoren ha- brücken,” organizers may choose to disable the main Wi-Fi
ben im größten Seminarraum “Saarbrücken” die Möglich- connection during meeting times.
keit, den WLAN Empfang abzuschalten. Most of our guests prefer to access the Internet via their

Neben dem Zugang über mitgebrachte Laptops, Tablet laptops, tablet computers and smartphones, but they are also
Computer oder Smartphones stehen den Gästen einige fest in- free to use the workstations in our computer room. Due to
stallierte Arbeitsplätze zur Verfügung. Nachdem wegen stark the decreasing demand for workstations among our guests,
zurückgegangener Nachfrage 2012 ein Rechnerraum zu ei- one of the two computer rooms was converted to a meeting
nem weiteren Seminaraum umgebaut wurde, bietet Schloss room in 2012. The remaining room includes 9 workstations
Dagstuhl momentan noch einen Rechnerraum an. In diesem with 3 Apple Macs, 2 dedicated MS Windows workstations
stehen 9 feste Arbeitsplätze zur Verfügung. Davon sind 3 and four workstations providing either Linux or MS Win-
Arbeitsplätze mit Apple Macs ausgerüstet, 2 sind dedizierte dows by a dual boot method. There is also a large display
MS-Windows-Arbeitsplätze. 4 weitere Arbeitsplätze können together with an external keyboard and mouse for users with
wechselweise entweder mit Linux oder mit MS Windows ge- their own laptop. Several ethernet cables with Internet con-
startet werden. Zusätzlich steht Benutzern eines Laptops ein nection are also provided to bypass the rate-restricted Wi-Fi
externer Monitor samt Tastatur und Maus zur Verfügung. In connection. Two iPads, and upon request a Macbook Pro and
diesem Raum stehen auch direkte Ethernet-Anschlüsse zur a laptop with Windows are also available for use throughout
Verfügung, um das WLAN wegen Bandbreite oder Kapazi- the grounds.
tätsgründen zu umgehen. Weiterhin bietet Schloss Dagstuhl Schloss Dagstuhl provides a multifunction color printer
seinen Gästen zwei iPads sowie auf Nachfrage einen Mac- with scanner and copier, a color printer, and a black and
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book Pro und einen Laptop mit MS Windows. white printer. The preferable access method is to use a ded-
Im Zentrum steht den Gästen ein Multifunktions-Farb- icated web front end which allows to upload and print the

drucker mit Scanner und Kopierer, ein weitere Farbdrucker most used document formats without converting them. Al-
und ein S/W-Drucker zur Verfügung. Der Zugriff erfolgt vor- ternatively, guests can use the appropriate printer drivers on
zugsweise über eine Weboberfläche, die das direkte Drucken their computers to directly access the printers via the net-
zahlreicher Dokumentenformate erlaubt. Alternativ können work.
die Drucker mittels entsprechender Treiber auch direkt aus The center’s IT equipment also includes five worksta-
dem lokalen Netzwerk angesteuert werden. tions in the library for literature research, as well as three

Zu der IT-Ausstattung gehören weiterhin 5 Recherche- fixed computers in the lecture halls.
Arbeitsplätze in der Bibliothek sowie 3 fest installierte Rech-
ner in den Seminarräumen.

Dagstuhl’s Web-basierte Dienste 8.3 Dagstuhl’s Web-based Services

Schloss Dagstuhl bietet allen Organisatoren und Gästen Schloss Dagstuhl offers an increasing number of we-
eine wachsende Anzahl Web-basierter Dienste. Während der b-based services to seminar organizers and participants. Dur-
Vorbereitungsphase können alle Organisatoren tagesaktuell ing the preparation phase, the seminar organizers can check
überprüfen, welche eingeladen Gäste bereits zu- oder abge- how invited participants are responding to the invitation and
sagt haben. Sie können ebenfalls einen (vorläufigen) Zeitplan which of them have committed to attending. They can also
auf der seminarspezifischen Webseite hochladen. Alle Teil- upload a (preliminary) schedule to the seminar web page. All
nehmer können Dokumente zu ihrem Vortrag oder dem Se- participants can upload seminar- or presentation-related doc-
minar hochladen, die für alle anderen zugreifbar sind. Wei- uments to the page, which are then accessible to everyone
terhin werden jedem Seminar ein MediaWiki und ein Web- else. A MediaWiki and WebDAV-related repository are also
DAV-Repository angeboten. offered.

Dagstuhl-Website 8.4 The Dagstuhl Website

Schloss Dagstuhls Internetauftritt bietet nicht nur seinen In keeping with the center’s philosophy, its Internet of-
Gästen sondern allen Nutzern Informationen über die folgen- ferings are not only available to the guests at Dagstuhl but to
den Themen: netizens throughout the world. Objectives and content:

Verbreitung allgemeiner Informationen über das Zen- Dissemination of general information on the center, e.g.
trum, wie Konzept, Programm, Antragsmodalitäten, Stif- concept, program, particulars pertaining to proposal sub-
tung mission, the Foundation
Informationen zur Anreise der Teilnehmer, wie Lage- Offering participants travel information on how to get to
plan, Fahrpläne, Taxidienste the center (site plan, train and bus schedules, taxi ser-
Die Bibliothek mit der Möglichkeit zur Recherche im vices, etc.)
Dagstuhl-Bibliothekskatalog Presenting the Dagstuhl Informatics Research Library
Informationen zu Seminaren und Veranstaltungen, wie along with its offerings and resources and enabling re-
Seminarziele, angemeldete Wissenschaftler, Publikatio- search in the Dagstuhl library catalogue
nen Provision of information about seminars and events (e.g.
Angebot einer Plattform zum Austausch von Material un- seminar objectives, scientists from whom proposals have
ter den Seminarteilnehmern been accepted, publications)

Providing a platform for exchanging materials among
Der Webserver verwaltet die Inhalte mit dem Content seminar participants

Management System Typo3. Außer statischen Seiten – fast
alle in deutschen und in englischen Versionen – werden auch The web server administers the content using the Typo3
dynamische Seiten angeboten, die über eigene Software ge- content management system. Apart from static pages, almost
neriert werden. So gibt es zu jedem Seminar eine dynamisch all of which are in German and English, dynamic pages are
generierte Seite, die zu Motivationstext, Teilnehmerliste, Pu- also offered which are generated by the center’s proprietary
blikationen, etc. führt. software. Each seminar has a dynamically generated page

of its own featuring links to a motivation text, list of partici-
pants, publications, etc.
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Freizeit und Ambiente 8.5 Leisure Facilities

Die Atmosphäre im Schloss wird von den Teilnehmern The participants typically describe the atmosphere at
als kommunikativ, zur Arbeit anregend und angenehm be- Schloss Dagstuhl as being surprisingly pleasant and instru-
schrieben. Immer wieder wird berichtet, dass die schönen mental in promoting valuable work and communication be-
Räume für abendliche Treffen und die Möglichkeit, im Ba- tween the guests. Former participants frequently mention
rocksaal zu musizieren, gute außerfachliche Erinnerungen fond memories of the pleasant evenings spent in the beautiful
entstehen lassen. Die im Zentrum angebotenen Freizeitein- rooms of the manor house and making music in the baroque
richtungen wurden so ausgewählt, dass sie die Kommunika- music room. The leisure activities offered in the center have
tion unter den Teilnehmern fördern. Neben dem mit diversen been chosen so as to promote communication among the par-
Instrumenten und Notenmaterial ausgestatteten Musikraum ticipants. Apart from the music room which features a grand
gibt es einen Billardraum, eine Sauna und einen Freizeitkel- piano and various other instruments as well as sheet music,
ler mit einem Tischfußball sowie Fitnessgeräten. Im Sommer the center also has a sauna, a pool table, and a recreation
können ein Ballplatz mit Netz, Boulespiele im Garten sowie room with gym equipment and table football facilities. Dur-
die beliebten Mountainbikes genutzt werden. ing the summer guests can use the outdoor sports grounds

fitted with a net, play boules in the yard, or ride one of our
mountain bikes.

Kinderbetreuung 8.6 Childcare

Viele unserer internationalen Gäste möchten Kinder Many of our international guests who would otherwise
nach Schloss Dagstuhl mitbringen, da sie wegen fehlender be unable to take part in the events due to a lack of child-
Kinderbetreuung zu Hause ansonsten nicht an den Veran- care options at home would like to bring their children with
staltungen teilnehmen könnten. Zur Familienförderung bie- them to Dagstuhl. In order to promote family friendliness,
tet Schloss Dagstuhl seinen Gästen seit einigen Jahren wäh- Schloss Dagstuhl offers to arrange qualified child care for
rend den Vortragszeiten eine Kinderbetreuung an. Bei Be- participants in Dagstuhl Seminars and Dagstuhl Perspectives
darf wird dazu eine erfahrene, staatlich-geprüfte Betreuerin Workshops who bring young children with them. Children
verpflichtet. are looked after on-site during the seminar meeting times by

a qualified nanny.

Fig. 8.1
Dagstuhl’s baroque music room was the scene of several concerts given by our guests in 2012
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Bestand und Angebot 9.1 Inventory and Offering

Die Forschungsbibliothek bildet eines der wichtigsten The Dagstuhl Informatics Research Library is one of the
Angebote. Sie hat sich Dank der Startfinanzierung der Volks- center’s most impressive offerings. Thanks to the startup fi-
wagen-Stiftung und durch zahlreiche Buchspenden von Ver- nancing by the Volkswagen Foundation and numerous book
lagen und Seminarteilnehmern zu einer der bedeutendsten In- donations of publishing houses and seminar participants,
formatik-Forschungsbibliotheken in Deutschland entwickelt. it numbers among Germany’s key informatics research li-

Die Bibliothek erwirbt aktuelle Informatik-Forschungs- braries.
literatur thematisch zu den jeweiligen Seminaren, überwie- The library collects current research literature on infor-
gend in englischer Sprache. Am 31.12.2012 umfasste der matics topics for the respective seminars, primarily in En-
Bibliotheksbestand 59 991 bibliographische Einheiten, der glish. As of 31 December 2012, the library’s assets totaled
vollständig im Online-Katalog verzeichnet ist. Eine Beson- 59 991 bibliographic units, all of which are contained in the
derheit ist der umfangreiche Zeitschriftenbestand, der fast online catalog. One distinguishing feature is the center’s im-
komplett elektronisch bezogen wird. Neben den vom Zen- pressive holdings of journals and periodicals, almost all of
trum selbst abonnierten Zeitschriftentiteln, ermöglicht die which are in electronic form. Apart from the journals sub-
Bibliothek Zugriff auf mehrere Tausend weitere elektroni- scribed by the center, the library also provides access to sev-
sche Zeitschriftentitel und Zeitschriftenarchive über die DF- eral thousand other electronic journals and journal archives
G-geförderten National- und Allianzlizenzen. via the DFG-funded national and alliance licenses.

Die Literatur wird in einem attraktiven Bibliotheksturm The literature is arranged on four levels in an attractive
auf vier Ebenen präsentiert, der auch zahlreiche Leseplätze library tower, which also offers a large number of recesses
zum Studium anbietet. Als Präsenzbibliothek steht sie den for quiet study and research. Being a reference library, it is
Dagstuhl-Seminarteilnehmern für ihre Forschungsarbeit vor at the disposal of the Dagstuhl Seminar participants 24/7 for
Ort rund um die Uhr offen. Auch externe Wissenschaftler their research work on site. External scholars can also use
können die Bibliothek nach Voranmeldung nutzen. the library provided they register beforehand.

Durch die Teilnahme an der Online-Fernleihe steht der In order to support informatics research in Germany and
komplette Zeitschriftenbestand im Rahmen des internationa- throughout the world, the center’s entire holdings of period-
len Leihverkehrs Bibliotheken aus der ganzen Welt zur Ver- icals are also made available to other libraries, particularly
fügung. Dazu ist der komplette Zeitschriftenbestand auch in by way of inter-library loans. The library’s entire holdings
der Zeitschriftendatenbank sowie in der Elektronischen Zeit- of journals and periodicals are additionally listed in the ZDB,
schriftenbibliothek nachgewiesen. Zusätzlich ist die Biblio- the world’s largest specialized database for serial titles, and
thek Teilnehmer an LITexpress, einem Lieferdienst rückga- in the EZB, the Electronic Journals Library. The library is
bepflichtiger Medien für Bürgerinnen und Bürger in Rhein- a member of LITexpress, the Virtual Library of Rhineland-
land-Pfalz, dem Saarland und der deutschsprachigen Ge- Palatinate, Saarland and the German-speaking community of
meinschaft Belgiens. Speziell die Archivtitel der Bibliothek Belgium, a media loan service for the citizens of these three
sollen dadurch zur Ausleihe bereitgestellt werden. areas. The library’s archive items in particular are designed

Die Bibliothek präsentiert regelmäßig umfangreiche to be made available for loan.
Buchausstellungen. Jede Woche wird im 1. Obergeschoss ei- The library regularly arranges comprehensive book ex-
ne Ausstellung aller vorhandenen Bücher der Autoren prä- hibits. Every week all the books authored by the participants
sentiert, die an den aktuellen Dagstuhl-Seminaren teilneh- of the current Dagstuhl Seminars which are available in the
men. An die Autoren ergeht gleichzeitig die Bitte, ihre Bü- library are displayed on the first floor. The authors are kindly
cher zu signieren. Andere Buchausstellungen werden auf asked to sign their books. If desired, book exhibits on a par-
Wunsch von Organisatoren zu einem speziellen Thema zu- ticular topic are also put together by the organizers. In addi-
sammengestellt. Weiter werden alle Buchspenden von Ver- tion, all book donations received from publishers are exhib-
lagen separat ausgestellt und regelmäßig aktualisiert. Dieser ited separately and the exhibits are regularly updated. This
Service wird von Gästen und Verlagen sehr geschätzt. service is highly appreciated by the center’s guests and pub-

Über die Internetseite der Bibliothek sind u.a. der Onli- lishers alike.
ne-Bibliothekskatalog, die Zeitschriftenbestandsliste mit Zu- The online catalogue and a comprehensive journal list
gang zu den in Dagstuhl online verfügbaren Zeitschriften with access to the journals as well as other information of-
sowie weitere Informationsangebote der Bibliothek zu errei- ferings can be accessed by the ibrary’s webpage. See: http:
chen. Siehe: http://www.dagstuhl.de/de/library/. //www.dagstuhl.de/de/library/.
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Spenden an die Bibliothek 9.2 Library Donations

Die Bibliothek von Schloss Dagstuhl profitiert durch The Dagstuhl Informatics Research Library receives nu-
zahlreiche Spenden. So erhielt die Informatik-Fachbiblio- merous book donations from publishers and seminar partic-
thek im Jahr 2012 Buchspenden von den Verlagen, die in ipants. During 2012 the Informatics Research Library re-
Fig. 9.1 aufgeführt sind. Auch viele Seminarteilnehmer spen- ceived book donations from the publishers listed in Fig. 9.1.
den der Bibliothek ihre Bücher. Autorenexemplare, insbeson- The center is also grateful for donations of author’s copies,
dere von wichtigen, bereits vergriffenen Büchern, werden particularly those of major works that are out of print. The
ebenso dankbar entgegengenommen. Insgesamt erhielt das center received a total of 1 176 volumes during the year 2012
Zentrum im Berichtszeitraum 1 176 Bände als Spenden von as donations from publishing houses and seminar partici-
Verlagen und Seminarteilnehmern. pants.

Eurographics – European Association for Computer Graphics
https://www.eg.org

IOS Press
http://www.iospress.nl

O’Reilly Media, Inc.
http://oreilly.com

SIAM – Society for Industrial and Applied Mathematics
http://www.siam.org

Springer-Verlag GmbH | Springer Science+Business Media
http://www.springer.com

Fig. 9.1
Donations from publishers to the Dagstuhl library

Fig. 9.2
The stairs leading up to the second-floor library stacks at Schloss Dagstuhl
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Dagstuhl als Galerie 10.1 Dagstuhl as Art Gallery

Im sogenannten Kreuzgang des Neubaus werden regel- Exhibitions of artists are regularly organized in the so-
mäßig Ausstellungen von Künstlern organisiert. Das großzü- called cloister of the new building. The spacious surround-
gige Raumangebot sowie die hervorragende Ausleuchtung ings and excellent lighting provide for striking contrasts be-
mit großen Kontrasten zwischen Tag und Nacht bieten den tween day and night, thus offering the artists an excellent
Künstlern sehr gute Möglichkeiten, ihre Werke darzustellen. venue to exhibit their work. Compliments are frequently
Allgemein gelobt wird die Ausstrahlung, die von dem Kunst- heard with regard to the fascinating atmosphere created by
angebot ausgeht. Sie durchbricht die Nüchternheit des Neu- the art offerings. They provide an intriguing juxtaposition to
baus in anregender und angenehmer Weise. the otherwise ascetic nature of the new building.

Ausstellungen 2012
Es wurden 5 Ausstellungen in 2012 organisiert, siehe

Fig. 10.1. Künstlerprofile, Portfolio, Konzepte der einzelnen

2012 Exhibits
In 2012, Schloss Dagstuhl organized five exhibitions, see

Fig. 10.1. For artist profiles, portfolios, and exhibit concepts,
Ausstellungen sind erreichbar unter der Seite http://www. please refer to: http://www.dagstuhl.de/Art/.
dagstuhl.de/Kunst/.

Kunstankauf durch Spenden 10.2
Purchasing of Art through

Donations

Das Internetangebot von Dagstuhl enthält eine Seite, die Dagstuhl’s website contains a page featuring an Inter-
es Teilnehmern, Einzelpersonen und Gruppen ermöglicht, net gallery enabling participants, individuals, and groups to
Kunst für Dagstuhl zu stiften. Die Kunstobjekte werden über make contributions to Dagstuhl for art donations. The works
das Internet zum Spenden angeboten, dabei wird der Preis of art are featured on the Internet, with donations being made
in kostengünstige Anteile aufgeteilt. Sobald ein Bild voll ge- by acquiring shares at affordable prices. As soon as a pic-
zeichnet ist, werden die Teilnehmer aufgefordert, den Gegen- ture is fully subscribed for, the donors are asked to pay in the
wert der bestellten Anteile als Spende einzuzahlen, wodurch value of the shares subscribed by them, thus enabling the art
dann das Objekt angekauft werden kann. Dieses Verfahren item to be purchased. This procedure provides an incentive
ist gleichzeitig reizvoll für die Stifter, die sowohl in der vir- for the donors as they are not only mentioned in Dagstuhl’s
tuellen Internet-Galerie von Dagstuhl als auch an dem realen online art gallery but also mentioned on the art item itself.
Objekt genannt werden, und fruchtbar für das Zentrum, da es The art donation program also benefits the center, enabling
ihm ermöglicht, von Künstlern, die Ausstellungen ausgerich- Schloss Dagstuhl to purchase works of art from the artists
tet haben, Werke anzukaufen. who arrange exhibitions there.

Weitere Information gibt es unter http://www.dagstuhl. Further information about art can be found at http://
de/Kunst/. Allen Förderern sei an dieser Stelle herzlich ge- www.dagstuhl.de/Art/. We would like to take this opportu-
dankt. nity to thank all those who have made art donations in 2012.

Dank einer privaten Spende konnte das Selbstportrait Thanks to a private donation, the center was able to
von Octavie de Lasalle von Louisenthal, welches am “Tag purchase in 2011 the self-portrait of Octavie de Lasalle
der offenen Tür” im Jahr 2011 ausgestellt war, angekauft wer- von Louisenthal. The painting was carefully restored and
den. Das Bild wurde sorgfältig restauriert und im Dezember presented to Schloss Dagstuhl in December of 2012, see
2012 an Schloss Dagstuhl übergeben; siehe Fig. 10.2. Fig. 10.2.

Marlene Reucher
Works by artist Marlene Reucher | January 9 to March 9, 2012

Transit
Works by artist Mane Hellenthal | March 19 to April 27, 2012

Und alles voll Gefunkel ist
Works by artist Birgit Ginkel | May 7 to June 16, 2012

Beyond the Landscape
Organized by Maxwell Roberts and Alexander Wolff as part of Dagstuhl Seminar 12261 “Putting Data on the Map” | June 26 to November 9, 2012

moving source, paintings & objects
Works by artists Volker Sieben and Ila Wingen’ | November 21, 2012 to February 7, 2013

Fig. 10.1
Art exhibitions in 2012
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Kunst Art

Fig. 10.2
Self-portrait of Octavie de Lasalle von Louisenthal on her historical easel
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Stiftung “Informatikzentrum Schloss Dagstuhl” The Dagstuhl Foundation

Zielsetzung 11.1 Aims

Die Schloss Dagstuhl – Leibniz Zentrum für Informatik Schloss Dagstuhl is recognized in Germany as a scientific
GmbH ist als Förderer von Wissenschaft und Forschung als non-profit organization. For its operation it depends, in addi-
gemeinnützig anerkannt. Für den Betrieb ist Schloss Dag- tion to income from fees, on public funding which for 2012
stuhl neben seinen eigenen Einnahmen von den Teilnehmern provided over 75% of the necessary funds. As such Schloss
seiner Veranstaltungen von einer öffentlichen Förderung ab- Dagstuhl is closely monitored and therefore grateful for ad-
hängig, die 2012 über 75% der Ausgaben trug. Daher ist ditional donations that it can manage more independently.
Schloss Dagstuhl zu Sparsamkeit verpflichtet und unterliegt For collecting donations Schloss Dagstuhl founded in
bei seinen Ausgaben einer öffentlichen Kontrolle. Schloss 1995 the “Informatikzentrum Schloss Dagstuhl” foundation
Dagstuhl ist deshalb dankbar für Spenden, die die Gesell- which is wholly part of the Schloss Dagstuhl – Leibniz Zen-
schaft freier, flexibler und kurzfristiger verwenden kann. trum für Informatik GmbH and whose endowment Schloss

Zur Verwaltung von Spenden besitzt die Gesellschaft seit Dagstuhl manages. The foundation supports identical aims
1995 eine nicht rechtsfähige Stiftung “Informatikzentrum as Schloss Dagstuhl:
Schloss Dagstuhl”, deren Vermögen sie als Sondervermögen computer science on an international level
verwaltet. Die Stiftung fördert aus Kapitalerträgen die ge- interdisciplinary cooperation and discussion in science
meinnützigen Ziele, die im Gesellschaftsvertrag der GmbH support of junior researchers
festgeschrieben sind. Sie fördert establishing of new trends in computer science by provid-

die Informatikforschung auf international anerkanntem ing training
Niveau unlocking new applications in computer science
die interdisziplinäre Forschungsdiskussion und For- exchange between research and industry
schungskooperation
den Forschungsnachwuchs durch dessen Einbeziehung Support of junior scientists is a special priority of the
in die Forschungsdiskussion und durch intensive Fortbil- Dagstuhl Foundation.
dung
das Wirksamwerden neuer Informatikentwicklungen
durch wissenschaftliche Weiterbildung auf hohem fach-
lichen Niveau
die Erschließung neuer Anwendungsfelder der Informa-
tik
den Wissenstransfer zwischen Forschung und Wirt-
schaft.

Die Förderung des Nachwuchses ist dabei ein besonderes
Anliegen.

Förderung 11.2 Contributions

Ergänend zu Einzelspenden bitten wir Personen und Fir- In addition to individual donations, we welcome yearly
men oder Institutionen um eine jährliche Spende. donations from people and organizations who are willing to

support the foundation on a regular basis.

Fördernde Einzelpersonen
Fördernde Einzelpersonen spenden jährlich mindestens

60e. Sie erhalten zum Dank jährlich exklusiv eine Zu-

Individual Donors
Individual donors contribute anually 60e or more. As a

sign of gratitude, they receive the Dagstuhl News, a topical
sammenstellung der wissenschaftlichen Ergebnisse zurück- summary recent seminars at Dagstuhl, as well as the Schloss
liegender Seminare, sowie den Tätigkeitsbericht der Gesell- Dagstuhl’s annual report.
schaft.

Fördernde Firmen oder Institutionen
Fördernde Firmen oder Institutionen unterstützen die

Stiftung jährlich mit 600e als Universität oder 1 200e als

Institutional Donors
Institutional or company donations are defined as 600e

in the case of a university and 1 200e in the case of a com-
Wirtschaftsunternehmen. mercial company.
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Spenden im Rahmen von Seminaren
Schloss Dagstuhl unterstützt die Verbindung zwischen

Forschung und Anwendung und so nehmen von Unterneh-

Donations in Conjunction with Seminars
Schloss Dagstuhl fosters exchange between research and

industry. Employees from companies with a strong research
men mit starkem Bezug zur Forschung wie Google, IBM departments such as Google, IBM or Microsoft often par-
oder Microsoft regelmäßig Mitarbeiter an Seminaren und ticipate in Dagstuhl Seminars and Perspectives Workshops.
Perspektiven-Workshops teil. Da wir erwarten, dass diese Since we assume that these companies gain economically
Unternehmen kommerziell von Forschungsergebnissen pro- from the results, we ask them for a donation. Such dona-
fitieren, bitten wir sie um eine Spende. Solche Spenden wer- tions are recognized on the web page of a seminar of the
den einem von der Firma ausgesuchten Seminar oder Work- company’s choice. In 2012 we received donations from two
shop zugerechnet und auf der entsprechenden Webseite pu- such companies; see Fig. 11.1.
bliziert. Im Jahr 2012 wurde die Stiftung von zwei Firmen
auf diese Weise unterstützt, siehe Fig. 11.1.

Ausblick 11.3 Outlook

Schloss Dagstuhl strebt eine stärkere Eigenständigkeit Schloss Dagstuhl would like the foundation to become in-
der Stiftung an und erwägt die Gründung eines Förderver- dependent and is considering founding a legally independent
eins, der die Stiftung in Zukunft führen könnte. structure for its management.

ESTECO, Italy
Dagstuhl Seminar 12041 | Learning in Multiobjective Optimization | January 22–27, 2012
Organizers: Salvatore Greco (Universita di Catania, IT), Joshua D. Knowles (University of Manchester, GB), Kaisa Miettinen (University of Jyvaskyla
and KTH Royal Institute of Technology – Stockholm), Eckart Zitzler (PH Bern, CH)

Microsoft Research, Cambridge
Dagstuhl Seminar 12161 | Abstractions for scalable multi-core computing | April 15–20, 2012
Organizers: Faith Ellen (University of Toronto, CA), Christof Fetzer (TU Dresden, DE), Tim Harris (Microsoft Research UK – Cambridge, GB),
Nir Shavit (Tel Aviv University, IL)

Fig. 11.1
Donations to the Dagstuhl Foundation in 2012, in conjunction with seminars
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Struktur der Gesellschaft 12.1 Structure of the Center

Das Zentrum wird als eine gemeinnützige GmbH be- The center is operated as a non-profit organization
trieben, deren Gesellschafter die Gesellschaft für Informatik whose associates include the Gesellschaft für Informatik
e.V. (GI), die Universität des Saarlandes, die Technischen e.V.1 (GI), the Universität des Saarlandes, the Technischen
Universität Darmstadt, die Technische Universität Kaisers- Universität Darmstadt, the Technische Universität Kaiser-
lautern, das Karlsruher Institut für Technologie, die Johann slautern, the Karlsruher Institut für Technologie, the Jo-
Wolfgang Goethe-Universität Frankfurt am Main, die Uni- hann Wolfgang Goethe-Universität Frankfurt am Main, the
versität Stuttgart und die Universität Trier sind. Weitere Ge- Universität Stuttgart and the Universität Trier. Other asso-
sellschafter sind drei international renommierte Forschungs- ciates of the center are three research institutes of interna-
gesellschaften: Institut National de Recherche en Informati- tional renown: the Institut National de Recherche en Infor-
que et en Automatique (INRIA, Frankreich), Centrum voor matique et en Automatique (INRIA, France), the Centrum
Wiskunde en Informatica (CWI, Niederlande), und die Max- voor Wiskunde en Informatica (CWI, The Netherlands), and
Planck-Gesellschaft (MPG, Deutschland). the Max-Planck-Gesellschaft (MPG, Germany).

Schloss Dagstuhl wurde durch Beschluss der Bund-Län- By resolution of the “Bund-Länder-Kommission für Bil-
der-Kommission für Bildungsplanung und Forschungsförde- dungsplanung und Forschungsförderung” (BLK)2 in 2005,
rung (BLK) 2005 als Serviceeinrichtung für die Forschung the center was included as a research service institution in the
in die gemeinsame Forschungsförderung von Bund und Län- joint funding of the German federal and state governments.
dern aufgenommen. Es ist Mitglied der Leibniz-Gemein- The center is a member of the Leibniz Association. Accord-
schaft. Entsprechend wurde 2008 der Name des Zentrums ingly its name was changed from “Internationales Begeg-
von vormals “Internationales Begegnungs- und Forschungs- nungs- und Forschungszentrum für Informatik”3 to “Schloss
zentrum für Informatik” in “Schloss Dagstuhl – Leibniz-Zen- Dagstuhl – Leibniz-Zentrum für Informatik”4.
trum für Informatik” geändert. Dagstuhl was evaluated for the first time in July of 2009.

Im Juli 2009 wurde Dagstuhl erstmals durch die Leib- The findings of the Evaluation Commission of March 2010
niz-Gemeinschaft evaluiert. Die Stellungnahme der Evaluie- showed a positive image and established that the center has
rungs-Kommission vom März 2010 ergab ein positives Bild: shown outstanding commitment to its designated task of sup-
Schloss Dagstuhl widmet sich mit herausragendem Erfolg porting the international informatics research community by
seiner Aufgabe, die internationale Informatikforschung mit providing a seminar center for academic events.
einem Seminarzentrum für wissenschaftliche Veranstaltun-
gen zu unterstützen.

Organe und Gremien der
Gesellschaft 12.2

Dagstuhl Bodies

Folgende sechs Organe und Gremien sind für die Akti- The following six bodies are in charge of the activities
vitäten von Schloss Dagstuhl verantwortlich. offered by Schloss Dagstuhl.

Die Gesellschafterversammlung
Die Vertreter der Gesellschafter berufen die Mitglieder

des Aufsichtsrates und sind zuständig für Änderungen im Ge-

Associates’ Meeting
The representatives of the Associates’ Meeting convene

meetings of the Supervisory Board and are responsible for
sellschaftsvertrag und die Aufnahme weiterer Gesellschafter, amendments to the articles of incorporation and the admis-
siehe Fig. 12.1. sion of other associates, see Fig. 12.1.

Der Aufsichtsrat
Der Aufsichtsrat ist verantwortlich dafür, dass die Ge-

schäftsführung die Ziele der Gesellschaft rechtmäßig, zweck-

Supervisory Board
The Supervisory Board is responsible for ensuring that

management complies with the center’s objectives in a mean-
mäßig und wirtschaftlich sinnvoll erfüllt. Er wirkt in al- ingful legal and economic manner. It is involved in all es-
len wesentlichen Angelegenheiten der Gesellschaft betref- sential matters regarding research and financial planning.
fend Forschung und Finanzplanung mit. Die 12 Mitglieder The board with its 12 members is composed of four rep-
des Aufsichtsrats setzen sich zusammen aus vier Repräsen- resentatives of the German Informatics Society, one repre-
tanten der Gesellschaft für Informatik, je einem Vertreter sentative each of the three founding universities (Universität

1 engl.: German Informatics Society
2 engl.: Federal Government–State Commission for Educational Planning and Research Promotion
3 engl.: International Conference and Research Center for Computer Science
4 engl.: Schloss Dagstuhl – Leibniz Center for Informatics
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der drei Gründungsuniversitäten (Universität des Saarlan- des Saarlandes, Karlsruher Institut für Technologie, Technis-
des, Karlsruher Institut für Technologie, Technische Univer- che Universität Kaiserslautern), two representatives of the
sität Kaiserslautern), zwei Vertretern der später hinzugekom- universities that subsequently joined (Technische Universität
menen Universitäten (Technische Universität Darmstadt, Jo- Darmstadt, Johann Wolfgang Goethe-Universität Frankfurt
hann Wolfgang Goethe-Universität Frankfurt am Main, Uni- am Main, Universität Stuttgart, Universität Trier), and one
versität Stuttgart, Universität Trier) und je einem Vertreter representative each of the federal government and the two
des Bundes und der beiden Sitzländer (Saarland und Rhein- host state governments (Saarland and Rhineland-Palatinate).
land-Pfalz). Die Amtszeit der Mitglieder des Aufsichtsrates The members of the Supervisory Board hold office for four
beträgt vier volle abgeschlossene Geschäftsjahre. Der Auf- full fiscal years. The Supervisory Board convenes meetings
sichtsrat beruft das Wissenschaftliche Direktorium sowie die of the Scientific Directorate and of members of the Scien-
Mitglieder des Wissenschaftlichen Beirates und des Industri- tific Advisory Board and the Industrial Curatory Board. See
ellen Kuratoriums. Siehe Fig. 12.2. Fig. 12.2.

Die Geschäftsführung
Nachdem Wolfgang Lorenz im Mai 2012 ausgeschieden

ist, hat die Schloss Dagstuhl – Leibniz Zentrum für Infor-

The Management
After Wolfgang Lorenz retired from his position as Tech-

nical Administrative Director of Schloss Dagstuhl – Leibniz
matik GmbH noch zwei Geschäftsführer, die gemeinsam die Zentrum für Informatik GmbH in May 2012, Scientific Di-
Gesellschaft vertreten. Die Geschäftsführer sind der Wissen- rector Professor Dr. Dr. h.c. Reinhard Wilhelm and Techni-
schaftliche Direktor Professor Dr. Dr. h.c. Reinhard Wilhelm cal Administrative Director Dr. Christian Lindig continued
und der Technisch-administrative Geschäftsführer Dr. Chris- to serve as the remaining joint representatives of the com-
tian Lindig. pany.

Der Wissenschaftliche Beirat
Der Wissenschaftliche Beirat ist international besetzt

und soll die Leitung des Zentrums hinsichtlich der wissen-

Scientific Advisory Board
The Scientific Advisory Board is an internationally di-

verse body. The purpose of the board is to lend critical
schaftlichen Ausrichtung sowie der Nutzerorientierung des support to the management of the center with regard to its
Serviceangebotes kritisch begleiten und in grundlegenden scientific orientation and the user orientation of its service
Entscheidungen zur Weiterentwicklung unterstützen. Auf- offerings, and in policy decisions pertaining to the center’s
sichtsrat und Direktorium soll er in fachlich-wissenschaft- continued development, by advising the Supervisory Board
licher Hinsicht beraten. Zudem soll er die Leistungen des and Scientific Directorate in a scientific or subject-matter ca-
Zentrums bewerten und einen Statusbericht nebst Stellung- pacity. Another task is to evaluate the center’s performance
nahme und Empfehlungen (Audit) für den Senatsausschuss and achievements and to draft a status report including posi-
Evaluierung der Leibniz-Gemeinschaft erstellen. Der Beirat tion paper and recommendations (audit) for the Senate Eval-
tagt einmal im Jahr zusammen mit dem industriellen Kurato- uation Committee of the Leibniz Association. The board
rium. Siehe Fig. 12.3. convenes once a year together with the Industrial Curatory

Board. See Fig. 12.3.

Das Industrielle Kuratorium
Das Industrielle Kuratorium (siehe Fig. 12.4) erfüllt eine

Transmissionsfunktion zwischen Schloss Dagstuhl und den

Industrial Curatory Board
The Industrial Curatory Board (see Fig. 12.4) performs

a transmission function between the center and the R&D de-
Forschungsabteilungen und Entwicklungslaboren der Indus- partments and industry laboratories. It also helps to secure
trie. Zudem hat es die Aufgabe, die Akzeptanz des Zentrums the center’s acceptance by government authorities and indus-
in Verwaltung, Industrie und Wirtschaft abzusichern und als try and, being a promotional organization, works to expand
Förderungsorganisation die wirtschaftliche Basis des Zen- Schloss Dagstuhl’s economic base. The members of the Cu-
trums zu verbreitern. Die Mitglieder des Kuratoriums unter- ratory Board help the center to identify current R&D topics
stützen das Zentrum dabei, aktuelle Themen zu identifizieren for seminars and locate attractive organizers in industry. The
und dazu passende zugkräftige Organisatoren aus der Indus- Curatory Board is regularly called upon to propose suitable
trie zu gewinnen. Das Kuratorium wird regelmäßig aufgefor- participants for seminars known to it from its activities. The
dert, aus seinem Wirkungskreis passende Teilnehmer zu den Industrial Curatory Board convenes once a year together with
Seminaren vorzuschlagen. Das industrielle Kuratorium tagt the Scientific Advisory Board.
einmal im Jahr zusammen mit dem Wissenschaftlichen Bei-
rat.

Das Wissenschaftliche Direktorium
Das Wissenschaftliche Direktorium (siehe Fig. 12.5) ist

für die Gestaltung des Seminarprogramms verantwortlich,

Scientific Directorate
The Scientific Directorate (see Fig. 12.5) is responsible

for the center’s seminar program. It reviews the proposals
begutachtet die Anträge auf Dagstuhl-Seminare und Dag- for Dagstuhl Seminars and the Dagstuhl Perspectives Work-
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stuhl-Perspektiven-Workshops und entscheidet über ihre An- shops and decides whether they merit approval, reserving
nahme. Es behält sich vor, sowohl auf die Fokussierung des the right to approve the focus of topics and the individu-
Themas als auch auf die Zusammensetzung des Teilnehmer- als included in the participant group. It also makes recom-
kreises Einfluss zu nehmen. Außerdem gibt das Direktorium mendations to the Scientific Directorate concerning seminar
Anregungen zu Seminarthemen, wenn einzelne Gebiete der topics when individual informatics fields are not well rep-
Informatik nicht gut vertreten sind, und plant neue Veranstal- resented, and develops new event concepts. The Scientific
tungskonzepte. Das Direktorium setzt sich zusammen aus je- Directorate is composed of one informatics professor dele-
weils einem oder einer von den Gesellschafteruniversitäten gated from each of the university and research center asso-
und -forschungsinstituten entsandten Professor oder Profes- ciate members, and four GI delegates. Of these individuals,
sorin für Informatik, sowie vier Delegierten der GI. Von die- two are nominated by the GI Executive Board and two by the
sen werden zwei vom GI-Präsidium und zwei von dem vom GI Advisory Board of University Professors (GIBU), which
Präsidium unabhängigen GI-Beirat der Universitätsprofesso- is independent of the Executive Board. The Scientific Direc-
ren (GIBU) nominiert. Das Direktorium hat insgesamt 14 torate is composed of 14 members in total. Each member
Mitglieder. Die Amtszeiten der Mitglieder und des Direktors holds office for three years, as does the Scientific Director.
betragen drei Jahre. Die Mitglieder wählen aus ihrer Mitte The members elect a Scientific Director from their midst.
den Wissenschaftlichen Direktor. Das Amt wird seit Beste- Professor Dr. Reinhard Wilhelm has been the center’s Sci-
hen des Zentrums von Professor Dr. Reinhard Wilhelm wahr entific Director since its founding.
genommen.

Gesellschafter | Associates

Gesellschaft für Informatik e.V., Germany

Universität des Saarlandes, Germany

Technische Universität Kaiserslautern, Germany

Karlsruher Institut für Technologie (KIT), Germany

Technische Universität Darmstadt, Germany

Universität Stuttgart, Gerrmany

Universität Trier, Germany

Johann Wolfgang Goethe-Universität Frankfurt am Main, Gerrmany

Institut National de Recherche en Informatique et en Automatique (INRIA), France

Centrum voor Wiskunde en Informatica (CWI), Netherlands

Max-Planck-Gesellschaft zur Förderung der Wissenschaften e.V, Germany

Fig. 12.1
Associates
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Vertreter der Gesellschafter | Representatives of the Associates

Prof. Alejandro P. Buchmann Ph.D.
Technische Universität Darmstadt, Germany | Representative of Technische Universität Darmstadt

Dr. Peter Federer
Gesellschaft für Informatik e.V., Bonn, Germany | Representative of Gesellschaft für Informatik e.V.

Prof. Oliver Günther, Ph.D.
Universität Potsdam, Germany | Representative of Gesellschaft für Informatik e.V. | tenure started on June 5, 2012

Prof. Dr.-Ing. Dr. h.c. Theo Härder
Technische Universität Kaiserslautern, Germany | Representative of Technische Universität Kaiserslautern

Prof. Dr.-Ing. Stefan Jähnichen
Technische Universität Berlin, Germany | Representative of Gesellschaft für Informatik e.V. | Chairman of the Supervisory Board and the Associates’ Meeting

Prof. Dr. Volker Linneweber
Universität des Saarlandes, Germany | Representative of Universität des Saarlandes

Prof. Dr. Erhard Plödereder
Universität Stuttgart, Germany | Representative of Universität Stuttgart

Prof. Dr. Peter H. Schmitt
Karlsruher Institut für Technologie, Germany | Representative of Karlsruher Institut für Technologie

Prof. em. Dr.-Ing. Dr.-Ing. h.c. Roland Vollmar
Karlsruher Institut für Technologie, Germany | Representative of Gesellschaft für Informatik e.V.

Vertreter des Bundes und der Länder | Representatives of the German federal government and states

Dr. Doreen Becker
Bundesministerium für Bildung und Forschung, Bonn, Germany | Representative of the German federal government | tenure started on April 30, 2012

Dr. Ralph Dieter
Bundesministerium für Bildung und Forschung, Bonn, Germany | Representative of the German federal government | tenure ended on March 31, 2012

Wolfgang Habelitz
Ministeriums für Bildung, Wissenschaft, Weiterbildung und Kultur, Mainz, Germany | Representative of the Rhineland-Palatinate

Peter Hauptmann
Ministerium für Wirtschaft und Wissenschaft, Saarbrücken, Germany | Representative of the Saarland state | tenure ended on June 5, 2012

Dr. Susanne Reichrath
Staatskanzlei des Saarlandes, Saarbrücken, Germany | Representative of the Saarland state | tenure started on September 25, 2012

Fig. 12.2
Supervisory Board members
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Wissenschaftlicher Beirat | Scientific Advisory Board

Prof. Dr. Manuel V. Hermenegildo
IMDEA Software Institute, Madrid, and Technical University of Madrid, Spain | tenure started on February, 2012

Prof. Dr. Claude Kirchner
Institut National de Recherche en Informatique et en Automatique (INRIA), France

Prof. Dr. Jan Karel Lenstra
Centrum voor Wiskunde en Informatica (CWI), Netherlands | tenure ended on May, 2012

Prof. Dr. Mila E. Majster-Cederbaum
Universität Mannheim, Germany | tenure started on February, 2012

Prof. Dr. Dr. h.c. mult. Kurt Mehlhorn
Max-Planck-Institut für Informatik, Saarbrücken, Germany | tenure ended on May, 2012

Prof. Dr.-Ing. Dr. h.c. Andreas Reuter
HITS GmbH, Heidelberg, Germany

Prof. em. Dr. Dr. h.c. Otto Spaniol
RWTH Aachen, Germany

Prof. Dr. Dorothea Wagner
Karlsruher Institut für Technologie, Germany | Chairwoman of the Scientific Advisory Board

Dr. Anne Norekian
Staatskanzlei des Saarlandes, Referat T/3, Saarbrücken, Germany | Guest

Fig. 12.3
Scientific Advisory Board

Industrielles Kuratorium | Industrial Curatory Board

Dr. Udo Bub
Deutsche Telekom AG, Berlin, Germany

Dr. Jorge R. Cuéllar
Siemens AG, CT IC 3, München, Germany

Dr.-Ing. Elmar Dorner
SAP Research, Karlsruhe, Germany

Dr. Uwe Dumslaff
sd&m, Troisdorf, Germany | tenure ended on May 2012

Dr. Jo Ebergen
Oracle Labs, United States

Dr. Goetz Graefe
HP Labs, United States | tenure started on February 2012

Prof. Dr. Ralf Guido Herrtwich
Daimler AG, Böblingen, Germany

Dr. Thomas Hofmann
Google Research, Zürich, Switzerland

Prof. Dr. Ulrich Lauther
Siemens AG, München, Germany

Prof. Dr. Prabhakar Raghavan
Google Inc. and Consulting Professor at Stanford University, United States

Prof. Dr.-Ing. Dr. h.c. Andreas Reuter
HITS GmbH, Heidelberg, Germany

Dr. Frank Tip
David R. Cheriton School of Computer Science, University of Waterloo, Ontario, Canada
(since 09/2012 at University of Waterloo, before at IBM T.J. Watson Research Center, Hawthorne, United States)

Dr. Volker Tresp
Siemens AG, München, Germany and Ludwig-Maximilians-Universität München, Germany

Fig. 12.4
Industrial Curatory Board
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Wissenschaftliches Direktorium | Scientific Directorate

Prof. Dr. Susanne Albers
Humboldt-Universität, Berlin, Germany | Delegate of Gesellschaft für Informatik e.V. (GIBU)

Prof. Dr. Bernd Becker
Albert-Ludwigs-Universität Freiburg, Germany | Delegate of Gesellschaft für Informatik e.V. (GIBU)

Prof. Dr. Karsten Berns
Technische Universität Kaiserslautern, Germany | Delegate of TU Kaiserslautern

Prof. Dr. Stefan Diehl
Universität Trier, Germany | Delegate of Universität Trier

Prof. Dr. Hannes Hartenstein
Karlsruher Institut für Technologie, Germany | Delegate of Karlsruher Institut für Technologie

Prof. Dr. Han La Poutré
Centrum voor Wiskunde en Informatica (CWI), Amsterdam, The Netherlands | Delegate of Centrum voor Wiskunde en Informatica (CWI)

Prof. Dr. Frank Leymann
Universität Stuttgart, Germany | Delegate of Universität Stuttgart | tenure ended on 05/2012

Dr. Stephan Merz
INRIA – Nancy, France | Delegate of INRIA

Prof. Dr.-Ing. Bernhard Mitschang
Universität Stuttgart, Germany | Delegate of Universität Stuttgart | tenure started on 05/2012

Prof. Dr. Bernhard Nebel
Albert-Ludwigs-Universität Freiburg, Germany | Delegate of Gesellschaft für Informatik e.V. (GI-Präsidium)

Prof. Dr. Bernt Schiele
Max-Planck-Institut für Informatik, Saarbrücken, Germany | Delegate of Max-Planck-Gesellschaft

Prof. Dr. Nicole Schweikardt
Johann Wolfgang Goethe-Universität Frankfurt am Main, Germany | Delegate of Johann Wolfgang Goethe-Universität Frankfurt am Main

Prof. Dr. Raimund Seidel
Universität des Saarlandes, Germany | Delegate of Gesellschaft für Informatik e.V. (GI-Präsidium)

Prof. Dr. Michael Waidner
Technische Universität Darmstadt, Germany | Delegate of Technische Universität Darmstadt | tenure started on 05/2012

Prof. Dr. Gerhard Weikum
Max-Planck-Institut für Informatik, Saarbrücken, Germany | Delegate of Max-Planck-Gesellschaft | tenure ended on 05/2012

Prof. Dr. Dr. h.c. Dr. h.c. Reinhard Wilhelm
Universität des Saarlandes, Germany | Delegate of Universität des Saarlandes | Scientific Director of Schloss Dagstuhl

Members-at-Large

Prof. Dr. Friedemann Mattern
ETH Zürich, Switzerland

Prof. Dr. Luca Benini
University of Bologna, Italy

Prof. Dr. Jan-Olof Eklundh
Royal Institute of Technology, Stockholm, Sweden

Prof. Dr. David Notkin
University of Washington, United States

Fig. 12.5
Scientific Directorate
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In diesem Kapitel werden statistische Daten zum wissen- This chapter provides statistical data about the scientific
schaftlichen Programm und der Zusammenstellung der Teil- program and its composition with regard to participants.
nehmer aufgeführt. Participant-related data: Fig. 13.1 shows the distribution
Teilnehmer-bezogene Daten: Fig. 13.1 zeigt die Vertei- of country affiliations. Fig. 13.2 displays how often par-

lung der Herkunfsländer unserer Gäste. Die Anzahl von ticipants have attended a seminar before. Fig. 13.3 gives
früheren Seminarbesuchen kann man Fig. 13.2 entneh- data about the seniority of participants.
men. Fig. 13.3 gibt Auskunft über die Altersstruktur der Event-related data: Fig. 13.5 provides data about the num-
Teilnehmer. ber of events and Fig. 13.4 shows the distribution with

Veranstaltungs-bezogene Daten: Daten zu der Anzahl regard to large and small seminars. Fig. 13.6 shows the
unserer Veranstaltungen sind in Fig. 13.5 angegeben. number of participants according to the event type. Fi-
Fig. 13.4 zeigt die Verteilung in Bezug auf kleine und nally, Fig. 13.7 states the number of guest days.
große Seminare. Teilnehmerzahlen abhängig vom Veran- Proposal-related data: Fig. 13.8 shows acceptance rates
staltungstyp gibt Fig. 13.6 an. Schlussendlich findet man for the recent years.
in Fig. 13.7 Zahlen zu den Gasttagen. Gender-related data: Fig. 13.9 shows mixed-gender data.

Antrags-bezogene Daten: Die Akzeptanzraten für einge- In Fig. 13.10 and Fig. 13.11 data is given with regard to
reichte Anträge sind in Fig. 13.8 dargestellt. female participants and invitees, respectively.

Gender-bezogene Daten: Fig. 13.9 enthält Daten zur Gen-
der-Komposition der Seminarleitung. Die Abbildungen
Fig. 13.10 und Fig. 13.11 zeigen insbesondere die Antei-
le weiblicher Teilnehmer bzw. Einladungen an weibliche
Wissenschaftler.
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Country A B Total

Argentina 5 1 6

Australia 33 6 39

Austria 60 4 64

Belgium 39 10 49

Bosnia and Herzegovina 1 0 1

Brazil 9 1 10

Canada 69 2 71

Chile 3 0 3

China 18 0 18

Croatia 3 0 3

Czech Republic 19 3 22

Denmark 19 2 21

Estonia 1 4 5

Finland 21 0 21

France 171 5 176

Georgia 1 0 1

Germany 653 893 1546

Greece 12 4 16

Hong Kong 3 0 3

Hungary 5 1 6

Iceland 1 0 1

India 21 0 21

Ireland 12 1 13

Israel 43 0 43

Italy 62 15 77

Japan 32 16 48

Lebanon 1 0 1

Luxembourg 16 39 55

Malta 2 0 2

Mexico 2 0 2

Netherlands 107 32 139

New Zealand 19 0 19

Norway 11 2 13

Oman 1 0 1

Pakistan 1 9 10

Poland 15 2 17

Portugal 19 2 21

Republic of Korea 5 0 5

Russian Federation 9 3 12

Serbia 1 0 1

Singapore 2 0 2

Slovenia 5 0 5

South Africa 5 0 5

Spain 36 2 38

Sweden 55 3 58

Switzerland 59 11 70

Thailand 0 2 2

Turkey 2 7 9

Ukraine 1 0 1

United Arab Emirates 1 0 1

United Kingdom 217 9 226

United States 436 17 453

Venezuela 2 0 2

Total 2346 1108 3454

(a)Details by country

Region A B Total

# % # % # %

Germany 653 27.8 893 80.6 1546 44.8

Europe excl. Germany 982 41.9 161 14.5 1143 33.1

North and South America 526 22.4 21 1.9 547 15.8

Asia 128 5.5 27 2.4 155 4.5

Rest of world 57 2.4 6 0.6 63 1.8

Total 2346 100.0 1108 100.0 3454 100.0

(b)Details by region

(c)Graphical distribution for Dagstuhl Seminars and Dagstuhl Perspectives Work-
shops by region

Fig. 13.1
Number of Dagstuhl guests by country of origin in 2012. A = Dagstuhl Seminar and Dagstuhl Perspectives Workshop participants, B = Participants in all
other events (GI-Dagstuhl Seminars, educational events, and other events).
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Previous visits Participants

2008–2012 # %

0 1293 55.1

1 611 26.0

2 237 10.1

3 111 4.7

4 57 2.4

5 22 0.9

≥ 6 15 0.8

(b)Distribution of previous visits

Fig. 13.2
Dagstuhl participants in 2012 and their previous attendances in a Dagstuhl Seminar or Dagstuhl Perspectives Workshop from 2008
to 2012. In 2012, 55.1% of the participants took part in a seminar for the first time.
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Year Junior (%) Senior (%) Neither (%)

2008 23.8 55.5 20.7

2009 25.2 52.9 21.9

2010 28.9 49.7 21.4

2011 27.9 51.2 20.9

2012 27.6 52.1 20.3

(b)Detailed numbers

Fig. 13.3
Self-assigned seniority of Dagstuhl Seminar participants

Year Small Large Total

2008 14 38 52

2009 22 38 60

2010 19 40 59

2011 18 34 55

2012 22 42 64

Fig. 13.4
Small vs. large Dagstuhl Seminars that took place in 2012. Small = 30-person seminar, Large = 45-person seminar.
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Year DS PW GI EDU OE Total

2008 45 7 1 6 50 109

2009 53 7 1 4 36 101

2010 55 4 1 6 39 105

2011 53 2 0 3 35 93

2012 59 5 2 4 52 122

Fig. 13.5
Types of events at Dagstuhl. DS = Dagstuhl Seminar, PW = Dagstuhl Perspectives Workshop, GI = GI-Dagstuhl-Seminar, EDU = educational event, OE = other
event.

Year DS PW GI EDU OE Total

# % # % # % # % # % #

2008 1622 55.7 179 6.1 32 1.1 166 5.7 912 31.3 2911

2009 1983 65.9 185 6.1 26 0.9 131 4.4 686 22.8 3011

2010 1950 64.7 103 3.4 25 0.8 192 6.4 743 24.7 3013

2011 1894 70.2 64 2.4 0 0.0 103 3.8 637 23.6 2698

2012 2226 64.4 120 3.5 48 1.4 144 4.2 916 26.5 3454

Fig. 13.6
Number of participants by event type and year. DS = Dagstuhl Seminar, PW = Dagstuhl Perspectives Workshop, GI = GI-Dagstuhl-Seminar, EDU = educational
event, OE = other event.

Year DS PW GI EDU OE Total

2008 7309 525 109 379 2206 10528

2009 8717 657 77 378 1776 11605

2010 8572 381 125 722 2002 11802

2011 8415 228 0 266 1604 10513

2012 9798 458 190 393 2031 12870

Fig. 13.7
Number of guest days at Dagstuhl. DS = Dagstuhl Seminar, PW = Dagstuhl Perspectives Workshop, GI = GI-Dagstuhl-Seminar, EDU = educational event, OE = other
event.

Year Proposals Accepted Rejected

# # % # %

2008 83 60 72.3 23 27.7

2009 95 68 71.6 27 28.4

2010 94 65 69.2 29 30.9

2011 80 54 67.5 26 32.5

2012 90 69 76.7 21 23.3

Fig. 13.8
Dagstuhl Seminar proposals and acceptance rates
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(a)Graphical distribution

Year Teams Organizers Mixed Teams Women

# # # % # %

2008 52 200 27 51.9 31 15.5

2009 60 228 20 33.3 20 8.8

2010 59 233 32 54.2 34 14.6

2011 55 213 27 49.1 31 14.6

2012 64 256 32 50.0 39 15.2

(b)Detailed numbers

Fig. 13.9
Dagstuhl Seminars with mixed-gender organizer teams. About 50% of the seminars have a mixed-gender organizer team.

Year Participants Female Participants

# # %

2008 1801 244 13.5

2009 2168 295 13.6

2010 2053 293 14.3

2011 1958 294 15.0

2012 2346 377 16.1

Fig. 13.10
Female participants in Dagstuhl Seminars and Dagstuhl Perspectives Workshops by year

Year Invitees Female Invitees Decliners Female Decliners

2008 4268 593 2467 349

2009 4671 643 2503 348

2010 4499 630 2446 337

2011 4223 599 2265 305

2012 5033 821 2687 444

Fig. 13.11
Gender of Dagstuhl Seminar invitees and decliners
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Dagstuhl-Seminare 14.1 Dagstuhl Seminars

12011 – Foundations for Scripting Languages
Robert Hirschfeld (Hasso-Plattner-Institut – Potsdam, DE), Shriram Krishnamurthi (Brown University –
Providence, US), Jan Vitek (Purdue University, US)
January 2 – 6, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12011

12021 – Computability, Complexity and Randomness
Veronica Becher (University of Buenos Aires, AR), Laurent Bienvenu (University Paris-Diderot, FR),
Rodney Downey (Victoria University – Wellington, NZ), Elvira Mayordomo (University of Zaragoza, ES)
January 8 – 13, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12021

12031 – Symmetric Cryptography
Frederik Armknecht (Universität Mannheim, DE), Stefan Lucks (Bauhaus-Universität Weimar, DE), Bart
Preneel (KU Leuven, BE), Phillip Rogaway (University of California – Davis, US)
January 15 – 20, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12031

12401 – Learning in Multiobjective Optimization
Salvatore Greco (Università di Catania, IT), Joshua D. Knowles (University of Manchester, GB), Kaisa
Miettinen (University of Jyvaskyla and KTH Royal Institute of Technology – Stockholm), Eckart Zitzler
(PH Bern, CH)
January 22 – 27, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12401

12051 – Analysis of Executables: Benefits and Challenges
Andy M. King (University of Kent, GB), Alan Mycroft (University of Cambridge, GB), Thomas W. Reps
(University of Wisconsin – Madison, US), Axel Simon (TU München, DE), Andrea Flexeder (TWT GmbH,
DE)
January 29 to February 3, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12051

12061 – Network Attack Detection and Defense Early Warning Systems – Challenges and
Perspectives
Georg Carle (TU München, DE), Hervé Debar (Télécom SudParis – Evry, FR), Hartmut König (BTU
Cottbus, DE)
February 5 – 10, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12061

12071 – Software Clone Management Towards Industrial Application
Ira D. Baxter (Semantic Designs – Austin, US), Michael Conradt (Google – München, DE), James R.
Cordy (Queen’s University – Kingston, CA), Rainer Koschke (Universität Bremen, DE)
February 12 – 17, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12071

12081 – Information Visualization, Visual Data Mining and Machine Learning
Daniel A. Keim (Universität Konstanz, DE), Fabrice Rossi (Université Paris I, FR), Michel Verleysen
(Université Catholique de Louvain, BE)
February 19 – 24, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12081

12091 – Principles of Provenance
James Cheney (University of Edinburgh, GB), Bertram Ludaescher (University of California – Davis, US),
Stijn Vansummeren (Université Libre de Bruxelles, BE)
February 26 to March 2, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12091

12101 – Computation and Incentives in Social Choice
Edith Elkind (Nanyang TU – Singapore, SG), Christian Klamler (Universität Graz, AT)
March 4 – 9, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12101

12111 – Normative Multi-Agent Systems
Giulia Andrighetto (European University Institute, IT), Guido Governatori (NICTA – St. Lucia, AU), Pablo
Noriega (IIIA – CSIC – Barcelona, ES), Leon van der Torre (University of Luxembourg, LU)
March 11 – 16, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12111

12121 – Applications of Combinatorial Topology to Computer Science
Lisbeth Fajstrup (Aalborg University, DK), Dmitry Feichtner-Kozlov (Universität Bremen, DE), Maurice
Herlihy (Brown University – Providence, US)
March 18 – 23, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12121

12131 – Open Models as a Foundation of Future Enterprise Systems
Robert B. France (Colorado State University, US), Ulrich Frank (Universität Duisburg-Essen, DE), Andreas
Oberweis (KIT – Karlsruhe Institute of Technology, DE), Matti Rossi (Aalto University, FI), Stefan Strecker
(FernUniversität in Hagen, DE)
March 25 – 30, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12131
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12151 – Touching the 3rd Dimension
Jean-Baptiste de la Rivière (Immersion SAS – Bordeaux, FR), Daniel Keefe (University of Minnesota, US),
Antonio Krüger (DFKI – Saarbrücken, DE), Frank Steinicke (Universität Würzburg, DE)
April 9 – 12, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12151

12152 – Software Synthesis
Rastislav Bodik (University of California – Berkeley, US), Sumit Gulwani (Microsoft – Redmond, US),
Eran Yahav (Technion – Haifa, IL)
April 9 – 13, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12152

12161 – Abstractions for scalable multi-core computing
Faith Ellen (University of Toronto, CA), Christof Fetzer (TU Dresden, DE), Tim Harris (Microsoft
Research UK – Cambridge, GB), Nir Shavit (Tel Aviv University, IL)
April 15 – 20, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12161

12171 – Semantic Data Management
Karl Aberer (EPFL – Lausanne, CH), Grigoris Antoniou (University of Huddersfield, GB), Oscar Corcho
(Univ. Politec. de Madrid, ES), Rudi Studer (KIT – Karlsruhe Institute of Technology, DE), Elena Simperl
(KIT – Karlsruhe Institute of Technology, DE)
April 22 – 27, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12171

12181 – Quality of Experience: From User Perception to Instrumental Metrics
Markus Fiedler (Blekinge Institute of Technology – Karlskrona, SE), Sebastian Möller (TU Berlin, DE),
Peter Reichl (FZ Telekommunikation Wien, AT)
May 1 – 4, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12181

12191 – Artificial and Computational Intelligence in Games
Simon M. Lucas (University of Essex, GB), Michael Mateas (University of California – Santa Cruz, US),
Mike Preuss (TU Dortmund, DE), Pieter Spronck (Tilburg University, NL), Julian Togelius (IT University
of Copenhagen, DK)
May 6 – 11, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12191

12221 – Cognitive Approaches for the Semantic Web
Dedre Gentner (Northwestern University – Evanston, US), Pascal Hitzler (Wright State University –
Dayton, US), Kai-Uwe Kühnberger (Universität Osnabrück, DE), Frank van Harmelen (VU – Amsterdam,
NL), Krzysztof Janowicz (University of California – Santa Barbara, US)
May 28 to June 1, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12221

12231 – Future Internet for eHealth
Paolo Bonato (Harvard Medical School – Boston, US), Markus Fiedler (Blekinge Institute of Technology –
Karlskrona, SE), Katarzyna Wac (University of Geneva, CH)
June 3 – 6, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12231

12241 – Data Reduction and Problem Kernels
Michael R. Fellows (Charles Darwin University – Darwin, AU), Jiong Guo (Universität des Saarlandes,
DE), Dàniel Marx (MTA – Budapest, HU), Saket Saurabh (University of Bergen, NO)
June 10 – 15, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12241

12261 – Putting Data on the Map
Stephen G. Kobourov (University of Arizona – Tucson, US), Frank van Ham (IBM Software Group –
Netherlands, NL), Alexander Wolff (Universität Würzburg, DE)
June 24 – 29, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12261

12271 – AI meets Formal Software Development
Alan Bundy (University of Edinburgh, GB), Dieter Hutter (DFKI Bremen, DE), Cliff B. Jones (Newcastle
University, GB), J Strother Moore (University of Texas at Austin, US)
July 1 – 6, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12271

12272 – Architecture-Driven Semantic Analysis of Embedded Systems
Jérôme Hugues (ISAE – Toulouse, FR), Oleg Sokolsky (University of Pennsylvania, US)
July 1 – 6, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12272

12281 – Security and Dependability for Federated Cloud Platforms
Matthias Schunter (INTEL ICRI – Darmstadt, DE), Marc Shapiro (UPMC, Lab. LIP6 – Paris, FR), Paulo
Jorge Verissimo (University of Lisboa, PT), Michael Waidner (TU Darmstadt, DE), Rüdiger Kapitza (TU
Braunschweig, DE)
July 8 – 13, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12281
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12282 – Database Workload Management
Shivnath Babu (Duke University – Durham, US), Goetz Graefe (HP Labs – Madison, US), Harumi Anne
Kuno (HP Labs – Palo Alto, US)
July 8 – 13, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12282

12291 – Structure Discovery in Biology: Motifs, Networks and Phylogenies
Alberto Apostolico (Georgia Institute of Technology, US), Andreas Dress (Shanghai Institutes for
Biological Sciences, CN), Laxmi Parida (IBM TJ Watson Research Center – Yorktown Heights, US)
July 15 – 20, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12291

12321 – Robust Query Processing
Goetz Graefe (HP Labs – Madison, US), Wey Guy (Independent, US), Glenn Paulley (Conestoga College –
Kitchener, CA), Harumi Anne Kuno (HP Labs – Palo Alto, US)
August 5 – 10, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12321

12331 – Mobility Data Mining and Privacy
Christopher W. Clifton (Purdue University, US), Bart Kuijpers (Hasselt University – Diepenbeek, BE)
August 12 – 17, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12331

12341 – Verifying Reliability
Görschwin Fey (Universität Bremen, DE), Masahiro Fujita (University of Tokyo, JP), Kaushik Roy (Purdue
University, US), Matteo Sonza Reorda (Politecnico di Torino, IT)
August 19 – 24, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12341

12342 – Engineering Multi-Agent Systems
Jürgen Dix (TU Clausthal, DE), Koen V. Hindriks (TU Delft, NL), Brian Logan (University of Nottingham,
GB), Wayne Wobcke (UNSW – Sydney, AU)
August 19 – 24, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12342

12351 – Interaction Beyond the Desktop
Alan Dix (University of Birmingham, GB), James D. Hollan (UC – San Diego, US), Albrecht Schmidt
(Universität Stuttgart, DE), Jürgen Steimle (MIT – Cambridge, US)
August 26 – 31, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12351

12352 – Information Flow and Its Applications
Samson Abramsky (University of Oxford, GB), Jean Krivine (University Paris-Diderot, FR), Michael W.
Mislove (Tulane University, US)
August 26 – 31, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12352

12361 – Information-centric networking – Ready for the real world?
Börje Ohlman (Ericsson Research – Stockholm, SE), Ignacio Solis (PARC – Palo Alto, US)
September 2 – 5, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12361

12362 – The Multilingual Semantic Web
Paul Buitelaar (National University of Ireland – Galway, IE), Key-Sun Choi (KAIST – Daejeon, KR),
Philipp Cimiano (Universität Bielefeld, DE)
September 2 – 7, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12362

12363 – Software Defined Networking
Pan Hui (T-labs/TU Berlin, DE), Teemu Koponen (Nicira Networks Inc. – Palo Alto, US)
September 5 – 8, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12363

12372 – Biological Data Visualization
Carsten Goerg (University of Colorado, US), Lawrence Hunter (University of Colorado, US), Jessie
Kennedy (Edinburgh Napier University, GB), Sean O’Donoghue (CSIRO – North Ryde, AU), Jarke J. Van
Wijk (TU Eindhoven, NL)
September 9 – 14, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12372

12381 – Privacy-Oriented Cryptography
Jan Camenisch (IBM Research – Zürich, CH), Mark Manulis (University of Surrey, GB), Gene Tsudik
(University of California – Irvine, US), Rebecca Wright (Rutgers University – Piscataway, US)
September 16 – 21, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12381

12391 – Algorithms and Complexity for Continuous Problems
Frances Kuo (UNSW – Sydney, AU), Joseph F. Traub (Columbia University, US)
September 23 – 28, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12391
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12401 – Web Application Security
Lieven Desmet (KU Leuven, BE), Martin Johns (SAP Research – Karlsruhe, DE), Benjamin Livshits
(Microsoft – Redmond, US), Andrei Sabelfeld (Chalmers UT – Göteborg, SE)
September 30 to October 5, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12401

12411 – Coalgebraic Logics
Ernst-Erich Doberkat (TU Dortmund, DE), Alexander Kurz (University of Leicester, GB)
October 7 – 12, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12411

12421 – Algebraic and Combinatorial Methods in Computational Complexity
Manindra Agrawal (Indian Inst. of Technology – Kanpur, IN), Thomas Thierauf (Hochschule Aalen, DE),
Christopher Umans (CalTech – Pasadena, US)
October 14 – 19, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12421

12431 – Time-of-Flight Imaging: Algorithms, Sensors and Applications
James E. Davis (University of California – Santa Cruz, US), Bernd Jähne (Universität Heidelberg, DE),
Andreas Kolb (Universität Siegen, DE), Ramesh Raskar (MIT – Cambridge, US), Christian Theobalt (MPI
für Informatik – Saarbrücken, DE)
October 21 – 26, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12431

12441 – Foundations and Challenges of Change and Evolution in Ontologies
James P. Delgrande (Simon Fraser University – Burnaby, CA), Thomas Meyer (CSIR Meraka & University
of KwaZulu-Natal, ZA), Ulrike Sattler (University of Manchester, GB)
October 28 to November 2, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12441

12442 – Requirements Management – Novel Perspectives and Challenges
Jane Huang (DePaul University – Chicago, US), Matthias Jarke (RWTH Aachen, DE), Lin Liu (Tsinghua
University Beijing, CN), Kalle Lyytinen (Case Western Reserve University – Cleveland, US)
October 28 – 31, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12442

12451 – The Constraint Satisfaction Problem: Complexity and Approximability
Johan Hastad (KTH Stockholm, SE), Andrei Krokhin (University of Durham, GB), Dàniel Marx (MTA –
Budapest, HU)
November 4 – 9, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12451

12461 – Games and Decisions for Rigorous Systems Engineering
Nikolaj Bjorner (Microsoft – Redmond, US), Krishnendu Chatterjee (IST Austria – Klosterneuburg, AT),
Laura Kovacs (TU Wien, AT), Rupak Majumdar (MPI for Software Systems – Kaiserslautern, DE)
November 11 – 16, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12461

12462 – Symbolic Methods for Chemical Reaction Networks
Francois Boulier (Université de Lille I, FR), Anne J. Shiu (University of Chicago, US), Thomas Sturm
(MPI für Informatik – Saarbrücken, DE), Andreas Weber (Universität Bonn, DE)
November 11 – 16, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12462

12471 – SAT Interactions
Nadia Creignou (Université de Marseille, FR), Nicola Galesi (University of Rome “La Sapienza”, IT),
Oliver Kullmann (Swansea University, GB), Heribert Vollmer (Leibniz Universität Hannover, DE)
November 18 – 23, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12471

12472 – Is the Future of Preservation Cloudy?
Erik Elmroth (University of Umeå, SE), Michael Factor (IBM – Haifa, IL), Ethan Miller (University of
California – Santa Cruz, US), Margo Seltzer (Harvard University, US)
November 18 – 21, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12472

12481 – Quantitative Security Analysis
Boris Köpf (IMDEA Software Institute, ES), Pasquale Malacaria (Queen Mary University of London, GB),
Catuscia Palamidessi (Ecole Polytechnique – Palaiseau, FR)
November 25 – 30, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12481

12482 – Analysis of Security APIs
Mike Bond (University of Cambridge, GB), Riccardo Focardi (Università Ca’ Foscari di Venezia, IT),
Sibylle Fröschle (OFFIS – Oldenburg, DE), Graham Steel (ENS – Cachan, FR)
November 25 – 28, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12482

12491 – Interpreting Observed Action
Susanne Biundo-Stephan (Universität Ulm, DE), Hans Werner Guesgen (Massey University, NZ), Joachim
Hertzberg (Universität Osnabrück, DE), Stephen R. Marsland (Massey University, NZ)
December 2 – 7, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12491
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12492 – Human Activity Recognition in Smart Environments
James L. Crowley (INRIA Rhône-Alpes, FR), Paul Lukowicz (DFKI – Kaiserslautern, DE), Albrecht
Schmidt (Universität Stuttgart, DE), Kai Kunze (Osaka Prefecture University, JP)
December 2 – 7, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12492

12501 – Organizational Processes for Supporting Sustainable Security
Lizzie Coles-Kemp (RHUL – London, GB), Carrie Gates (CA Labs -New York, US), Dieter Gollmann (TU
Hamburg-Harburg, DE)
December 9 – 12, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12501

12502 – Securing Critical Infrastructures from Targeted Attacks
Marc Dacier (Symantec Research Labs – Sophia Antipolis, FR), Frank Kargl (Uni Twente, NL & Uni Ulm,
DE), Alfonso Valdes (University of Illinois – Urbana, US)
December 9 – 12, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12502

12511 – Divide and Conquer: the Quest for Compositional Design and Analysis
Marieke Huisman (University of Twente, NL), Barbara Jobstmann (VERIMAG – Gières, FR), Ina Schaefer
(TU Braunschweig, DE), Marielle Stoelinga (University of Twente, NL)
December 16 – 21, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12511

12512 – Representation, Analysis and Visualization of Moving Objects
Joachim Gudmundsson (The University of Sydney, AU), Patrick Laube (Universität Zürich, CH), Emiel
Van Loon (University of Amsterdam, NL)
December 16 – 21, 2012 | Dagstuhl Seminar | http://www.dagstuhl.de/12512

Dagstuhl-Perspektiven-
Workshops 14.2

Dagstuhl Perspectives
Workshops

12182 – Social, Supply-Chain, Administrative, Business, Commerce, Political networks: a
multi-discipline perspective
Matthias Häsel (Otto Group – Hamburg, DE), Thorsten Quandt (Universität Münster, DE), Gottfried
Vossen (Universität Münster, DE)
May 1 – 4, 2012 | Dagstuhl Perspectives Workshop | http://www.dagstuhl.de/12182

12212 – Co-Design of Systems and Applications for Exascale
Arndt Bode (TU München & LRZ Garching, DE), Adolfy Hoisie (Pacific Northwest National Lab., US),
Dieter Kranzlmüller (LMU München & LRZ Garching, DE), Wolfgang E. Nagel (TU Dresden, DE)
May 20 – 25, 2012 | Dagstuhl Perspectives Workshop | http://www.dagstuhl.de/12212

12371 – Machine Learning Methods for Computer Security
Anthony D. Joseph (University of California – Berkeley, US), Pavel Laskov (Universität Tübingen, DE),
Blaine Nelson (Universität Tübingen, DE), Fabio Roli (Università di Cagliari, IT), Doug Tygar (University
of California – Berkeley, US)
September 9 – 14, 2012 | Dagstuhl Perspectives Workshop | http://www.dagstuhl.de/12371

12382 – Computation and Palaeography: Potentials and Limits
Tal Hassner (Open University – Israel, IL), Peter A. Stokes (King’s College, DDH – London, GB), Lior
Wolf (Tel Aviv University, IL)
September 18 – 21, 2012 | Dagstuhl Perspectives Workshop | http://www.dagstuhl.de/12382

12452 – Publication Culture in Computing Research
Kurt Mehlhorn (MPI für Informatik – Saarbrücken, DE), Moshe Y. Vardi (Rice University, US), Marc
Herbstritt (Schloss Dagstuhl, DE)
November 6 – 9, 2012 | Dagstuhl Perspectives Workshop | http://www.dagstuhl.de/12452

GI-Dagstuhl-Seminare 14.3 GI-Dagstuhl Seminars

12211 – Quality-of-Service Attributes in Service- and Cloud-based Systems: Specification,
Modelling, Monitoring, Prediction, and Optimisation
Lars Grunske (Universität Stuttgart, DE), Samuel Kounev (KIT – Karlsruhe Institute of Technology, DE),
Ina Schaefer (TU Braunschweig, DE)
May 20 – 25, 2012 | GI-Dagstuhl Seminar | http://www.dagstuhl.de/12211
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12222 – Multi-Core Software Performance Engineering
Steffen Becker (Universität Paderborn, DE), Jens Happe (SAP Research – Karlsruhe, DE), Heiko Koziolek
(ABB Forschungszentrum Deutschland – Ladenburg, DE), Petr Tuma (Charles University – Prague, CZ)
May 28 – 31, 2012 | GI-Dagstuhl Seminar | http://www.dagstuhl.de/12222

Lehrveranstaltungen 14.4 Educational Events

12232 – Workshop Wissenschaftsjournalismus “Schreiben über Informatik”
Roswitha Bardohl (Schloss Dagstuhl, DE), Gordon Bolduan (Universität des Saarlandes, DE), Tim
Schröder (Oldenburg, DE)
June 3 – 6, 2012 | Meeting | http://www.dagstuhl.de/12232

12292 – Summer School SecVote 2012
Hugo Jonker (University of Luxembourg, LU), Olivier Pereira (UC Louvain, BE), Mark D. Ryan
(University of Birmingham, GB), Peter Y. A. Ryan (University of Luxembourg, LU)
July 15 – 20, 2012 | Meeting | http://www.dagstuhl.de/12292

12402 – Herbstschule “Information Retrieval”
Andreas Henrich (Universität Bamberg, DE)
September 30 to October 5, 2012 | Meeting | http://www.dagstuhl.de/12402

12503 – Lehrerfortbildung in Informatik
Roswitha Bardohl (Schloss Dagstuhl, DE), Heinz Dabrock (LPM Saarbrücken, DE), Martin Zimnol
(Pädagogisches Landesinstitut Rheinland-Pfalz, DE)
December 12 – 14, 2012 | Meeting | http://www.dagstuhl.de/12503

Sonstige Veranstaltungen 14.5 Other Events

12032 – Klausurtagung GESIS
York Sure-Vetter (GESIS – Leibniz Institute for the Social Sciences, DE)
January 15 – 18, 2012 | Meeting | http://www.dagstuhl.de/12032

12042 – Erneuerbare Mobilität – Konzepte für die Mobilität von Morgen
Frank Geraets (Deutsche Bahn, DE), Karl-Heinz Krempels (RWTH Aachen, DE), Christoph Terwelp
(RWTH Aachen, DE)
January 22 – 25, 2012 | Meeting | http://www.dagstuhl.de/12042

12043 – Treffen ZBMATH & DBLP
Marcel R. Ackermann (Schloss Dagstuhl, DE), Marc Herbstritt (Schloss Dagstuhl, DE)
January 25 – 26, 2012 | Meeting | http://www.dagstuhl.de/12043

12053 – Projekt-Implementierungs-Treffen
H. Dieter Rombach (Fraunhofer IESE – Kaiserslautern, DE)
February 1 – 2, 2012 | Meeting | http://www.dagstuhl.de/12053

12054 – Studientag “Personal Branding und neue Medien”
Enrico Lieblang (HTW – Saarbrücken, DE), Nicole Schwarz (HTW – Saarbrücken, DE)
February 3, 2012 | Meeting | http://www.dagstuhl.de/12054

12062 – Modellbasierte Entwicklung eingebetteter Systeme (MBEES)
Holger Giese (Hasso-Plattner-Institut – Potsdam, DE), Michaela Huhn (TU Clausthal, DE), Bernhard
Schätz (fortiss GmbH – München, DE)
February 6 – 8, 2012 | Meeting | http://www.dagstuhl.de/12062

12072 – Erneuerbare Mobilität – Angebote für die Mobilität von Morgen
Karl-Heinz Krempels (RWTH Aachen, DE), Christoph Terwelp (RWTH Aachen, DE)
February 12 – 15, 2012 | Meeting | http://www.dagstuhl.de/12072

12073 – Lehrstuhltreffen AG Zeller/Hack
Andreas Zeller (Universität des Saarlandes, DE)
February 15 – 17, 2012 | Meeting | http://www.dagstuhl.de/12073
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12074 – Lehrstuhltreffen Hanebeck
Uwe D. Hanebeck (KIT – Karlsruhe Institute of Technology, DE)
February 15 – 17, 2012 | Meeting | http://www.dagstuhl.de/12074

12082 – Workshop on “Quantum Computing”
Jörg Hettel (FH Kaiserslautern-Zweibrücken, DE), Hans-Jürgen Steffens (FH Kaiserslautern-Zweibrücken,
DE)
February 20 – 23, 2012 | Meeting | http://www.dagstuhl.de/12082

12083 – Klausurtagung: Software Systems Engineering – LST Schmid
Klaus Schmid (Universität Hildesheim, DE)
February 21 – 24, 2012 | Meeting | http://www.dagstuhl.de/12083

12092 – Klausurtagung “Numerical Simulation, Optimization and High Performance Computing –
Software Design for Numerical Libraries”
Vincent Heuveline (KIT – Karlsruhe Institute of Technology, DE)
February 27 to March 2, 2012 | Meeting | http://www.dagstuhl.de/12092

12093 – Offsite Meeting Commercial Performance Management
Thomas In der Rieden (T-Systems International GmbH, DE)
February 27 – 28, 2012 | Meeting | http://www.dagstuhl.de/12093

12102 – Deutsch-Japanisches Symposium
Michael Beigl (KIT – Karlsruhe Institute of Technology, DE), Antonio Krüger (DFKI – Saarbrücken, DE)
March 4 – 7, 2012 | Meeting | http://www.dagstuhl.de/12102

12109 – Forschungsaufenthalt
Albert Zündorf (Universität Kassel, DE)
March 5 – 9, 2012 | Meeting | http://www.dagstuhl.de/12109

12112 – Lehrstuhltreffen Fischlin
Marc Fischlin (TU Darmstadt, DE)
March 11 – 14, 2012 | Meeting | http://www.dagstuhl.de/12112

12123 – Klausurtagung Telematik Karlsruhe
Sören Finster (KIT – Karlsruhe Institute of Technology, DE), Martina Zitterbart (KIT – Karlsruhe Institute
of Technology, DE)
March 21 – 23, 2012 | Meeting | http://www.dagstuhl.de/12123

12132 – Klausurtagung “LST Rannenberg”
Kai Rannenberg (Goethe-Universität Frankfurt am Main, DE)
March 25 – 28, 2012 | Meeting | http://www.dagstuhl.de/12132

12134 – EUSJA Workshop: Information and Communication Technology in Europe
Friederike Meyer zu Tittingdorf (Saarbrücken, DE)
March 29 – 30, 2012 | Meeting | http://www.dagstuhl.de/12134

12142 – Lehrstuhltreffen “Embedded Intelligence”
Bernhard Sick (Universität Kassel, DE)
April 1 – 4, 2012 | Meeting | http://www.dagstuhl.de/12142

12143 – GIBU 2012: GI-Beirat der Universitätsprofessoren
Gregor Snelting (KIT – Karlsruhe Institute of Technology, DE)
April 1 – 4, 2012 | Meeting | http://www.dagstuhl.de/12143

12144 – IMAGINE Project – Dagstuhl Meeting
Raimund Bröchler (INTRASOFT International SA – Luxembourg, LU)
April 2 – 4, 2012 | Meeting | http://www.dagstuhl.de/12144

12162 – Projekttreffen “Schnittstellen in der medizinischen Versorgung und ihre Überwindung
durch Einsatz innovater Lehr-/Lern-Technologien”
Christoph Igel (Universität des Saarlandes, DE)
April 16, 2012 | Meeting | http://www.dagstuhl.de/12162

12183 – Erneuerbare Mobilität – alternative Verkehrssysteme für die Mobilität von Morgen
Frank Geraets (Deutsche Bahn, DE), Karl-Heinz Krempels (RWTH Aachen, DE), Niko Mehl (Stadtwerke
Osnabrück, DE)
May 1 – 4, 2012 | Meeting | http://www.dagstuhl.de/12183
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12184 – Treffen DBLP/GESIS
Oliver Hoffmann (Schloss Dagstuhl, DE)
May 2, 2012 | Meeting | http://www.dagstuhl.de/12184

12192 – CELSTEC Retreat Meeting
Rob Koper (Open University – Heerlen, NL)
May 6 – 11, 2012 | Meeting | http://www.dagstuhl.de/12192

12202 – Kolloquium zum GI Dissertationspreis 2011
Steffen Hölldobler (TU Dresden, DE)
May 13 – 16, 2012 | Meeting | http://www.dagstuhl.de/12202

12203 – Doktorandenseminar
Bernhard Nebel (Universität Freiburg, DE)
May 13 – 16, 2012 | Meeting | http://www.dagstuhl.de/12203

12233 – econnect Workshop – RWTH Aachen
Karl-Heinz Krempels (RWTH Aachen, DE), Christoph Terwelp (RWTH Aachen, DE)
June 4 – 5, 2012 | Meeting | http://www.dagstuhl.de/12233

12242 – The Belgian School of Database Theory
Jan Paredaens (University of Antwerpen, BE), Jan Van den Bussche (Hasselt University, BE)
June 11 – 12, 2012 | Meeting | http://www.dagstuhl.de/12242

12243 – IOI-Training
Christoph Weidenbach (MPI für Informatik – Saarbrücken, DE)
June 12 – 15, 2012 | Meeting | http://www.dagstuhl.de/12243

12252 – Gemeinsamer Workshop der Graduiertenkollegs I: GK 1651 SOAMED et al.
Kristian Duske (TU Berlin, DE), Daniel Janusz (HU Berlin, DE), Wolfgang Reisig (HU Berlin, DE)
June 17 – 20, 2012 | Meeting | http://www.dagstuhl.de/12252

12253 – Gemeinsamer Workshop der Graduiertenkollegs II: GK 1424 MUSAMA el al.
Alexander Gladisch (Universität Rostock, DE), Thomas Kirste (Universität Rostock, DE), Kristina
Yordanova (Universität Rostock, DE)
June 20 – 22, 2012 | Meeting | http://www.dagstuhl.de/12253

12254 – Deutsch-Pakistanischer Workshop
Karsten Berns (TU Kaiserslautern, DE)
June 20 – 21, 2012 | Meeting | http://www.dagstuhl.de/12254

12255 – Treffen ZBMATH & DBLP
Marcel R. Ackermann (Schloss Dagstuhl, DE)
June 18 – 19, 2012 | Meeting | http://www.dagstuhl.de/12255

12262 – Klausurtagung FG Security Engineering
Stefan Katzenbeisser (TU Darmstadt, DE), Martin Mink (TU Darmstadt, DE)
June 24 – 27, 2012 | Meeting | http://www.dagstuhl.de/12262

12283 – Lehrstuhltreffen AG Wilhelm
Reinhard Wilhelm (Universität des Saarlandes, DE)
July 12 – 13, 2012 | Meeting | http://www.dagstuhl.de/12283

12322 – Projekttreffen “BMBF-Antrag”
Hans Hagen (TU Kaiserslautern, DE)
August 6 – 7, 2012 | Meeting | http://www.dagstuhl.de/12322

12333 – Klausurtagung LST Organic Computing und FG Softwaretechnik für Ubiquitous-Computing
Anwendungen
Jörg Hähner (Universität Augsburg, DE), Sven Tomforde (Universität Augsburg, DE)
August 13 – 16, 2012 | Meeting | http://www.dagstuhl.de/12333

12332 – Klausurtagung LST Stuckenschmidt
Heiner Stuckenschmidt (Universität Mannheim, DE)
August 14 – 17, 2012 | Meeting | http://www.dagstuhl.de/12332

12353 – CEBug-Treffen
Bernd Becker (Universität Freiburg, DE)
August 28 – 31, 2012 | Meeting | http://www.dagstuhl.de/12353
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12389 – Forschungsaufenthalt
Stephan Diehl (Universität Trier, DE)
September 19 – 21, 2012 | Meeting | http://www.dagstuhl.de/12389

12392 – Klausurtagung “LST Freiling”
Felix C. Freiling (Universität Erlangen-Nürnberg, DE)
September 23 – 27, 2012 | Meeting | http://www.dagstuhl.de/12392

12409 – Forschungsaufenthalt
Egon Börger (University of Pisa, IT)
October 5 – 7, 2012 | Meeting | http://www.dagstuhl.de/12409

12412 – Klausurtagung Graduierten-Kolleg 1194
Tobias Gädeke (KIT – Karlsruhe Institute of Technology, DE), Uwe D. Hanebeck (KIT – Karlsruhe
Institute of Technology, DE)
October 8 – 10, 2012 | Meeting | http://www.dagstuhl.de/12412

12422 – Semantic Statistics for Social, Behavioural, and Economic Sciences: Leveraging the DDI
Model for the Linked Data Web
Richard Cyganiak (National University of Ireland – Galway, IE), Arofan Gregory (Open Data Foundation
– Tucson, US), Wendy Thomas (Population Center, University of Minnesota, US), Joachim Wackerow
(GESIS – Mannheim, DE)
October 14 – 19, 2012 | Meeting | http://www.dagstuhl.de/12422

12432 – DDI Lifecycle: Moving Forward
Arofan Gregory (Open Data Foundation – Tucson, US), Wendy Thomas (Population Center, University
of Minnesota, US), Mary Vardigan (University of Michigan – ICPSR, US), Joachim Wackerow (GESIS –
Mannheim, DE)
October 21 – 26, 2012 | Meeting | http://www.dagstuhl.de/12432

12443 – Doktorandenseminar Prof. Halang
Wolfgang A. Halang (FernUniversität in Hagen, DE)
October 31 to November 2, 2012 | Meeting | http://www.dagstuhl.de/12443

12474 – IT-Seminar LST Thomas Engel
Thomas Engel (University of Luxembourg, LU)
November 22 – 23, 2012 | Meeting | http://www.dagstuhl.de/12474

12483 – Klausurtagung “LST Schmeck”
Florian Allerding (KIT – Karlsruhe Institute of Technology, DE)
November 28 – 30, 2012 | Meeting | http://www.dagstuhl.de/12483

12494 – Klausurtagung ICSY
Paul Müller (TU Kaiserslautern, DE)
December 5 – 7, 2012 | Meeting | http://www.dagstuhl.de/12494

12504 – Vorbereitungstreffen SFB-Antrag
Hans Hagen (TU Kaiserslautern, DE)
December 10 – 12, 2012 | Meeting | http://www.dagstuhl.de/12504
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