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—— Abstract

Language-driven software development consists in applying computer language design and imple-
mentation techniques to build conventional software. The keynote reviews two different language-
driven development approaches: domain-specific languages (DLSs), and language-oriented archi-
tectures (LOAs). The DSL approach focuses on the provision of languages specialized in different
application aspects, which are used by developers, and even by domain experts, during applica-
tion construction and maintenance. The LOA strategy, in its turn, conceives applications them-
selves as coordinated collections of language processors, which can be developed using language
implementation tools (parser generators, attribute grammar-based systems, etc.). The presenta-
tion of the approaches is supported by case studies from the fields of knowledge-based systems,
e-Learning, semi-structured data processing, and digital humanities.
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1 Introduction

Nowadays design and implementation of computer languages is a mature and well-understood
field, which comprises a wide spectrum of precise and well-founded methods, techniques
and tools grounded in strong theoretical and mathematical principles [2]. Regardless of
their initial limited applicability to the specialized compiler construction arena, recently
these approaches have been recognized as very valuable instruments in many mainstream
software development scenarios [43, 10, 19, 23, 24], which leads to a distinguished paradigm
of software construction: language-driven software development. In these scenarios it is
meaningful to recognize the linguistic nature of different aspects of software development, and
therefore to undertake these aspects as ones concerning the explicit conception, design and
implementation of special-purpose computer languages. The paradigm is particularly suited
to address complex development situations involving sophisticated and highly customizable
architectures, interdisciplinary teams of developers and domain experts, clearly defined stacks
of abstraction levels, etc., in which the language development effort can pay off. Quoting to
[1] “ ... seen from this perspective, the technology for coping with large-scale computer systems
merges with the technology for building new computer languages, and computer science itself
becomes no more (and no less) than the discipline of constructing appropriate descriptive
languages”.
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Language-Driven Software Development

This document summarizes the contents addressed in the keynote Language-Driven
Software Development given in SLATE’14. The keynote is focused on two different practices
concerning this development approach: domain-specific languages and language-oriented
architectures. While the first one is well-established in the research community, and in
recent years also among practitioners, the second one is more speculative and inspired by
the Speaker’s own research at Complutense University of Madrid, Spain (UCM).

2 Software Development based on Domain-Specific Languages

Quoting to [43] a domain-specific language (DSL) is “a programming language or executable
specification language that offers, through appropriate notations and abstractions, expressive
power focused on, and usually restricted to, a particular problem domain”. In this way, the
concept of DSL is a well-established one in software development scenarios, where software
developers have used several sorts of DSLs for decades (e.g., SQL for updating and querying
relational databases, make or ant for tracking the dependencies among the files of a software
systems and for automating the production of these software systems, YACC-like tools for
generating parsers from grammar-based specifications, etc.) [31]. In addition, many DSLs
have been also provided to facilitate application development in concrete domains [43, 24].

DSLs tailored to concrete application domains are particularly attractive from a software
development perspective. Indeed, being more expressive and easy-to-use than a general-
purpose programming language, these DSLs make possible, to some extent, the active
participation of domain-experts in the development process. In this way, and in an idealized
world, the aim of DSLs is to upgrade software developers to DSL designers and implementers,
as well as to promote domain-experts to application developers [10, 12]. Of course, in the
real world this idealized scenario (sometimes referred as end-user programming [16]) is hardly
reachable due the fuzziness and dynamic nature of application domains, as well as to the
difficulty of capturing some aspects of a system in terms of suitable domain abstractions.
Regardless this difficulty, it is a matter of fact that this kind of DSLs can facilitate the active
participation of domain-experts during the development process (e.g., they can understand
specifications prepared in DSLs with suitable notations, suggest modifications, or even take
the responsibility of producing and maintaining specific parts of the applications using
suitable DSLs) [10, 12, 44].

Finally, before going into the details of DSL-based development, it is worthwhile to
highlight the relationships among this approach and model-driven engineering [40, 44].
Indeed, model-driven engineering can be understood as a particular incarnation of DSL-
based development, in which DSLs take the form of domain-specific meta-models, and DSL
sentences take the form of models resulting of instantiating these meta-models. Therefore,
many of the reflections made in the following presentation can be also applied to model-driven
engineering without substantial change.

2.1 DSL-oriented Process Models

From a process model perspective, DSL-oriented software development shares many features
with generative approaches to software development [21, 6]. Common activities undertook
during DSL-oriented software development are Domain Engineering Activities, Language
Design and Implementation Activities and Application Development Activities.
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2.1.1 Domain Engineering Activities

These activities are oriented to determine the commonalities and the variability of applications
in the target application domain [6], and those can be carried out by adopting well-established
domain engineering approaches [17, 39, 41]. In DSL-oriented software development variability,
which is concerned with the differences among concrete applications, is usually captured in
terms of feature models [6] that set the conceptual basis for subsequent DSL design. On
the other hand, commonality (the core part shared by all the applications in a domain) is
essential for providing DSL runtime support (e.g., as a specific object-oriented framework).

2.1.2 Language Design and Implementation Activities

These activities deal with usual aspects concerning the design and implementation of computer
languages (lexical and syntactical specification, specification of the static and dynamic
semantics, etc.) [11]. For this purpose, a common practice in DSL design is to invert the
conventional workflow in computer language design (i.e., going from concrete to abstract
syntax [2]). Indeed, modern tendencies in DSL design promote to start by an abstract
syntax. Following the jargon used by the DSL community, abstract syntax is formalized in
object-oriented terms, as a set of interrelated classes that makes up the semantic model of
the DSL [10, 19, 44]. This model will be based on the variability analysis performed during
the domain engineering activities.

Once a suitable semantic model is available, it is possible to provide one or several
alternative concrete syntaxes. Depending of the intended use of the DSL, concrete syntaxes
can be embedded in general-purpose programming languages (internal syntaxes) or those
can be externally provided (external syntaxes). Still, each alternative can be accomplished
using a wide range of techniques:

Concerning internal syntaxes, their provision strongly depends on the features of the host

programming language. For instance, LISP-like homogeneous syntaxes have proven to be

specially amenable for supporting internal syntaxes for many embedded DSLs [1], while
extensible syntaxes enabled by user-defined operators like the supported by Prolog-like
languages or by modern functional languages can be particularly useful for better fitting
domain notations[15]. Recently, dynamic languages with very expressive grammars have
been also adopted as host languages for DSLs [7, 12, 29, 30]. In object-oriented languages,
two usual design patterns for internal syntax design are method nesting expressions and

fluent APIs [10, 12].

In its turn, external syntaxes can be accomplished by using a general-purpose semantic

agnostic notation (like XML), by defining a DSL-specific textual syntax (the classic

approach promoted by compiler construction textbooks), or even by defining a visual

syntax amenable for implementations based on DSL workbenches [4, 14].

Concerning semantics, it is worthwhile to notice that the term semantic model is somewhat
confusing, since the model has little to do with semantic processing, but it is an explicit
formalization of the language abstract syntax. Semantics themselves must be added as
processes that operate on the instances of the semantic model. For this purpose:

As a representation of the abstract syntax, the semantic model usually addresses the

structure of the sentences of the language. Static semantics deals with additional

constraints beyond these structural aspects. While in classic language design static
semantics lead to type systems [35], which are subsequently implemented as type checking
algorithms on the abstract syntax trees / graphs, in the DSL world it is usual to find
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more pragmatic approaches based on constraint languages for object-oriented models,
like OCL [19], or in ontology-aware semantic technologies [46].
Dynamic semantics, in their turn, take either the form of translations to target program-
ming languages, or operational semantics specifications. The first scenario leads to the
subsequent provision of code generators, while the second one leads to the provision of
interpreters operating on instances of the semantic model [10].

In this way, the final implementation of the DSL typically consists of:

A way of editing DSL programs. It can be as simple as using an existing text editor or
an existing IDE (e.g., in the case of internal syntaxes or XML-based syntaxes), or as
complex as using a dedicated IDE for the DSL. In order to cope with the later scenario it
is possible to base the implementation of the DSL in a language workbench [4, 10, 14].
A binding component, which maps concrete syntax sentences in semantic model instances.
This component is analogous to the parser of a classic language processing architecture
[2]. The exact nature of the component will depend of the nature of the concrete syntax
and the semantic model.

A static semantic analyzer. This component will be in charge of ensuring the additional
semantic constraints on the semantic model instances.

A dynamic semantic infrastructure. This infrastructure will vary on whether DSL
execution is supported by translation or by interpretation. However, in both cases it is
common to find a runtime support in terms of the domain-specific library or framework
that results of the commonality analysis performed during the domain engineering
activities. In this way, translators generate code that makes use of this domain-specific
framework, while interpreters directly perform the operations on this framework required
to carry out the execution (e.g., on-the-fly object instantiation and assembling, method
invocation on the instantiated objects. etc.)

2.1.3 Application Development Activities

Once a suitable DSL is available, it can be used by developers and by domain experts
to develop applications in the domain. As indicated earlier, in an idealized situation a
DSL could free developers of application construction and maintenance in favor of domain-
experts. However, a more realistic approach promotes the tight collaboration or both types
of stakeholders in interdisciplinary development teams.

2.2 Development Process Dynamics

In a realistic DSL-based development process, DSLs must evolve according the expressive
needs of domain experts. In this way, new expressive needs that are made apparent during
application development imply the extension of the DSL infrastructure to accommodate these
needs. As a consequence, DSL-based development processes are iterative and incremental in
nature, promoting the iterative enhancement and the incremental extension of the DSL as a
consequence of application construction.

The iterative and incremental nature of DSL construction shifts the recurrent software
maintenance and evolution concerns to the language design and implementation level. Indeed,
DSL maintenance and evolution is a keystone aspect of the DSL approach [42]. In particular,
maintenance and evolution of dynamic semantics related components (translators and
interpreters) are particularly critical due to the semantic modularity problem: local changes
in a language can imply global changes in the associated processors [25, 45]. In this way,
since DSLs are exposed to constant evolution and enhancement, the construction of their
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processors (translators, interpreters) can take benefit of modularization techniques used in
semantic specification and language processor construction [8, 15, 18, 22].

2.3 Some DSL-based Experiences

The Speaker of this keynote has been involved in DSL-based development in several fields,

including knowledge-based systems and e-learning:
During the early nineties of the past century, the Speaker had the opportunity of
working at the Intelligent Systems Research Group, led by Prof. José Cuena, one of the
pioneers of knowledge-based systems and artificial intelligence in Spain. Instead of using
general-purpose knowledge representation formalisms (e.g., rule-based systems) to build
intelligent systems, Cuena promoted the provision of formalisms specially tailored to
each application domain, adopting in this way the concept of DSL several years before
to its popularization and applying it to the development of knowledge-based systems
for real-time decision-making support (in particular, Cuena developed several decision-
making intelligent systems in the fields of traffic management and watershed management)
[5]. Cuena’s systems usually included specialized knowledge editors, which supported
specialized knowledge-representation languages, and which were used directly by domain
experts to provide the knowledge required by the system, as well as inference engines
(interpreters of the aforementioned languages) able to execute the provided knowledge
models. As a consequence of these experiences, Cuena’s team developed an environment
called KSM (Knowledge Structured Management), which was used to build this kind
of knowledge-based systems [26]. In this sense, KSM could be understood as a sort of
language workbench specialized in the field of knowledge-based systems.
In 1998 the Speaker moved to UCM, where he was involved in several research projects
concerning information management in e-learning. Indeed, e-learning is a field rich in
examples concerning special-purpose languages (e.g., educational modeling languages
intended to be used by instructors to describe the design of their courses [20]). At UCM,
the Speaker took contact with the works done by the team of Prof. Fernandez-Valmayor
in the production and maintenance of complex educational hypermedia applications for
second language learning [9]. In order to facilitate application maintenance, contents and
other critical structures of the application were provided by domain experts (experts in
philology) as structured documents marked with a SGML-based notation specific for the
applications being constructed. These documents were subsequently processed in order to
automatically update the application. Building on this idea, during the first decade of the
present century, the Speaker worked on an approach for the development of educational
(and other content intensive) systems based on the explicit formulation of XML-based
DSLs, as well as in the construction of application generators for the resulting DSLs
[37, 38].

3 Language-Oriented Architectures

The DSL approach promotes the use of language-driven techniques in the provision of
domain-specific development tools. Indeed, a DSL is intended to describe different aspects
of an application, but the internals of this application do not necessarily include language
processing components. It can be even true when a DSL interpreter is used, since in this
case the interpreter can bind the DSL description into an instantiation of an underlying
runtime framework, and then to activate this instantiation by invoking suitable methods in
the resulting objects. On the contrary, Language-oriented Architectures (LOAs), an approach
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that the Speaker’s team is experiencing at UCM, promotes to upgrade language processing
techniques to the core of conventional applications.

3.1 Anatomy of a LOA

A LOA encourages the organization of an application as a coordinated set of language
processors. Each processor operates on an information domain (e.g., a type of XML documents,
an object-oriented class model, an even stream in an interactive application, etc.) and consists
of:
A reader that is able to read information instances in this information domain. As a
consequence, it transforms these instances into sequences of tokens. Therefore, the reader
plays the role of a scanner in a conventional language processor.
A syntax-directed processor, which processes the sequence of tokens directed by its
underlying syntactic structure. It is analogous to a parser extended with semantic actions.

3.2 Language Implementation Tools as General-Purpose Development
Tools

There are not significant differences among the syntax-directed processor of a LOA and
the corresponding component in a conventional language processor, since both components
act on sequences of tokens. Indeed, readers in a LOA adapt information domains to the
requirements of classic syntax-directed language processing models [2]. As a consequence,
language implementation tools (like parse generators or attribute grammar-based tools)
[2, 28], traditionally used in specialized fields like compiler construction, adopt a new and
unexpected role as general-purpose development tools for applications architected according
to the LOA principle. Indeed, a LOA-conforming application can be developed in terms of:
A set of readers, one for each language processor that integrate the application. Although
the provision of these readers can require conventional programming, in many information
domains it will be possible to take advantage of the information structure (e.g., the
markup in an XML document, the structure of an object model) to easily produce these
readers by customizing generic ones using high-level customization specifications.
A set of syntax-directed specifications (e.g., YACC, JavaCC or ANTLR translation
schemes, LISA attribute grammars, etc.). These specifications are keystone assets in the
development of the application, since they will serve to automatically generate the syntax-
directed processors by using suitable language implementation tools (YACC, ANTLR,
LISA ...)
Additional conventional software components used to support the semantic actions invoked
by the syntax-directed translators.

The resulting development approach to LOA applications has been called grammatical
approach by the Speaker’s team at UCM, since it strongly relies on the use of grammarware
as primary development support. In addition, contrarily to other approaches that promote
the application of grammatical formalisms specially tailored to each application domain (e.g.,
tree grammars in the XML field, graph grammars in model-driven engineering scenarios), the
grammatical approach promotes the use of classic string-oriented grammars. The adaptation
to each information domain is, in turn, delegated to suitable readers (in other words, to
apply the grammatical approach to a new information domain, the first thing to do is to
decide how to read information elements in this domain). Once it is done, it is possible to
facilitate the application of the grammatical approach by devising specific grammar-based
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notations for each particular domain, as well as ways of transforming these notations into
the basic model.

3.3 Experiences with the LOA Approach

The Speaker’s team at UCM is currently working with the characterization and generation
of several kinds of processors to be integrated in applications organized according to LOAs:

XML syntaz-directed processors. The team has devised several models for processing XML
documents based on the combination of XML stream-oriented processing frameworks
(SAX and STaX) with parser generation tools (JavaCC and CUP) [34]. They also have
defined a specific grammar-based notation for describing XML processing tasks based
on attribute grammars (XLOP: XML Language Oriented Processing), together with its
transformation into the processing framework integrated by STaX + CUP [33].

JSON syntax-directed processors. The work concerning JSON processing is similar to the
work concerning XML. In this case the parser generator tool was ANTLR [32]. Currently
the team is working on JLOP (JSON Language Oriented Processing) a meta-tool similar
to XLOP.

Model transformation based on attribute grammars. Attribute grammars in this proposal
operate on spanning trees of object networks serialized by suitable readers (a prototype
implementation is described in [13]).

Syntax-directed processors of event streams in interactive applications. The idea is similar
to the described in [27], and oriented to generate controllers for interactive applications
from attribute grammar-based specifications (see [36] for an alternative approach based
on structural operational semantics specifications)

In addition, the team is also working on the definition of a LOA for @note, a RIA for the
collaborative annotation of digitized literary text [3]

4 Closing

This keynote has reviewed two different approaches for bringing computer language design
and implementation technologies to mainstream software development scenarios: DSLs,
which are oriented to provide domain-specific development tools, and LOAs, which promotes
to architect applications as coordinated sets of language processors. Both approaches are
oriented to enhance the production and maintenance of applications by providing specification
of components to higher levels than the enabled by general-purpose programming languages:
domain-specific notations in the case of DSLs, grammar-oriented specifications in the case of
LOAs.

Currently the Speaker’s team is working on refining the concept of LOA and in applying it
to real case-studies in the field of digital humanities. Concerning future work, the relationships
and synergies of DSL and LOA-based approaches arise as a very promising field. Also a
more in-depth insight concerning the relationships of these language-driven approaches with
model-driven ones appears to be a promising concern to explore.

Acknowledgements. Work partially supported by project grant TIN2010-21288-C02-01.
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