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Preface

This is the second running of the Summit oN Advances in Programming Languages (SNAPL),
a new venue for the programming languages community. The goal of SNAPL is to complement
existing conferences by discussing big-picture questions. After the success of the first SNAPL
in 2015, we hope to continue growing the venue into a place where our community comes to
enjoy talks with inspiring ideas, fresh insights, and lots of discussion. Open to perspectives
from both industry and academia, SNAPL values innovation, experience-based insight, and
vision. Not affiliated with any other organization, SNAPL is organized by the PL community
for the PL community. We planned to hold SNAPL every two years in early May in Asilomar,
California, and this second running is consistent with that plan.

SNAPL has drawn on the elements from many successful meeting formats such as the
database community’s CIDR conference, the security community’s NSPW workshop, and
others, and continues to evolve its own particular flavor. The focus on SNAPL is not primarily
on papers but rather on talks and interaction. Nevertheless, a short paper is the primary
medium by which authors request and obtain time to speak. A good SNAPL entry, however,
does not have the character of a regular conference submission – we already have plenty of
venues for those. Rather, it is closer to the character of an invited talk, encompassing all the
diversity that designation suggests: visionary idea, progress report, retrospective, analysis of
mistakes, call to action, and more. Thus, a SNAPL submission should be viewed more as a
“request to give an invited talk”.

In the process of assembling SNAPL 2017, we also realized that SNAPL serves an
additional useful role: serving as a discussion venue for programming languages akin to the
role the Snowbird conference plays for computer science chairs and deans. In this spirit, we
invited the community to suggest the names of junior researchers in programming languages
who would be interesting to invite, and selected a few names from this long and impressive
list. We also intend to invite a few senior researchers to address the gathering.

Overall, the submissions suggest SNAPL remains an interesting and valuable venue. Its
main weakness was fewer submissions than we expected (28, but of sufficient quality that we
were able to accept 18). We have heard three problems with the organization: the submission
date was poorly timed (January 6 was too close to or amidst vacation time), there was
insufficiently broad publicity, and the chosen date clashes with a few other venues. The first
two of these, in particular, seem easy to remedy in the future.

Benjamin S. Lerner, Rastislav Bodík, and Shriram Krishnamurthi
May, 2017
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Abstract
The HTTPS ecosystem is the foundation on which Internet security is built. At the heart of this
ecosystem is the Transport Layer Security (TLS) protocol, which in turn uses the X.509 public-
key infrastructure and numerous cryptographic constructions and algorithms. Unfortunately,
this ecosystem is extremely brittle, with headline-grabbing attacks and emergency patches many
times a year. We describe our ongoing efforts in Everest,1 a project that aims to build and deploy
a verified version of TLS and other components of HTTPS, replacing the current infrastructure
with proven, secure software.

Aiming both at full verification and usability, we conduct high-level code-based, game-playing
proofs of security on cryptographic implementations that yield efficient, deployable code, at the
level of C and assembly. Concretely, we use F?, a dependently typed language for programming,
meta-programming, and proving at a high level, while relying on low-level DSLs embedded within

1 The Everest VERified End-to-end Secure Transport: https://project-everest.github.io.
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1:2 Everest: Towards a Verified, Drop-in Replacement of HTTPS

F? for programming low-level components when necessary for performance and, sometimes, side-
channel resistance. To compose the pieces, we compile all our code to source-like C and assembly,
suitable for deployment and integration with existing code bases, as well as audit by independent
security experts.

Our main results so far include (1) the design of Low?, a subset of F? designed for C-like
imperative programming but with high-level verification support, and KreMLin, a compiler
that extracts Low? programs to C; (2) an implementation of the TLS-1.3 record layer in Low?,
together with a proof of its concrete cryptographic security; (3) Vale, a new DSL for verified
assembly language, and several optimized cryptographic primitives proven functionally correct
and side-channel resistant. In an early deployment, all our verified software is integrated and
deployed within libcurl, a widely used library of networking protocols.

1998 ACM Subject Classification F.3.1 Specifying and Verifying and Reasoning about Programs

Keywords and phrases Security, Cryptography, Verification, TLS

Digital Object Identifier 10.4230/LIPIcs.SNAPL.2017.1

1 Introduction

The Internet’s core security infrastructure is frighteningly brittle. As more and more services
rely on encryption, security best practices urge developers to use standard, widely-used
components like HTTPS and SSL (the latter is now standardized as TLS). As a result, the
same pervasive components are used for securing communications on the Web and for VoIP,
email, VPNs, and the IoT.

Unfortunately, these standard components are themselves often broken in many ways.
Even before recent headline-grabbing attacks like HeartBleed2, FREAK3, and Logjam4 entire
papers [21, 10] were published just to summarize all of the academically “interesting” ways
TLS implementations have been broken, without even getting into “boring” vulnerabilities
like buffer overflows and other basic coding mistakes. This tide of flaws shows no signs
of abating; in the year after those papers were published, 54 new CVE security advisories
were published just for TLS. These flaws are frequently found and fixed in all of the widely
used TLS implementations, as well as in the larger HTTPS ecosystem. They span a wide
gamut including memory management mistakes, errors in protocol state machines, lax X.509
certificate parsing and validation, weak or badly implemented cryptographic algorithms, side
channels, and even genuine design flaws5 in the standards. Furthermore, because many TLS
implementations expose truly terrible APIs, HTTPS applications built on them regularly
make devastating mistakes [12].

These persistent problems have generated sufficient industry concern that both Google
and the OpenBSD project are building separate forks of OpenSSL (BoringSSL and LibreSSL,
respectively) while Amazon is developing a brand new implementation (s2n). Many corpo-
rations have even joined the multi-million-dollar Core Infrastructure Initiative to support
additional testing and security auditing of open-source projects, starting with OpenSSL.

2 https://heartbleed.com/
3 https://freakattack.com/
4 https://weakdh.org/
5 https://mitls.org/pages/attacks/3SHAKE

http://dx.doi.org/10.4230/LIPIcs.SNAPL.2017.1
https://heartbleed.com/
https://freakattack.com/
https://weakdh.org/
https://heartbleed.com/
https://freakattack.com/
https://weakdh.org/
https://mitls.org/pages/attacks/3SHAKE
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Figure 1 Everest architecture.

1.1 A Need for Verified Deployments Now

While the industry is taking incremental steps to try to stem the persistent tide of vul-
nerabilities, the programming-language community is uniquely positioned to definitively
solve this problem. The science of software verification has progressed to a point where a
large team of experts can reasonably expect to build a fully verified software stack, e.g.,
seL4 [16], Ironclad [14], and CertiKOS [13], with still more ambitious, broadly ranging efforts
already underway (e.g., http://deepspec.org/). Yet, even when augmented with secure
communication components like TLS, a fully verified stack would not meet today’s pressing
needs, since a wholesale replacement of the software stack is not in the offing.

Improving the current software landscape requires both a dramatic shift in software
development methodology and an incremental approach to the deployment of verified software.

Everest is a new joint project between Microsoft Research and INRIA that aims to
build verified software components and deploy them within the existing software ecosystem.
Specifically, Everest develops new implementations of existing protocols and standards used
for web communications. At a minimum, we prove our implementations functionally correct.
Beyond functional correctness, we integrate cryptographic modeling and protocol analysis
to prove, by reduction to computational assumptions on their core algorithms, that our
implementations provide secure-channel abstractions between the communicating endpoints.
Our verified code is implemented in F? [25, 1], a dependently typed programming language
and proof assistant, and in several DSLs embedded within F?.

After verification, in support of incremental deployment, our code is extracted by verified
tools to C and assembly, and compiled further by off-the-shelf C compilers (e.g., gcc and
clang, but also, at a performance cost, verified compilers like CompCert [18]) and composed
with adapters that interface our verified code with existing software components, like the
web browsers, servers and other communication software shown in the Figure 1. Being only
as strong as its weakest component, software systems that include verified Everest code may
not be impervious to attack; yet, any attack such a system suffers will be attributable to a
flaw in a component outside Everest, while simple, critical systems may be within reach of
full verification with a reasonable marginal effort.

SNAPL 2017
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1:4 Everest: Towards a Verified, Drop-in Replacement of HTTPS

F?

Kremlin

GCC/CompCert/MSVC

Low?

1st-order F?

λow?C?Clight

.c Exe

≈ erase

partial ≈

hoist ≈

≈≈

print

compile

Figure 2 Low? embedded in F?, compiled to C, with soundness and security guarantees.

1.2 Structure of this Paper

Everest is a work in progress – we present an overview of the methodology we have used
so far. Our main guiding principle is to provide low-level, efficient implementations of
various protocol standards by extracting them from fresh code, programmed and verified at
a high-level of abstraction. This principle applies best for relatively small and complex code,
such as a secure protocol stack.

To this end, in §2, we present Low?, an embedded sub-language of F? geared towards
programming against a C-like memory model, while specifying and proving these programs
within F?’s dependent type theory. Low? programs are extracted to C by a new tool
called KreMLin: although we have yet to verify the implementation of KreMLin, we have
formally modeled its translation and proved on paper that it preserves the functionality of
programs to the level of CompCert’s Clight. We have also showed that compilation from
Low? to Clight does not introduce any side-channels due to memory access patterns.

In §3, we sketch several examples of verified code and their specifications in Low?, showing
how we state and prove memory safety, functional correctness, and cryptographic security.

In §4, we discuss a few strands of ongoing work. This includes the design of Vale, a
new DSL for verified assembly language programming and its use in producing even lower
level, efficient, functionally correct implementations of the AES and SHA256 algorithms
whose performance is on par with OpenSSL, the mostly widely used implementation. We
also discuss an early deployment of Everest software as a drop-in replacement for TLS in
libcurl, and its use from within a command-line git client.

Finally, §5 presents some parting thoughts, covering some opportunities and challenges.
For more technical details, we refer the reader to three recent papers describing our

verification of the TLS-1.3 record layer [6]; the design and implementation of Low? and
KreMLin [5]; and the design and implementation of Vale [9].

2 Low?: Verified Low-level Programming Embedded in F?

We aim to bridge the gap between high-level, safe-by-construction code, optimized for clarity
and ease of verification, and low-level code exerting fine control over data representations
and memory layout in order to achieve better performance. Towards this end, we introduce
Low?, a DSL for verified, efficient low-level programming, embedded within F?, a verification-
oriented, ML-like language with dependent types and SMT-based automation [11]. Figure 2
illustrates the high-level design of Low? and its compilation to native code.
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Libraries for low-level programming within F?. At its core, F? is a purely functional
language to which effects like state are added programmatically using monads. We instantiate
the state monad of F? to use a CompCert-like structured memory model [18, 19] that separates
the stack and the heap, supporting transient allocation on the stack, and allocating and
freeing individual reference cells on the heap – this is not the “big array of bytes” model
systems programmers sometimes use. The heap is organized into disjoint logical regions,
which enables stating separation properties necessary for modular, stateful verification. On
top of this, we program a library of buffers – C-style arrays passed by reference – with
support for pointer arithmetic and referring to only part of an array. By virtue of F? typing,
our libraries and all their well-typed clients are guaranteed to be memory safe, e.g., they
never access out-of-bounds or deallocated memory.

Designing Low?, a subset of F? easily compiled to C. We intend to give Low? programmers
precise control over the performance profile of the generated C code. As much as possible,
we aim for the programmer to have control even over the syntactic structure of the target
C code, to facilitate its review by security experts unfamiliar with F?. As such, to a first
approximation, Low? programs are F? programs well-typed in the state monad described
above, which, after all their computationally irrelevant (ghost) parts have been erased, must
satisfy several requirements. Specifically, the code (1) must be first order, to prevent the
need to allocate closures in C; (2) must not perform any implicit allocations; (3) must not
use recursive datatypes, since these would have to be compiled using additional indirections
to C structs; and (4) must be monomorphic, since C does not support polymorphism directly.
We emphasize that these restrictions apply only to computationally relevant code: proofs
and specifications are free to use arbitrary higher-order, dependently typed F?.

A dual interpretation of Low?, via compilation to OCaml or Clight. Low? programs
interoperate naturally with other F? programs, and precise specifications of Low? and F? code
are intermingled when proving properties of their combination. As usual in F?, programs are
type-checked and compiled to OCaml for execution, after erasing computationally irrelevant
parts of a program, e.g., proofs and specifications, using a process similar to Coq’s extraction
mechanism [20]. Importantly, Low? programs have a second, equivalent but more efficient
semantics via compilation to C, with a predictable performance model including manual
memory management – this is implemented by KreMLin, a new compiler from the Low?

subset of F? to C.
Justifying its dual interpretation as a subset of F? and a subset of C, we give a translation

from Low?, via two intermediate languages, to CompCert’s Clight [8] and show that it
preserves trace equivalence with respect to the original F? semantics of the program. In
addition to ensuring that the functional behavior of a program is preserved, our trace
equivalence also guarantees that the compiler does not introduce unexpected side-channels
due to memory access patterns, at least until it reaches Clight – a useful sanity check for
cryptographic code.

KreMLin, a compiler from Low? to C. Our formal model guides the implementation of
KreMLin, a new tool that emits C code from Low?. Although the implementation of
KreMLin is not verified yet, we plan to verify its main translation phased based on our
formal model in the near future. KreMLin is designed to emit well-formatted, idiomatic C
code suitable for manual review and audit by independent security experts unfamiliar with
our verification methodology. The resulting C programs can be compiled with CompCert

SNAPL 2017



1:6 Everest: Towards a Verified, Drop-in Replacement of HTTPS

for greatest assurance, and with mainstream C compilers, including GCC and Clang, for
greatest performance. We have used KreMLin to extract to C the 20,000+ lines of Low?

code we have written so far.
Our formal results cover the translation of standalone Low? programs to C, proving that

execution in C preserves the original F? semantics of the Low? program. More pragmatically,
we have built several cryptographic libraries in Low?, compiled them to ABI-compatible C,
allowing them to be used as drop-in replacements for existing libraries in C or any other
language. The performance of our verified code after KreMLin extraction is comparable to
existing (unverified) cryptographic libraries in C.

3 Proving Cryptographic Implementations in Low?

In this section, we sketch a few simple fragments of code from HACL?, a high-assurance
cryptographic library programmed and verified in Low? and used in our verified implementation
of the TLS-1.3 record layer. First, we illustrate functional correctness properties proven of an
efficient implementation of the Poly1305 Message Authentication Code (MAC) algorithm [2].
Then, we discuss our model of game-based cryptography in F? and its use in proving security
of the main authenticated encryption construction used in TLS-1.3.

3.1 Functional Correctness of Poly1305
Arithmetic for the Poly1305 MAC algorithm is performed modulo the prime 2130 − 5, i.e.,
the algorithm works in the finite field GF (2130 − 5). To specify modular arithmetic in this
field in F?, we make use of refinement types, as shown below.

val p = 2^130 − 5 (∗ the prime order of the field ∗)
type elem = n:nat {n < p} (∗ abstract field element ∗)
let ( + ) (x y : elem) : elem = (x + y) % p (∗ field addition ∗)
let ( ∗ ) (x y : elem) : elem = (x ∗ y) % p (∗ field multiplication ∗)

This code uses F? infinite-precision natural numbers (nat) to define the prime order p of
the field and the type of field elements, elem, inhabited by natural numbers n smaller than
p. It also defines two infix operators for addition and multiplication in the field in terms
of arithmetic on nat. Their result is annotated with elem, to indicate that these operations
return field elements. The F? typechecker automatically checks that the result is in the
field; it would report an error if, for example, we omitted the reduction modulo p. These
operations are convenient to specify polynomial computations but are much too inefficient
for deployable code.

Instead, typical 32-bit implementations of Poly1305 represent field elements as mutable
arrays of five unsigned 32-bit integers, each holding 26 bits. This representation evenly
spreads out the bits across the integers, so that carries during arithmetic operations can be
delayed. It also enables an efficient modulo operation for p.

We show below an excerpt of the interface of our lower-level verified implementation,
relying on the definitions above to specify their correctness. The type repr defines the
representation of field elements as buffers (mutable arrays) of five 32-bit integers. It is
marked as abstract, to protect the representation invariant from the rest of the code.

1 abstract type repr = buffer UInt32.t 5 (∗ 5-limb representation ∗)
2 val ‘_.[_] ‘: memory → repr → Ghost elem (∗ m.[r] is the value of r in m ∗)
3 val multiply: e0:repr → e1:repr → ST unit (∗ e0 := e0 ∗ e1 ∗)
4 (requires (λ m → e0 ∈ m ∧ e1 ∈ m ∧ disjoint e0 e1))
5 (ensures (λ m0 _ m1 → modifies {e0} m0 m1 ∧ m1.[e0] = m0.[e0] ∗ m0.[e1]))
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Table 1 Performance in CPU cycles: 64-bit HACL?, 64-bit Sodium (pure C, no assembly), 64-bit
OpenSSL (pure C, no assembly). All code was compiled using gcc -O3 optimized and run on a
64-bit Intel Xeon CPU E5-1630. Results are averaged over 1000 measurements, each processing a
random block of 214 bytes; Curve25519 was averaged over 1000 random key-pairs.

Algorithm HACL? Sodium OpenSSL
ChaCha20 6.17 cy/B 6.97 cy/B 8.04 cy/B
Salsa20 6.34 cy/B 8.44 cy/B N/A
Poly1305 2.07 cy/B 2.48 cy/B 2.16 cy/B
Curve25519 157k cy/mul 162k cy/mul 359k cy/mul

Functions are declared with a series of argument types (separated by → ) ending with an
effect and a return type (e.g., Ghost elem, ST unit, etc.). Functions may have logical pre- and
post-conditions that refer to their arguments, their result, and their effects on the memory.
If they access buffers, they typically have a pre-condition requiring their caller to prove that
the buffers are live in the current memory.

The term m.[r] selects the contents of a buffer r from a memory m; it is used in specifications
only, as indicated by the Ghost effect annotation on the final arrow of its type on line 2. The
multiply function is marked as ST, to indicate a stateful computation that may read, write
and allocate state. In a computation type ST a (requires pre) (ensures post), a is the result type
of the computation, pre is a predicate on the input state, and post is a relation between the
input state, the result value, and the final state. ST computations are also guaranteed to
not leak any memory. The specification of multiply requires that its arguments are live in the
initial memory (m) and refer to non-overlapping regions of memory; it computes the product
of its two arguments and overwrites e0 with the result. Its post-condition states that the
value of e0 in the final memory is the field multiplication of its value in the initial memory
with that of e1, and that multiply does not modify any other existing memory location.

Implementing and proving that multiply meets its mathematical specification involves
hundreds of lines of source code, including a custom, verified Bignum library in Low? [26].
Using this library, we implement poly1305_mac and prove it functionally correct.

1 val poly1305_mac:
2 tag:nbytes 16ul →
3 len:u32 → msg:nbytes len{disjoint tag msg} →
4 key:nbytes 32ul{disjoint msg key ∧ disjoint tag key} → ST unit
5 (requires (λ h → msg ∈ h ∧ key ∈ h ∧ tag ∈ h))
6 (ensures (λ h0 _ h1 → let r = Spec.clamp h0.[sub key 0ul 16ul] in
7 let s = h0.[sub key 16ul 16ul] in
8 modifies {tag} h0 h1 ∧
9 h1.[tag] == Spec.mac_1305 (encode_bytes h0.[msg]) r s))

Its specification above states that the final value of the 16 byte tag (h1.[tag]) is the value of
Spec.mac_1305, a polynomial of the message and the key encoded as field elements.

Performance of HACL?. Besides the Poly1305 MAC, HACL? provides functionally correct,
side-channel resistant implementations of the ChaCha20 [22] and Salsa20 [4] ciphers, and
multiplication on the Curve25519 elliptic curve [3].

After verification, F? types and specifications are erased during compilation and the
compiled code only performs efficient low-level operations. Indeed, after extraction to C
by KreMLin, our verified implementations are very slightly but consistenly faster than
unverified C implementations of the same primitives in libsodium [24] and OpenSSL (Table 1).
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3.2 Game-Based Cryptography

Going beyond functional correctness, we sketch how we use Low? to do security proofs in
the standard model of cryptography, using “authenticated encryption with associated data”
(AEAD) as a sample construction. AEAD is the main protection mechanism for the TLS
record layer; it secures most Internet traffic.

AEAD has a generic security proof by reduction to two core functionalities: a stream cipher
(such as ChaCha20) and a one-time-MAC (such as Poly1305). The cryptographic, game-based
argument supposes that these two algorithms meet their intended ideal functionalities, e.g.,
that the cipher is indistinguishable from a random function. Idealization is not perfect, but is
supposed to hold against computationally limited adversaries, except with small probabilities,
say εChaCha20 and εPoly1305. The argument then shows that the AEAD construction also
meets its own ideal functionality, except with probability say εChacha20 + εPoly1305.

To apply this security argument to our implementation of AEAD, we need to encode
such assumptions. To this end, we supplement our real Low? code with ideal F? code. For
example, ideal AEAD is programmed as follows:

encryption generates a fresh random ciphertext, and it records it together with the
encryption arguments in a log.

decryption simply looks up an entry in the log that matches its arguments and returns
the corresponding plaintext, or reports an error.

These functions capture both confidentiality (ciphertexts do not depend on plaintexts) and
integrity (decryption only succeeds on ciphertexts output by encryption). Their behaviors
are precisely captured by typing, using pre- and post-conditions about the ghost log shared
between them, and abstract types to protect plaintexts and keys.

The abstract type of keys and the encryption function for idealizing AEAD is below:

type entry = cipher ∗ data ∗ nonce ∗ plain
abstract type key = { key: keyBytes; log: if Flag.aead then ref (seq entry) else unit }
let encrypt (k:key) (n:nonce) (p:plain) (a:data) =
if Flag.aead
then let c = random_bytes cipher_len in k.log := (c, a, n, p) :: k.log; c
else encrypt k.key n p a

A module Flag declares a set of abstract booleans (idealization flags) that precisely capture
each cryptographic assumption. For every real functionality that we wish to idealize, we
branch on the corresponding flag.

This style of programming heavily relies on the normalization capabilities of F?. At
verification time, flags are kept abstract, so that we verify both the real and ideal versions of
the code. At extraction time, we reveal these booleans to be false. The F? normalizer then
drops the then branch, and replaces the log field with (), meaning that both the high-level,
list-manipulating code and corresponding type definitions are erased, leaving only low-level
code from the else branch to be extracted.

Using this technique, we verify by typing e.g. that our AEAD code, when using any ideal
cipher and one-time MAC, perfectly implements ideal AEAD. We also rely on typing to
verify that our code complies with the pre-conditions of the intermediate proof steps. As
a consequence of our proof, we are forced to establish various intensional properties of our
code, e.g., that our code does not reuse nonces (a common cryptographic pitfall); that it has
no buffer overruns (a common pitfall of low-level programming); etc.
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4 Ongoing Work

4.1 Verified Assembly Language and Safe Interoperability with C
While Low? and KreMLin provide reasonably efficient C-like implementations of cryptogra-
phy, for the highest performance, cryptographic code often relies on complex hand-tuned
assembly routines that are customized for individual hardware platforms. For this we have
designed Vale, a new DSL that supports foundational, automated verification of high-
performance assembly code. The Vale tool transforms annotated assembly programs into
deeply embedded terms in a verification language, together with proofs that the terms meet
their specifications. So far, we have used Dafny [17] as the embedding language for Vale
and used this tool chain to verify the correctness and security of implementations of SHA-256
on x86 and ARM, Poly1305 on x64, and hardware-accelerated AES-CBC on x86. Several
implementations meet or beat the performance of unverified, state-of-the-art cryptographic
libraries.

In ongoing work, we have begun to use F? as the embedding language for Vale, and
are mechanizing a formal model of interoperability between Low? and Vale. By defining
the deeply embedded semantics of Vale in F? as a Low? interpreter for assembly language
terms, we aim to show that invocations from C to assembly can be accounted for within a
single semantics for both DSLs. A key challenge here is to reconcile Low?’s CompCert-like
structured memory model with Vale’s “big array of bytes” view of memory.

4.2 An Early Deployment of Everest within libcurl
Emphasizing the incremental deployment of our verified code, we have integrated our verified
TLS record layer extracted from Low? to C, as well as Vale implementations in assembly,
within a new version of miTLS [7], implemented in F?, covering TLS-1.2 and TLS-1.3. Our
eventual goal is for miTLS to be implemented entirely in the Low? subset of F? and extracted
solely to C, with functional correctness and security proofs. However, as of now, miTLS is
only partially verified (the handshake being the main, remaining unverified component) and
extracts to OCaml. However, already, by virtue of basic type safety, our partially verified
version of miTLS provides safety against low-level attacks (e.g. HeartBleed) similar to other
OCaml-based implementations of TLS [15].

Relying on OCaml’s foreign function interface, we integrate miTLS extracted to OCaml
with the verified TLS record layer extracted to C-and-assembly. Dually, we provide C
bindings for calling into a miTLS layer which handles the socket abstraction, fragmenting
buffers, etc. The result is a libmitls.dll, which we integrate within libcurl, a popular
open-source library, used pervasively in many tools. This early integration allows us to use
our verified software from within popular command line tools, like git, providing immediate
benefits.

5 Parting Thoughts

A significant novelty of our proposed work is that we aim to replace security-critical compo-
nents of existing software with provably correct versions. Our careful choice of the problem
domain is crucial: verified OS kernels and compilers can only succeed by replacing the
software stack or development toolchain; verified, standardized, security protocols, and
HTTPS and TLS in particular, can be deployed within the existing ecosystem, providing a
large boost to software security at a small overall cost.
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With the emergence of TLS 1.3, most TLS implementers will rewrite their code from
scratch, and the world will be faced with migrating towards brand new implementations.
History tells us that widespread adoption of a new version of TLS may take almost an entire
decade. Given a similar time line for the adoption of TLS 1.3, if we distribute Everest within
2–4 years in a form where the cost of switching to it is negligible, then we are optimistic that
it stands a chance of widespread adoption.

Despite this once-in-a-decade opportunity, several challenges remain. How will verified
code authored in advanced programming languages be maintained and evolved going forward?
Distributing our code as well-documented, source-like C may help somewhat, but to evolve
the code while maintaining verification guarantees will require continued support from the
Everest team, as well as outreach and education. Will the software industry at large be able
to appreciate the technical benefits of verified code? How can we empirically “prove” that
verified software is better? One direction may be to deploy, standalone, small-TCB versions
of Everest and to demonstrate it is resistant to practical attacks – this raises the possibility
of deployments of Everest within fully verified stacks [16, 14, 13] or sandboxes [23].
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Abstract
A symbolic compiler translates a program to symbolic constraints, automatically reducing model
checking and synthesis to constraint solving. We show that new applications of constraint solving
require domain-specific encodings that yield orders of magnitude improvements in solver efficiency.
Unfortunately, these encodings cannot be obtained with today’s symbolic compilation.

We introduce symbolic languages that encapsulate domain-specific encodings under abstrac-
tions that behave as their non-symbolic counterparts: client code using the abstractions can be
tested and debugged on concrete inputs. When client code is symbolically compiled, the resulting
constraints use domain-specific encodings.

We demonstrate the idea on the first fully symbolic checker of type systems; a program
partitioner; and a parallelizer of tree computations. In each of these case studies, symbolic
languages improved on classical symbolic compilers by orders of magnitude.

1998 ACM Subject Classification D.2.2 [Software Engineering] Design Tools and Techniques,
D.3.3 [Programming Languages] Language Constructs and Features

Keywords and phrases Symbolic evaluation, constraint solvers, program synthesis

Digital Object Identifier 10.4230/LIPIcs.SNAPL.2017.2

1 Introduction

A symbolic compiler translates a program p to constraints that model its behavior [3, 18, 20].
The unknowns in the constraints typically represent the symbolic inputs to p, and the solution
to the constraints is an input that induces a particular program behavior. For example, with
a symbolic compiler and a solver, by just writing program p, we obtain a program checker –
producing an input to p that leads to an assertion failure – for free.

The applications of symbolic compilation become even more interesting when the input
to the program p is itself a program:

If the program p is an interpreter, then constraint solving can find a program that forces
the interpreter into a violation due to unsoundness in its type system. In Section 3, we
explore finding such witnesses to unsoundness by symbolically compiling interpreters.
If p is a type checker, then constraint solving performs type inference. In Section 4, we
partition a program onto a many-core processor. We model this program transformation
with a hardware-specific place type system, relying on symbolic compilation of type
checkers to produce constraints for type inference.
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If p is an “execution runtime” for parallel programs, then constraint solving finds a
parallel execution strategy, effectively parallelizing p for us. In Section 5, we synthesize
parallel evaluators for attribute grammars by modeling the strategies as schedules and
symbolically compiling interpreters of such schedules.

More formally, assume we have access to a solver sol that accepts a constraint φ and
returns a solution, i.e., a value x such that φ(x) holds. If no such x exists, then sol returns
⊥. A symbolic compiler sym translates a program p into a logical formula φ that models the
input-output semantics of p. It is convenient to think of a symbolic compiler as an execution
inverter: sym accepts p and an output value y and produces a formula φ over the program
input variable x such that the solution x to φ makes the program output y.

Model checking and program synthesis are two common applications of symbolic compi-
lation. In bounded model checking, we want to compute a program input that leads to a
failure. First, we modify the program so that failed assertions exit the program, returning a
special value fail. The call sol(sym(p, fail)) produces the failing input if one exists.

In inductive synthesis, we have a sketch program def sk(x, h) = e where e uses an
(unknown) function h. We want to find a function f such that substituting f for h gives
sk the desired behavior. The behavior is often given with an input-output pair of values
(x0, y0), i.e., we want sk(x0, f) to evaluate to y0. In many settings, y0 is simply success or
fail. Symbolic compilation produces such a function f with the call sol(sym(sk(x0), y0)).
The notation sk(x0) is a partially applied function sk, i.e., a function of h. Note that to
produce a function, the solver need not be second-order; the function f can be represented
as a list of constants that define a derivation of the syntax of f from a suitable grammar.

Revisiting the three case studies clarifies the task of symbolic compilation:
Checking soundness of type systems. We want to check the type system of an interpreter
int that is composed of a type checker and an evaluator. Assume that the interpreter
outputs fail when a program passes the type checker but fails in the evaluator. The
call sol(sym(int, fail)) then finds a program that is deemed type-safe but encounters
a run-time violation. (We assume the interpreted programs have no parameters.) The
benefit of using symbolic compilation is that one needs just an implementation of the
interpreter. There is no need for fuzzers or tools that translate language semantics to
constraints.
Program partitioning. A spatial type system maps variables and operations to CPU cores,
partitioning the program. If the typechecker has two parameters, a program r and the
values of r’s type variables, then the call sol(sym(typechecker(r), success) produces the
type assignment to the program that partitions the program satisfying all program and
hardware constraints checked by the type checker. Symbolic evaluation produces type
constraints where unknowns are the type variables. Solving performs type inference.
Formulating type inference as constraint solving is nothing new, of course. Our goal
is to make this idea easier to apply by automatically obtaining high-performance type
inference from a type checker.
Parallelizing tree computations. We want to efficiently compute the attributes of a tree
t defined by an attribute grammar G. The parallel tree evaluator may need to perform
multiple tree traversals, some bottom-up, some top-down, some in-order, subject to value
dependences in G. The evaluation strategy can be described with a schedule of traversals.
The schedule language is defined with an interpreter that reads the grammar, the tree,
and the schedule. Symbolic evaluation of the interpreter can give us a legal schedule for
free with the call sol(sym(int(G, t), success). Constraint solving sidesteps the error-prone
process of analyzing the grammar and operationally constructing a valid schedule.
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2 Architectures for Symbolic Compilation

We discuss three approaches for generating constraints. We first compare two existing
architectures – constraint generators and general-purpose specializing symbolic compilers –
and then introduce domain-specific symbolic compilers.

We describe the architectures by composing interpreters, compilers, and specializers.
Borrowing the notation from [4], we summarize here their definitions:

interpreter int : JintK(p, x) = JpK x
compiler comp : JJcompK pK x = JpK x
specializer s : JJsK (p, xs)K xd = JpK(xs, xd)
symbolic compiler sym : JpK (JsolK (JsymK (p, y))) = y

2.1 Constraint generators
A generator gen reads a problem instance and produces constraints whose solution solves the
problem instance. As our running example, consider the synthesis of schedules for parallel
tree evaluation that we introduced above. The problem instance is an attribute grammar G
and the call sol(gen(G)) produces the schedule for G.1

Notice that a constraint generator gen is not asked to invert a program, unlike the
symbolic compiler sym. This frees the author of the generator to employ a clever problem-
specific encoding. For example, Gulwani et al. phrased synthesis of loop-free programs as
constraint-based synthesis of a network that connects available instructions [6]. Kuchcinski
solved scheduling and resource assignment by modeling a system as a set of finite-domain
variables [10]. Hamza et al. synthesized linear-time programs by converting an automaton
recognizing the input/output relation [7].

On the other hand, since the generator receives only a problem instance but not the
program to be inverted, the semantics of generated constraints must entirely come from the
author of the generator. Consider again the synthesis of schedules: sym received the schedule
interpreter, which it can use to automatically produce constraints that encode schedules. In
contrast, the semantics of schedules must be hard-coded into gen by the programmer.

Our running example shows why implementing generators is challenging. The programmer
needs to wrangle the semantics of three languages – the language of attribute grammars AG,
the language of schedules Sch, and the constraints language Φ – reasoning across a four-step
indirection:
1. The programmer reads the specifications of the three languages and writes a constraint

generator gen.
2. The generator gen reads the grammar G and outputs a constraint φ.
3. The solver sol reads φ and produces a solution σ.
4. The solution σ indirectly encodes a schedule s ∈ Sch.
5. The schedule s evaluates a tree according to the input grammar G ∈ AG.

The programmer must ensure that the generator written in Step 1 produces a schedule
that in Step 4 correctly encodes, say, in-order traversals and in Step 5 evaluates the tree
in accordance with the attribute grammar semantics. This reasoning may explain why in

1 The solution to constraints must be typically converted back to the problem domain. For example, if
using SAT constraints, a Boolean vector that solves the SAT problem is translated to a program in the
scheduling language. This code-generation problem is important but we ignore its automation in this
paper.
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our previous work on synthesizing schedules, we failed to fully debug our generator once the
schedule language became moderately sophisticated.

2.2 General-Purpose Specializing Symbolic Compilers
This is the architecture of Sketch [17] and to a large extent Rosette [20]. The architecture
has three components and relies heavily on specialization:
1. int : (D → D)L → D → D, an interpreter implemented in a metaprogramming language

Lm. The interpreter implements the language L of the input program p. It accepts the
program p : (D → D) and p’s input, producing p’s output.

2. s : (D → D → D)Lm → D → (D → D)Ls , a specializer of programs in Lm producing
programs in Ls. In particular, s will specialize int with respect to p, producing a residual
program intp.

3. xlate : (D → D)Ls → D → Φ translates a symbolic program to the language of
constraints Φ. xlate also receives the output value y ∈ D and produces a formula φ(x)
that is satisfied iff p(x) outputs y.

The symbolic compiler is thus sym(p, y) , xlate(s(int, p), y). In Rosette, Lm is a subset
of Racket maintaining many metaprogramming facilities of Racket; Ls is the symbolic
expression language; and C can be one of several subsets of SMT languages, such as the
bitvector language. Note that s and xlate are part of the framework, while int is developed
by the user.

The core of symbolic evaluation happens in the specializer which explores all paths of
the program, producing a functional residual program that reflects the shape of the final
constraints. The translator xlate performs algebraic optimizations followed by local code
generation from the residual program to the constraint language.

The downside of this architecture is that symbolic compilation must typically follow the
forward symbolic execution that merges constraints under their path conditions [9]. This
algorithm may suffer from path explosion and does not lend itself to constraints other than
SAT or SMT. Thus, integer linear programming (ILP) constraints – often domain-specific
and highly efficient – are often the constraints of choice produced by constraint generators.

2.3 Domain-specific symbolic compilers
We modify the specializing architecture by introducing a new abstraction for implementing
the interpreter of L. This interpreter, intLd, now has two parts:
1. intL, an interpreter of L implemented in the domain-specific symbolic language Ld.
2. intd, an interpreter of Ld implemented in a metaprogramming language Lm.

The symbolic compiler pipeline is now xlate(s(intLd , p), y)). Ideally, the interpreter
intd meets two informally stated properties: (1) symbolic evaluation of intd produces
easier-to-solve constraints; and (2) symbolic evaluation of intd is faster than that of int, for
example because Ld reduces path explosion.

This paper shows that domain-specific symbolic compilers can be implemented as a library
on top of a classical symbolic compiler such as Rosette [19]. The library provides a symbolic
language that implements the domain-specific encoding while hiding the encoding from both
the programmer and the underlying symbolic compiler.

In Section 3, we check type systems for soundness errors. We introduce a Bonsai tree that
serves as the symbolic input into a type checker and an interpreter, which are implemented
on top of the Bonsai library. Symbolic evaluation of the two components produces constraints
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that encode a space of abstract syntax trees (ASTs). The solution is a witness: a tree that
succeeds in the type checker but fails in the interpreter. The Bonsai tree has the usual
interface but internally produces a special encoding that allows symbolically evaluating the
interpreter on trees that are not necessarily syntactically correct or type correct. This is key
to finding witnesses, for the first time, without enumerating or sampling the program space,
allowing us to compute the witness for a tricky soundness bug [1].

In Section 4, we partition a program onto a many-core processor. Mapping of program
operations to cores is modeled with a place type system ensuring that each code fragment
fits into its core. Partitioning is thus type inference. To infer types, we symbolically evaluate
the type checker with respect to a program whose type variables are symbolic. We design a
symbolic language for querying properties of the symbolic location of a computation. Under
this abstraction, we switch from the standard SMT encoding to an ILP encoding. The
resulting ILP encoding solves previously inaccessible partitioning problems.

Finally, in Section 5, we synthesize parallel tree programs as used in page layout and
data visualizations. The programs are formalized as schedules for evaluation of attribute
grammars. We design a symbolic trace language, an abstraction for writing interpreters of
such schedules. Under this abstraction, we can (1) sidestep the expensive symbolic state
that is maintained by the standard symbolic evaluator and (2) switch from ensuring that all
dependences are met to ensuring that all anti-dependences are avoided.

3 Checking Type Systems with Bonsai Trees

Model checking of type systems. Bonsai uses model checking to search for soundness
errors in type systems. The user provides a typechecker and an interpreter for their language,
and Bonsai searches for a counterexample program that passes the typechecker while causing
the interpreter to crash. If such a counterexample can be found, then it is evidence of a
soundness bug in the type system. Furthermore, such a counterexample provides helpful
feedback for the user to understand and fix the bug. On the other hand, if no counterexample
can be found, the user has some assurance that the typechecker is sound.

The most common existing typechecker-checking technique is fuzzing. A fuzzer generates
random terms and uses them to test a typechecker and interpreter. Fuzzers may sample
from the space of syntactically-correct terms or the space of well-typed terms; however,
in both cases, the probability of generating a counterexample by chance is extremely low.
Thus, fuzzers often need hours or days of guessing to find even simple type checker bugs (an
example of a “simple” bug is assigning cons the return type a instead of Listof a).

Bonsai can be regarded as a final successor to typechecker fuzzing: rather than randomly
sampling from the space of syntactically-correct or well-typed terms, Bonsai symbolically
compiles an executable language specification to constraints, and then utilizes the backward
reasoning of a constraint solver to sample directly from the space of counterexamples. This
makes Bonsai much more efficient than traditional fuzzers: Bonsai finds the above bug in
just 1.3 seconds compared to hours or days needed by fuzzers.

Bonsai consists of the algorithm shown in Figure 1. First, Bonsai initializes a symbolic
representation of A, the set of all trees up to some maximum size m. Next, it computes
symbolic representations of the subsets of A that (a) are syntactically valid; (b) pass the
typechecker; (c) fail in the interpreter. Finally, it asks the solver to find a tree in the
intersection of these three sets. If such a tree exists, it represents a counterexample.
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Parser
✓

Type Checker
✓

Interpreter
✘

symbolic tree
represents all programs 

up to depth d

(define p 

(make-symbolic-program!))

syntactically correct programs

(assert (parser p))

programs failing in interpreter

(assert-not (interpreter p))

well-typed programs

(assert (typechecker p))

counterexamples
(define cex (solve))
(display cex)

rejected good programs

Figure 1 Bonsai performs three independent symbolic evaluations, interestingly executing the
interpreter also on trees that are both syntactically and type-incorrect.
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Figure 2 The classical symbolic representation of a set of trees grows very quickly even when
small trees are merged, even if their subtrees are shared.
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(a) Bonsai trees for x, λy.x, and x(y).
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(b) Embedding (a) in perfect binary trees.
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(c) Symbolic encoding of the tree for λy.x.

G(if(𝜙1) 𝑥
elseif(𝜙2) 𝜆𝑦. 𝑥
elseif(𝜙3) (𝑦 𝑥)):

𝜙1 ⇒ leaf(𝑛1, 𝑥)
𝜙2 ⇒ leaf 𝑛2, λ ∧
𝜙3 ⇒ leaf(𝑛2, 𝑥)

𝜙3 ⇒ leaf(n5, y)

𝜙2 ⇒ leaf(n6, y)
𝜙3 ⇒ leaf(𝑛7, 𝑥)

(d) Merging three trees under path conditions φi.

Figure 3 A stepwise overview of the Bonsai tree encoding.
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General-purpose symbolic evaluation. To perform symbolic evaluation of a type checker,
we need to create a symbolic abstract syntax tree that represents A, the set of concrete
abstract syntax trees. The standard approach would produce trees such as those shown
in Figure 2, where sets of trees are merged by creating symbolic choices to select among
potential children at each node. This merged symbolic tree could then be supplied to an
existing type checker and interpreter by symbolically evaluating them on the tree.

Though this classical approach would work in principle, it fails to scale to trees that are
deep enough to explore large programs. Furthermore, each operation on such a symbolic tree
causes its representation to grow even more complex, and the large data structures prevent
scalable symbolic execution. Thus, the challenge here is to optimize the speed of symbolic
compilation, rather than the speed of solving.

Domain-specific symbolic evaluation. Bonsai solves this problem by creating a new en-
coding for sets of trees that limits growth by efficiently merging trees within the set. This
“Bonsai tree” is compatible with a standard symbolic evaluator, and language engineers can
use this symbolic tree nearly as if it were a concrete tree. Figure 3 gives a stepwise explanation
of the Bonsai symbolic tree, starting from concrete Bonsai trees for three program terms (a).
These concrete trees are embedded in a perfect binary tree (b). The embedding is represented
with two predicates for each node: the first determines whether the node is internal or a leaf;
the second determines the terminal for leaves (c). By allowing the predicates to be symbolic
expressions, a single tree can represent multiple Bonsai trees. In (d), we show how symbolic
Bonsai trees arise; here we merge three trees at an if-statement.

Despite having a different underlying representation, Bonsai trees can be easily manip-
ulated by programmers, just as if they were concrete trees. Bonsai provides utilities for
creating, modifying, and pattern-matching with symbolic trees, allowing programmers to
implement typecheckers and interpreters without having to focus on the details of symbolic
execution.

Evaluation. Figure 4a shows an empirical comparison between the classical and Bonsai
encodings. Symbolic terms of various sizes were executed with identical typecheckers and
interpreters, varying only the underlying encoding. Bonsai’s encoding was consistently several
orders of magnitude faster. In under an hour, Bonsai explores programs much larger than
counterexamples created by human experts who report soundness bugs, thus providing users
with a margin of assurance.

Bonsai has reproduced many soundness bugs in a variety of languages, notably including
(1) unsound argument covariance in a model of Java, and (2) a subtle issue with Scala’s
existential types, discovered in 2016 by Nada Amin and Ross Tate [1]. Slight modifications
to the algorithm also allow users to ask intriguing new questions that fuzzers cannot easily
answer, such as “On what programs do typecheckers t1 and t2 disagree?” or “Does my
typechecker reject programs that don’t fail?” Finally, by making the typechecker symbolic,
Bonsai can synthesize suggestions for how to fix an unsound type system.

4 Program Partitioning

The Code Partitioning Problem. Compilers for fine-grain many-core architectures must
partition the program into tiny code fragments mapped onto physical cores. Chlorophyll [15,
16] is a language for GA144, an ultra-low-power processor with 144 tiny cores [5]. The
Chlorophyll type system ensures that no fragment overflows the 64-word capacity of its core.
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Figure 4 Experimental evaluations.

Listing 1 Original type checker, ensuring that code fragments fit into cores.
1 ( define cores - space (make - vector n- cores 0)) ; space used up on each core
2 ( define (inc - space p size)
3 (vector -set! cores - space p (+ (vector -ref cores - space p) size )))
4
5 ; Increase code size whenever core p sends a value to core r.
6 ( define (comm p r) (when (not (= p r)) ( begin (inc - space p 2) (inc - space r 2))))
7
8 ; Increase code size for broadcast communication from p to ps. ps may contain duplicates .
9 ( define ( broadcast p ps)

10 ( define remote -ps ( length ( remove p ( unique ps )))) ;# of unique cores in ps excluding p
11 (inc - space p (* 2 remote -ps )) ; space used in the sender core
12 (for ([r ps ]) (inc - space r 2))) ; space used in the receiver cores
13
14 ( define (count - space node) ; Count space needed by an AST node .
15 ( cond
16 [( var? node) (inc - space (place -type node) 1)]
17 [( binexpr ? node) ; The inputs to this operation come from binexpr -e1 and binexpr -e2.
18 ( define p (place -type node ))
19 (inc - space p (size node )) ; space taken by the operation
20 (comm (place -type (binexpr -e1 node )) p) ; Add space for communication code when
21 (comm (place -type (binexpr -e2 node )) p)] ; operands come from other cores .
22 [( if? node)
23 ; If is replicated on all cores that run any part of if ’s body .
24 ; We omit inc - space here .
25 ; The condition result is broadcast to all cores used in if ’s body .
26 ( broadcast (place -type (if -test node ))
27 ( append (all - cores (if -then node )) (all - cores (if -else node ))))]
28 ...))
29
30 (tree -map count - space ast)
31 (for ([ space cores - space ]) ( assert (< space core - capacity )))
32 ( minimize ( apply + cores - space )) ; used during inference only

Each variable and operation have a place type whose value is a core ID. The type checker in
Listing 1 computes the code size of each fragment. The tree-map function traverses a program
AST in the post-order fashion and applies the function count-space on each node in the AST
(line 28). The checker accumulates the space taken by each node (e.g. a binexpr node on
line 18), and space occupied by communication code, for both one-to-one communication
(e.g. sending operand values to an operator on lines 19–20) and broadcast communication
(e.g. sending a condition result to all nodes in the body of if on lines 24–25).

Automatic Program Partitioning as Type Inference. When a program omits some place
types, the compiler infers them, effectively partitioning the program. Chlorophyll implements
the type inference using Rosette [19, 20], which symbolically evaluates the type checker in
Listing 1 with respect to the program. The type checker needs no changes; we only need to
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Listing 2 Type checker in resource language, producing ILP constraints.
1 ( define n (make - parameter #f)) ; a parameter procedure for dynamic binding
2 ( define (comm p r) (inc - space (n) (* 2 (+ ( different ? p r (n)) ( different ? r p (n ))))))
3 ( define ( broadcast p ps)
4 (inc - space (n) (* 2 (+ (count - different p ps (n)) ;; space used in the sender core
5 ( different ? ps p (n)) )))) ;; space used in the receiver cores
6
7 ;; the function count - space is changed in one place ( see text ); inc - space is unchanged
8
9 (for ([i n- cores ]) ( parameterize ([n i]) (tree -map count - space ast )))

10 (for ([ space cores - space ]) ( assert (< space core - capacity )))
11 ( minimize ( apply + cores - space ))

=

a

a

+

b

p$a

p$a p$b

p$+

> cores-space
#(;; core 0

(+ (ite (= p$a 0) 1 0) ;; (inc-space p$a 1)    
(ite (= p$a 0) 1 0) ;; (inc-space p$a 1)
(ite (= p$b 0) 1 0) ;; (inc-space p$b 1)
(ite (= p$+ 0) 1 0) ;; (inc-space p$+ 1)
(ite (and (or (= p$+ 0) (= p$a 0)) 

(! (= p$+ p$a))) 
2 0) ;; (comm p$a p$+)

(ite (and (or (= p$+ 0) (= p$b 0)) 
(! (= p$+ p$b))) 

2 0)) ;; (comm p$b p$+)

;; core 1
(+ ...))

> cores-space
#(;; core 0

(+ (* 1 Mpn(p$a,0)) ;; (inc-space p$a 1) [def]
(* 1 Mpn(p$a,0)) ;; (inc-space p$a 1) [use]
(* 1 Mpn(p$b,0)) ;; (inc-space p$b 1)
(* 1 Mpn(p$+,0)) ;; (inc-space p$+ 1)
(* 2 Remote_prn(p$+,p$a,0))  ;; (comm p$a p$+)
(* 2 Remote_prn(p$a,p$+,0)) 
(* 2 Remote_prn(p$+,p$b,0))  ;; (comm p$b p$+)
(* 2 Remote_prn(p$b,p$+,0)))

;; core 1
(+ ...))

> (asserts) ;; global assertions
((and (<= 0 Mpn(p$a,0)) (>= 1 Mpn(p$a,0)))  ;; from a
(and (<= 0 Mpn(p$a,1)) (>= 1 Mpn(p$a,1)))
(= 1 (+ Mpn(p$a,0) Mpn(p$a,1)))
...
(<= 0 Remote_prn(p$+,p$a,0))  ;; from (comm p$a p$+)
(>= 1 Remote_prn(p$+,p$a,0))
(>= Remote_prn(p$+,p$a,0) (- Mpn(p$+,0) Mpn(p$a,0)))
...

)

Residual Program
(inc-space p$a 1) ;; Line 17, node = a [def]
(inc-space p$a 1) ;; Line 17, node = a [use]
(inc-space p$b 1) ;; Line 17, node = b
(inc-space p$+ 1) ;; Line 17, node = +
(comm p$a p$+) ;; Line 18
(comm p$b p$+) ;; Line 19

(a) Example program AST. Each node is an-
notated with its place type below. The yellow
nodes are the ones that have been interpreted.

(inc - space p$a 1) ;; Line 15, node = a [def ]
(inc - space p$a 1) ;; Line 15, node = a [use ]
(inc - space p$b 1) ;; Line 15, node = b
(inc - space p$+ 1) ;; Line 18, node = +
(comm p$a p$ +) ;; Line 19, comm a -> +
(comm p$b p$ +) ;; Line 20, comm b -> +

(b) Residual type checking program after travers-
ing the yellow nodes in the AST on the left (post-
order). The line numbers in the comments indicate
where the expressions come from from Listing 1.

Figure 5 Running example of program partitioning

initialize the (unknown) place types in the program to symbolic values (i.e., p$0, p$1, ...).
Figure 5a shows an example of a program AST with unknown places. Each node in the AST

is annotated with its symbolic place type. Figure 5b shows the conceptual partially-evaluated
type checker after checking the yellow nodes in the example AST; concrete expressions are
fully evaluated, and the expressions with symbolic variables remain. After we symbolically
evaluate the residual type checker in Figure 5b, we obtain cores-space shown in Figure 6a.
Rosette then uses Z3 to solve the generated SMT constraints on cores-space (line 29 of
Listing 1) and minimize the total code size (line 30 of Listing 1).

Hence, we obtain our type inference just by implementing a type checker. The development
process requires little effort, but the type inference is slow at inferring place types.

Symbolic Evaluation to ILP Constraints. It is known that partitioning and scheduling
problems can be solved efficiently using ILP [21, 14, 13, 8]. However, if we follow the standard
way of generating ILP constraints, we will not be able to simply turn type checking into
type inference. Here, we turn to our key idea and introduce a symbolic language that will
generate ILP constraints. The programmer implements the type checker as before but in
our resource language. The programmer is prohibited from writing programs with symbolic
path conditions because these path conditions create non-linear constraints. If a program
contains a symbolic path condition, the compiler will raise an exception. Resource language
is embedded in Rosette. It provides additional operations: mapped-to?, different?, and
count-different, as described in Table 1.

We make four minimal changes to our original type checker, shown in Listing 2. First, we
traverse the AST once for every core (line 9). Each iteration i is responsible for accumulating
space used in core i. Second, in the function count-space, we change the expression to increase
the size of core p by the size of the operation of node from (inc-space p (size node)) to
(inc-space (n) (* (size node) (mapped-to? p (n)))). The previous call produces a non-
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> cores - space
#(;; core 0

(+ (ite (= p$a 0) 1 0) ;; a [def ]
(ite (= p$a 0) 1 0) ;; a [use ]
(ite (= p$b 0) 1 0) ;; b
(ite (= p$+ 0) 1 0) ;; +
(ite

(and (or (= p$+ 0) (= p$a 0))
(! (= p$+ p$a )))

2 0) ;; a -> +
(ite

(and (or (= p$+ 0) (= p$b 0))
(! (= p$+ p$b )))

2 0)) ;; b -> +

;; core 1
(+ ...)

)

(a) Original symbolic expression generated from
the original type checker (Listing 1)

> cores - space
#(;; core 0

(+ (* 1 Mpn(p$a ,0)) ;; a [def ]
(* 1 Mpn(p$a ,0)) ;; a [use ]
(* 1 Mpn(p$b ,0)) ;; b
(* 1 Mpn(p$ + ,0)) ;; +
(* 2 Remote_prn (p$+,p$a ,0)) ;; a -> +
(* 2 Remote_prn (p$a ,p$ + ,0))
(* 2 Remote_prn (p$+,p$b ,0)) ;; b -> +
(* 2 Remote_prn (p$b ,p$ + ,0)))

;; core 1
(+ ...))

> ( asserts ) ;; global assertions
(( and (<= 0 Mpn(p$a ,0)) (>= 1 Mpn(p$a ,0)))

(and (<= 0 Mpn(p$a ,1)) (>= 1 Mpn(p$a ,1)))
(= 1 (+ Mpn(p$a ,0) Mpn(p$a ,1))) ;; a
...
(<= 0 Remote_prn (p$+,p$a ,0)) ;; a -> +
(>= 1 Remote_prn (p$+,p$a ,0))
(>= Remote_prn (p$+,p$a ,0)

(- Mpn(p$ + ,0) Mpn(p$a ,0)))
...

)

(b) ILP symbolic expression generated from the
modified type checker (Listing 2)

Figure 6 Symbolic expression of space occupied in each core after running a type checker on the
yellow nodes in the example AST (Figure 5a).

Table 1 Description of resource language operations. Sym/conc stands for symbolic or concrete.

Function Type Description
(mapped-to? p n) p: sym/conc integer returns 1 if place p is core n

n: concrete integer (i.e. p = n),
return: sym/conc integer otherwise returns 0

(different? p r n) p: sym/conc integer returns 1 if places p and r
r: sym/conc integer are different, and place p is
n: concrete integer core n (i.e. (p 6= r) ∧ (p = n)),
return: sym/conc integer otherwise returns 0

(different? ps r n) ps: list of sym/conc integers returns 1 if there is at least
r: sym/conc integer one place p in ps such that
n: concrete integer (p 6= r) ∧ (p = n),
return: sym/conc integer otherwise returns 0

(count-different p rs n) p: sym/conc integer returns a number of unique
rs: list of sym/conc integers places in rs that differ from p

n: concrete integer if place p is core n,
return: sym/conc integer otherwise returns 0

linear equation because the first argument p, which is symbolic, to inc-space is used as a
path condition. Third, we avoid symbolic path conditions inside the function comm by using
(different? p r (n)) to compute the size of code for sending data at core (n), and similarly
for receiving data. Last, in the function broadcast, we utilize count-different to compute
space taken by code for broadcasting a value to a set of cores.

Implementation. Table 2 details the implementation of the additional operations provided
by our symbolic language. Under the abstraction, (mapped-to? p n) creates symbolic variables
Mpn(p, n′) for all n′ ∈ N – where N is a set of values that p can take – and returnsMpn(p, n);
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Table 2 Implementation of resource language operations. sum† and offset† are temporary
variables.

Function → return Created Variables Additional Assertions
(mapped-to? p n) ∀n′ ∈ N,Mpn(p, n′) ∀n′ ∈ N, 0 ≤Mpn(p, n′) ≤ 1
→Mpn(p, n)

∑
n′∈N

Mpn(p, n′) = 1
(different? p r n) Remoteprn(p, r, n) 0 ≤ Remoteprn(p,r,n) ≤ 1
→ Remoteprn(p, r, n) Remoteprn(p,r,n) ≥Mpn(p, n)−Mpn(r, n)
(different? p rs n) Remoteprsn(p, rs, n) 0 ≤ Remoteprsn(p,rs,n) ≤ 1
→ Remoteprsn(p, rs, n) ∀r ∈ rs,Remoteprsn(p, rs, n) ≥

Remoteprn(p, r, n)
(count-different p rs n) Countprsn(p, rs, n) ∀n ∈ N, 0 ≤M∗rsn(n) ≤ 1
→ Countprsn(p, rs, n) ∀n′ ∈ N,M∗rsn(n′) ∀n ∈ N, r ∈ rs,M∗rsn(n) ≥Mpn(r, n)

sum† =
∑

n′∈{N−{n}}M
∗
rsn(n′)

offset† = (Mpn(p, n)− 1)×MAXINT

Countprsn(p, rs, n) ≥ 0
Countprsn(p, rs, n) ≥ sum† + offset†

Mpn(p, n) = 1 if p = n, and Mpn(p, n) = 0 otherwise. Since p can be mapped to only
one value, the function adds the constraint

∑
n′∈N Mpn(p, n′) = 1 into the global list of

assertions. (different? p r n) creates and returns a variable Remoteprn(p, r, n), as well as
adds Remoteprn(p,r,n) ≥ Mpn(p, n)−Mpn(r, n) and 0 ≤ Remoteprn(p,r,n) ≤ 1 to the global
list of assertions. Note that Remoteprn(p,r,n) can be either 0 or 1 when p = r, which is not
what we want. However, this equation is valid if Remoteprn(p,r,n) is (indirectly) minimized,
so it is 0 when p = r as we expect. The validity check happens when minimize is called.

Our approach requires no change in Rosette’s internals. The additional operations simply
generate Rosette assertions. We implement our custom minimize function, which performs
the validity check before calling Rosette’s minimize.

Figure 6b show the symbolic expression of cores-space along with additional assertions
after symbolically executing the modified type checker on the yellow nodes of the AST in
Figure 5a. Notice that the new expression is linear, while the original one is not.

Evaluation. The ILP encoding produced by our abstraction solves problems inaccessible to
the SMT-based partitioner, and it is faster than the SMT encoding optimized for the domain
of partitioning problems (namely, flattening deeply nested ite expressions). Figure 4b shows
the median time to partition four benchmarks across three runs. We set the timeout to 30
minutes. In summary, SMT always timed out; domain-optimized SMT constraints solved
half of the benchmarks; the ILP encoding solved all benchmarks.

5 Synthesis of Parallel Tree Programs

Attribute Grammars and Static Scheduling. Tree computations such as document layout
for data visualization or CSS are naturally specified as attribute grammars [12]. For the sake of
efficiency, high-performance layout engines in web browsers schedule these tree computations
statically, by assigning the statement that computes an attribute to a predetermined position
in a sequence of tree traversals. Static scheduling avoids the overhead of determining
dynamically when an attribute is ready to be computed.

We express a static schedule for an attribute grammar as a program in a domain-specific
language of tree traversal schedules, LS . A schedule consists of tree traversal passes, each
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Listing 3 The original interpreter of tree
traversal schedules, intS .

1 ( define (intS G t s)
2 ( match s
3 [( seq s1 s2 )
4 (intS G t s1 )
5 (intS G t s2 )]
6 [( par s1 s2 )
7 ; check data independence of forward
8 ; and backward orders
9 (intS G (copy t) (seq s2 s1 ))

10 (intS G t (seq s1 s2 ))]
11 [( pre visits )
12 ( preorder ( visitor G visits ) t)]
13 [( post visits )
14 ( postorder ( visitor G visits ) t)]))
15
16 ( define (( visitor G visits ) node)
17 (let ([ class (get - class G node )])
18 (for ([ slot (get - slots visits class )])
19 (eval class node slot ))))
20
21 ( define (eval class node slot)
22 (let* ([ rule (get -rule class slot )]
23 [attr ( target node rule )])
24 (for ([ dep (get -deps node rule )])
25 ( assert ( ready ? dep )))
26 ( assert (not ( ready ? attr )))
27 (set - ready ! attr )))

Listing 4 The interpreter intST , written with
the symbolic trace language.

1 ( define (intST G t s)
2 ( match s
3 [( seq s1 s2 )
4 (intST G t s1 )
5 (intST G t s2 )]
6 [( par s1 s2 )
7 ( parallel
8 (intST G t s1 )
9 (intST G t s2 ))]

10 [( pre visits )
11 ( preorder ( visitor G visits ) t)]
12 [( post visits )
13 ( postorder ( visitor G visits ) t)]))
14
15 ( define (( visitor G visits ) node)
16 (let ([ class (get - class G node )])
17 (for ([ slot* (get - slots visits class )])
18 (fork ([ slot slot *])
19 (eval class node slot )))))
20
21 ( define (eval class node slot)
22 (let* ([ rule (get -rule class slot )]
23 [attr ( target node rule )])
24 (for ([ dep (get -deps node rule )])
25 (read dep ))
26 ( write attr)
27 (step )))

of which executes statements from the attribute grammar. For instance, the schedule
post{ Inner{w, h}, Leaf{w, h} } ; pre{ Inner{x, y}, Leaf{x, y} } performs a post-order
traversal computing w then h at both Inner and Leaf nodes and then performs a pre-order
traversal computing x then y at both Inner and Leaf nodes. A statement to execute is
indicated by the name of the target attribute, since attributes and statements to compute
them correspond one-to-one.

Listing 3 presents a definitional interpreter for the scheduling language LS . The interpreter
checks the correctness of a schedule on a given input tree. Among the checks are the absence
of reads from uninitialized attributes (line 25) and single assignment (line 26), which together
ensure that data dependencies are satisfied.

Schedule Synthesis. To synthesize a legal schedule, we first define the space of candi-
date schedules by creating a partially symbolic schedule, such as post{ Inner{??1, ??2},
Leaf{??3, ??4} } ; pre{ Inner{??5, ??6}, Leaf{??7, ??8} }, where ??i indicates a symbolic
choice ranging over the statements from the relevant node class (e.g., ??1 ranges over the
statements for Inner nodes). This schedule is desugared to a schedule-generating function
sch : D8 → LSch whose parameters control the symbolic choices ??i.

Note that the schedule is partly concrete; it specifies two concrete traversals, leaving
symbolic only the slots in the node visitors. This limited symbolic nature simplifies symbolic
compilation. To consider other traversal patterns, we can apply a standard technique for
prioritized enumeration of sketches [2].

General-Purpose Symbolic Evaluation. With the schedule-generating function sch in hand,
the call sol(sym(intS(G, t) ◦ sch, success)) synthesizes the slots for the partially concrete
schedule correct on a tree t. When evaluating a symbolic choice ??i, symbolic evaluation
considers each alternative concrete statement (line 18 in Listing 3), generates the constraints
stating that the dependencies are ready and the target has not been computed (lines 25 and
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Listing 5 Example LT program.
( define ??1 ( choose "x := y + z" "y := 2 * x" "x := 3"))
( define ??2 ( choose "x := y + z" "y := 2 * x" "x := 3"))
( define ??3 ( choose "x := y + z" "y := 2 * x" "x := 3"))
( define x ( alloc ))
( define y ( alloc ))
( define z ( alloc ))

(for ([??i ( list ??1 ??2 ??3 )]) ; execute a program with three slots
(fork ([ stmt ??i ]) ; for each possible statement in this slot

(let ([ var ( lookup (lhs stmt ))]
[expr (rhs stmt )])

(for ([ ref (refs expr )]) ; for all locations in the right - hand side
(read ref ))

( write var)
(step ))))

Table 3 Operations of the symbolic trace language LT (each returning (void) unless noted
otherwise), where host refers to the pure subset of the host language.

Operation Type Description
(choosev1 . . . vn) vi: concrete value returns a symbolic choice from the given

return: symbolic choice values, to construct a program hole ??
(alloc) return: concrete location returns a fresh concrete location
(read l) l: concrete location logs a read from the given location
(write l) l: concrete location logs a write to the given location
(step) advances the program to the next

statement
(fork ([xc])e) x: variable in host evaluates e for each concrete alternative of

c: symbolic choice c, bound to x, under an appropriate guard
e: expression in host

(parallele1e2) e1: expression in host evaluates e1 then e2 while checking for
e2: expression in host conflicting usage of locations

26), sets the target attribute as ready, updates the program state (line 27), and then merges
alternative states.

The constraints resulting from this evaluation present a challenge for the SMT solver. The
symbolic state encodes whether a concrete attribute is ready at a given execution step as a
function of symbolic choices (i.e., which statement goes into which slot). We hypothesize that
this state formulation prevents the solver to learn from failed guesses: if placing statement
s1 before s2 leads to a dependence violation, the solver will happily try to place s1 before s2
into some other pair of slots.

Domain-Specific Symbolic Evaluation. To make constraint solving more efficient, we
express the interpreter of schedules in the symbolic trace language LT . The syntax of this
language is summarized in Table 3, and a small example program in LT is shown in Listing 5.
The new version of the interpreter, intST , is in Listing 4.

The symbolic trace language understands only dependency relationships carried through
locations, write-once memory objects with fully abstract contents. A location l is generated
with (alloc) and used with (read l) and (write l). In the context of attribute grammars,
a location corresponds to a particular attribute somewhere in the tree.

As a trace program executes, we generate efficient ILP constraints for these correctness
conditions:
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Listing 6 Excerpt of the residual program in LT from partial evaluation of intST with respect
to the symbolic schedule sch, showing the call to (eval Inner root ??1).
; construct the symbolic schedule
( define ??1

( choose "self.x := 0" ; guard = b1,x

"self.y := 0" ; guard = b1,y

"self.w := left.w + right .w" ; guard = b1,w

"self.h := left.h + right .h")) ; guard = b1,h

...
; assign each attribute a freshly allocated location
(set! root.x ( alloc ))
(set! root.y ( alloc ))
...
; expansion of ( fork ([ slot slot *]) ( eval ??1 ))
; case for ??1 = " self .x := 0"
( write root.x #: guard {b1,x})
(step #: guard {b1,x})
; case for ??1 = " self .y := 0"
( write root.y #: guard {b1,y})
(step #: guard {b1,y})
; case for ??1 = " self .w := left .w + right .w"
(read root.left.w #: guard {b1,w})
(read root. right .w #: guard {b1,w})
( write root.w #: guard {b1,w})
(step #: guard {b1,w})
; case for ??1 = " self .h := left .h + right .h"
(read root.left.h #: guard {b1,h})
(read root. right .h #: guard {b1,h})
( write root.h #: guard {b1,h})
(step #: guard {b1,h})
...

1. Every location is written at most once.
2. Every read to a location is preceded by the write to that location.
3. Concurrent threads are data-independent (i.e., locations read by a thread are disjoint

from locations written by any concurrent thread).

Note that the symbolic trace language requires annotating with fork those code frag-
ments that must be explored under alternative symbolic choices. Each such choice eval-
uates under a guard (analogous to a path condition in traditional symbolic evaluation)
that records the current set of assumptions about symbolic choices. For instance, when
(fork ([x (choose x1 x2)]) ...) explores the path for x1, the current guard will be ex-
tended (since uses of fork may be nested) with the assumption that x = x1, and a similar
process then happens for x2. The fork is analogous to Rosette’s for/all and serves the
same role of controlling where alternative paths are merged.

Adopting the symbolic trace language requires only a handful of straightforward changes
to the interpreter in Listing 3, to turn its checks into trace events. The modified interpreter
is shown in Listing 4. Listing 6 shows an excerpt of the residual program generated by the
call s(intST(G, t) ◦ sch), where s is the program specializer.

Implementation. The symbolic trace language is implemented as an embedded domain-
specific language in Rosette. We leverage the restricted nature of LT to generate efficient
ILP constraints. We mention in this paper only the encoding of dependences, which was
responsible for the bulk of the improvement over the previous SMT encoding.

Collectively, the generated constraints must ensure that all dependences are satisfied, which
means that all reads from a location follow the write into that location. A straightforward
encoding is to require that the step counter of the read is higher than the step counter of the
write.
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However, a less obvious encoding improves the solver’s performance by several orders
of magnitude. Rather than ensuring that all dependences are met, we pose the equivalent
constraints ensuring that no antidependences exist, which means that the write must not
happen after any of the reads from the location. The advantage of ruling out antidependences
over requiring dependences is that in ILP, it seems easier to solve the constraint “if a write
happens here, then none of the reads must have happened before,” than it is to solve “if
a read happens here, then a write must have happened before.” We hypothesize that this
encoding wins over alternative ILP encodings because ruling out antidependences provides
the solver the analogue of conflict clauses that it would need to learn itself.

We want to point that the concept of antidependences does not exist in the original
schedule interpreter. A general symbolic compiler thus cannot switch from dependences to
ruling out antidependences. Doing so would require relative deep and global reasoning.

Evaluation. Figure 4c compares our domain-specific symbolic evaluator against the general-
purpose evaluator. We evaluate the performance of symbolic evaluation and constraint solving.
The benchmarks synthesize tree traversal schedules for an attribute grammar that encodes
the treemap data visualization [11]. For each attribute grammar, symbolic evaluation is done
with a set of example trees chosen by an automated tool to sufficiently cover the grammar.
An enumeration of candidate partially symbolic schedules is used. Each measurement is the
median value from three runs. The domain-specific encoding on the CPLEX solver improves
the solving time by three orders of magnitude.

6 Summary and Future Directions

Contribution to Solver-Aided DSLs. Our domain-specific symbolic compilation idea origi-
nated from solver-aided DSLs (SDSLs). SDSL is attractive because it is the most promising
technique we have today for automatically constructing program synthesizers: simply write
an interpreter, and obtain a symbolic compiler for free. SDSLs take advantage of the domain
in two ways. First, DSL programs are compact, reducing the search space explored by
synthesizers. Second, an interpreter for a DSL can be written to increase the opportunities
for specialization.

Rosette, its meta-language, and SMT solvers together served as an excellent tool to build
SDSLs. However, as we moved to larger and more complex problems, both the symbolic
compilation and solving emerged as a bottleneck. SMT solvers also ran out of steam. Our
proposed solution delivers the promise of building domain-specific synthesizers that can solve
larger, more complex problems. We show that a domain-specific symbolic compiler, built on
top of Rosette, can produce a custom encoding of constraints and utilize a more efficient
solver for that particular domain, such as an ILP solver.

Evaluation. Our ultimate goal is to obtain efficient constraints generated by an intuitive,
expressive abstraction. In this paper, we showed that our domain-specific symbolic compiler
can generate efficient constraints, reducing the time of solving and symbolic evaluation,
sometimes by orders of magnitude. We are encouraged that good constraints can be generated
by symbolically evaluating a program, as that opens new ways to write specifications.

Our findings are preliminary when it comes to expressiveness. While we are happy
with the experience of expressing our interpreters and checkers, we have not stressed the
abstractions enough to identify their limits. For example, we did not try to use the Bonsai
tree (Section 3) on type checkers that also perform inference; the resource language (Section 4)
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may need extensions to support runtime data migration; and the trace language (Section 5)
may fail on incremental tree evaluation because it needs data-dependent traversals that visit
only a subtree. These new applications may require new abstractions. However, we hope
that the three designs will serve at as an inspiration.

Checking the usage. Symbolic languages are not intended to be used without care, and
a type system should thus ensure proper usage of symbolic language operations. However,
the code using the abstraction can sometimes break the abstraction even through seemingly
unrelated code (because the client and the abstraction are symbolically evaluated together).
For example, using a conditional expression in the partitioning type checker (Listing 2)
may cause the symbolic evaluation to produce a symbolic path condition, which makes the
program inexpressible in ILP constraints. It is an open question what restrictions we should
impose on the client to avoid such surprises.

Combining symbolic languages. New challenges arise when we compose two symbolic
languages. For example, to distribute nodes of an unbounded tree onto CPU cores, we
may want to combine some variants of the trace language from Section 5 and the resource
language from Section 4. The former would schedule traversals while the latter would map
data onto cores. What do we expect when both languages are used in the same interpreter?
If scheduling and data placement happen to be separate problems, it would be desirable if the
symbolic compilation of the interpreter produce two independent sets of constraints. If the
problems are intertwined, the interpreter writer should be able to control the approximation:
for example, fix the tree distribution first, then find the best traversal strategy.

Converting solutions to programs. We have blissfully assumed that the solution returned by
the solver is the desired program. Naturally, the solution must be converted to program syntax,
and the conversion becomes trickier as we add more levels of abstraction. Specializing symbolic
compilers (Rosette [20] and Sketch [17]) automate the conversion, but that functionality
is broken by our insertion of the symbolic language layer. It seems possible to define the
conversion as an inversion of symbolic compilation, and perhaps this view could lead us
towards automatic construction of solution-to-program converters.
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Abstract
Functionality of software systems has exploded in part because of advances in programming-
language support for packaging reusable functionality as libraries. Developers benefit from the
uniformity that comes of exposing many interfaces in the same language, as opposed to stringing
together hodgepodges of command-line tools. Domain-specific languages may be viewed as an
evolution of the power of reusable interfaces, when those interfaces become so flexible as to deserve
to be called programming languages. However, common approaches to domain-specific languages
give up many of the hard-won advantages of library-building in a rich common language, and
even the traditional approach poses significant challenges in learning new APIs. We suggest that
instead of continuing to develop new domain-specific languages, our community should embrace
library-based ecosystems within very expressive languages that mix programming and theorem
proving. Our prototype framework Fiat, a library for the Coq proof assistant, turns languages into
easily comprehensible libraries via the key idea of modularizing functionality and performance
away from each other, the former via macros that desugar into higher-order logic and the latter
via optimization scripts that derive efficient code from logical programs.
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1 The Case for Replacing Languages with Libraries in a Proof
Assistant

As a programmer today, it is hard to imagine getting anything done without constant reuse
of libraries with rather broad APIs. Complex production software systems weave together
many different libraries hosted in a single language where integration is eased by a shared
vocabulary of concepts like objects, functions, types, and modules. We can imagine piecing
together similar end products from Frankenstein’s monsters of distinct languages for different
styles of programming, tied together with command-line tools and heroic build processes.
Most of us are glad not to live in a world where that is the best option, however, considering
several key advantages of the language-integrated approach.

Learnability. To learn an arbitrary programming language, one might turn to its reference
manual, which is prone to imprecision and likely to become out-of-date; or one might
try to read the language’s implementation, which unavoidably mixes in implementation
details irrelevant to the user. In contrast, a library in a statically typed language inherits
“for free” a straightforward characterization of the valid programs: precisely those that
type check against the API, which is written out in a common formalism.
Interoperability. With all libraries defining first-class ingredients that live in a common
formalism, it becomes easier to code, for example, polymorphic operations that generalize
over any such ingredients.
Correctness. The developers of the chosen language implementation need to worry about
getting it right, but then authors of individual libraries may rely on the language’s
encapsulation features to limit how much damage bugs in their libraries can inflict on
other libraries and their private state.

All in all, we programmers can pat ourselves on the backs for collectively coming up with
such a satisfyingly effective approach to building big things out of smaller, very general things.
However, we claim there remain many opportunities to improve the story. Domain-specific
languages (DSLs) are a paradigm growing in popularity, as programmers find that the API
formalisms of general-purpose languages are not flexible enough to fit important packages of
reusable functionality. Instead, a new notation is invented that allows much more concise
and readable descriptions of desired functionality in a particular domain. DSLs have found
widespread success in a range of domains, including HTML+CSS for layout, spreadsheet
formulas for tabular data, and Puppet for system configurations. For programmer-facing
tasks, DSLs such as SQL and BNF have been adopted widely, to the point that they are the
standard solutions for interacting with databases and building parsers, respectively. Despite
these isolated success stories, DSLs have not reached the ubiquity of library-based solutions in
the average programmer’s toolbox. Simply implementing a new DSL can require considerable
effort, if one chooses to build a freestanding compiler or interpreter. Alternatively, we might
have an embedded DSL that actually is a library within a general-purpose language, but which
delineates its own new subset of that language with a rather distinctive look, perhaps calling
library combinators to construct explicit abstract syntax trees. We claim both strategies
introduce substantial friction to widespread adoption of DSLs.

http://dx.doi.org/10.4230/LIPIcs.SNAPL.2017.3
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Learnability. A DSL with a freestanding implementation is just as unlearnable as a new
general-purpose programming language, thrown at the programmer out of the blue. An
embedded DSL may be easier to learn, by reading the static type signature that defines
it, though we claim that often this type signature is complicated by limitations of the
host language, and it almost never expresses semantics (in fact, in many cases, the host
language is a dynamically typed Lisp-like language).
Interoperability. Freestanding DSL implementations bring on all the pain that we
congratulated ourselves on avoiding above. For instance, freestanding parser generators
force the use of Makefiles or similar to coordinate with the main program, while the
database query language SQL has notoriously bad coupling to general-purpose languages,
for instance relying on APIs that present queries as uninterpreted strings and invite
code-injection vulnerabilities. Embedded DSLs tend to appear to the programmer as their
own fiefdoms with their own types of syntax trees, which rarely nest naturally within
each other without giving up the performance from clever compilation schemes.
Correctness. The kind of metaprogramming behind a language implementation is chal-
lenging even for the best programmers, and it is only marginally easier for compact DSLs
than for sprawling marquee general-purpose languages. It may make sense to invest in
producing a correct Java compiler with traditional methods, but the necessary debugging
costs may prove so impractical as to discourage the creation of new DSLs with relatively
limited scopes.

How could we reach back toward the advantages of libraries as natural APIs within a single
host language? Our core suggestion in this paper is to modularize functionality away from
performance. So much of programming’s complexity comes from performance concerns. Let us
adopt an extreme position on the meaning of the word, taking it even to encompass concerns
of computability, where typically it is not sufficient to write an unambiguous description
of desired program behavior; we must express everything algorithmically. Imagine, instead,
that the programmer is liberated from concerns of performance, being able to write truly
declarative programs that state what is desired without how to achieve it. Every part of a
program is expressed with its most natural notation, drawing on the libraries that take over
for DSLs, exporting notations, among other conveniences. However, each notation desugars
to a common language expressive enough to cover any conceivable input-output behavior,
even uncomputable ones.

At this point, the programmer has codified a precise specification and is ready to make it
runnable. It is time to introduce performance in a modular way. We follow the tradition of
program derivation by stepwise refinement [8], but in a style where we expect the derivation
process to be automatic. Every program mixes together derivation procedures drawn from
different libraries, with each procedure custom-designed to handle the notations of that library.
The end result is a proof-producing optimization script that strings together legal moves
to transform specifications into efficient executable code. By construction, no optimization
script can lead to an incorrect realization of an original program/specification.

This style promotes learnability with self-documenting macro definitions that are
readable by the programmers who apply the macros, with each definition desugaring a
parsing rule into a common higher-order logic, written for clarity and without any concern
for performance; interoperability by the very use of that logic as the common desugaring
target1; and correctness by codifying legal moves to transform specifications toward efficient
code in optimization scripts.

1 A caveat on the interoperability front, considering a popular alternative reading of that word, is that we
are not primarily concerned with integrating with legacy systems. We are happy to design a clean-slate
platform where libraries interface nicely, assuming that they commit to a new style of design.
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Assuming one buys into this pitch, what would be the ideal platform for unifying all the
ingredients? One proposal would be to leverage an existing language with metaprogram-
ming features. Indeed, Racket’s implementation of languages as libraries [38] and Scala’s
Lightweight Modular Staging (LMS) framework [32] enable programs to be written at a
high level and then compiled to efficient implementations in order to achieve “abstraction
without regret” through a combination of macros and syntax transformations. While both
these approaches come close to achieving our goal, they both require that initial programs be
executable, thereby imposing some algorithmic requirements on them, and they require the
user to trust that the metaprograms implementing transformations are semantics-preserving.

In order to enable programmers to focus on how and not what, we propose using a very
expressive logic and a macro system that desugars into it as the host language. We also
need a way to code heuristics for transforming programs in that logic. In other words, we
have a two-level language, with an object language of specifications and a metalanguage for
manipulating specifications. The metalanguage should work in a correct-by-construction way,
where we can be sure that no transformation breaks program semantics. The combination of
these features enables a reimagination of embedded DSLs to have clean, declarative semantics
unpolluted by concerns of executability, but which still result in efficient implementations.

Many readers will not be surprised at this point that we have described the core features
of modern proof assistants! Such popular ones as Coq and Isabelle/HOL fit the bill; we
chose Coq. All of the widely used proof assistants have their rough edges today, but we
do imagine a future where more polished proof assistants serve as the IDEs of everyday
programming in this style (and we hope that our experiments can help identify the best ways
to go about that polishing). Our prototype framework Fiat [7] already makes it possible
to code interesting programs inside of Coq, with extensibility plus strong separation of
functionality from performance, generating assembly code with a proof of conformance to
original functionality specifications. In the rest of this paper we review the core of Fiat, give
some old and new examples of notation domains therein, and indulge in more philosophizing
and speculation than we usually would in a conference paper.

2 A Flexible Core Language for Declarative Programs

The heart of the Fiat concept is a unified, flexible language for writing out the functionality
of programs. We write these declarative programs using macros defined by domain libraries,
but each macro has a simple syntax-mapping rule, so macros cannot be used directly to
encode complex logic. Instead, we need a core language under the hood that we believe
can be used to encode any reasonable program specification. Rather than reinventing the
wheel, we start from Gallina, the logic of our favorite proof assistant Coq, which is already
well-known from successful mechanized proofs from algebra [10] to compiler correctness [26].

However, the original program is not the end of the story, and there are reasons to add
more superstructure on top of Gallina. We transform initial declarative programs gradually
into efficient executable programs, and it is helpful to maintain the same core language for
original programs, intermediate programs, and final executable programs. For that purpose,
we chose the nondeterminism monad, also used in concurrent work by Lammich [21] on
stepwise refinement in a different proof assistant.

We define our type family P of computations using the pun that the familiar notation
for the powerset operator may also be thought of as standing for “program.” The standard
monad operators are defined as follows and can be proved to obey the monad laws, in terms
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of the standard semantics of the set-theory operators we employ.

return : ∀α. α→ P(α)
return = λx. {x}

bind : ∀α, β. P(α)→ (α→ P(β))→ P(β)
bind = λc1, c2.

⋃
x∈c1

c2(x)

We introduce the usual shorthand x← c1; c2 for bind c1 (λx. c2). Now we can write a variety
of useful (though potentially non-executable) programs that periodically pick elements from
mathematical sets. For instance, here is a roundabout and redundant way to express the
computation of any odd natural number.

a ← {n ∈ N | ∃ k ∈ N. n = 2 × k};
b ← {m ∈ N | ∃ k ∈ N. m = 1 + 2 × k};
return (a + b)

Similarly, here is how one might compute the sum of the integer zeroes of a polynomial:
zs ← {xs ∈ list N | NoDuplicates xs ∧ ∀ x, P(x) = 0 ⇔ x ∈ xs};
return (foldl (+) 0 zs)

More ominously, here is a program (referring to the set B of Booleans) that we should
probably not try too hard to refine into an executable version.

b ← {b ∈ B | b = true ⇔ P = NP};
if b then return 42
else return 23

This example also illustrates the relational character of the nondeterminism monad: defining
computations using logical predicates makes it trivial to integrate potentially uncomputable
logical functionality with standard functional programming. For instance, we use the normal
if construct of Gallina, rather than defining our own. Such natural integration may even
lull the programmer into a false sense of security, as in the above example, where choosing
a branch of a conditional requires resolving a major open question in theoretical computer
science! (It is at least fairly straightforward to formalize the proposition “P = NP” in a
general-purpose proof assistant like Coq.)

We choose the superset relation ⊇ as our notion of refinement between computations. We
also sometimes read c1 ⊇ c2 as “c2 implements c1.” In general, c2 should be more algorithmic
or more performant than c1, and we chain together many such steps on the path to a final
efficient program. For instance, by this definition, our example with odd numbers refines
into return 7, because {n | n is odd} ⊇ {7}.

It is also crucial that we have effective tools for rewriting in computations, since rewriting
is a convenient way to structure refinement steps. Theorems like this one justify the use of
standard rewriting rules:

∀α, β, c1 : P(α), c′
1 : P(α), c2 : (α→ P(β)). c1 ⊇ c′

1 ⇒ bind c1 c2 ⊇ bind c′
1 c2 .

Applying this theorem with the fact {n ∈ N | ∃k ∈ N. n = 2 × k} ⊇ {4} lets us refine the
odd-number example above into this form:

a ← return 4;
b ← {m ∈ N | ∃ k ∈ N. m = 1 + 2 × k};
return (a + b)

From here, the monad laws allow us to remove the bind for a, substituting the value 4 for
bound occurrences of a. Instead of simplifying, we could also apply an analogous theorem
that justifies rewriting under binders, in the second term argument of bind.
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a.m(r, i) b.m(t, i)

(r′, o) (t′, o)

≈

∈ ∈

∃ r′

≈

Figure 1 Refinement preserves similarity of internal values.

The nondeterminism monad provides a concise language for capturing a program’s
algorithmic content. To provide a complete declarative programming language, however, we
need to add in the second element of the classic equation “programs = algorithms + data
structures.” To finish the story, Fiat also supports data refinement [14], allowing programs
to operate over an abstract data model, introducing efficient data structures as part of
the refinement process via an abstraction relation [15]. Consider the following declarative
program, which filters out any number that is at least 100 in a set s:

return s ∩ {n | n < 100}

One reasonable implementation of this program replaces sets with splay trees and uses their
split operation to perform the filter:

return fst(split(s, 100))

These two programs clearly return similar results, in the sense that the splay tree produced
by the latter has the same elements as the set produced by the former, assuming the initial
data had this relationship. We can get more formal with the following abstraction relation:
s ≈ t , ∀n. n ∈ s ↔ n ∈ elements(t). Parameterizing the refinement relation over such
relations captures this notion of similarity between a declarative program, succinctly stated
with datatypes that are more abstract, and an implementation, which uses optimized data
structures.

Under this approach, the behavior of an implementation depends on the abstraction
relation used during refinement. As an example, every data type in the specification
could be related to the unit type, to produce a valid but uninteresting refinement. In
order to understand a refined program, a programmer cannot simply examine its initial
specification – it is also necessary to consider the specific abstraction relation that produced
that implementation. This requirement contradicts our proposed learnability criterion. It
is also inherently antimodular, as any client of a refined program needs to be refined via
the same abstraction relation. In order to enable modular reasoning while still permitting
data-structure optimizations, Fiat exploits the familiar notion of data encapsulation provided
by abstract data types (ADTs).

An ADT packages an internal representation type and a set of operations that build
and manipulate values of that type. Fiat restricts data refinements to the representation
types of ADTs. Clients are unable to observe the choice of data structure for an ADT’s
representation type thanks to representation independence, freeing an implementation to
optimize its representation as it sees fit. In Fiat, an ADT specification uses an abstract
model for its representation type and has operations that live in the nondeterminism monad,
while an implementation is a valid refinement under an abstraction relation that is limited to
optimizing the representation type. Intuitively, every implementation of an operation takes
similar internal values to similar internal values, and its observable outputs are elements of
the original specification, as illustrated by Figure 1. Thus, in contrast to other refinement
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frameworks that allow arbitrary data refinements [6, 22], in Fiat a client can understand the
behavior of a refined ADT just by looking at its specification.

3 Integrating DSLs

To demonstrate the flexibility of this approach in action, we present the development of a
simple packet filter in Fiat. At a high level, such a filter has two components: decoding the
“on-the-wire” binary packet into an in-memory representation and then consulting a set of
rules to decide whether to drop or forward the packet. Each of these two algorithmic tasks
can be expressed using a domain-specific language implemented as a Fiat library; we begin
with a brief overview of the two appropriate libraries.

The domain of the first library is the decoding of bitstrings into high-level in-memory
datatypes, compatibly with some specified binary format. For simplicity, we consider
deterministic binary formats, where every datatype has a single valid encoded representation.
In this setting, a format can be captured as a function from the original datatype to its
encoding, as in the following encoder for a record with two fields:

T , {A : string, B : list int}
encode (t : T) , encodeInt(len(t!B)) ++ encodeString(t!A) ++ encodeList(t!B)

This format combines together existing encoders for strings, lists, and integers, using the
last to encode the length of the list in t.B, which the decoder will need to decode this field
correctly. Given such a format, the specification of a decoder is straightforward:

decode (s : BitString) , {t | encode(t) = s}

Here we have used the nondeterminism monad to capture the fundamental correctness
condition succinctly for a binary decoder. The library also supports derivation of such an
implementation via conditional refinement rules, examples of which are given in Figure 2.
Each rule is a theorem in higher-order logic, and, to derive a particular decoder automatically,
the optimization script chains together rule applications in rewriting style (with the crucial
consequence that applying optimization scripts cannot lead to incorrect programs). The first
two rules decode the head of the bitstring before decoding the rest under the assumption
that some projection f of the encoded datatype is equal to the decoded value. Subsequent
derivation steps can make use of this information, e.g. the correctness of DecodeList
depends on a previously decoded length value. The final rule, FinishDecoding, is used
to finish a derivation when enough information has been decoded to determine the original
datatype uniquely. An implementation of a decoder can be derived automatically using these
(generic) rules, plus a rule for decoding integers:

{t | encodeInt(len(t.B)) ++ encodeString(t.A) ++ encodeList(t.B) = s}

⊇ let (n, s) = decodeInt(s) in
{t | len(t.B) = n ∧ encodeString(t.A) ++ encodeList(t.B) = s}

(DecInt)

⊇ let (n, s) = decodeInt(s) in let (a, s) = decodeString(s) in
{t | len(t.B) = n ∧ t.A = a ∧ encodeList(t.B) = s}

(DecString)

⊇ let (n, s) = decodeInt(s) in let (a, s) = decodeString(s) in
let (l, s) = decodeList(s, n) in {t | len(t.B) = n ∧ t.A = a ∧ t.B = l ∧ [] = s}

(DecList)

⊇ let (n, s) = decodeInt(s) in let (a, s) = decodeString(s) in
let (l, s) = decodeList(s, n) in if s = [] then {A , a; B , l} else fail

(FinishDec)

The key takeaways here are: given a binary format, writing an initial, declarative decoder is
immediate and obvious, and while its implementation is more complicated, the correctness of
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{t | P(t) ∧ encodeString(f(t)) ++ s′ = s} ⊇
let (v, s) = decodeString(s) in

{t | P(t) ∧ f(t) = v ∧ s′ = s}

(DecodeString)

∀x. P(x)→ len(f(x)) = n

{t | P(t) ∧ encodeList(f(t)) ++ s′ = s} ⊇
let (v, s) = decodeList(s, n) in

{t | P(t) ∧ f(t) = v ∧ s′ = s}

(DecodeList)

∀x. P(x)↔ x = v

{t | P(t) ∧ [] = s} ⊇ if s = [] then v else fail
(FinishDecoding)

Figure 2 Refinement rules for deriving binary decoders.

empty , ∅
For x in i b , table ← {l | i ∼ l};

foldR (λ a b ⇒ l ← a; l’ ← b; return (l ++ l’))
(return []) (map (λ x ⇒ b) table)

Where P b , {l | P → l ∈ b ∧ ¬ P → l = []}
Return a , return [a]
Count b , results ← b; return length(results)

Figure 3 Notations for querying sets (relation ∼ constrains a list to contain some permutation of
the elements of a set).

one built by an optimization script is guaranteed by (proof-producing) refinement. Note also
that the process is extensible without expanding the trusted code base, in that incorporating
a decoder for a new type is as simple as writing a new decoder and proving the corresponding
refinement rule.

The next library used in our packet filter is a DSL for writing SQL-like programs. The
notations provided by this library, examples of which are shown in Figure 3, desugar into
basic set- and list-comprehension operations. The Where notation showcases the extensibility
provided by our core framework, as a clause uses an arbitrary predicate to filter the set in
contrast to, say, SQL. Consider a declarative function that finds the size of an island in a set:

island , {name : string, size : int, temp : int}
islands : set of island
sizeOf (name) , For i in islands Where i!name = name Return i!size

Just as in SQL, the notation provides for a concise description of both the program and its
functionality, as it desugars into an expression using familiar set operations. Also as with SQL,
the key challenge in executing this program is selecting data structures supporting the needed
searches. A user of this library can write out only the abstract model of the representation
type of an ADT and then rely on the optimization script to solve this implementation
challenge via data refinement. A pleasant consequence of encapsulating the sets inside the
ADT’s representation type is that “whole-program analysis” becomes possible: we can write
optimization scripts that examine exactly the queries (and updates) that we have exposed,
automatically tailoring a data representation to efficient execution of those operations. Our
relational-data library does just that, using plugins to incorporate user-provided (and user-
proved) data-structure strategies, relying on the correctness guarantees provided by the core
of the framework to ensure that they preserve the functionality of the original programs.

These two libraries demonstrate how our approach promotes learnability by enabling
concise, declarative specifications of functionality, while also maintaining correctness in the
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face of extensibility via a machine-checked refinement trail. To round out our wish list with
interoperability, we can see that they also play nicely with each other by combining them
together to build a packet filter:

packet , {src : word, name : list string, qtype : int}
rule , {name : list string, qtype : int, approve : boolean}
rules , set of rule
decide (s : BitString) , p ← {p : packet | encodePacket(p) = s};

ans ← For r in rules
Where r!name isPrefixOf p!name
Where r!qtype = p!qtype
Return r!approve;

return (head ans)

This example mixes the notations of the two libraries with normal functions (e.g. head), and it
uses a custom isPrefixOf predicate in the Where clause of the query. More importantly, the
optimization script that produces an implementation is also able to mix the implementation
strategies provided by the libraries to handle the implementation tasks in both domains,
automatically synthesizing the decoder for packets and selecting a data structure that
supports prefix queries (tries, in this case).

4 Related work

There is a long history [8, 20, 29, 1] of using program transformations and stepwise refinement
to obtain correct-by-construction, efficient implementations from specifications (albeit not
necessarily in an automated fashion). Recent developments differ in guarantees obtained
about the refined programs, intended application domains, degrees and styles of automation,
and extensibility. Similarly, there is a rich line of academic work [12, 16, 2, 40] on the
design and applicability of domain-specific languages: in fact, most early programming
languages had domain-specific roots before they grew into general-purpose languages (LISP,
the list processor for symbolic manipulations and AI; COBOL, the common business-oriented
language; and FORTRAN, the formula translator for numerical computations). The following
is a limited sampling of tools closely related to Fiat.

Stepwise Refinement Frameworks

The family of tools encompassing KIDS, DTRE, and Specware [34, 3, 37] allows users to
decompose high-level specifications progressively into more and more concrete subproblems,
until a concrete implementation can be supplied for each subproblem. The refinement style is
similar to the one used by Fiat, with the main differences in how refinement steps are justified
(Fiat is embedded in Coq and transparently exports a Coq proof obligation, while Specware
relies on trusted proof-obligation generators to produce Isabelle/HOL goals justifying each
transformation), target languages (Specware uses unverified transformations to extract C
code, while the original Fiat system produces executable Gallina programs), composability
(Fiat programs can be integrated into larger software developments verified in Coq), sound
extensibility (Fiat tactics are proof-producing programs that run no risk of introducing
unsoundness), and application domains (Fiat is mostly used for “simple” domains that lend
themselves well to DSL development and admit clear specifications, allowing for a single
refinement script to cover a large fraction of all programs expressible in the corresponding
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DSL; Specware, on the other hand, has been used to synthesize correct-by-construction
collections of complex algorithms, such as garbage collectors [30] or SAT solvers [35]).

Leon [19] is a deductive synthesis framework for deriving verified recursive functions on
unbounded data types. Leon combines built-in recursion schemas, exhaustive enumeration,
and counterexample-guided synthesis to generate the bodies of functional programs according
to formally expressed postconditions. When the implementation chosen by the system is
correct but not satisfactory, Leon users have the option to step in and perform refinement
steps (verified refactorings) manually. Fiat has also been used to synthesize recursive
programs [11] and uses less general automation: instead of a single synthesizer intended to
cover all possible programs, Fiat specifications are refined using domain-specific optimization
scripts that usually employ mostly deterministic strategies without backtracking. Users
are free to introduce new rewriting steps and refinement strategies to achieve the desired
performance characteristics.

Cohen et al. [6] used a notion of data refinement close to that of Fiat to develop and verify
a rich algebra library in Coq: starting with high-level definitions written using “proof-oriented”
data structures amenable to simple verification, the authors use data refinement to obtain
an implementation with more efficient data structures satisfying the same guarantees. Our
approach is different, in that we start from a potentially noncomputational, nondeterministic
specification, which we refine to an implementation. We furthermore restrict data refinements
to the representation types of ADTs, obviating the need for transporting proofs across an
entire program.

Data-Structure Synthesis and Selection

Automatic data-structure selection was pioneered in SETL [33], a high-level language where
programmers manipulate sets and associative maps through high-level primitives such as
comprehensions and quantifiers, without committing to specific implementations of the
underlying data structures. Instead, the SETL compiler employs a sophisticated static
analysis to make concrete data-structure choices. Fiat’s decoupling of specifications and
performance yields a similar process. Unlike SETL, Fiat imposes no restrictions on the kind
of data structures that can be used, the ways they can be combined, and the type of hints
that programmers can give to the compiler to nudge it towards specific implementations.
Fiat’s sound extensibility makes it possible to substitute newly verified data structures at
any step in the refinement.

More recently, Loncaric et al. [28] have built Cozy, a system for efficiently synthesizing a
broad range of data structures, starting from a restricted DSL of data-retrieval operations
and generating efficient object-oriented code using counterexample-guided inductive synthesis.
Cozy synthesizes a high-level functional implementation of each operation using exhaustive
enumeration augmented with a cost model to prune the search space, and from there deduces
a good data representation, optionally using real-world benchmarks to autotune the selection.
Though there are close similarities between the input language of Cozy and Fiat’s SQL-style
application domain, Fiat uses a mostly deterministic domain-specific compiler and hand-
verified refinements instead of exhaustive enumeration and a general-purpose verifier. Fiat’s
SQL-style domain can in a sense be seen as an extensible proof-producing query planner,
with strong extensibility granted by integration in a proof assistant. This vision provides
an alternative answer to one of Cozy’s original motivations, replacing unpredictable and
hard-to-extend SQL engines.

Closely related to Cozy is Hawkins et al.’s RelC synthesizer [13], which decouples the
relational view of the data from its in-memory representation (specified as a combination of
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basic data structures such as hash tables, vectors, or linked lists) by automatically deriving
low-level implementations of user-specified relational accessors and mutators compatible
with the chosen representation. Fiat has a similar input language but provides stronger
correctness guarantees and allows for proof-producing extensions to the existing compilation
logic (Fiat optimization scripts cannot perform unsound transformations). Fiat is additionally
an open-ended system, allowing users to combine multiple DSLs and use their respective
compilers to synthesize parts of a larger verified program covered by end-to-end guarantees.

Leino and Milicevic [25] proposed dividing the effort of programming a verified component
into three parts: a public interface providing a mathematical model of the object; a data-
structure specification describing the layout and invariants of the underlying implementation;
and an executable implementation of the data structure. Jennisys, a prototype implementation
of this idea, allows users to synthesize the code part of a component automatically by
extrapolating from pre- and postcondition-conforming input and output examples generated
using the Dafny [24] program verifier. Fiat shares some of Jennisys’ synthesis objectives but
applies to different domains, does not commit to specific data layouts and implementation
details, and rejects the traditional regime of dividing a program into data structures and
algorithms (phrasing problems in terms of functionality and performance).

Domain-Specific Synthesis

The binary encoders and decoders presented in Section 3 are similar in spirit to programs
written using bidirectional lens combinators in the Boomerang [4] programming language.
A single Boomerang program represents a pair of transformation functions between source
and target domains. Compiling a Boomerang program produces both a map from source to
target and an inverse function guaranteed to propagate changes from a target back to the
generating source object.

Many domains beyond the ones that we have focused on are amenable to our ap-
proach. SPIRAL [9] is a framework for automatically deriving high-performance digital
signal-processing code. Bellmania [17] is a recent framework for deriving cache-efficient
implementations of divide-and-conquer algorithms. Bellmania uses a unified formalism to
encompass both relatively high-level specifications of dynamic programs and their low-level
implementations, allowing programmers to derive cache-efficient code through expert applica-
tion of trusted solver-aided tactics, a carefully crafted set of built-in program transformations.
Bellmania uses an SMT solver to ensure that each tactic is used soundly and to assist users
by synthesizing code fragments from concrete inputs and traces.

Domain-Specific Languages

More broadly, there is a large body of work on DSL design and implementation. Leijen
and Meijer [23] introduce and highlight the advantages of embedding DSLs in higher-order
typed languages. Kats and Visser have developed the Spoofax [18] language workbench,
a metaprogramming framework encompassing DSL parsers, compilers, and IDE support.
Tobin-Hochstadt et al. [38] used Racket to implement the high-performance Typed Racket
language. Van der Storm et al. [39] use object grammars to define compositional DSLs.

5 Discussion and Future Directions

Many past systems have done principled generation of code from specifications, using either
combinatorial search (e.g., with a SAT solver in Sketch [36]) or deductive derivation (e.g.,
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with Specware [37]). What is the secret sauce that distinguishes Fiat from these past systems?
We claim it is the careful combination of correct-by-construction automation with manual
design of abstractions and decomposition of programs into modules. Fundamentally, Fiat is a
refinement of today’s standard wisdom in software development: there is no silver bullet for
solving all design and implementation problems. Instead, developers need to work hard to
design proper abstractions (e.g., classes, libraries). In the best case, many abstractions are
highly reusable. However, when working in an unfamiliar programming domain, we expect
to develop a few new abstractions, probably in concert with reusing many familiar ones. Fiat
is not a program-synthesis system that generates code automatically from specifications in a
fixed domain. Such systems have inherent limitations and are unlikely to scale in isolation to
the full software-development problem. At the same time, Fiat is not a manual-derivation
system in the style of Specware. Instead, Fiat embodies a new style of modular program
decomposition, where some modules are similar to traditional programs, though they support
higher-order logic in place of algorithmic constructs; while other modules are more unusual,
implementing automated strategies for deriving good code from the other modules. The
programmer still faces a difficult and manual task in decomposing a program in this way,
but the principled use of formal logic and correct-by-construction rewriting dramatically
dampens the traditional pain points that we have emphasized throughout this paper.

We hope that the Fiat approach or one like it can earn a place on the standard list of
abstraction and modularity techniques for practical programming. The central idea is to
allow separate coding of the functionality and performance parts of a program, which we see
as a natural evolution of the implementation/interface distinction of data abstraction [27]:
the interface becomes the declarative program itself, one that is specific enough that we are
happy with any compatible implementation, which we then derive automatically with a short
optimization script that soundly combines nontrivial procedures from libraries. Of course,
remembering all of the folk stories of genies run amok when their users wish incautiously, it
is a tall order to design a specification discipline that minimizes unintended consequences.
At a minimum, the technique needs to be extended with performance requirements as part of
functionality, and no doubt some aspects of security should be added explicitly, too, though
many of them are implied by functional correctness.

Our ongoing work gives library authors broad discretion in crafting high-performance
optimization strategies by connecting to a proof-carrying-code system [5], admitting optimiza-
tion rules that refine functional programs into assembly code, in concert with requirements
to link against handwritten, low-level, verified implementations of imperative data struc-
tures [31]. We are also thinking about and prototyping a number of other domains with
simple declarative starting points and effective correct-by-construction optimization strategies:
textual formats specified by context-free grammars, SMT-style solvers specified by logical
theories, and optimized big-integer cryptographic primitives specified by whiteboard-level
math. There also seems to be no shortage of more far-out ideas that fit into the framework.
We would like to, for instance, replace make and other build systems with use of a Fiat-style
framework. Instead of writing “compile a.c into a.o using gcc,” the build configuration
would read “choose an element of the set of object files meeting a fixed semantic contract
with the following C AST.” That is, a (verified) compiler is just a relatively predictable kind
of optimization script. Combinators could be used to mix together all such directives into
build specifications for whole projects, oriented toward proving top-level project theorems,
protecting against bugs in a variety of internal development tools.
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Abstract
A powerful, but limited, way to view software is as source code alone. Treating a program as
a sequence of instructions enables it to be formalized and makes it amenable to mathematical
techniques such as abstract interpretation and model checking.

A program consists of much more than a sequence of instructions. Developers make use of
test cases, documentation, variable names, program structure, the version control repository, and
more. I argue that it is time to take the blinders off of software analysis tools: tools should use
all these artifacts to deduce more powerful and useful information about the program.

Researchers are beginning to make progress towards this vision. This paper gives, as examples,
four results that find bugs and generate code by applying natural language processing techniques
to software artifacts. The four techniques use as input error messages, variable names, procedure
documentation, and user questions. They use four different NLP techniques: document similarity,
word semantics, parse trees, and neural networks.

The initial results suggest that this is a promising avenue for future work.
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1 Introduction

What is software? A reasonable definition – and the one most often adopted by the
programming language community – is: a sequence of instructions that perform some
task. This definition accommodates the programmer’s view of source code and the machine
instructions that the CPU executes. Furthermore, this definition enables formalisms: the
execution model of the machine, and the meaning of every instruction, can be mathematically
defined, for example via denotational semantics or operational semantics. By combining the
meanings of each instruction, the meaning of a program can be induced.

This perspective leads to powerful static analyses, such as symbolic analysis, abstract
interpretation, dataflow analysis, type checking, and model checking. Equally important and
challenging theoretically – and probably more important in practice – are dynamic analyses
that run the program and observe its behavior. These are at the heart of techniques such as
testing, error detection and localization, debugging, profiling, tracing, and optimization.

Despite the successes of viewing a program as a sequence of instructions – essentially, of
treating a program as no more than an AST (abstract syntax tree) – this view is limited
and foreign to working programmers, who should be the focus of research in programming
languages. Developers make use of test cases, documentation, variable names, program
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structure, the version control repository, the issue tracker, conversations, user studies, analyses
of the problem domain, executions of the program, and much more. The very successes of
formal analysis may have blinded the research community to the bigger picture. In order
to help programmers, and even to provide the program specifications that are essential to
formal analysis, software analysis tools need to analyze all the artifacts that developers create.
Tools that analyze the whole program will deduce more powerful and useful information
about the program than tools that view just one small slice of it. These non-AST aspects of
the program are also good targets for generation or synthesis approaches, especially since
developers usually encode information redundantly: the information can be recovered from
other (formal or informal) sources of information.

This paper focuses on one part of this vision: analysis of the natural language that is
embedded in the program. In order to provide inspiration for further research, the paper
discusses four initial results that find bugs and generate code by applying natural language
processing techniques to software artifacts. The four techniques use as input error messages,
variable names, procedure documentation, and user questions. They use four different NLP
techniques: document similarity, word semantics, parse trees, and neural networks. In many
cases, they produce a formal artifact from an informal natural language input. The initial
results show the promise of applying NLP to programs.

This paper is organized as follows. First, Section 2 puts the use of NLP in the context
of previous work that uses non-standard sources of specifications for formal analysis. In
other words, Section 2 shows how using NLP to produce specifications can be viewed as the
continuation of an existing line of research. The following four sections present four different
approaches to applying natural language processing to English text that is associated with a
program. Each one addresses a different problem, uses a different source of natural language,
and applies a different natural language technique to the English to solve the problem. The
following table overviews the four approaches.

Problem NL source NLP technique
§3 Analyze existing inadequate diagnostics error messages document similarity
§4 code to find bugs incorrect operations variable names word semantics
§5 Generate missing tests code comments parse trees
§6 new code unimplemented functionality user questions translation

These few examples cover only a small number of problems, sources of natural language, and
NLP techniques. Other researchers can take inspiration from these examples in order to
pursue further research in this area. Section 7 discusses how researchers are already doing
related work, via text analysis, machine learning, and other approaches.

2 Background: Mining specifications

Students sometimes ask whether a program is correct1, but such a question is ill-posed. A
program is never correct or incorrect; rather, the program either satisfies a specification or
fails to satisfy a specification. It is no more sensible to ask whether a program is correct,
without stating a specification, than to ask whether the answer is 42, without stating the
question to be answered.

1 There are many other important questions to be asked about a program beyond correctness. Does it
fulfill a need in the real world? Is it usable? Is it reliable? Is it maintainable?
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Many tasks, such as verification and bug detection, require a specification that expresses
what the program is supposed to do. As a result, many papers start out by assuming the
existence of a program and a specification; given these artifacts, the paper presents a program
analysis technique. Unfortunately, most programs do not come with a formal specification.
Furthermore, programmers are reluctant to write them, because they view the cost of doing
so as greater than the benefit. Researchers and tool makers need to make specifications easier
to write, and they need to create tools that provide value to workaday programmers. Until
that happens, there is still an urgent need for specifications, in order to apply the research
and tools that have been created.

One effective approach is to mine specifications – that is, to infer them from artifacts
that programmers do create. Programmers embed rich information in the artifacts that they
create. Program analysis tools should take advantage of all the information in programs, not
just the AST. Too often, this is not done. For example, before formally verifying a program,
the program is always tested, because testing is a more cost-effective way to find most errors.
However, the formal verification process generally ignores all the effort that was put into
testing, the test suites that were created, and the knowledge that was gained. This is a
missed opportunity, in part caused by a parochial blindness toward “non-formal” artifacts.

Another way to express this intuition is to contrast two different views of a software
artifact. Traditionally, programming language researchers have viewed it as an engineered
artifact with well-understood semantics that is amenable to formal analysis. An alternative
view is as a natural object with unknown properties that has to be probed and measured
in order to understand it. These two perspectives contrast an engineer’s blueprint with a
natural scientist’s explorations of the world. Considering a program as a natural object
enables many powerful analyses, such as machine learning over executions, version control
history analysis, prediction of upgrade safety, bug prediction, warning prioritization, and
program repair.

As one example, consider specification mining: machine learning of likely specifications
from executions. This technique transforms the implicit specifications that the programmer
has embedded into a test suite, into a formal specification. A tool that performs this task
is the Daikon invariant detector [16, 17, 18]; other tools also exist [2, 24, 40, 56, 9, 7, 8].
The software developer runs the program, and Daikon observes the values that the program
computes. Daikon generalizes over the values via machine learning, in particular using a
generate-and-check approach augmented by static and dynamic analyses and optimizations,
because prior learning approaches had limitations that prevented them from being applied
to this domain. The output is properties such as

x > abs(y)
x = 16*y + 4*z + 3
array a contains no duplicates
for each node n, n = n.child.parent
graph g is acyclic

Like any good machine learning algorithm, the technique is unsound, incomplete, and useful.
It is unsound because these are likely invariants: they were true over all executions and
passed statistical likelihood tests, but there is no guarantee that they will be true during all
possible future executions. It is incomplete because every machine learning algorithm has
a bias or a grammar that limits its inferences. Nonetheless, it is useful. Some uses do not
require soundness, such as optimization or bug-finding. Humans are known to make good use
of imperfect information. The likely invariants can be used as goals for a verifier, yielding a
sound system. Automatically-generated partial information is better than none at all. In
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practice, the inference process is surprisingly effective: the invariants are overwhelmingly
correct, even when generalizing from little execution data.

Just as it is useful to process test suites to create formal artifacts, it is also useful
to process natural language to create formal artifacts. The following sections give some
examples.

3 Detection of inadequate diagnostic messages

Software configuration errors (also known as misconfigurations) are errors in which the
software code and the input are correct, but the software does not behave as desired
because an incorrect value is used for a configuration option [60, 57, 53, 55]. Diagnostic
messages are often the sole data source available to a developer or user. Unfortunately,
many configurable software systems have cryptic, hard to understand, or even misleading
diagnostic messages [57, 28], which may waste up to 25% of a software maintainer’s time [6].
We have built a tool, ConfDiagDetector [61], that tells a developer, before their application
is fielded, whether the diagnostic messages are adequate.

More concretely, if a user supplies a wrong configuration option such as –port_num=100.0,
the software may issue a hard-to-diagnose error message such as “unexpected system failure”
or “unable to establish connection”. Our goal is to detect such problems before shipping the
code, so that the developer can substitute a better message, such as “–port_num should be
an integer”.

ConfDiagDetector combines two main ideas: configuration mutation and NLP text
analysis. ConfDiagDetector works by injecting configuration errors into a configurable
system, observing the resulting failures, and using NLP text analysis to check whether the
software issues an informative diagnostic message relevant to the root-cause configuration
option (the one related to the injected configuration error). If not, ConfDiagDetector reports
the diagnostic message as inadequate.

ConfDiagDetector considers a diagnostic message as adequate if contains the mutated
option name or value [29, 57], or if its meaning is semantically similar to the manual
description of that configuration option. For example, if the –fnum option was mutated and
its manual description says “Sets number of folds for cross-validation”, then the diagnostic
message “Number of folds must be greater than 1” is adequate.

Classical document similarity work uses TF-IDF (term frequency – inverse document fre-
quency) to convert each document into a real-valued vector, then uses vector cosine similarity.
This approach does not work well on very short documents, such as diagnostic messages, so
ConfDiagDetector instead uses a different technique that counts similar words [35].

In a case study, ConfDiagDetector reported 25 missing and 18 inadequate messages in four
open-source projects: Weka, JMeter, Jetty, and Derby. A validation by three programmers
indicated that ConfDiagDetector has a 0% false negative rate and a 2% false positive rate on
this dataset. This is a significant improvement over the previous best tool, which had a 16%
false positive rate.

This approach differs from configuration error diagnosis techniques such as dynamic
tainting [4], static tainting [42, 43], and Chronus [53] that troubleshoot an exhibited error,
rather than proactively detecting inadequate diagnostic messages. It also differs from
software diagnosability improvement techniques such as PeerPressure [52], RangeFixer [54],
ConfErr [29], Spex-INJ [57], and EnCore [59] that require source code, a usage history, or
OS-level support.
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Figure 1 Ayudante architecture.

4 Identifying undesired variable interactions

A common programming mistake is for incompatible variables to interact, e.g., storing
euros in a variable that should hold dollars, or using an array index with the wrong
array. When a programmer commits an error, such as writing totalPrice = itemPrice
+ shippingDistance;, the compiler issues no warning because the two variables have the
same programming language type, such as int. However, a human can tell that the abstract
types are different, based on the variable names that the programmer chose.

We have developed an approach to detect such undesired interactions [51]. The approach
clusters related variables, twice, using two different mechanisms. Natural language processing
identifies variables with related names that may have related semantics. Abstract type
inference identifies variables that interact with each other, which the programmer has treated
as related. (For example, if the programmer wrote x < y, then the programmer must view x
and y as having the same abstract type.) Any discrepancies between these two clusterings –
that is, any inconsistency between variable names and program operations – may indicate a
programming error, such as a poorly-named variable or an incorrect program operation.

Ayudante clusters variable names by tokenizing each variable name into dictionary words,
computing word similarity based on WordNet or edit distance, and then arithmetically
combining word similarity into variable name similarity. These variable name similarities
can be treated as distances by a clustering algorithm. When a single ATI cluster can be split
into two distinct variable-name clusters, it is treated as suspicious and presented to a user.
Figure 1 shows the high-level architecture.

Abstract type inference can be computed statically [5, 36] or dynamically [22]; our tool,
Ayudante, uses the dynamic approach, which is more precise in practice.

In an experiment, Ayudante’s top-ranked report about the grep program indicated a
interaction in grep that was likely undesired, because it discards information.

Previous work showed that reusing reusing identifier names is error-prone [32, 14, 3]
and proposed identifier naming conventions [45, 30]. Languages like Ada and F# support
a notation for units of measure. Our tokenization of variable names outperforms previous
work [31, 21].

5 Generation of test oracles

Programmers are resistant to writing formal specifications or test oracles. Manually-written
test suites often neglect important behavior. Automatically-generated test suites, on the
other hand, lack test oracles that verify whether the observed behavior is correct. We
have implemented a technique that automatically creates test oracles from something that
programmers already write: code comments. In particular, it is standard practice for Java
programmers to write Javadoc comments; IDEs even automatically insert templates for them.
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Figure 2 Parsing a sentence and unparsing into an assertion.

We have built a tool, Toradocu [19], that converts English comments into assertions. For
example, given

/** @throws IllegalArgumentException if the
* element is not in the list and is not
* convertible. */

void myMethod(Object element) { ... }

Toradocu might determine that myMethod should throw the exception iff
( !allFoundSoFar.contains(element) && !canConvert(element) ).

The intuition behind the technique is that when a sentence describes program behaviors, its
nouns correspond to objects or values, and its verbs correspond to operations. This enables
translation between English and code.

Toradocu works in the following steps.
1. Toradocu determines the nouns and verbs in a sentence from a Javadoc @param, @return,

or @throws clause. It does so using the Stanford Parser, which yields a parse tree,
grammatical relations, and cross-references. Toradocu uses pre- and post-processing to
handle challenges such as the fact that the natural language is often not a well-formed
sentence, it may use code snippets as nouns/verbs, and referents may be implicit.

2. Toradocu matches each noun/subject in the sentence to a code element from the pro-
gram. It uses both pattern matching and lexical similarity to identifiers, types, and
documentation.

3. Toradocu matches each verb/predicate to a Java element.
4. Toradocu reverses the parsing step: it recombines the identified Java elements, according

to the parse tree of the original English sentence. The result is an assert statement.
Figure 2 gives an example.

In an experiment on 941 programmer-written Javadoc specifications, Toradocu achieved
88% precision and 59% recall in translating them to executable assertions. Toradocu can be
tuned to favor either precision or recall.

Toraducu can automatically instrument test suites. Currently, automatic test generation
tools have to guess whether a generated test fails or passes. Toradocu improved the fault-
finding effectiveness of EvoSuite and Randoop test suites by 8% and 16% respectively, and
reduced EvoSuite’s false positive test failures by 33%.

Previously, test generation tools used heuristics to guess whether an exception was
expected or unexpected [12, 13, 37, 38]. Property-based techniques that are similar to or
can benefit from our approach include cross-checking oracles [10], metamorphic testing [11],
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Figure 3 A sequence-to-sequence neural network translation model, applied to English and bash
commands. The encoder reads the natural language description and passes its final hidden state to
the decoder. The decoder takes the encoder’s final hidden state and generates the output starting
form a special symbol <START>. Notice that each decoder input symbol is the output symbol from
the previous step. As is traditional, boxes are labeled by their outputs; for example, the lowest,
leftmost box takes as input xt (= “find”) and applies I, producing as output xt. The red dotted
lines mark the word alignments learned via the attention mechanism. While the neural network
computes an alignment score for each pair of encoder hidden state and decoder hidden state, we
illustrate only the alignments with high scores for readability.

and symmetric testing [20]. Previous work has used pattern-matching to extract simple
properties, like whether a variable is intended to be non-null or nullable, from natural
language documentation [50, 49, 48]; our approach is more general because it uses more
sophisticated natural language processing techniques.

6 Generating code from natural-language specifications

The job of a software developer includes determining the customer’s requirements and
implementing a program that satisfies them. Part of this job is translating from a (usually
informal) specification into source code.

One of the great successes of natural language processing is translation: for example,
converting the English sentence “My hovercraft is full of eels” into the Spanish sentence “Mi
aerodeslizador está lleno de anguilas.” Recently, recurrent neural networks (RNNs) have
come to dominate machine translation. The neural network is trained on a great deal of
known correct data (English–Spanish pairs), and the network’s input, hidden, and output
functions are inferred using probability maximization.

If this approach works well for natural language, why shouldn’t it work for programming
languages? In other words, why can’t we create a program – or, at least, get an initial draft –
from natural language?

We have applied this approach to convert English specifications of file system operations
into bash commands. Figure 3 shows a concrete example. We trained the RNN on 5,000
〈text, bash〉 pairs that were manually collected from webpages such as Stack Overflow and
bash tutorials. This domain includes 17 file system utilities, more than 200 flags, 9 types
of open-vocabulary constants, and nested command structures such as pipelines, command
substitution, and process substitution. Our system Tellina’s top-1 and top-3 accuracy, for
the structure of the command, was 69% and 80%.

No natural language technique will achieve perfect accuracy, due to the underlying
machine learning algorithms. Tellina produces correct results most of the time, but produces
incorrect results the rest of the time.2 It is an important and interesting empirical question

2 Classifying the usefulness of Tellina’s output is not clear-cut. Even Tellina’s correct results may not be
perfect, and even its incorrect results can be helpful to programmers.
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whether such a system that is useful in practice to programmers. In a controlled human
experiment, programmers using Tellina spent statistically significantly less time (p < .01)
while completing more file system tasks (p < .1). Even when Tellina’s output was not perfect,
it often informed the programmer about a command-line flag that the programmer didn’t
know about.

The most closely related work is in neural machine translation, which proposed both
sequence-to-sequence learning with neural nets [47] and the attention mechanism [34]. Pre-
vious work on semantic parsing has translated natural language to a formal representa-
tion [58, 39], though one simpler than bash. Previous work on translating natural language
to DSLs has also focused on simpler languages: if-this-then-that recipes [41], regular expres-
sions [33], and text editing and flight queries [15].

7 Discussion

A minority of a software development team’s is spent writing and changing the program,
as opposed to participating in other activities, such as gathering requirements, design,
documentation, and communicating with peers and stakeholders. Even when interacting
with the program, a minority of a programmer’s time is spent editing the programming
language constructs in the source code, as opposed to testing, documenting, debugging, and
reading it to understand it.

Researchers in software engineering and programming languages can find the most
important challenges, do the most relevant work, and have the most impact by recognizing
the needs of software developers. The programming language itself is an important but small
part of this.

This paper advocates using natural language processing to analyze the textual parts
of a program, in addition to the machine operations or AST that form its mathematical
or operational core. Even the program including its natural language (the focus of this
paper) still represents a minority of the concerns of a software developer! This paper focused
on it because it is an important domain that permits use of a coherent set of research
techniques. These techniques can apply ideas from both natural language processing and
program analysis, and crucially, they can produce formal, executable specifications that feed
back into many techniques that require specifications to express program semantics.

Our point of view is related to many previous lines of work. Previous researchers have
applied pattern-matching or machine learning techniques (in some cases including NLP
techniques), to software development artifacts that include the (formal) program, natural
language in it, its tests, and its development history. We acknowledge their achievements,
which have enabled and/or inspired our own.

The idea of analyzing the text that accompanies a program is not new. Up to now, much
of this textual processing has been pattern-matching [48] rather than NLP. The same is true
of many other approaches to processing program text, as described earlier. We believe that
use of NLP will enable these techniques to become more general and achieve better results.

Statistical models can be used to model program text in similar ways to modeling natural
language. Hindle et al. [26] hypothesize that “what people write and say is largely regular
and predictable”. This regularity is captured by n-gram models that capture how often a
given sequence of n tokens occurs. This work ignores comments and applies these models
to the executable program statements and expressions. The authors proposed that N -gram
models can be used for code completion (such as stylized for loops). Subsequent work
applied n-gram models to predicting common variable names and whitespace conventions [1].
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Neither approach captures semantics other than incidentally by correlation, and neither was
evaluated in terms of whether it would help programmers.

Another line of work focuses on creating the building blocks that from which NLP
semantics could be obtained by future tools. Pollock and colleagues show how common
variable-name patterns can be analyzed to assign a part of speech to each word that makes
up the variable name [23], how rules and heuristics can match verbs to semantically-similar
words by examining both code and comments [27], and how to mine abbreviation expansions
such as “num” vs. “number” in variable names [25]. They also show how to generate
summary comments for code [46], which is the dual of our goal of transforming less-formal
into more-formal artifacts.

The JSNice system [44] represents a program AST in relational form for input to a learner.
Given libraries/APIs that have known types and commonly-associated names, names and
types can be inferred for new clients of those programs. This can regularize existing programs
or suggest names for identifiers in new programs. It can also suggest types, without doing a
standard type analysis. This work is notable for its uptake by industry. The variable names
do not affect program semantics, the types are optional, and the compiler warnings can be
suppressed; nonetheless, JSNice is useful in improving code style and gradually adding types
to JavaScript code.

As the above examples show, natural language processing (NLP) is just one form of
machine learning. NLP is applicable to the textual aspects of a program, such as messages,
variable names, code comments, and discussions. Other types of data mining and machine
learning can be applied to natural language in the text or to other artifacts, such as executions
(e.g., Section 2), bug reports, version control history, developer conversations, and much
more. The ideas presented in this paper could be extended to those other domains as well.

8 Analyzing the entire program

A program is more than source code, because a programming language – and more importantly,
the programming system that surrounds it – is more than just a mathematical abstraction.
In order to manage and understand the complexity of their programs, software developers
embed important, useful information in test suites, error messages, manuals, variable names,
code comments, and specifications. By paying attention to these rich sources of information,
we can produce better software analysis tools and make programmers more productive. In
addition to laying out this vision, this paper has overviewed a few concrete steps toward the
vision: projects in which this extra information has proved useful. Many more opportunities
exist, and I urge the community to grasp them.

Acknowledgements. This is joint work with Juan Caballero, Alberto Goffi, Alessandra
Gorla, Mauro Pezze, Irfan Ul Haq, Kevin Vu, and Sai Zhang. The reviewers provided helpful
comments that improved the paper.
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Abstract
Traditional web programming involves the creation of two distinct programs: a client-side front-
end, a server-side back-end, and a lot of communications boilerplate. An alternative approach
is to use a tierless programming model, where a single program describes the behavior of both
the client and the server, and the runtime system takes care of communication. Unfortunately,
this usually entails adopting a new language and thus abandoning well-worn libraries and web
programming tools.

In this paper, we present our ongoing work on Fission, a platform that uses dynamic tier-
splitting and dynamic information flow control to transparently run a single JavaScript program
across the client and server. Although static tier-splitting has been studied before, our focus
on dynamic approaches presents several new challenges and opportunities. For example, Fission
supports characteristic JavaScript features such as eval and sophisticated JavaScript libraries like
React. Therefore, programmers can reason about the integrity and confidentiality of information
while continuing to use common libraries and programming patterns. Moreover, by unifying the
client and server into a single program, Fission allows language-based tools, like type systems
and IDEs, to manipulate complete web applications. To illustrate, we use TypeScript to ensure
that client-server communication does not go wrong.
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1 Introduction

Two decades after the introduction of JavaScript, web application security remains a chal-
lenging problem that continues to grow in significance. For example, over the past three
years, the CVE database has accumulated over 2,500 cross-site scripting (XSS) vulnerabilities
in popular open-source web technologies, such as Wordpress and Ruby on Rails [58, 20].
Major technology companies, such as Google, Facebook, and Microsoft regularly award bug
bounties worth several thousand dollars to white-hat hackers who find vulnerabilities in
their websites [25, 22, 10]. These kinds of vulnerabilities have also been making headline
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news, since hackers exploited a web-based SQL injection vulnerability to gain access to the
computer systems of the U.S. Election Assistance Commission [42].

Existing Approaches. The programming languages research community has addressed the
web application security problem in several different ways. For example, there is a large
body of work on type systems [36, 14, 50, 35, 29, 47, 30, 5, 55, 16, 56, 57, 11] and program
analyses [37, 6, 27, 15, 26, 54, 33] for JavaScript. Since many security vulnerabilities are
caused by JavaScript’s confounding dynamic semantics [38, 23, 46, 28, 39, 49, 45, 44, 9], a
security-conscious programmer could leverage a type system or program analysis to avoid
JavaScript’s pitfalls. Naturally, static disciplines impose restrictions: it is difficult for tools
to reason statically about dynamically-loaded code (eval) and other characteristic features
of JavaScript. Moreover, client-side JavaScript is only half of any web application. Many
security vulnerabilities occur on the server, where a variety of languages, such as PHP,
Perl, Python, Ruby, and even JavaScript (using NodeJS) are in use. These other scripting
languages have also been subjected to type systems and static analyses [24, 4]. However, to
formally reason about the behavior and security of a web application, a tool has to consider
the client-side and server-side programs together. Reasoning about multi-lingual systems is
a challenging problem that is an active area of research [1, 40, 43].1

An alternative approach is to abandon the traditional web programming model and use
a tierless programming language, where a single program written in a single programming
language describes the behavior of the client and the server. For example, Links [18] and
Ur/Web [12] provide a unified language for programming the client, server, and the database.
SELinks enhances the Links model with statically-checked, label-based security policies [19].
In contrast, Swift [13] automatically partitions security-typed programs written in JIF [32]
into client-side and server-side components. Tierless languages thus enable a variety of
creative security solutions, but their defining characteristic is that the entire application
is written in a single language, which allows programmers and developer tools to reason
algebraically about their code.

JavaScript Is Hard To Let Go. Unfortunately, a key shortcoming of the aforementioned
tierless languages is that they are not JavaScript, thus they abandon the large and vibrant
JavaScript ecosystem. For example, web programmers have grown dependent on libraries
like jQuery to build cross-platform web applications; modern applications use frameworks
like Facebook React, which bring elements of reactive programming to the mainstream; and
language extensions like JSX that allow programmers to use XML notation within JavaScript;
and tools like TypeScript bring a modicum of safety to everyday JavaScript code, despite
deliberately abandoning soundness. If we ask programmers to use a newly designed language,
we are asking them to give up this ecosystem of libraries and language-based tools.

Our Approach. In this paper, we present Fission, a new approach to web application
security that is not only compatible with the JavaScript ecosystem, but can even make
existing JavaScript tools more effective. Fission allows web applications to be written as
a single JavaScript program and uses dynamic information flow control and dynamic tier-
splitting to automatically and securely split it into client-side and server-side code. Although

1 Even if JavaScript is also used on the server, the client and server operate as two independent programs
that communicate over HTTP. Therefore, one cannot reason about these programs using only the
semantics of JavaScript.
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static information flow control and tier-splitting has been explored before, we show that
doing both of these dynamically has several advantages:

By eschewing static approaches, Fission places no restrictions on JavaScript. Fission is
fully compatible with ECMAScript 5, including characteristic JavaScript features, such
as prototype inheritance and eval.
We apply Fission to several large programs that use ECMAScript 6 (via Babel), JSX, and
React on the client and NodeJS on the server. By fusing the client-side and server-side
into a single program, Fission lets us delete a lot of brittle serialization and communication
boilerplate code.
Fission’s dynamic tier-splitting allows the client and server to share code. In particular,
certain higher-order function can be evaluated on either the client or the server, based on
the context in which they are applied.

Beyond Security. Fission’s information flow control can help programmers reason about
the confidentiality and integrity of data. However, Fission’s tierless design provides additional
benefits. A shortcoming of the two-tier, web programming model is that it limits our ability
to reason linguistically about program behavior. HTTP requests and web servers are an
extra-linguistic feature and aren’t part of the semantics of JavaScript. One way to address
this issue is to add new language features to JavaScript [53]. However, since Fission makes
web requests completely transparent, it allows us to reason about our code using just the
semantics of JavaScript. Although it is rare for programmers to reason about web programs,
there are several tools that do reason about JavaScript and these can be applied to Fission
programs with minimal effort:

We use Fission to develop server-side APIs (e.g., file I/O) for Elm [21]. Elm is a wonderful
alternative to JavaScript, but without Fission, Elm programmers have to step outside the
language to get any work done on the server. Furthermore, Fission could also be used
with other languages that compile to JavaScript.
We use Fission and TypeScript to write statically-typed web applications, where types
ensure that client-server communication does not go wrong.
Finally, we are able to use IDE features, such as refactoring tools, to consistently transform
the client-side and server-side components of a program.

All these applications are possible because Fission faithfully implements JavaScript instead
of requiring an entirely new programming language. Moreover, it is precisely because we do
not design a new tierless language that Fission presents several new challenges. First, we
introduce the Fission programming model in more depth.

2 A Fission Example

Figure 1 shows a two-tier program where both client and server are written in JavaScript.
The purpose of this program is to display files stored on the server. When the user enters
a filename and clicks “Load”, the client sends a request to the server. The server either
responds with the file contents or fails gracefully if the file is unreadable. Even in this
trivial program, several shortcomings are apparent. First, the control-flow of the program is
disjointed and bounces back and forth between the client and the server (indicated by the
arrows in the figure). Second, about half the code is boilerplate needed to make requests,
setup request handlers, and serialize data (highlighted in red). Finally, since the client and
server are two logically distinct programs, it is difficult for programmers and tools to reason
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var express = require(’express’);
var app = express();
app.use(require(’body-parser’).text());

app.get(’/index.html’, function (req, res) {
res.sendFile(’index.html’);

});

app.get(’/read’, function(req, res) {
try {

var name = req.body.toString();
var b = fs. readFileSync (name ,

’utf8 ’);
var r = { ok: true , body: b };
res.send(JSON.stringify(r));

} catch (e) {
res.send(JSON.stringify({ ok; false }));

}
}

<input id=’name ’>
<button onclick =’ loadHandler ’>Load </ button >
<div id=’contents ’></div >

function loadHandler () {
var req = new XMLHttpRequest();
req.open(’GET’, ’/load’);
req. onload = function () {

var rng = document . createRange ();
rng. selectNodeContents ( contents )

. deleteContents ();
var resp = JSON.parse(xhr.responseText);
var txt = resp.ok ? resp.body : " Error ";
var elt = document . createElement (’div ’);
elt. appendChild (

document . createTextNode (txt ));
contents . appendChild (elt );

}
req.send(name.value);

}

Figure 1 A canonical two-tier web application.

<input id=’name ’>
<button onclick =’ loadHandler ’>Load </ button >
<div id=’contents ’></div >

function loadHandler () {
var rng = document . createRange ();
rng. selectNodeContents ( contents ). deleteContents ();
var txt;
try {

txt = declassify (fs. readFileSync (name. value ));
}
catch (e) { txt = " Error "; }
var elt = document . createElement (’div ’);
elt. appendChild ( document . createTextNode (txt ));
contents . appendChild (elt );

}

Figure 2 A tierless version of Fig. 1.

about their behavior. JavaScript tools cannot catch the trivial bug in the figure: the client
requests /load, but the server has a handler for /read.

Figure 2 refactors the program to use Fission, which addresses the problems listed above.
First, the boilerplate that was highlighted in the previous figure has been eliminated, since
Fission handles serialization transparently. Second, the control-flow of the program is more
natural since a single function can use both client and server APIs. Finally, since we no
longer have two programs that explicitly communicate over HTTP, the bug in the previous
program has been eliminated. Moreover, we can now leverage JavaScript tools to manipulate
the entire program without breaking client/server consistency. For example, we could use an
IDE to rename the txt variable which is written on the server but read on the client. With
Fission, JavaScript developer tools can work on the whole program and aren’t limited to
only the client-side code.

Attacker Model. Fission adopts the standard web attacker model [2] and assumes that an
attacker can compromise the client and the network. Therefore, all values sent to the client
are public to the attacker and all values received from the client are untrusted.

Information Flow Control. Fission uses dynamic information flow control, to securely
partition code and data across the client and server. To a first approximation, all Fission
values have two tags. A secrecy tag indicates whether a value is secret or public and an
integrity tag indicates whether a value is trusted or untrusted. Therefore, Fission incorporates
its attacker model as follows: Fission assumes that all client-side functions (i.e., all DOM
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var found = ’Looking ... ’;
var txt = fs. readFileSync (

’/etc/passwd ’, ’utf8 ’);
if (txt. indexOf (’alice ’) >= 0) {

found = true;
} else {

found = false ;
}

Figure 3 Indirect information flow.

APIs) produce public, untrusted values and that all server-side functions (i.e., all NodeJS
APIs) produce secret, trusted values.2 Moreover, Fission will not send secret values to the
client. Therefore, when a program needs to write a secret value to the client, it needs to be
declassified. Untrusted values from the client can be endorsed in a similar way.

Fission asks programmers not to think about requests, responses, and serialization, but
to think about the provenance of their data. This is not a new idea, but our experience with
Fission shows that dynamic information flow control and dynamic tier-splitting is a powerful
combination. Moreover, since Fission faithfully implements JavaScript, it supports several
existing JavaScript libraries and tools with no changes required.

The Last Event Handler. Readers who enjoy functional reactive programming may be
unhappy that the Fission code in Fig. 2 has one imperative event handler left. Instead of
rehashing reactive programming for JavaScript, it is easy to reuse an existing JavaScript
reactive programming library with Fission. Alternatively, the program could be rewritten in
a language like Elm, using Fission to add support for transparent file I/O.

Overview. The rest of this paper summarizes Fission’s technical approach, discusses some
of the language design and implementation challenges we had to address, and some open
research questions.

3 Faceted Execution

Faceted execution [7] is a form of termination-insensitive dynamic information flow control
(IFC). The key idea in faceted execution is a faceted value (or facet for short), which is a
pair of two values, where one is secret and the other is public. Which value is observed
depends on the permissions of the observer. For example, when writing to the client, a facet
is projected to its public component because all values on the client are visible to the attacker.
Conversely, when reading from a secret file on the server, we create a facet where the private
component has the file contents and the public component is a special unreadable value (⊥).

Let’s consider a concrete example that has an indirect information flow. The program in
Fig. 3 reads the user database from a server, tests if the account alice exists, and then sets
the variable found to true or false. Since readFileSync is a NodeJS function, the variable
txt holds a facet, where the secret component is the file contents and the public component
is ⊥, thus the client cannot directly read the file. Since the expression in the conditional
uses the txt variable, the value of the conditional is a facet too, where the secret component
is a boolean and the public component is ⊥. Therefore, the assignment to found is affected
by a secret value, even though no secret is directly written to found. Fortunately, faceted
execution updates found to hold a facet, where the secret component is the boolean and

2 A programmer can write more sophisticated, multi-principal policies, but these are reasonable defaults.
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the public component is the original public value (the string ’Looking ...’). Therefore,
the server can observe the boolean which indicates whether the user alice exists, whereas
the client sees the original value, thus cannot determine which branch was taken, unless the
program is modified to declassify the value.

Therefore, to implement faceted execution, the control operators and primitive operations
of JavaScript have to be lifted to manipulate faceted values appropriately. Facets can be
nested and labeled to implement both confidentiality and integrity policies with several
principals. Although Fission supports all these features, a typical Fission program only needs
to reason about one principal, the server, and the programmer only needs to reason about
whether values originated on the client or the server.

Cooperating Faceted Evaluators. A distinguishing characteristic of Fission is that it
requires two faceted evaluators – one on the client and the other on the server – to cooperatively
evaluate the program. Moreover, since the attacker model entails that the server-side evaluator
cannot trust the client-side evaluator in any way, the server-side evaluator can neither send
secrets to the client nor trust any information sent by the client.

Prior work on faceted execution has been based on a big-step semantics, which lends
itself to a simple, direct-style interpreter. However, we had to develop a small-step faceted
semantics with an explicit stack3 because a context-switch requires an evaluator to examine
its own stack, serialize it, and send it to the other evaluator. For example, if the server-side
evaluator is running and the current stack frame is an application of a client-side function,
at least that frame has to be serialized and transferred to the client.

It would be unsafe for the server to transfer stack frames that contain secrets to the client.
So, what should happen if program applies a client-side function to a faceted argument that
contain secrets? Since the Fission programming model assumes that client-side function only
consume public values, a well-behaved client would simply discard the secret part of the
argument and only use the public part. Instead of assuming that the client is well-behaved,
the Fission server can instead project stack frames to only contain public values before
transferring them to the client. This does not change the behavior of a well-behaved client,
but prevents an attacker from observing secret values. Fission follows a similar approach
with client-side state. The Fission programming model assumes that a web page’s title, URL,
cookies, etc. are always public. Therefore, when client-side state is updated to a new value,
that value is projected to its public component before being transferred to the client.

Compilation and Taint Tracking. Our current implementation of Fission is an interpreter
that is fast enough for interactive web pages. However, compiling Fission (or any faceted
language) is challenging because each side of a facet may (or may not) follow a different
branch. However, recent work [51] shows that faceted execution can be applied to taint
tracking and that faceted taint tracking can be compiled in a relatively straightforward
manner. Therefore, in situations where implicit flows are not a concern, a taint-tracking
variant of Fission may be faster and easier to use.

4 Tier Splitting

The Fission programming model lends itself to several different implementations with a
variety of tradeoffs. In particular, since the transfer of control between client and server is
transparent to the program, tier splitting can be implemented in several ways.

3 In essence, a faceted CEK machine.
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Static Splitting. Although JavaScript is not statically typed, it should be possible to
statically place expressions on the client or server. In brief, we could build a static control
flow and data flow graph of the program, determine which expressions compute high-integrity
values or consume secret values and ensure that these expressions are evaluated on the server.
Swift [13] uses a richer variant of this approach, along with support for replicated data to
keep the user interface responsive. We have yet to evaluate this approach in Fission, but we
suspect that it may be too conservative for modern JavaScript that makes extensive use of
higher-order functions. Even if programmers don’t use higher-order functions themselves,
they are generated by tools like Babel to implement modules. In these situations, a context-
insensitive control flow graph may force too much code to needlessly run on the server. In
addition, Fission supports eval, which gives fully static methods a lot of trouble.

Dynamic Splitting. In Fission, we tier-split the program dynamically because it produces
better results for programs that use higher-order functions. The key idea is that the server
can dynamically transfer control to the client (or vice versa) by transferring a prefix of the
stack. However, since data sent to the client cannot contain secrets and data returned from
the client cannot be trusted, the server cannot send an arbitrary portion of the stack. We
use a lightweight, conservative analysis to determine which stack frames can be sent to the
client without violating any of these requirements.

For example, suppose a program runs an expensive computation and displays its result
on the client.
var x = fibonacci (50);
alert (x)
fs. writeFile (’ result .txt ’, x);

Since the value is not needed on the server, the expression can be evaluated entirely on the
client, as long as the computation doesn’t need to read secrets or update trusted values.
However, if the value is also stored on the server, the computation needs to be performed on
the server too.

Dynamic tier-splitting is particularly effective when a program uses higher-order functions
that cannot be statically placed on either the client or the server. Consider the canonical
apply higher-order function, which can be applied to either a function that must run on the
client or a function that must run on the server.
function app(f, x) {

return f(x);
}

app(fs. readFileSync , ’secret .txt ’);
app( window .alert , ’hello ’);

Therefore, we cannot statically determine where app(x) should be evaluated without con-
sidering the context where the evaluation occurs, and context-sensitive static analyses are
very expensive. However, by examining the dynamic context, Fission can find a sequence
of stack frames that do not read secrets, do not update trusted values, and do not execute
operations like declassification and endorsement that have to be performed in a trusted
context. Stack frames that meet these requirements can be evaluated on the client. These
are broad requirements that allow a variety of tier-splitting mechanisms. We’ve developed
a lightweight, conservative analysis that is effective on our benchmark programs, but it is
straightforward to write contorted code that defeats the analysis and causes unnecessary
context switching. A more precise analysis may be better at tier-splitting complicated code,
but also have a longer running time. There is a large space of tier-splitting policies that can
be explored.
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5 JavaScript and Interoperability

Fission supports the ECMAScript 5.1 language standard, which is a close approximation of
the JavaScript currently supported by major browsers. Unfortunately, ECMAScript is a fairly
complicated language that includes getters and setters, object-oriented meta-programming
features, and two language modes, in addition to well-known JavaScript pain-points, such
as prototype inheritance, dynamic code-loading with eval, and more. Fission tackles this
complexity by compiling JavaScript to a core language based on λJS [28] and S5 [45]. Fission’s
core language has additional features to support faceted execution as described above.

Let us now highlight Fission’s implementation of eval, which is deeply affected by the
attacker model. Note that Fission cannot implement eval by directly calling JavaScript’s
built-in eval function. If it did, the evaluated JavaScript code would not be able to
interoperate with Fission’s faceted JavaScript. Instead, Fission’s implementation of eval
builds a JavaScript AST, compiles it to a core language expression, and evaluates it using
the Fission interpreter. If the call to eval is made in a trusted context, the JavaScript AST
may even have sensitive operations like declassification and endorsement. Fission already
ensures that the client is untrusted, therefore, a trusted call to eval may only occur on the
server. In contrast, an untrusted call to eval may occur on either the client or the server.
However, the code generated by an untrusted eval can neither neither access secret values nor
endorse/declassify values. Notably, Fission does not need any additional mechanism to ensure
that these properties hold when untrusted strings are evaluated. The same mechanisms in
Fission that mediate interactions between the client and the server also ensure that untrusted
strings can be safely evaluated. Although web programming best practices eschew using
eval, it is still a commonly used construct [49], which is why put in the effort to support it.

Fission is carefully designed to support JavaScript’s event-driven programming model.
Therefore, a server-side event handler can transfer control to the client and vice versa. This
requires full bidirectional communication, which Fission builds atop WebSockets. Moreover,
if two events occur simultaneously on the client and the server, Fission serializes them to
preserve JavaScript’s single-threaded semantics. The current implementation of Fission
suspends the client when the server is executing and vice versa, which is a reasonable default.
However, there are scenarios where it is desirable to run client and server code in parallel.
Other tierless languages expose server-side concurrency using libraries or special linguistic
constructs [12, 18]. For the moment, we are evaluating Fission on existing NodeJS and Elm
applications that do not require concurrency.

6 Applications

React-based Web applications. We have used Fission to refactor a handful of applications
written for a final project in an undergraduate web programming class. All these applications
use JavaScript on the client and NodeJS on the server, so refactoring involved directly
calling request handlers at request sites (instead of making HTTP requests) and deleting
serialization code. In addition, we had to insert declassification and endorsement operations,
which is easy to do when server-side code is already factored into separate functions: we
endorse all arguments and declassify the result. These applications have several hundred to
two thousand lines of student-written code. However, all applications use Facebook React
and several other JavaScript libraries. When they are linked together using Babel, each
application has over 50,000 lines of code. Therefore, these are non-trivial examples that truly
exercise the implementation. The Fission interpreter, which is written in JavaScript, takes a
few seconds to load these programs, which start instantly without Fission. However, since
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these are interactive programs that are not compute-heavy, the slowdown is not noticeable
when they are in use.

Elm. For readers who dislike JavaScript and would rather program in a statically-typed,
ML-based language, we have used Fission to implement an Elm module that adds support
for reading and writing files on the server. The library requires about five lines of code for
each NodeJS function exported to Elm and leverages Fission to automatically context switch
between the client and server. It would be straightforward to add wrappers for more NodeJS
functions to enable pure Elm applications to seamlessly run on the client and server.

TypeScript and IDEs. There exist canonical TypeScript type definitions for both the
NodeJS API and the Web browser DOM API. It usually does not make sense to import both
type definitions in a single program, but the TypeScript compiler does not complain if you
do so. With trivial type definitions for endorse and declassify, we can write statically-
typed, tierless programs using TypeScript and Fission. Moreover, we can leverage IDEs like
Visual Studio which have powerful support for TypeScript programming. Without Fission,
TypeScript cannot reason about the client and server code in tandem, but Fission makes it
trivial for TypeScript to do so.

7 Fission for Other Languages

Although Fission is engineered to support JavaScript, it is hopefully clear to the reader that
the approach is not JavaScript-specific and could be applied to other programming languages
too. The most natural candidates are other dynamic languages. For example Ruby and
Python are not dissimilar to JavaScript and have support programming idioms that have
been challenging to statically-check [24, 4, 34]. Therefore, the Fission approach is likely to
suit these languages too.

The Fission approach is useful even with certain statically typed languages. Whereas
languages like Links [18], Ur/Web [12], and Swift [13] have type systems that are explicitly
designed to support tier-splitting, the Fission approach can be applied to statically languages
that were not designed with tier-splitting and information flow control in mind. For example,
Section 6 describes we applied Fission to (the JavaScript output of) programs written in
TypeScript and Elm.

8 Related Work

Fission builds on a long line of research on tierless web programming languages, some of
which we’ve already mentioned. Fission is directly inspired by Swift [13] which uses static
IFC and static analysis to partition JIF programs across the client and server. Fission’s
emphasis on dynamic techniques and JavaScript makes it easy for us to support reams of
existing JavaScript code and presents new challenges and opportunities.

Hop.js [53] is a tierless language that is also ECMAScript-compatible and supports both
NodeJS and browser APIs. Unlike Fission, Hop.js is a syntactic superset of JavaScript
because it uses a special quoting syntax to explicitly demarcate the boundary between client
and server code. In contrast, Fission does not change the syntax of JavaScript and thus can
be used in several ways that Hop.js cannot. First, a Hop.js program cannot be consumed by
ordinary JavaScript analyses and refactoring tools. Second, Hop.js cannot be used to add
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server-side features to Elm (without changing the Elm compiler to generate Hop.js). Finally,
Hop.js does not implement information flow control.

Fission does not syntactically distinguish client-side and server-side code, which is similar
to the design of Swift and Links.4 In contrast, in languages like Ur/Web [12], Hop [52], and
Hop.js [53] it is syntactically evident when control crosses tiers. It is not clear to the authors
which language design is intrinsically superior. However, since Fission does not add any new
syntax to JavaScript, we get to reuse existing libraries and JavaScript developer tools.

Most web applications have three tiers: client, server, and database, and tierless languages
like Links and Ur/Web unify all three tiers into a single language. Fission, with its emphasis
on JavaScript, only unifies the client and the server. It is unclear if all three tiers can be
unified satisfactorily for JavaScript without intentional language design (e.g., LINQ [41]).

Fission’s tierless programming abstraction is built on top of an implementation of remote
procedure calls [8] and distributed shared memory [3]. These abstractions require inter-
machine communication, which can be optimized in several ways. For example, Remote
Batch Invocation [31, 17] adds a language construct to batch several remote procedure
calls together, which reduces the number of message round-trips incurred. These kinds of
techniques are likely to improve Fission’s performance, which currently uses very simple
implementation techniques.

Fission’s dynamic information flow control mechanism is based on faceted execution,
which dynamically tracks implicit and explicit information flows in a fine-grained manner.
However, there are alternative language-based approaches, such as Laminar [48], which is
designed to make it easy to retrofit information flow control. For performance, the Laminar
system requires virtual machine and operating system changes. However, Laminar’s language
abstractions could be adapted for JavaScript (with or without changing the VM). A possible
future avenue for research may be to leverage Laminar-style “security regions” to make
tier-splitting more efficient.

Acknowledgments. We thank the SNAPL’17 reviewers and our shepherd, Ranjit Jhala, for
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Abstract
Humans and computers increasingly converse via natural language. Those conversations are mov-
ing from today’s simple question answering and command-and-control to more complex dialogs.
Developers must specify those dialogs. This paper explores how to assist developers in this spec-
ification. We map out the staggering variety of applications for human-computer dialogs and
distill it into a catalog of flow patterns. Based on that, we articulate the requirements for dialog
programming models and offer our vision for satisfying these requirements using grammars. If
our approach catches on, computers will soon parse you to better assist you in your daily life.
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1 Introduction

This paper is about authoring systems that allow dialogs between humans and computers.
When humans can converse with computers using natural language, computers can assist
them in real-life situations where traditional human-computer interfaces are cumbersome.
Recent advances in natural language processing paved the way to bring conversational human-
computer interfaces to the mainstream. However, facilities for authoring such interfaces are
lagging behind. It is not easy to program a robust yet powerful human-computer dialog.
On top of that, there is a confusing variety of use-cases for conversational interfaces. This
paper takes a stab at organizing these use cases by cataloging recurring conversational flow
patterns. Based on that, this paper outlines a vision for a new programming model in which
developers specify human-computer dialogs via grammars.

Commercially successful prior approaches for specifying human-computer dialogs are the
finite-state approach and the frame-based approach [13, 19]. In the finite-state approach,
dialog control is determined by an explicitly-specified directed graph [12, 18], whereas in the
frame-based approach, the dialog is driven by filling slots in a form [3, 18]. Unfortunately,
both approaches suffer from what we term the coherence-flexibility dilemma: a dialog should
be both coherent (yield the right outcome) and flexible (adapt to the human), but these
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goals conflict. For instance, coherence can be maximized via confining prompts and explicit
confirmations, but those can annoy humans or even keep them from reaching their goals.

Besides elaborating on the above problem statement, this paper also offers a vision
towards a new programming model that solves it. First, we observe that the human
utterances in a dialog constitute a linear sequences of inputs. Authoring a dialog means
imposing structure over that sequence. A well-known and successful formalism that does
exactly that is grammars. The idea is that the conversational agent is like a parser, and the
natural-language understanding is like a lexer in a compiler. Continuing with the analogy,
the outcome of the conversation is like an abstract syntax tree. The programming language
community has plenty of expertise in using grammars to specify parsers along with their
outcomes. Here, we put a twist to that by turning entire utterances by the human in a dialog
into individual tokens in a grammar.

Overall, human-computer dialogs are a hot trend in computing. There is a lack of
programming models for authoring them. This paper gives an overview of this trend and
outlines a vision for a new programming model for it.

2 Why Human-Computer Dialog

Natural-language human-computer dialogs have been a mainstay of science fiction for a long
time. In fiction, humans and computers or robots can carry wide-ranging conversations and
interact almost as equals. Given this appeal, it is not surprising that fact follows fiction,
although we must obviously keep reasonable expectations for how natural this interaction
is [19]. Many early dialog systems focused on travel, where a human who is away from home
can use a good old voice phone to book, for instance, flights [13].

Recently, human-computer dialog systems, also known as chat bots or virtual agents,
received much renewed attention [14]. Cutting through the hype, there are several good
reasons for that. One is that common-place devices such as cars, thermostats, or watches
are becoming “smart”, but we typically do not want large displays on them to interact via
graphical user interfaces. Another reason is that even on laptops or smart-phones with
adequate displays, we do not always want graphical interfaces with many screens and clicks.
For instance, when using a messaging platform such as Slack, it can be preferable to interact
right there with bots, rather than context-switching to a different application. Such integrated
interaction also benefits from other messaging features such as history. Another reason is
that when computers understand the way humans speak, humans need not adopt a form of
“machine-speak”.

Given this trend, several companies are starting to offer services that let customers author
and run their own chat bots. For instance, the authors of this paper became involved in this
trend because their employer started offering the Watson Conversation Service (WCS) [12].
WCS and its competitors can be put to immediate use to augment existing websites, messaging
platforms, or mobile apps with a conversational interface. Furthermore, they are already
being used for dialogs with robots. In the not-so-distant future, computers will enhance
human cognition and ultimately work side-by-side with humans. When automated cognitive
assistants become rich in features and reason in human concepts, they will eventually reach
an inflection point where non-conversational interfaces no longer suffice to interact with
them.

Ultimately, natural-language interfaces take advantage of our biology. Large areas of the
human brain are devoted to natural-language communication [11]. It is easy for humans to
use speech in circumstances that prevent using graphical user interfaces, such as in the dark,
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or hands-free (e.g. while cooking), or eyes-free (e.g. while driving). In fact, natural-language
interfaces make computing technologies accessible to parts of the population that were
previously excluded, such as small children, elderly, or visually impaired people.

Now that we have motivated why humans should converse with computers using natural
language, let us explore what kinds of conversations they may have.

3 Use Cases and Flow Patterns

Use cases for human-computer dialogs abound in a staggering variety of domains, from travel
to retail, entertainment to medical to automotive to technology trouble-shooting, and beyond.
At first glance, it would seem like dialogs in each of these domains look very different. Yet
as someone setting out to provide dialog authoring environments, we wanted to ensure we
understand and capture the common patterns. To this end, this section contributes a catalog
of flow patterns for bots. The catalog maps out the terrain, gives structure, and establishes
terminology. Such an overview is a prerequisite to prioritization so we can arrive at the right
scope of what to focus on and what to leave out.

A flow pattern is an interaction of a few back-and-forth turns in a dialog that either has a
single well-defined outcome or handles a single deviation from the primary purpose of the bot.
People with a programming-languages background can think of the outcome of a conversation
as a data structure that can serve as a parameter to an external service call or simply as
a record of what happened in the conversation. The outcome data structure fits the type
for all conversations by that particular (part of a) bot. A flow pattern is finer-grained and
lower-level than a use case, which captures an entire conversational agent for a particular
purpose that may involve several flow patterns. In other words, flow patterns are intended
to be domain-independent and indeed occur across many use cases in many domains. We
distinguish two kinds of flow patterns: outcome-driven patterns, where the back-and-forth of
conversation is directed at producing an agreed-upon outcome, and add-on patterns, which
can occur during outcome-driven patterns but delay or possibly even derail the outcome.
Another way to think of it is that outcome-driven patterns are about coherence whereas
add-on patterns are about flexibility.

We conducted an informal survey and interviews with assorted product and client teams
at IBM, and distilled our learning into the following set of flow patterns:

Outcome-driven flow patterns: Question answering, command and control, form filling,
diagnosis, problem resolution, query formulation.

Add-on flow patterns: Anaphora and ellipsis, repair, disambiguation, elaboration, stopping
a discussion, digression, interleaved dialogs.

Below, we elaborate on each of these patterns with brief definitions and discussions as well
as example dialogs between a human (H) and a computer (C). Beyond this basic list, one
can also consider bot features such as chit-chat, augmenting the bot with multi-modal input,
vision, or touch, or making it empathetic by detecting and appropriately responding to the
emotions of the human. To keep this paper focused, we elected not to elaborate on those
other features here.

3.1 Outcome-Driven Flow Patterns
Question-answering flow pattern

Automatically answer questions posed by human in natural language based on a corpus of
documents. From the perspective of the dialog flow, this is one of the simplest patterns.
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One challenge is that questions often depend on context, such as the location. But the
main challenge comes from dealing effectively with large numbers of questions. One issue
is keeping the dialog in sync with the corpus. Another issue is that distinguishing between
similar questions challenges current natural-language understanding technologies.

H: Where is the gift shop?
C: In the front lobby near the elevator.

Figure 1 Example for question-answering flow pattern in hotel concierge use-case.

Command-and-control flow pattern

Control a device through voice or natural language (e.g., radio, phone, thermostat, coffee
machine, wheelchair). From the perspective of the dialog flow, this pattern is also simple.
One challenge is detecting the conversation start, typically handled by anthropomorphizing
the bot with a name such as “Olli” in the example. Another challenge is the integration
with the device, which necessitates calling out from the dialog to external service code.
And a further-reaching challenge is safety: if the device being controlled performs more
serious actions than playing music, it is more important to ensure the human was understood
correctly.

H: Olli, play some jazz music.
C: Okay, playing WBGO Jazz 88.3 FM.

Figure 2 Example for command-and-control flow pattern in car dashboard use-case.

Form-filling flow pattern

For each slot in a form, ask the human for the information to fill the slot. The dialog should
catch mistakes without being too pedantic. One challenge is to allow the human to control
the order in which slots get filled. Another challenge is that a single human utterance may
contain multiple pieces of information. Doing this naturally in a finite-state approach is
cumbersome. On the other hand, frame-based dialog interpreters are custom-tailored to this
pattern [3, 18].

C: Welcome to the pizza dialog! What would you like?
H: A salami and mushrooms pizza.
C: Okay, salami and mushrooms. Any other toppings?
H: No thanks.
C: What size?
H: Medium, please.

Figure 3 Example for form-filling flow pattern in pizza-ordering use case.

Diagnosis flow pattern

Ask the human diagnostic questions following a decision tree to reach a leaf with a classification.
The computer may be able to omit some questions if it can obtain the answers from context.
One challenge is that the human may retract an earlier answer, either because they were
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uncertain or because they want to explore alternatives, thus requiring the bot to back-track.
Another challenge is that questions posed by the computer are typically hand-crafted and
cannot simply be derived from the name of a field in the outcome.

C: Welcome to the pizza dialog! What would you like?
H: A salami and mushrooms pizza.
C: Okay, salami and mushrooms. Any other toppings?
H: No thanks.
C: What size?
H: Medium, please.

Figure 4 Example for form-filling flow pattern in pizza-ordering use case.

Problem-resolution flow pattern

After diagnosis, walk human through how to fix their issue. The main challenge here
is to actually come up with good instructions for fixing common issues, and refine the
conversational agent so humans have success with it. Also, as in diagnosis, this may involve
context and back-tracking.

C: Turn on the projector and connect your video cable.
H: Okay, it is on, but not showing my display!
C: Hit Fn-F7 on your laptop.
H: Good, now I can see my display. Thanks!

Figure 5 Example for problem-resolution flow pattern in technology trouble-shooting use case.

Query-formulation flow pattern

Query information in a database or knowledge base. One of the challenges with this pattern
is that it is meta-data specific: human utterances mention pieces of the database schema. A
related challenge is to enforce valid queries. Finally, if the human refines the query over the
course of the dialog, they tend to use anaphora and ellipsis.

H: What was the median salary for working women in the US in 2009?
C: The median weekly earnings for women in 2009 was 657 US$.
H: Give me that number per race and ethnicity.
C: Here are the corresponding numbers: [. . . ]

Figure 6 Example for query-formulation flow pattern in census use case.

3.2 Add-On Flow Patterns
Anaphora and ellipsis flow pattern

In linguistics, an anaphora is a reference, for instance, “it” in Figure 7 Line 3. An ellipsis is
an omitted clause, for instance, the implied “from Croton-Harmon to Grand Central” in the
last human (H) utterance in Figure 7 Line 5. Both anaphora and ellipsis must be understood
from context. Furthermore, they involve linguistic subtleties that make natural-language
understanding more challenging.

SNAPL 2017



6:6 I Can Parse You: Grammars for Dialogs

H: When is the next train from Croton-Harmon to Grand Central?
C: At 9:03am.
H: Is it peak or off-peak?
C: That’s a peak-hour train.
H: When is the next off-peak train?
C: The next off-peak train from Croton-Harmon to Grand Central is at 9:28am.

Figure 7 Example for anaphora and ellipsis flow pattern in travel use case.

Repair flow pattern

Repair describes how parties in a conversation deal with problems in speaking, hearing, or
understanding. These problems can occur both when uttering something and when receiving
it, for both human and computer. Challenges include detecting the need for repair and
wrapping up the repair in a small number of conversation turns, yet avoiding a repeat of the
misunderstanding.

H: How much is full total coverage?
C: What kind of coverage? The choices are comprehensive or collision.
H: comprehensive
C: For your car, comprehensive is $983.70.
H: I meant collision.
C: For your car, collision is $685.40.

Figure 8 Example for repair flow pattern in insurance use case.

Disambiguation flow pattern

Agree upon one among alternative meanings of a word or phrase. As for repair, one challenge
is detecting the need for disambiguation in the first place. Another challenge is to predict
the likelihood that the default choice is good enough, to make a judgment call whether
disambiguation is worth the effort.

H: Schedule a meeting with Alice at 10am.
C: Alice is in Texas. Do you mean 10am Central Time?
H: No, I meant 10am Eastern.

Figure 9 Example for disambiguation flow pattern in calendaring use case.

Elaboration flow pattern

Let the human obtain more information on the same topic. The challenge is to anticipate
what the human might want to elaborate on, and to keep the system tractable despite the
possible explosion of topics.

H: What’s the weather tomorrow?
C: 30 degrees with snow.
H: How much snow?
C: 18 to 24 inches. Better stay at home!

Figure 10 Example for elaboration flow pattern in weather use case.
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Stopping a discussion flow pattern

Let the human interrupt a conversation or a sub-dialog. One challenge is to decide on the
right depth of interruption, i.e., how far to unwind nested levels of subdialogs. Another
challenge is that the user might later change their mind about stopping the discussion, and
want to resume it again.

C: Do you take anything in your coffee?
H: Skim milk.
C: I’m sorry, we’re out of skim milk.
H: Then I don’t want coffee.
C: Is there anything else I can get for you instead?

Figure 11 Example for stopping a discussion flow pattern in barista use case.

Digression flow pattern

Allow the human to take the conversation to a different, unrelated topic, and resume the
prior topic afterwards. This requires the computer to keep the context of the main thread of
conversation, and to re-establish the context for the human when switching back. A variant
of digression is temporarily switching to a different part of the same dialog.

C: What’s the algorithmic complexity of inserting an item in a B-tree?
H: What are B-trees used for?
C: B-trees are used when not all of the data fits in memory, for instance, in

databases. What’s the algorithmic complexity?
H: Hm, I guess logarithmic?

Figure 12 Example for digression flow pattern in tutoring use case.

Interleaved dialogs flow pattern

Conduct two or more dialogs concurrently. As in the example, this pattern comes up in
use-cases where the conversation is about a situation that unfolds slowly in the real world.
Beyond the challenges of digression, this requires keeping multiple contexts active. This
makes it more challenge for both participants of the conversation to follow which dialog an
utterance belongs to.

H: Correct course to the South.
C: How many degrees?
H: Where is the other vessel headed?
C: 20 degrees Northwest.
H: Okay, correct course 15 degrees South.
C: Initiating course correction.
C: The other vessel is no longer on collision course.

Figure 13 Example for interleaved dialogs flow pattern in naval use case.

The following section describes the most important add-on flow patterns from a different
perspective that hints at a solution for them.
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C: What size?
H: Mega-sized!
C: Okay, medium. What crust?
H: Uhm, I didn’t say medium.
C: Okay, correcting the size. The choices

are small, medium, or large. What size?
H: Large.
C: You picked large size. Is that correct?
H: Yes.
C: What crust?

Figure 14 Example dialog with correction.
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Figure 15 Basic chat bot architecture.
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Figure 16 Outcome coherence state machine.

4 Coherence-Flexibility Dilemma

A dialog has coherence if its participants have common ground, i.e., they reach mutual
belief that contributions have been understood sufficiently well for current purposes [6].
Coherence is essential to reaching the desired outcome of the dialog. Unfortunately, today’s
natural-language understanding (NLU) technologies have limitations that can put coherence
at risk. When that happens, the add-on flow patterns repair and disambiguation from
Section 3.2 are crucial.

A dialog has flexibility if its participants have both perceived and real control over it. If
the dialog has too little flexibility, humans find it difficult to use, since they essentially have
to learn its “machine-speak”. Ultimately, humans will get frustrated and seek alternative
communication channels. Flexibility relates to the add-on flow patterns elaboration, stopping
a discussion, and digression from Section 3.2.

The coherence-flexibility dilemma is that these two goals are diametrically opposed. It
is easy to accomplish one while ignoring the other. But techniques that improve coherence
reduce flexibility and vice versa. Some of the early IVR (interactive voice response) systems
were so inflexible that people referred to them as phone jail, trying to escape by immediately
demanding a human operator.

The good news is that this dilemma is not unique to human-computer dialog. Coherence
and flexibility are essential to human-human dialog as well, and human-human dialog has
natural and effective ways to balance them. For instance, Clark and Schaefer argue that each
utterance has two purposes: first, a backward-looking confirmation of the previous utterance,
and second, a forward-looking question or statement advancing the conversation [7]. There
is flexibility in how implicit or explicit the confirmation is, and humans adjust their style
when they detect misunderstandings.

Consider for example the dialog in Figure 14. When the computer says “Okay, medium.
What crust?”, it attempts an implicit confirmation of what it understood (backward-looking)
and asks the next question (forward-looking). The human corrects the computer. Next, the
computer rephrases the question for the size by explicitly listing the choices, thus sacrificing
some flexibility to improve coherence. After the human picks an option, the computer
conducts a more explicit confirmation before going back to business as usual.

The good thing about this natural confirmation mechanism from human-human dialog
is that it reduces the burden on the NLU technology. Instead of waiting for computers to
get better at understanding natural language, we can work with the limitations of current
technology if we are prepared to handle the occasional misunderstanding. And even if
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computers reach human parity in conversational NLU, that still does not imply zero errors,
so repair capabilities remain necessary.

Figure 15 shows a simplified architecture for conversational agents, based on literature
surveys [13, 19]. Human speech first gets converted to text, and then NLU extracts relevant
inputs for the dialog interpreter. Symmetrically, the outputs from the dialog interpreter first
get converted to text, and then synthesized back to speech. If the human interacts at the
textual level, the speech components can be omitted from the architecture. While there
is work on sophisticated NLU that understands parts-of-speech etc., this is brittle when
human utterances defy grammar and is harder to port between different natural languages.
Therefore, recent systems adopt a simpler and more robust approach to NLU, which merely
extracts intents and entities from the human utterance [12, 23]. An intent is something like
“turn on radio”, and an entity is something like “jazz music”. Intents can be detected via
machine-learning classifiers, and entities via pattern-matching.

For coherence, we propose that each piece of the outcome data structure be subjected
to the state machine in Figure 16. When NLU extracts an intent or entity, that can be
used to fill a slot. But being merely filled is not enough. The computer gives the human
an opportunity to confirm or reject a slot before it considers it part of the common ground.
For flexibility, we propose enabling humans to take the initiative when they want to. The
most operable definition of initiative we found comes from Derek Bridge, who simply says it
belongs to whoever contributes the first part of a conversational adjacency pair [4].

Now that we have established the kinds of dialogs we want to enable, we will get back to
the question of how to author them.

5 Grammars to the Rescue

Let us briefly summarize the requirements for a programming model for conversational
agents. The agent needs to conduct a linear sequence of interactions with a human over
time, consisting of utterances in a conversation. From this sequence of interactions, the
agent needs to construct an outcome that adheres to a known type. However, it must detect
and fix misunderstandings and allow the human to go off-script by grabbing the initiative
where appropriate. Finally, the programming model should be easy to learn, ideally reusing
widely-known, familiar, and well-understood programming-language concepts.

We hypothesize that grammars address these requirements well. Grammars specify
parsers that process a linear sequence of tokens, produce an outcome, and can be made
robust to certain kinds of errors. Most computer science students learn about grammars
early in their education, so the concepts should be familiar to them. As an added benefit, in
many cases, the outcome of a conversation gets transformed into a command or query for
another system, which is itself also best characterized by a grammar. Therefore, our vision
is to use grammars as a programming model for conversational agents. Finally, grammars
are naturally compositional, thus facilitating modularity and reuse in dialog specification.

To be clear, in our vision, the grammar operates over tokens at the granularity of entire
utterances by a human. In other words, we are not concerned with using grammars to parse
an individual natural-language sentence, unlike some prior work [5, 20]. In terms of the
architecture in Figure 15, we are proposing grammars to specify the dialog interpreter, not
other components such as the NLU. Circling back to the paper title (“I can parse you”), we
are envisioning a chat-bot as a parser for its human interlocutor, and we are thinking of the
NLU component as merely the lexer that extracts tokens in the form of intents and entities
from human utterances.
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1 query : select from where?;
2

3 select : selectExpr+;
4 selectExpr : selectColumn | selectAll | selectAs ;
5 selectColumn : columnName;
6 selectAll : "all" / "*" / "all␣columns" / "star";
7 selectAs : expression columnName;
8

9 from : tableName+;
10 where : condition ;
11

12 condition : andCondition | orCondition | eqCondition;
13 andCondition : condition and condition;
14 and : "and" / "conjunction";
15 orCondition : condition or condition ;
16 or : "or" / "disjunction";
17 eqCondition : expression eq expression ;
18 eq : "equals" / "=" / "is" / "equality" / "the␣same␣as";
19

20 expression : STRING | INT | columnExpr;
21 columnExpr : columnName;
22

23 tableName : TABLE;
24 columnName : COLUMN;

Figure 17 Grammar that guides database query dialog.

Grammar

Dialog flow

Type

Outcome

translates to

produces

guides validates

Figure 18 Commuting diagram. For examples see Figures 17 (grammar), 19 (dialog), 21 (outcome),
and 20 (type).

We are still in the early stages of developing our programming model, but to make things
more concrete, Figure 17 offers an example. The grammar guides a dialog that allows the
human to issue a database query. It is based on a SQL subset and would be easy to extend
for additional clauses (e.g., order-by) and expressions (e.g., arithmetic). As is customary in
databases, the grammar distinguishes conditions from expressions, thus enforcing syntactically
where one or the other can occur. By design, most of the grammar will look familiar to readers,
with non-terminals (e.g., query), literal terminals (e.g., "all"), multi-valued terminals (e.g.,
TABLE), options (?), repetition (+ or *), choice (|), and products (e.g., select from where?).
One new feature is synonyms (/), for instance, "and"/"conjunction". Synonyms are viewed
as samples for NLU tokens, and it is up to the implementation how literally to take them.
In some cases, they just serve as training inputs for a machine-learning classifier. As one
would expect from non-trivial grammars, this grammar includes nesting (expression within
selectAs within query) and even recursion (an andCondition can be nested as a condition
within another andCondition).

A single grammar such as the one in Figure 17 both guides the flow of the conversation
and specifies the type of its outcome. As illustrated by the commuting diagram in Figure 18,



M. Hirzel, L. Mandel, A. Shinnar, J. Siméon, and M. Vaziri 6:11

1 C: Which table do you want to query?
2 H: The Customers table please.
3 C: Okay, Customers. Any other tables?
4 H: Nope.
5 C: Is there a condition?
6 H: Yes: the country is "US".
7 C: Okay, the country equals "US". Any other conditions?
8 H: Yes: the zipcode is 55555.
9 C: Okay, the zipcode equals 55555. Any other conditions?

10 H: Nope.
11 C: What should the query return?
12 H: What are the available columns?
13 C: The available columns are: name, age, address, and zipcode.
14 H: The name
15 C: Ok, the name. Anything else being returned?
16 H: The address.
17 C: Ok, the address. Anything else being returned?
18 H: No, that’s all.
19 C: Here is the query:

SELECT name, address
FROM Customers
WHERE country = "US" and zipcode = 55555;

Would you like to issue it?
20 H: Yes please.

Figure 19 Dialog for database query based on grammar in Figure 17.

the grammar guides the dialog flow. The grammar does not and should not explicitly specify
every last detail of the dialog flow. Keeping the flow somewhat under-specified gives the
dialog interpreter room to adapt, for instance, by making confirmations more or less explicit
depending on whether there are many or few repairs. When the dialog interpreter uses the
grammar to implement the dialog flow, it produces an outcome. The outcome could be
represented as a JavaScript Object Notation (JSON) document. We implemented a translator
from dialog grammars to TypeScript types that validate the final outcome. A coherent dialog
yields a valid outcome, but a flexible dialog populates it in the order and style preferred by
the human user.

Figure 19 shows a mock-up example dialog driven by the grammar in Figure 17. It
occupies the lower left corner of Figure 18. On Line 1, the computer prompts for a table (to
fill the from factor of the query product). On Line 2, the human gives a response in colloquial
natural language, from which the NLU extracts a TABLE token with the value Customers.
On Line 3, the computer first echoes back the table name (to establish common ground) and
then asks whether there are other tables (implementing the repetition tableName+ in the
grammar). On Line 4, the human says “Nope”, from which the NLU extracts an intent of
“no”. On Line 5, the computer asks whether there is a condition (implementing the option
where? in the grammar). On Line 6, the NLU can extract multiple tokens from a single
human utterance: an intent of “yes”, a COLUMN token “country”, a synonym “is” for
“equals”, and a STRING token “US”. The conversation continues to flow as specified in the

SNAPL 2017



6:12 I Can Parse You: Grammars for Dialogs

grammar. Note that while the grammar specifies the select clause first, the order can be
re-arranged to get a more natural dialog from a user standpoint, in this example by asking
first about the SQL from clause rather than the select clause.

We have not yet implemented our ideas to support the example in Figure 19. Besides illus-
trating the aspiration of grammar-driven dialog flow, the example also illustrates additional
desirable features for which we have yet to design integration points. For instance, on Line 12,
the human goes off-script by requesting help. The computer replies with context-sensitive
help driven by the underlying database schema. Later, on Line 19, the computer prints the
outcome of the conversation using SQL syntax. Assuming that the raw outcome is a JSON
document, this would require a simple pretty-printer. Both the schema-awareness and the
pretty-printing are technically feasible but not specified by the grammar.

Figure 20 shows the TypeScript type for outcomes of our running example, and Figure 21
shows the concrete JSON outcome. The type and outcome occupy the top and bottom right
corners of the commuting diagram in Figure 18. The type figure corresponds line-for-line
to the grammar. For instance, Line 9 of the grammar, from : tableName+;, maps directly
to Line 9 of the type, type FROM = { tableNames: TABLENAME[ ]; }. The JSON outcome in
Figure 21 is essentially an abstract syntax tree for the SQL query in Figure 19 Line 19.

As we are embarking on the project to make this vision reality, it is healthy to also specify
some success criteria. These can be found in the next section.

6 How Will we Know it Works?

When building a programming model for conversational agents, we aim at productivity for
the dialog authors and quality for the actual human-computer dialogs. In a business context,
the former decreases cost and the latter increases revenue. While monetary cost and revenue
are concrete numbers, they will only become apparent when the system gets adopted. In the
meantime, we need shorter-term metrics to guide our research.

For developer productivity, we are getting guidance from two sources. One is that, being
in an industrial research lab, we have access to product and solution teams. We frequently
solicit their opinion on the programming model we are proposing as our design is under way.
Another source of guidance is to drive the development with several example programs of our
own. We turned each flow pattern from Section 3.1 into a test case for our new programming
model. In addition, we are extracting the essence from several customer use cases into
test cases as well. The authors have had their share of experiences with programming
language designs, some of which shipped in IBM products (e.g. [21]). Finally, some readers
with a programming language background may appreciate the crazy idea of making our
programming model meta-circular, by specifying a dialog whose outcome is the specification
for another dialog.

For dialog quality, one might be tempted to adopt metrics from non-dialog tasks such
as machine translation. Unfortunately, recent work demonstrates that these correlate very
weakly with human judgment [17]. Such metrics are more appropriate to other components of
the architecture in Figure 15 such as NLU, or to the simplest flow patterns such as question
answering or command-and-control. Instead, a seminal paper on evaluating dialogs proposes
ParaDiSE (Paradigm for Dialog System Evaluation) [22]. ParaDiSE postulates that the goal
of a dialog is to maximize task success and minimize cost. In our terms, task success consists
of producing the outcome the human wanted, and metrics for cost include the number of
utterances, repair ratio, etc.
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0 type TOP = { query: QUERY; };
1 type QUERY = { select: SELECT; from: FROM; where?: WHERE; };
2

3 type SELECT = { selectExprs: SELECTEXPR[ ]; };
4 type SELECTEXPR = SELECTCOLUMN | SELECTALL | SELECTAS;
5 type SELECTCOLUMN = { columnName: COLUMNNAME; };
6 type SELECTALL = "∗";
7 type SELECTAS = { expression: EXPRESSION; columnName: COLUMNNAME; };
8

9 type FROM = { tableNames: TABLENAME[ ]; };
10 type WHERE = { condition: CONDITION; };
11

12 type CONDITION = ANDCONDITION | ORCONDITION | EQCONDITION;
13 type ANDCONDITION = { condition: CONDITION; and: AND; condition1: CONDITION; };
14 type AND = "and";
15 type ORCONDITION = { condition: CONDITION; or: OR; condition1: CONDITION; };
16 type OR = "or";
17 type EQCONDITION = { expression: EXPRESSION; eq: EQ; expression1: EXPRESSION; };
18 type EQ = "=";
19

20 type EXPRESSION = string | number | COLUMNEXPR;
21 type COLUMNEXPR = { columnName: COLUMNNAME; };
22

23 type TABLENAME = string;
24 type COLUMNNAME = string;

Figure 20 Type for outcomes of database query dialogs based on grammar in Figure 17.

1 { query :
2 { s e l e c t : {
3 s e l e c t E x p r s : [ { columnName : "name" } , { columnName : " a d d r e s s " } ]
4 } ,
5 from : { tableNames : [ " Customers " ] } ,
6 where : {
7 c o n d i t i o n : {
8 c o n d i t i o n : {
9 e x p r e s s i o n : { columnName : " coun t r y " } ,

10 eq : "=" ,
11 e x p r e s s i o n 1 : "US"
12 } ,
13 and : " and " ,
14 c o n d i t i o n 1 : {
15 e x p r e s s i o n : { columnName : " z i p c o d e " } ,
16 eq : "=" ,
17 e x p r e s s i o n 1 : 55555
18 }
19 }
20 }
21 }
22 }

Figure 21 Outcome of database query dialog in Figure 19.
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7 Related Work

We found little prior work on using grammars or types to specify dialogs. Bridge beautifully
codifies the essence of polite conversation into a grammar [4], but in addition, requires a
separate task model to specify a complete chat-bot, whereas we use a grammar to specify
the chat-bot itself. GF is a framework for describing grammars of natural languages [20],
but focuses on the NLU and NLG components of the architecture in Figure 15, whereas we
focus on the dialog interpreter. Bringert uses GF for dialogs [5], but requires the developer
to specify multiple grammars and use dependent types, whereas our programming model
uses a single grammar and is simpler. Finally, Denecke and Weibel propose a type system for
dialogs that constrains individual slots in a frame [8], whereas our types specify the entire
dialog flow and validate its outcome.

McTear wrote a survey about spoken dialog technology [19] and the text book by Jurafsky
and Martin contains a chapter about dialog and conversational agents [13]. While neither of
them focuses on programming models for dialogs, they describe different approaches, two of
which imply simple programming models. First, the finite-state approach scripts the dialog at
a low level, making it powerful but cumbersome [12, 23]. Second, the frame-based approach
focuses on the form-filling pattern [3, 18]. One way to view our vision for a grammar-based
dialog programming model is as a generalization of frames.

Other work on programming models for natural language includes natural-language
interfaces to databases [1]; CNL (controlled natural language) [2, 9, 16]; and synthesis from
natural language [10, 15]. Dialog can be viewed as an alternative that is less controlled than
CNL but has a broader scope than synthesis.

8 Conclusion

This paper took a programming-language audience on a tour of the exciting trend of natural-
language dialogs between humans and computers. We collected a catalog of relevant flow
patterns and articulated the coherence-flexibility dilemma, which we believe to be the key to
building good conversational agents. This paper also briefly described our vision of using
grammars as a programming model for dialogs.
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Abstract
While sequential programs represent a simple and natural form for expressing functionality, corres-
ponding distributed implementations get considerably more complex. We examine the possibility
of using the sequential computation model for programming distributed systems and requirements
for making that possible. The benefits of such an approach include easier specification and reas-
oning about behaviors in the system, as well as a possibility to directly reuse existing techniques
for checking correctness and optimization of sequential programs to produce efficient and reliable
distributed implementations.
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1 Introduction

The sequential model of computation is often the most natural way to think about pro-
gramming. Sequential programs represent computations which are performed by evaluating
expressions in a predefined order. By contrast, programming distributed systems is much
more challenging because programmers have to worry about controlling concurrent compu-
tations and consistency of their results, as well as a number of additional aspects, such as
communication between nodes and managing data across the system.

Programming models for distributed systems need to provide means to deal with this
additional complexity [5, 2]. Many modern programming models and languages for developing
distributed systems allow expressing behaviors of individual nodes of the system in the
sequential model, while using specialized abstractions and language constructs for specification
of aspects such as communication [25, 13, 12, 7, 5]. For example, flexible and general models
that allow controlling communication, expose it and require implementing it directly at a
low level of abstraction, and force programmers to split behaviors into distinct program
units with separate message sends and handlers [15, 26, 22]. The underlying programming
models usually make trade-offs between the expressiveness and support for certain distributed
aspects [5, 3, 11]. Finding an optimal trade-off, however, is difficult because models that are
too low-level increase the complexity for the programmer, but models that are too high-level
take away control from the programmer and risk producing code that does not match the
programmer’s expectations.

The paper presents a new programming model that aims to simplify the development of
event-driven distributed programs. The key novelty of our programming model is that it
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decomposes the problem of developing such applications into three distinct steps. In the first
step, the programmer defines a data model and a collection of sequential routines that define
the behavior of the system and are effectively treated as transactions. The programmer can
reason about the semantics of each such transaction sequentially, without worrying about
concurrency or data distribution. In the second step, the programmer uses type annotations
to describe how the data is distributed across a collection of computational nodes. Based
on these type annotations, the system determines where to execute the defined transactions
and derives the necessary communication and synchronization in order to guarantee the
sequential semantics of their executions. Finally, in the third step, the programmer defines a
set of logical triggers, which dictate when the transactions should execute. The triggers can
launch a transaction based on the global state of the distributed system.

We argue that the separation of concerns afforded by our approach leads to a programming
model that is not just simple and expressive for developing distributed programs, but also
simplifies reasoning about their behaviors, and enables various optimizations to produce
efficient implementations. For example, the paper illustrates the potential for applying
existing techniques for verification and optimization of sequential programs in this model.
Moreover, the model effectively allows adding and changing both behaviors and distributed
aspects without the need to change the code for existing behaviors.

Although demonstrated through a few running examples, the paper focuses on the ideas
and a few key characterizations that are needed to define the new programming model.
This paper does not present a fully-developed language that is general and applicable for
producing efficient implementations for a wide range of distributed systems. Moreover, the
paper focuses on the characterization and semantics of the programming model in terms of
distribution of data and behaviors, and tying such behaviors to external stimuli. In turn,
multiple aspects of realistic distributed systems, which include security and failure-tolerance,
were omitted, making the model applicable only to certain scenarios of distributed systems
where nodes operate in reliable and trusted environments.

2 From Sequential to Distributed Programs

2.1 Overview of the Approach
We illustrate the ideas behind the approach by implementing the functionality of a simple
distributed application for managing storage and supplies of a central warehouse with
multiple independent stores. We focus on the functionality of ordering an item from the
warehouse (which possibly resides on a remote location) and updating the store’s inventory
accordingly. The developers start by specifying this behavior as a sequential program, from
the perspective of only one store and the warehouse, ignoring distributed aspects of the
system. In the subsequent step, the developers transforms the sequential program into a
distributed implementation by specifying how the sequential behavior is instantiated for
every store in the system, and distributed across all stores and the warehouse.

The developers start by defining the data used by the program. Given the chosen starting
point of a sequential program with a single store, the developers declare a map from items
(identified by String) to their quantities and a single variable that reflects the quota for
items, which belongs to a particular store, but will later be instantiated at each store in the
final distributed implementation1:
var quantities: Map[String, Nat]; var quota: Nat

1 We use Scala-like syntax, with variables declared with var.
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Afterwards, the developers implement the function for ordering some quantity of a particular
item:
def order(item: String, quant: Nat): Boolean =

if (quantities(item) >= quant && quota >= quant) { // check if order eligible
quantities(item) = quantities(item) - quant; // update (inventory) state
quota = quota - quant;
true // order successful

} else false

which, given the item and quantity to order, performs a simple check: if the given quantity is
available in the warehouse and the store has sufficient quota left, it updates the corresponding
variables and returns true, otherwise returns false. For simplicity, we assume each item
takes exactly one unit of the available quota.

An important insight behind the new approach is that, modulo distribution, this simple
function faithfully reflects the behaviour of item ordering. The functionality does not
depend on how the data and computation are distributed; adding distributed aspects
effectively provides a different view and instantiation of the functionality. Note that unlike
some distributed algorithms that inherently require programming low-level aspects like
communication (e.g. next actions depend on the received messages at particular nodes during
execution), functionality in our example can fully be captured by ignoring distributed aspects
[20]. Even though distributed implementations differ from “pure” behaviors expressed with
sequential computation, given the necessary information about distributed aspects, they
can be used as specifications of behaviors that can be automatically transformed into final
distributed implementations.

To that end, since the sequential computation model is not sufficient to characterize such
distributed applications, we identify components of specification that can, when coupled with
sequential programs, completely characterize distributed implementations:

allocation of data (used in the function) to different nodes in the system
specifying how is the behavior (defined by the function) invoked in the system
consistency of data and behaviors (in the presence of concurrency) in the system

Provided this additional information, developers can capture the desired behaviours in
the system and allow the compiler to produce the appropriate distributed implementation.
The compiler, which produces the final low-level implementation, can then decide to allocate
computation and communication in a way such that the given specification – of data
allocation, consistency and triggering of behaviors – is satisfied. Note that low-level details
of the resulting implementation, such as communication and computation allocation, can
still be decided and implemented in potentially multiple different ways by the compiler.
We consider possibilities for providing and satisfying these specifications in the subsequent
sections.

2.2 Location-dependent Types
We propose specifying data (and computation) allocation through types. To that end, we
allow declaring nodes that participate in the system and enrich the type system to specify
location of data or computation represented by the given expression. For any expression,
besides associating standard type to it (e.g. in simply typed lambda calculus), we associate
an additional label that designates the node the expression resides on or is computed at.

For our running example, the developers declare two sets of nodes, Server and Client,
where the Server is a singleton set (which represents the single, centralized, warehouse).
Node types are effectively instances of a higher-level type; they serve as labels that allow
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distinguishing between nodes. Developers can then annotate declarations and expressions to
specify the intended data allocation in the final implementation: having type T, with T♦node
the developer designates allocation of the expression of the given type to node, which belongs
to some node type. Then, developers assign quantities to the (single) Server, and quota,
the arguments, and the result of the function order to the Client nodes:
var quantities: Map[String,Nat]♦Server; ∀client : Client, var quota: Nat♦client
∀client : Client, def order(item: String♦client, quant: Nat♦client): Boolean♦client = ...

To designate that order might be invoked by any store, developers write ∀ to quantify over
the set of store (Client) nodes (similarly to classical type-dependent systems). Note that
the definition of order is omitted; it remains the same as before.

It is interesting to consider how the location information given in types affects the resulting
implementation. Specifically, the program states that both arguments, as well as the result
of the function, are allocated to the client node. However, quantities – variable used in the
function – is allocated to the server, thus communication between the nodes is inevitable. To
produce an implementation that type-checks (performs allocation as specified), the compiler
has to update quantities on the server and return the result back to the client. Thus, the
intended implementation where a client node (i.e. a store) sends arguments to the server (i.e.
the warehouse) and awaits a response would typecheck successfully and can be produced as
the resulting implementation.

Given the previous definition, since the state update has to happen on the server, the
following has to typecheck:
(quantities(item) = quantities(item) - quant): Unit♦Server

meaning the expression is evaluated at the Server. However, value of the assignment can be
computed also on the client store (if e.g. forced by a typing annotation):
(quantities(item) - quant): Nat♦client

which would produce a correct, but less efficient implementation, since it would incur
additional two-way communication between the client and the server (for quant and the
result). Effectively, location-dependent types allow developers to dictate allocation of data and
computation within the system. Moreover, they can be used to prevent certain communication
(e.g. for security reasons), where unwanted implementations, which could lead to potential
data leaks, would not typecheck.

2.3 Triggering Behavior with Logical Formulas
In order to capture how are behaviours in the system invoked, we propose defining triggers
as logical formulas, which can talk about events occurring across the system, as well as data,
i.e. state, located at different nodes in the system. Whenever the condition defined by the
trigger becomes true, the associated behavior is invoked. By combining events that can be
bound to arbitrary internal and external actions (or stimuli) in the system, with formulas,
we gain flexibility for specifying various, possibly reactive, distributed systems.

In our running example, we would like to trigger order as a consequence of an explicit user
action (e.g. user interaction). We assume to have event EvOrderClient(quant : Nat) that
can occur at any store in the system and is parametrized by a value for quantity (populated
at the time of the instantiation of the event). In our current prototype, events are declared
with a special construct in the language, while compiler generates function calls for each
declared event (with arguments that match parameters of the event), which, when called,
“fire” the associated event in the system.
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Client1

Server

Client2

EvOrder(5)

order("p1", 5)

notify("p1")

notify("p1")

EvOrder(2)

order("p1", 2)

false

true

{"p1", 5}

"p1"

"p1"

{"p1", 2} false

true

Figure 1 Distributed execution of two instances of order and one of notify behavior.

After declaring a variable for the selected item at every store, the developers can specify
that order gets triggered whenever EvOrder fires at any client node (i.e. store):
∀client : Client, var selected: String♦client // designates selected item
∃c : Client. EvOrderc(quant) → order(selected♦c, quant)

where order is called with selected variable located on the client and the quant parameter
from the event. (With e♦n we specify allocation of expression e to node n without specifying
the full type.) The event expression on the left of the arrow can be thought of as pattern
matching: variable quant captures the parameter value carried by the event.

Our programming model allows using logical formulas to specify triggering of behaviors
when a certain condition becomes true in the system. If we consider a new functionality
of notifying stores when the item they have selected gets out of stock, the following logical
formula can specify such trigger. (We omit the function definition, which only updates the
store-local state.)
def notify(item: String): String♦client
∃client : Client, item : String. selected♦client = item ∧ quantities(item) = 0 → notify(item)

The behavior returns a notification string (that is saved at the store client) and gets invoked
whenever a store has selected an item (by changing selected) with quantity 0. (Note that a
shorter condition with quantities(selected♦client) = 0 can be written as well.) The semantics
of triggering dictates that behaviors are invoked only once, whenever the condition changes
from false to true in the system. Note that the produced implementation needs to incur
communication between stores and the warehouse to check if the given condition became true,
due to the ∃ quantifier (at least when the selected item at some store changes or quantity
for some item becomes 0). To guarantee this, the compiler emits additional checks that
check the condition whenever it might become true; more specifically, after every change to
quantities on the server and selected on the clients.

2.4 Semantics and Consistency of Resulting Implementations

In order to characterize possible valid resulting distributed implementations, the model should
constrain their behavior to match the behavior defined with sequential program, as well as
the constraints of distributed aspects. Effectively, a valid implementation should project the
given sequential programs onto the distributed system, respecting specified allocation and
triggering conditions.

A possible execution of a distributed implementation of behaviors defined by order and
notify is illustrated in Figure 1. The system includes one Server and two Client nodes.
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We assume the initial value of selected is "p1" at both store clients and its quantity is 5
at the warehouse. The dots on the timelines designate the points in time of either firing
of a trigger or evaluation of the given expression at the given node. Note that EvOrder
events fire (after being invoked programatically) on the store client nodes, while the dashed
line designates that the execution of order triggers the notify behavior; all three invoke the
behavior defined by the appropriate function. Labels on the edges denote values that are
being communicated between nodes. Note that behaviors are split, by the compiler, into
multiple executions on potentially multiple nodes in the system.

An important aspect for enabling natural and convenient reasoning about (possibly
concurrent) executions of behaviors is guaranteeing consistent execution. We propose
allowing reasoning about end-effects of executions as if behaviors specified with sequential
programs executed atomically, in the same order observed anywhere in the system (alike
guaranteeing linearizable executions [14]). In Figure 1, the system executes the behaviors
in a consistent way, relative to the linear order of triggering of each of the behaviors; more
specifically, fist invoking order on Client1 which causes notify to be invoked afterwards,
followed by another order invoked on Client2.

Even though providing such strong guarantees in the distributed setting might be costly
(atomicity requirement might require effectively locking all nodes participating in the behavior
beforehand [4]), we demonstrate the possibility for avoiding such overheads by analyzing the
defined behaviors and their possible concurrent executions. We analyze three different cases
of the resulting implementation, going from the variant that uses the most pessimistic mech-
anisms to variants that leverage the specifics of the behaviors to relax the used mechanisms
arriving at a more efficient implementation that achieves the same results in terms of the
intended semantics and strong consistency guarantees.

Let us consider the running example, with a single server for the warehouse and multiple
store clients, with a small addition. In addition to the presented operations order and notify,
for the purpose of examining negative effects of reordering of behaviors observed at store
clients, we assume an additional operation notifyAvailable, which is similar to notify, but
notifies the store that the selected item became available (its quantity became positive):
∃client : Client, item : String. selected♦client = item ∧ quantities(item) > 0 →

notifyAvailable(item)

Note that, as shown in Figure 1, since the state is allocated according to specified location-
dependent types, behaviors consist of code execution on both types of nodes, together with
message sending and handling. Consequently, this allows inconsistent execution orders
in which executions of notify and notifyAvailable are observed in different order on the
server and clients. To guarantee strong consistency, the compiler needs to emit distributed
implementations that prevent such inconsistent executions. We discuss different mechanisms
the compiler might choose to use in this case, depending on the analysis of the semantics of
the involved behaviors:

Distributed Locking. A pessimistic method for ensuring strong consistency can be achieved
by using distributed locking. Commonly used in transactional processing, distributed
locking tries to arrange a particular set of nodes to agree on a particular transaction,
avoiding inference from other transactions, effectively locking those nodes for exclusive
rights of the transaction [4]. Although achieving strong consistency (through strong
serializability, where the order of transactions is defined by the acquisition of locks),
algorithms for achieving such locking are prohibitively expensive and often unusable in
practice.
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In our example, this method can straightforwardly be applied to all the nodes in the
system, such that behavior in the system can be invoked only after “acquiring” the global
lock. This approach clearly ensures strong consistency, albeit at a prohibitive cost of
allowing execution of only one behavior (either that of order or notifications) at any point
in time across the whole system.

Central Point of Serialization. A simple observation in our example, where behaviors over-
lap at the single warehouse server, reveals the possibility to achieve more efficient, but
also strongly consistent implementation. More specifically, it is sufficient to rely on the
warehouse server to enforce ordering between executions of behaviors that might interfere,
at the point they are executed on the server. A common mechanism for achieving this is
to simply assign an index to messages that correspond to behaviors at the central point of
serialization (in our case, the server), so that all nodes in the system can order messages,
and thus corresponding executions [2, 4].
In our example, since the functionality of ordering and notifications depend only on the
state that is located on the server, the server assigns an index to messages that carry the
resulting values (e.g. a Boolean value for order) so that clients deliver (and end) behaviors
in the same order as on the server. Guaranteeing the same order of observing behaviors
is sufficient to guarantee linearizability, where the effects are the same as if behaviors
were executed in a serial manner. Note that, e.g. when a notification is issued for an
out-of-stock item (notify), it is issued after the order that caused it, so that store clients
always receives confirmations of their orders and corresponding out-of-stock messages in
the right order (with the need to store messages that are received out-of-order to deliver
them later).

Removing Redundant Executions. A further observation is that even though ordering of
behaviors is sufficient, it is not necessary to execute all parts of behaviors in certain cases;
some parts of executions can simply be ignored, while preserving the semantics.
Behaviors for notifications gets invoked whenever quantity of an item becomes 0 or gets
increased from 0. If an item quantity becomes 0 and then gets increased, it is incorrect to
observe the two different associated notifications in a different order on any of the store
clients. (This clearly cannot happen if either of the two previously presented mechanisms
is used.) Interestingly, for any set of notification behaviors that is executed, since both
notify and notifyAvailable just mutate per-store state (perform destructive updates),
the store clients can simply execute (i.e. observe) only the latest one, ignoring all the
previous ones. Therefore, a simple optimization of the previous implementation is to
always execute the latest notification behavior on the store clients, regardless of their
order determined on the server and discard any out-of-order notifications. This does
not violate the semantics and guarantees linearizable executions, while achieving better
performance in cases of concurrent notification behaviors. Note that the compiler can
perform this optimization in any such case of destructive updates (without side-effects).

A key insight behind our proposal is that the compiler, after analyzing defined behaviors
and their concurrent executions, can discover that not only the most pessimistic implementa-
tion is possible, but also two further optimizations, arriving at a more efficient implementation
that satisfies the semantics and consistency requirements of the given program. In the worst
case, if the compiler cannot discover any optimizations, the emitted implementation can
use the most pessimistic mechanism. We leave further concerns of handling semantics and
consistency concerns, as well as possible optimizations the compiler can perform in the
general case open, while assuming such strong guarantees in the rest of the paper. We
did not fully explore the extent to which such a program analysis can detect and perform
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optimizations to arrive at efficient implementations for a wider range of distributed systems.
It would be interesting to examine the possibility of employing various existing lower-level
distributed algorithms and systems in the produced implementations.

2.5 Defining Dynamic Structure of Distributed Systems
Some distributed systems dynamically maintain structure which conceptually corresponds to
a (sequentially defined) datastructure. In such cases, changes in the structure of the system
reflect modifications of the corresponding datastructure. To demonstrate flexibility of the
model in such cases, we incorporate a notion of a mapping between a datastructure and the
structure of the desired distributed system.

Let’s assume we want the structure of our system to correspond to a search tree (which
is not uncommon, e.g. in large-scale computing [23]). Having declared nodes that store data
in the system with Node and client nodes with Client, the developers can designate the
mapping between the defined binary search tree abstract datatype to nodes with ↔σ

2:
Node ↔σ BST , trait BST
case object Leaf extends BST; case class Inner(l: BST, v: Int, r: BST) extends BST

which associates every Leaf and Inner instance to a node (of type Node) in the system.
Afterwards, the developers can refer to a node associated with an expression e: BST with
σ(e). The programming model creates one mapping for every designated datastructure; it’s
purpose is to provide implicit associations between instances of the datastructure and labels
that denote location. Therefore, location of tree instances tree = Inner(l, v, r) and l are,
σ(tree) and σ(l), respectively (where, by default, the model treats them as different physical
nodes as well).

Next, the developers implement insertion of a new element into the tree, where each key
is assigned to a separate (newly created) node, with the following function:
∃c : Client, n : Node. EvInsert(c,n)(key) →
def insert(tree: BST♦n, key: Int♦c): Inner = tree match {

case Leaf => Inner(Leaf, key, Leaf): Innerσ(tree)
case Inner(l, v, r) => if (v < key) Inner(l, v, insert(r, key))

else if (v > key) Inner(insert(l, key): Inner♦σ(l), v, r)
else Inner(l, v, r) }

where the event EvInsert represents an action on some client node c that targets a data
node n. (Where the most common case for n is the node that represents the root of the tree.)
Due to the declared mapping between nodes and trees, when a new tree node is created, a
new data node in the distributed system is bound to it. Effectively, this code implements a
distributed version of the tree, where each tree node is located on a separate physical node.

For illustration, the developers have annotated two expressions in the function, both
of which if typechecked, should execute on nodes defined with σ. For example, insertion
into the left sub-tree executes on, and creates, data node σ(l), where σ(l) is different from
σ(tree), thus insertion into sub-trees executes across different nodes in the system. Note that
a valid implementation, which matches the datatype, needs to (know how to) create new
tree nodes and assign appropriate values to them (i.e. initialize their state). (Interestingly,
for an implementation closer to realistic scenarios, data nodes can be mapped to elements
that can be easily created and migrated between different physical nodes, such as actors in
the actor model [1].)

2 Again, we use Scala syntax for defining abstract datatypes as class hierarchies.
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3 Verifying Distributed as Sequential Programs

One of the insights behind our approach is that by allowing developers to specify distributed
systems with sequential programs we can eliminate much of the complexity that stems from
handling distributed aspects, and as a consequence, decrease the amount of programming
errors, as well. Moreover, we will demonstrate that such an approach allows incorporating
existing techniques for analyzing and verifying correctness of sequential programs into
development of distributed applications.

3.1 Checking Correctness of Application Logic
In addition to simpler reasoning about the behavior of the system, alleviating the concurrency,
communication, and other low-level details enables direct application of techniques for
checking correctness of sequential programs. Here, we demonstrate that we can easily check
functionality of the system with a standard verification technique, solely by the virtue of
relying on sequential programs for specifying behavior.

Even though our running example is simple, we can imagine verifying the property that
no order can be made if the given item is out of stock, regardless of the quantity. To check
this property, we formalize it with the following logical formula:

∀quant, item. quantities(item) = 0 ∧ (res = order(item, quant)) → res = ⊥

which can easily be translated into a verification condition and checked with an off-the-shelf
SMT solver. After encoding this condition as an SMT instance, we verified it in less than
half of a second with the CVC4 SMT solver.

Verifying the condition as a low-level distributed implementation would need to take into
account the introduced distributed aspects and would become considerably more complex.
This example hints that by separating functionality from specifying distributed aspects, we
can leverage existing verification tools for sequential programs and effectively translate all
the obtained guarantees to the resulting distributed implementations.

3.2 Checking Correctness of Concurrent Behaviors
The fact that we can rely on behaviors faithfully translated into strongly consistent executions
of a distributed system affects the extent to which the system can be tested and checked.
As one of the possible techniques that offer potential for scalability, we will consider model-
checking concurrently executing behaviors and demonstrate an immediate gain in scalability,
relative to model-checking low-level distributed implementations.

Let’s add functionality of item transfer to our warehouse application: stores can transfer
specified items (for simplicity, we allow only a single transfer of a predefined quantity) to
other stores, while those items should be ordered at some point later from the warehouse (to
account the transfer). Transfers effectively transfer quotas between stores, so the store that
received a transfer can use it for orders, while the store that made the transfer needs to settle
it with the warehouse (i.e. to decrease its quota accordingly). We omit some definitions:
transfer is tracked with tStat, while the code for order now uses and updates a transfer, if
any transfer at the store exists. The developers implement this functionality with:
∀client : Client, var tStat: String♦client // track a transfer
∃c1, c2 : Client. EvTransfer(c1, c2)(item) ∧ c1 6= c2 → transfer(item, tStat♦c1, tStat♦c2)

where they ensure that transferring an item can occur between two stores (here, located at
client nodes c1 to c2), as long as the two nodes differ. The condition should prevent the
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item from being transferred back to the original store and avoid chain of transfers without
accounting the transfer with the warehouse (i.e. artificially inflating the quotas).

The developers can then formulate the correctness condition as an LTL formula, where
the transfer status is appropriately encoded with predicates pending (transfer sent from a
store), received, and settled (the pending transfer gets settled):

∀item. G(received(item) → X(pending(item) U settled(item))) .

The formula states that for all items item, it is always (globally) true that, if item is received,
starting from the next step, the transfer status of item will be pending until it is settled. Note
that such a formula is sufficient since we assume only one transfer is possible. Model-checking
this formula can reveal that the condition in the trigger is not sufficient: a store can get it’s
own item transferred back, simply by giving it and receiving it back, and use it without the
necessary accounting.

By checking behaviors as transactional executions of given sequential programs (which is
sound due to strong consistency guarantees), we can discover this bug in considerably less
iterations than when checking low-level implementations, due to the combinatorial explosion
of the search space caused by intertwined low-level steps, including message sends and
receives.

4 Program Transformations as Optimization

Having functionality expressed with sequential programs enables applying program analysis
not just for checking functional correctness, but also for optimizations; many semantic-
preserving transformations that apply to sequential programs can be reused in order to
generate more efficient distributed implementations.

4.1 Optimizing with Data Allocation
Data allocation greatly influences possible resulting implementations and their performance.
In many cases, by invoking behaviors only when needed the compiler can optimize away
much of the communication in the system, while preserving the specified functionality.

In our running example, when implementing order, instead of sending data to perform
the check on the warehouse server, the compiler can generate an implementation with:
(quota >= quant): Boolean♦client

which checks the given condition on the store client and thus avoids incurring unnecessary
communication in case the condition is false (i.e. the store does not have sufficient quota to
make the order and the order fails immediately).

Note that in this case as well, this optimization can be discovered and performed by
the compiler automatically, without any intervention from the developers. At this point,
the compiler only considers optimizations that decrease the amount of communication in
the system, while in many cases other optimization metrics could be used as well. (The
compiler can choose implementations that make different trade-offs; the implementation
might incur less communication, but transfer more data overall.) The programming model
offers possibilities for extending the compiler to consider different optimization metrics.

4.2 Removing Unnecessary Triggers
Conditions, which invoke behaviors, might trigger at any point and place in the system; in
the general case, the compiler needs to insert code that checks the condition at many places
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in the implementation, pessimistically. However, often, there are much fewer places where
conditions can actually trigger. In addition to only checking condition at places at which
the variables mentioned in the formula of the condition might change, if proved that the
condition cannot become true regardless of the value of variables, the condition checking at
that place can be eliminated altogether. This optimization becomes more significant in cases
where to check the condition, communication between nodes needs to be incurred.

In the running example, lets consider the distributed warehouse with previously defined be-
haviors, including notifications for an item becoming available for ordering (notifyAvailable,
as presented before). In addition, developers add functionality for adding a certain quantity
of an item to the warehouse (refilling the warehouse) as addItem (which is similar to order;
we will omit the definition for brevity and assume it can be invoked at store clients similarly):
∃c : Client. EvAddc(quant) → \mathit{addItem}(\mathit{selected}♦c, \mathit{quant})

Having all these sequential definitions, in the worst case, the resulting implementation would
need to check conditions for the two notifications (notify and notifyAvailable) both at the
place where the item quantity gets decreased (in order) and increased (in addItem), since at
those places item quantities change (and notifications might potentially need to be invoked).
However, only two checks are (provably) needed: for the case of out-of-stock notifications,
they surely cannot be triggered when item quantity is increased (in addItem). The compiler
can guarantee this by checking the satisfiability of the following implication:

∃item. ¬(quantities(item) = 0) ∧ (res = quantities(item) + 1) → res = 0

which states that there exists an item, for which if the quantity was not zero (due to
triggering only conditions that become true), after incrementing the item’s quantity, the
quantity can become 0. This logical formula is clearly not satisfiable. Therefore, an optimized
implementation can completely omit checking the condition and the notification functionality
in that case. In the produced implementation, this halves the total number of invocations of
the functionality for both notifications, on average.

4.3 Inferring and Generating Contexts
Some distributed applications behave in specific ways depending on the current context: most
notably, some behaviors might be enabled only under a specific context. In our programming
model, such contexts can be specified implicitly in triggering conditions. However, one
possible optimization that compiler can perform is to infer more general contexts from
the specified triggering conditions, and maintain and propagate them across the system to
optimize certain behavior executions, e.g. to avoid unnecessary communication.

As an illustration of the idea, in our running example, if developers change the definition of
order and add an additional expression to the triggering condition, such that the functionality
depends on the warehouse being non-empty (since otherwise the order will fail), as:
∃c : Client. EvOrderc(quant) ∧ (∃item. quantities(item) > 0) → order(selected♦c, quant)

and add other functions that depend on the same condition or the negation of it (i.e. that
the store is empty, ∀item. quantities(item) = 0), the program analysis can infer this as a
context. If so, the compiler can then produce an implementation that propagates the state of
the warehouse as the context, within messages for other behaviors, and prevent unnecessary
executions of further order requests.

Effectively, given the specifications are satisfied, program analysis can abstract the
resulting system as a state machine. In addition to being more efficient, due to prohibiting
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unnecessary executions depending on the context, the relation between behaviors and
identified contexts can make reasoning and verifying the system easier.

5 Related Work

Many approaches presented in prior work focus on using sequential computation to some
extent while introducing additional abstractions, such as remote procedure calls, reactive
values, and conflict-free replicated data type, for handling distributed aspects of the system
[7, 17, 25, 9, 24]. A related line of research includes programming platforms based on writing
sequential programs that aim at abstracting away infrastructure concerns to allow focusing on
the application logic [3, 18]. An overview of different programming models and the influence
of the sequential model on programming distributed systems is given in [5, 2]. In general,
even though these models abstract away some of the complexity, due to the close match
between the program and the final distributed implementation, expressing certain complex
behaviors requires low-level reasoning and careful structuring of the program [28, 26].

Our approach is aligned with the idea of using high-level specifications of distributed
aspects and offloading the search for low-level implementations to the compiler. Some
approaches lift the abstraction of specifying behaviors by using similar mechanisms to
the ones employed by our approach, including logical formulas (used for triggering in our
approach) in the form of event guards and await statements, and the concept of location,
which allows automatic data distribution according to specifying computations [20, 16, 10].
Prior work discusses the importance of preserving semantics of sequential computation and
its effects on possible optimizations, as well as the potential role for programming distributed
systems [21, 19]. In the similar spirit, this work tries to motivate lifting the level of abstraction
by demonstrating potential gains in simplicity and performance. Moreover, it provides a
different perspective on formalization of sequential computation and specifications to allow
additional means for ensuring correctness and efficiency of the resulting implementation.

While our approach focuses on implementing behaviors which can be conceptually ex-
pressed as sequential programs, it lacks expressiveness for programming distributed algorithms
that inherently require dealing with aspects like processes and messages, and require control
of low-level concerns [20, 26]. While re-implementing such algorithms is rarely needed, they
often cannot be used directly via an external library (e.g. if modifications to some of its
internals are needed); our approach aims at utilizing different existing algorithms as means
to an end whenever necessary, even in cases their code needs to be customized for specific
needs of the intended distributed application.

Our approach shares some of the high-level goals with the following lines of research on
programming distributed systems:

Tierless Programming Models. Similar in spirit of avoiding the complexity and breaking
the underlying programing model, tierless programming models focus on simplifying
specification of aspects that cut across different tiers and unify them into a single
model (and traditionally, focus on web development) [8, 27, 7]. Although these models
simplify some of the aspects considered in this work, including communication, storage
and interaction, their focus is to remove the complexity that arises due to handling
different tiers of the system, rather than on preserving the semantics and structure of
sequential computation within the same tier. Note that tierless models usually adopt
existing mechanisms and constructs, such as client-server architecture and RPC for
communication [7].
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Actor-Based Programming Models. Despite being flexible and providing clean abstractions
for programming distributed event-driven systems that can easily be mapped to actual
physical systems, actor models suffer from being close to the low-level implementations,
where the structure of the system and behaviors need to match closely with the declared
programs, making them complex and hard to reason about [1, 15, 13, 26]. Interestingly,
actor-based programming frameworks represent a good fit for a low-level model that can
be leveraged in the final emitted implementations [19, 26].

Partitioned Global Address Space Partitioned global address space (PGAS) models aim to
provide a simple programming model, and consequently allow better performance, for
parallel programs by unifying the support for data and task parallelism, and abstracting
the data model through a global address space [6, 10]. The concept of a “place” in these
models allows allocating computations and data across the global address space, at a level
that can be closer to the intended (sequential) behavior. Although places allow assigning
a cost model to data accesses (based on the topology), automatic data distribution is
usually restricted to partitioning of regular and dense data structures such as arrays;
some PGAS languages require explicit distribution of data objects to remain expressive
for irregular and sparse structures [10]. Nodes in our model are similar to places in PGAS
in that they contain running computations, which in turn might be spread across multiple
different nodes. However, our model does not rely on specific patterns of data distribution
and parallelism; it analyzes defined behaviors to emit event-driven implementations that
need to satisfy consistency guarantees, and appropriately allocate both computation and
data.

6 Concluding Remarks and Vision

The sequential model of computation provides a natural way for expressing computation.
However, the sequential model alone is not sufficient for programming distributed systems.
As such, it is either heavily ignored, or to large extent complicated, in modern programming
models and languages for distributed systems, due to the need to accommodate distributed
aspects such as data allocation and communication.

This paper explores fully reusing sequential computation model for expressing behavior,
while characterizing intended distributed systems with orthogonal specifications. With
separation of concerns of expressing behavior and specifying distributed aspects of the
system, by writing orthogonal constraints, we can achieve development of distributed systems
without breaking the simplicity of writing and reasoning about sequential programs. We
have shown an approach to specifying data and computation allocation through enhancing
the type system and defining behavior invocations with logical formulas. We motivated the
new approach by demonstrating potential benefits in the development process, not just in
terms of simplicity in writing programs, but also checking their correctness and applying
semantic-preserving optimizations for emitting efficient distributed implementations.

A number of challenges remains for completely characterizing the programming model
and transforming it into a programming language expressive for development of realistic
distributed systems. We only briefly discussed the strong semantics and consistency guar-
antees that the model should provide as an interface for developers, while demonstrating
an approach that can emit efficient implementations in certain scenarios. Achieving strong
guarantees, together with efficiency, in the general case, remains an open problem, for which
a solution would potentially require combining multiple techniques and results from the
domain of programming languages and distributed computing. As hinted in the paper,
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providing a high-level interface for specifying behaviors through sequential programs opens
up possibilities for many lower-level design choices in the final implementation; one interesting
venue to explore represents not just more flexible data allocation, but also data sharing and
replication, and the needed mechanisms the compiler would need to utilize.
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Abstract
The maturation of energy-harvesting technology and ultra-low-power computer systems has led
to the advent of intermittently-powered, batteryless devices that operate entirely using energy
extracted from their environment. Intermittently operating devices present a rich vein of program-
ming languages research challenges and the purpose of this paper is to illustrate these challenges
to the PL research community. To provide depth, this paper includes a survey of the hardware
and software design space of intermittent computing platforms. On the foundation of these
research challenges and the state of the art in intermittent hardware and software, this paper
describes several future PL research directions, emphasizing a connection between intermittence,
distributed computing, energy-aware programming and compilation, and approximate comput-
ing. We illustrate these connections with a discussion of our ongoing work on programming for
intermittence, and on building and simulating intermittent distributed systems.

1998 ACM Subject Classification C.0 Hardware/Software Interfaces, D.4.5 Reliability

Keywords and phrases Intermittent computing, Energy-harvesting devices
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1 Introduction

Recent years have seen a shift toward increasingly small and low-power computing devices
across a variety of application domains, including IoT devices [16], wearable, implantable, and
ingestible medical sensors [31, 19], infrastructure monitors [28], and small satellites [46, 2].
Advances in energy-harvesting technology [34, 26, 18, 27] have enabled applications that run
entirely using energy harvested from their environment without the restriction of tethered
power or maintenance requirements of a battery. These devices harvest and buffer energy
as it is available and operate when sufficient energy is banked. Operation in these devices
is intermittent because energy is not always available to harvest and, even when energy is
available, buffering enough energy to do a useful amount of work takes time. The hardware
of an intermittently operating device can include general purpose computing components,
such as a CPU or microcontroller (MCU), an array of sensors, and one or more radios for
communication. Typical devices contain volatile memory that loses its state on a power
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Figure 1 Two energy-harvesting devices. RF-powered WISP Platform [34] (left) and our solar-
powered EDBsat single-board satellite (right).

failure, such as SRAM and DRAM, and non-volatile memory that retains its state on a power
failure, such as Flash and FRAM [42]. Figure 1 shows two energy-harvesting platforms.

Programmers of today’s intermittently operating devices use a typical, C-like embedded
programming abstraction despite a number of important differences between the intermittent
execution model and a typical embedded execution model. In particular, software running on
an intermittently operating device executes until energy is depleted and the device browns out.
When energy is again available, software resumes execution from some point in the history
of its execution, i.e., the beginning of main() or a checkpoint [33, 17, 24, 3, 4, 23, 9, 43].
The key distinction between a conventional execution and intermittent execution is that
a conventionally executing program is assumed to run to completion but an intermittent
execution must span power failures. To tolerate power failures that occur hundreds of times
per second, multiple layers of the system require an intermittence-aware design, including
languages, runtimes, and application logic.

This paper provides a survey of current research challenges in intermittent computing and
a vision for future intermittence research in the PL and systems community. To achieve that
goal, Section 2 describes several PL and systems challenges brought about by intermittent
computing. Section 3 describes the design space of intermittent computing devices, focusing
on hardware and software characteristics that are likely to affect future research. A goal of this
work is to show how intermittent computing brings together other areas of PL and systems
research, including, distributed computing and concurrency, energy-aware programming and
compilation, and approximate computing. Section 4 describes several programming languages
research directions that address intermittence. This paper is intended to inspire and equip
PL researchers to begin using and researching intermittent computing systems.

2 Intermittent Computing Challenges

Intermittent operation is an impediment to programming today’s intermittently operating
devices. The difficulty stems from the fact that an intermittent execution proceeds in bursts
when energy is available and includes periods of inactivity when energy is not available. This
succession of active and inactive periods is illustrated in Figure 2. Intermittent execution
makes control-flow unpredictable, compromises an application’s forward progress, leaves
memory inconsistent, leaves a device inconsistent with its environment, and complicates
device-to-device communication. We discuss these problems briefly and cite work exploring
them in depth.

Control-flow. To an executing program, resuming after a power failure is a discontinuity
in control-flow that is not explicitly expressed in source code. Programmers of intermittent
devices must deal with implicit control flows to potentially unpredictable points in an
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Figure 2 Intermittent execution. An intermittently-powered device executes its program in bursts
as energy is available.

execution’s history, such as a recent checkpoint [33, 24, 17, 23, 43] or the beginning of a
task [6, 9].

Some platforms (like the WISP [34]), always begin executing with the same quantum of
energy available and (in effect) do not recharge during execution1. If a restarted computation
cannot successfully reach a checkpoint or complete a computational task using the start-time
quantum of energy, then the system will unsuccessfully attempt to execute the same span of
code repeatedly, preventing the program from making meaningful progress. This “Sysiphean”
computation problem [33, 6] is particularly problematic in energy-starved environments.
Guaranteeing forward progress in intermittent execution models is an important, unsolved
challenge, especially for systems with explicit, statically-demarcated checkpoints and tasks.

Data consistency. Recent work [23] demonstrated that a naive combination of checkpointing
and direct access to non-volatile memory in an intermittent device [33, 24, 17] can lead to
memory inconsistencies. The key problem is that volatile state, such as the device’s registers,
stack, and global variables, are erased or rolled back to a previous state (e.g., a checkpoint)
when the power fails. In contrast, the byte-addressable, non-volatile storage retains its
values and those values may be inconsistent with the rolled-back volatile state. Keeping
the contents of both types of memory correct requires careful, expert-level programming
or system support [23, 9, 43] to ensure that non-volatile values are kept consistent with
frequently erased or reverted volatile values. Due to the limited supply of energy, the
time [23, 43, 33, 17] and space [9] cost of managing memory is a key factor that determines
the resources available to the application.

Environmental consistency. Like other embedded systems, intermittently operating devices
receive inputs from the outside world via sensors. Sensed data become stale and unusable
if they are buffered across a long time period without harvestable energy. Sensor accesses
intended to be atomic with one another may be split by a power failure, causing their
resultant data to be inconsistent with the device’s real environment. Prior work on system
support for intermittent task atomicity [9, 23] avoids this problem by letting the programmer
define tasks containing I/O that should re-execute atomically. Other work [11, 15] explicitly
tracks time to avoid staleness issues.

Concurrency. Sensors, peripheral devices, and collections of MCUs may all operate con-
currently as a single, intermittent device. As is common in embedded systems, concurrency
with sensors is largely interrupt-driven. For example, an MCU may request data from a

1 The recharge rate is non-zero, but negligible compared to the energy discharged during an execution
period.
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sensor, and a sensor may buffer and reply with data. Similarly, two MCUs may exchange
and compute on data in parallel. Concurrency control in such scenarios is complicated
by intermittent interruptions. If control-flow in one or more concurrent execution threads
is re-directed to an earlier point by an intermittent power failure, how should the system
manage the visibility in each thread of values produced by both threads? We are unaware
of existing work that specifically addresses concurrency and intermittence together. Most
existing intermittence research [9, 23, 43, 3, 4] assumes a single control thread and does not
define the behavior of operations that are concurrent with intermittent control threads.

Compounding the state management problem, the timing, precision, and frequency of
concurrent components are influenced by the availability of buffered and harvestable energy.
Energy-dependent concurrency control becomes especially complex in a device with federated
energy storage [14]. In a federated system, components charge and discharge their own
storage elements independently. As a result, each component becomes an intermittent
resource available at different times, depending on its energy supply and capacity. The
software must synchronize access to the intermittent resources, not only in the relative logical
time, but also in real physical time.

Distributed intermittent devices. Distributed collections of intermittently operating de-
vices must interact with one another via radio. Most work has focused on physical-layer
mechanisms to enable devices to communicate [22, 5]. We observe several reasons why
coordinating distributed intermittent devices is difficult, beyond the issues at the physical
layer. The cost of communicating is high: a fixed-length period of communication costs an
order of magnitude more energy than a similar period of computation [20, 12]. Deciding
when to incur the high cost of communication, and how much data to transmit or receive
is a delicate trade-off of energy for precision or functionality. Synchronizing a collection
of intermittently operating devices is an unsolved problem and a communication between
unsynchronized, intermittent end-points is only successful if both are coincidentally operating
for a long enough time, at the same time. A distributed intermittent system must gracefully
allow communication to fail very frequently.

3 The Intermittent System Design Space

The challenges in Section 2 are a consequence of the hardware and software design of the
energy-harvesting device. Exploring the design space is necessary to understand why pro-
gramming intermittent devices is challenging and to inform future PL research on intermittent
systems. The design space of intermittent devices is rich with inter-dependent hardware and
software components that dictate behavior and applicability. Our discussion focuses on three
design parameters: (1) energy harvesting and storage; (2) memory and execution models;
and (3) software development toolchain.

3.1 Energy Harvesting and Storage.
The behavior of a program running on an energy-harvesting device depends on a number of
factors: its energy-harvesting modality, energy storage mechanism, and power-on/power-off
behavior.

Energy Harvesting. Energy harvesters vary widely from device to device. Solar panels
deliver power proportional to their illuminated area. Solar harvesters with a compact form
factor (cm2) typically generate tens of µW to tens of mW of power. A device powered
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by RF energy depends on the availability of radio waves in a specific frequency range.
Harvestable RF power varies from nW (ambient sources [22]) to µW (RFID-readers and
power transmitters [34, 37, 30]). Mechanical harvesters range from nW-scale buttons [27]
and sliders [18] to multi-Watt self-powered knobs [44].

In the simplest design the harvester output is connected directly to the load (i.e. MCU,
sensors). This design is only appropriate if the harvester’s current output matches the load’s
current draw (e.g., ~1 mA for a 4 MHz MSP430) and its voltage output is acceptable to the
load (e.g., 1.8-3.3 V). In such a design, the duration of an intermittent execution interval
equals the duration of the incoming energy burst. This design is rarely applicable, because
the harvester rarely matches the current and voltage of the load. Instead, the load is usually
decoupled from the harvester by an energy buffer, e.g. a capacitor. Hardware or software
controls charging and discharging of the storage element. As a result, intermittent execution
intervals are regularly periodic even if input energy is erratic.

Energy Storage. The energy buffering mechanism affects system and software behavior.
Power systems that decouple the load and harvester operate in repeated charge-discharge
cycles. First, the device accumulates energy, while consuming a negligible amount. With
sufficient energy stored, the device begins to operate until the energy is depleted. The energy
storage capacity, fixed at design time, determines the maximum amount of computation that
is possible without a power failure.

The energy storage mechanism is a key design parameter because it dictates a device’s
physical size. Designers may be volumetrically constrained by an application (e.g., in-
body devices [19]), limiting energy capacity and capability. Capacitors are cheap and
small but not energy-dense. Super-capacitors are an order of magnitude more dense, but
moderately larger and more costly. An energy harvester can also charge a small battery and,
unlike a capacitor that appreciably leaks energy, the battery will leak slowly, permitting
operation over long periods without harvestable energy. Batteries, however, have drawbacks.
Conventional batteries (e.g., coin-cells, AA) are heavy and fragile. Thin-film batteries are
light, but inapplicable in some harsh environments; e.g., suffering permanent failures in low-
temperatures space applications [46]. Batteries wear-out, reducing efficiency and requiring
replacement, which can be labor intensive or impossible in adversarial environments. Battery
chemistry makes assessing a battery’s remaining charge difficult. Voltage is a poor indicator
of a battery’s stored energy because capacity varies with wear, temperature, and workload.
In contrast, a capacitor’s voltage reflects its energy content, allowing hardware or software
to read the voltage and react to energy events, such as a full charge or an impending power
failure [33, 3, 8].

Energy Distribution. A device’s pattern of intermittent execution activity depends on
when energy accumulates and when it is consumed. Charge/discharge behavior can be
implicit in the hardware, or controlled explicitly by hardware or software logic. Absent
energy-distribution logic, a device will operate whenever its energy buffer’s voltage is within
operating range. However, relying on implicit on/off behavior is impractical because it leads
to thrashing: the storage element never has time to accumulate a significant amount of energy
before being drained. Instead, explicit on/off logic accumulates charge without consuming
energy up to a threshold energy level. With a capacitor as the storage medium, the energy
threshold level translates to a threshold capacitor voltage.

Two quantitative design parameters that lead to qualitative differences in system be-
havior are the turn-on and turn-off voltage thresholds. In some devices (e.g., WISP5 [45],
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Powercast [30]) the turn-on threshold is fixed in hardware to the maximum operating volt-
age. Setting the turn-on threshold to the maximum voltage makes the device turn on with
maximum energy stored. Other systems (e.g., WISP4 [34]) set the turn-on threshold to the
minimum operating voltage. Setting the turn-on threshold to the minimum voltage allows
software to control when the device starts operating. The software may put the processor to
sleep and periodically check the accumulated energy until the desired level is reached. With
this design, the system can spend only as much time charging as necessary for a particular
task. Symmetrically, the turn-off threshold may be fixed in hardware or managed by software.
By default, the turn-off threshold is the minimum operating voltage of the device, but a
deliberate design may turn off the device at a higher voltage. None of the above designs
is unconditionally superior to all others. Threshold settings qualitatively change the turn
on/turn off behavior and determine the intermittent execution intervals experienced by the
software.

Systems whose load consists of multiple components with separate power rails (e.g.,
discrete sensor or radio ICs, multiple processors), open a design choice of federating [14]
the energy storage into multiple isolated banks. In contrast to a shared energy buffer,
a federation of per-component buffers de-couples unrelated hardware components letting
each fail independently. Federated energy buffers do not necessarily charge in synchrony:
one component may accumulate sufficient energy to turn on at a time that is different
from and unpredictable to other components. Software on a federated platform faces the
inter-component concurrency challenge described in Section 2.

3.2 Memory system and execution model
The effect of a power failure on a system and the system’s resumption behavior follows from
the memory system and the mechanism for preserving progress in the execution model.

Memory system. The most general model of a device’s hardware includes both volatile
memory (e.g., SRAM and DRAM) and non-volatile memory (e.g., Flash, FRAM). On some
architectures [43] all main memory is non-volatile, leaving MCU-internal state (e.g., registers)
volatile. At the extreme of the design space are architectures where all memory and internal
processor state (including registers and microarchitectural structures) is non-volatile [21].
Converting volatile structures to non-volatile may eliminate some of the memory inconsistency
issues described in Section 2. However, fully non-volatile architectures and main memories
have two drawbacks. First, efficiency suffers, because the relatively low-latency, low-energy
volatile memory accesses become relatively high-latency, high-energy non-volatile memory
accesses. We measured and compared the energy cost of a volatile SRAM access to a
non-volatile FRAM access on a TI MSP430FR5969 MCU and found that the FRAM access
consumed 2-3x more energy on average. SRAM, with an access latency around 10ns is faster
than today’s FRAM, which has latency around 50-80ns [39]; however, with the often low
clock frequencies of low-power MCUs (around 8MHz), SRAM and FRAM accesses take a
single cycle [42]. Furthermore, a fully non-volatile architecture is at best a partial solution to
the problem of preserving progress across power failures, because some state is fundamentally
not “latchable” and must be re-initialized by executing code. For example, a MEMS sensor
must perform an initialization routine before it can be sampled.

Looking forward, it is likely that intermittently operating device designs will include
deeper, more complex memory hierarchies with a mixture of cache layers and non-volatility.
We anticipate that it will be important to adapt techniques for managing non-volatility
[47, 7, 29] to work in the energy, time, and memory constrained intermittent environment.
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In particular, in the intermittent execution model, the recovery path is not exceptional but
common and must be efficient, in contrast to traditional applications of non-volatile memory
on servers or workstations.

Execution Model. The precise execution model of an intermittent device depends on how
software and hardware preserve progress and program state. Most intermittent systems
run “bare metal” programs, bypassing any operating system support to avoid unnecessary
time or energy cost. In typical “bare-metal“ embedded systems, without system support for
intermittent operation, a power failure erases volatile values and retains non-volatile ones.
Checkpoint-based models [43, 33, 17, 24] preserve register, stack, and global variable values,
including the program counter, and restore them after a power failure. As Section 2 discusses,
checkpoints alone leave memory inconsistent, necessitating multi-versioning models [23, 9, 43]
that also preserve and restore parts of non-volatile memory.

Without system support, after a power failure control flows to the program’s entry
point (i.e., main()). In checkpointing models [33, 17, 24, 43] execution resumes from a
compiler-inserted or dynamically-decided checkpoint. In a task-based model [23, 9], the
programmer explicitly deconstructs the program into tasks that execute atomically (and
idempotently). After a power failure, execution resumes from the beginning of the most
recently executed, statically-demarcated task boundary. Alternatively, some systems propose
to stop the execution when power failure is deemed to be imminent and save a checkpoint
then [3, 41, 4]. Without a progress latching mechanism, the application is limited to short,
uninterruptible “one-shot” tasks [6].

Models with statically defined tasks require some extra programmer effort, compared
to dynamic checkpoints. The advantage of a static task system is that the programmer
has more control over which regions of the code are atomic and idempotent. Control over
atomicity and idempotence is often important in code with application level requirements on
I/O operations (e.g., a temperature and pressure sensor must be read atomically, without an
intervening delay due to a power failure).

A system’s state and progress preservation strategy, as well as the way the programmer
expresses atomicity and idempotence constraints originate the control flow, data consistency,
and environmental consistency challenges described in Section 2.

3.3 Development Environment
The effect of the power system on the behavior of software on intermittent devices complicates
its development, testing, and debugging. Tools designed for continuously-powered systems
do not help find bugs that manifest only under particular power failure timings or test across
energy environments. Consequently, recent work proposed targeted tools for monitoring,
debugging, and profiling [8], energy tracing [13], and transferring code onto intermittent
devices [40, 1].

Our work on EDB [8], the Energy-interference-free Debugger, provided the first support
for passively monitoring and interactively debugging intermittently-operating devices with
assertions, breakpoints, and watchpoints. Debuggers available before EDB require the device
to be powered continuously, making it difficult to observe, diagnose, and fix system behavior
that only manifests when running on harvested energy. Working from this motivation, EDB
uses a combination of hardware support and a package of co-designed software libraries to
provide support for important debugging tasks during intermittent executions on energy-
harvesting devices. EDB’s key source of novelty is to avoid “energy-interference”, which is any
exchange of energy between the debugger and the target that could perturb the intermittent
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Figure 3 EDB’s capabilities and features [8].

execution, changing its behavior. EDB supports passive monitoring tasks, such as tracing
the device’s energy level, tracing manually inserted code markers, and tracing I/O operations
(such as RFID Rx/Tx). EDB also supports “active” tasks, including interactive, breakpoint
debugging, high-energy-cost instrumentation, and invasive data invariant checking. The key
to supporting energy-hungry “active” tasks is to compensate for energy consumed. Before an
active task, EDB checks the device’s energy level. After completing an energy-hungry active
task, EDB restores the device’s energy level to its level before the debugging task. With its
support for passive and active debugging and tracing, EDB is the first debugger to bring
necessary, basic debugging functionality to the intermittent computing domain. EDB is
available for release at http://intermittent.systems and Figure 3 (reproduced from [8])
shows an overview of EDB’s main capabilities.

Prior to EDB, Sympathy [32] addressed the challenges of debugging networks of sensor
nodes, although Sympathy did not address intermittent operation. Ekho [13] addressed the
lack of tools for measuring and reproducing energy conditions that vary over time. Energy
availability at a given time can be represented by a current-voltage (I-V) curve. Ekho records
a time-series of I-V curves in the field and replays them on-demand in the lab for reproducing
issues and examining the behavior across energy environments. To simplify deployment,
recent work [40, 1] developed a mechanism to reliably and efficiently transfer code (or other
data) to a device using the RFID protocol, while the device is intermittently-powered.

3.4 Programming Support
Few real programming language design efforts have targeted intermittent and energy-
harvesting devices. Eon [36] was the first language for an energy-harvesting system. Eon
did not explicitly target intermittence, but instead tried to gracefully degrade application
behavior with scarce energy. Eon gives a task a priority and tries to execute high priority
tasks more often, subject to energy constraints.

Our work on Chain [9] is the first language designed explicitly to deal with intermittence,
through a task-based control-flow abstraction and a channel-based abstraction for non-volatile
memory that maintains consistency via static multi-versioning. The key idea in Chain is
to decompose the program into a collection of tasks, which are annotated functions, and to
explicitly describe the flow of execution from one task to the next. Chain guarantees that,
even in the presence of power failures, tasks execute atomically. Tasks can exchange data
consistently using channels, which are Chain’s abstraction of non-volatile memory. A task
may only ever read from or write to a normal channel, but not both.

The “channel access exclusion” property of Chain’s channels ensure that regardless of the
presence or timing of power failures, a task’s inputs are always available (in its input channels)

http://intermittent.systems
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Figure 4 A schematic of a Chain program [9]. The program has three tasks that execute in
sequence and pass data to one another via channels.

and its outputs always have a place (in its output channels). Statically multi-versioning data
in channels allows a Chain implementation to arbitrarily re-start a task from its entry point
with a consistent memory state. Idempotently re-executing a task until an execution attempt
eventually completes makes the effects of a Chain task atomic, when a Chain task finally
completes. Moreover, Chain eliminates the need to save and restore any volatile state because
all volatile variables are required to be task-local, and initialized inside a task. Chain’s
unique memory abstraction, task-based control-flow, and freedom from costly checkpointing
mechanisms leads to a substantial performance improvement, compared to typical volatile
data checkpointing systems [33], and even non-volatile data versioning mechanisms [23].
Figure 4 (reproduced from [9]) shows a schematic view of a Chain program. A Chain reference
implementation is available for researchers at http://intermittent.systems, including
support libraries and example code to help get started building Chain applications for the
WISP [34] or other intermittent devices.

The development of languages, debuggers, program analyses, and testing tools, for
intermittent systems is an area of PL research open for contributions from the community.
The impact of this research is widespread use of battery-free, devices across a variety of
application domains.

4 Future Research Opportunities in Intermittent Computing

Intermittent computing is a promising, emerging PL research area. Next we outline our
work at the intersection of energy-awareness, distributed computing, and approximation in
intermittent systems.

4.1 Programming Intermittent Systems
Despite building momentum, existing approaches to programming intermittent devices have
several key drawbacks: (1) increased programmer effort [23, 9] to define tasks; (2) no
programmer guidance or optimization for sizing tasks [23, 9, 43]; (3) run time [43, 23]
and memory [9] overheads; (4) unsound inference of application-level properties (e.g., I/O
atomicity) [43]; (5) assumptions about memory volatility [43]. These limitations of prior
work motivate further study. Our ongoing work aims to address the above challenges with
new programming abstractions that minimize overheads, reduce programmer burden, while
retaining programmer control over atomicity.

We are developing a new task-based programming model, based on Chain [9], that
fundamentally departs from Chain’s static multi-versioning approach. Chain creates a
copy of each variable for each pair of tasks that communicate through that variable, which
introduces time and space overhead as well as programmer burden. Our new efforts avoid
multi-versioning using novel compiler analyses, dynamic multi-versioning, and a simple,
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efficient commit mechanism to keep data consistent. The key insight in our new work is that
it is possible to privatize a copy of data to a task, allowing safe access to copies that can be
stored in non-volatile memory, or in energy-efficient volatile buffers. Our initial experiments
with applications from Chain [9] including compressive sensor logging and data filtering
suggest that eliminating Chain’s static versioning and channel management overheads yields
up to 4x decrease in memory consumption and a 1.5x-7x performance improvement.

Energy-aware programming and compilation. With our new, task-based programming
model efforts, we are building energy-aware compiler support [10] to help the programmer
express tasks that are optimized to the underlying hardware. Assuming the common, “execute
with maximum charge” hardware model [34] described in Section 3, our compiler statistically
assesses whether a task’s energy cost exceeds the maximum charge level of the device. Such
a task would never complete and the compiler can automatically sub-divide the task, or
guide the programmer in sub-dividing the task. Our work represents only a point in the
energy-aware programming and compilation design space; intermittent systems warrant
further exploration in this area.

Approximate execution models. Approximate execution models offer an alternative ap-
proach to handling power failure. In task-based systems (e.g., Chain[9]), after a power failure,
previously executed instructions are re-executed. Re-execution burns time and energy in
order to complete the task and produce a result. In an approximate execution model, accu-
racy can be traded off instead of spending time and energy on re-execution, by abandoning
the interrupted task. Then, the challenge is to decompose the application into tasks and
prioritize the tasks such that the completion of any subset of tasks produces a meaningful
(approximate) result. For example, in an approximate motion detector, decomposed into tasks
spatially, only some regions of the image would be searched under poor energy conditions.
An alternative approximate execution model might reduce the cost of multi-versioning state
by accepting inconsistency in some of the data values.

4.2 Distributed Intermittent Systems
Building distributed systems of intermittent devices enables new battery-less applications,
e.g., sensing and actuation systems, computer vision [25], and swarms of tiny satellites [46, 2].
Realizing this vision demands that the PL community develop programming and system
foundations for distributed, intermittent systems. The difficulty of specifying a correct,
efficient distributed, intermittent system is compounded by the absence of development
tools, specification languages, memory abstractions, and execution models. Our ongoing
work focuses on intermittent distributed shared memory abstractions and simulator-based
developer support.

Distributed, intermittent shared memory. We are building the first energy- and intermittence-
aware, distributed shared-memory system. The key challenge, noted in Section 2, is that
a pair of intermittent devices can only interact when both are active. Our intermittent
distributed shared memory (iDSM) has a flat address space, with data spanned and replicated
across the nodes in a system (similar to continuously-powered DSMs) [38]. Our iDSM’s main
contribution is an energy- and intermittence-aware memory consistency mechanism.

Maintaining iDSM consistency is difficult because both nodes involved in a request for
data are rarely simultaneously powered. We address the problem by tracking request success
and failure and adapting nodes’ memory request behavior based on the likelihood of a
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request’s success. If a node’s request for another node’s copy of a shared page frequently
fails, we throttle the rate of requests between those two nodes. Instead, when either node
makes a request, it prioritizes a different node with a higher historical success rate. This
communication policy is energy-aware and affects memory consistency. The energy-awareness
stems from the energy environment’s influence over nodes’ communication success rate. The
policy determines memory consistency because preferentially non-communicating nodes will
share updates less often, leaving data inconsistent for longer. Space- and time-dependent
energy-availability requires the system to distribute data replicas to avoid “stranding” data on
inaccessible nodes. iDSM research will benefit from PL contributions on new data consistency
and replication policies, latency-tolerant synchronization mechanisms, and domain-specific
language support for constraining how intermittent nodes interact.

Approximate, distributed, intermittent systems. Intermittent, distributed systems can
leverage approximate memory consistency to improve performance and ensure progress.
Assuming an iDSM with mutex locks, approximate locks with timeout-based release behavior
may help prevent deadlocks when a node holding a lock fails. The cost of deadlock-freedom
is the need to handle the effects of broken atomicity and potential inconsistency, which can
lead to errors or a crash. Such a synchronization mechanism might integrate with type
support [35] to ensure that critical program values are never corrupted, even at a cost in
performance or progress.

Simulating distributed, intermittent systems. We built a flexible simulation framework for
distributed, intermittent systems to help study the performance impact of energy-awareness
and approximation on our iDSM without the high engineering cost of a real hardware setup.
Our simulator consumes logged power traces (similar to Ekho [13]) to accurately model
intermittent power cycling in a simulated collection of distributed nodes. Our inter-node
communication model is flexible and currently models ambient backscatter broadcasts within
a small network [22]. The simulator models the iDSM memory space and private, per-node
scratchpad memory spaces, both of which are accessible through a simulator-defined interface.
A simulated node queues local and iDSM operations and attempts to dequeue and execute
operations on each reboot. iDSM operations traverse the network to the owner of requested
data, succeeding only when the requester and data owner are powered simultaneously. Our
simulator provides key insights into the communication and consistency characteristics of
our iDSM.

5 Conclusion

Intermittent, energy-harvesting computing devices promise important, future applications,
and a variety of future PL and computer systems research challenges. This paper provided a
survey of the challenges and the design space of intermittent devices, framing a vision for
future PL research into intermittent computing.

Acknowledgments. We thank the anonymous reviewers for their feedback and suggestions
to improve our manuscript.
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Abstract
When people write programs in conventional programming languages, they over-specify how to
solve the problem they have in mind. Over-specification prevents the language’s implementation
from making many optimization decisions, leaving programmers with this burden. In more de-
clarative languages, programmers over-specify less, enabling the implementation to make more
choices for them. As these decisions improve, programmers shift more attention from implement-
ation to their real problems. This process easily overshoots. When under-specified programs
almost always work well enough, programmers rarely need to think about implementation de-
tails. As their understanding of implementation choices atrophies, the controls provided so they
can override these decisions become obscure.

Our declarative language project, Yedalog, is in the midst of this dilemma. The improvements
in question make our users more productive, so we cannot simply retreat back towards over-
specification. To proceed forward instead, we must meet some of the expectations we prematurely
provoked, and our implementation’s behavior must help users learn expectations more aligned
with our intended semantics.

These are general issues. Discussing their concrete manifestation in Yedalog should help other
declarative systems that come to face these issues.
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1 Background

Kowalski famously observed [4] that “Algorithm = Logic + Control”. Declarative languages
enable users to ask logical questions. The “logic” of a declarative program is a description
of what a correct answer looks like. The “control” explains how to compute answers that
satisfy that description. Often these two components are not separate parts of a declarative
program but distinct ways of reading a program. For example, the declarative reading of a
Haskell program considers Haskell functions to be the mathematical functions they seem.
The operational reading sees these functions as code explaining how to compute results
from input arguments. In a declarative language, the computed results must be within the
declarative reading’s description.
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Listing 1 A trivial Horn-clause rule.
aa(X,Z) :- bb(X,Y), cc(Y,Z).

In declarative language design, there is an inescapable tradeoff between expressiveness
and automation. General purpose declarative languages such as Haskell and Prolog are very
expressive but with limited automation – incrementally more complex questions can be asked
for incrementally more effort; but their users are responsible for controlling the direction of
execution. Special purpose languages like Datalog and SQL are highly automated but with
limited expressiveness – many questions cannot be asked, but of those that can, users can
leave operational concerns to the implementation.1

As general purpose languages improve their automation, and as special purpose languages
improve their expressiveness, the gap between them will narrow but not close. These
improvements create dilemmas. For which questions should users let the language figure out
how to compute answers? When should users still make operational choices, and how should
they express them? User uncertainty about their remaining operational responsibility is the
uncanny valley of concern to this paper.

Yedalog [2] is a general-purpose Datalog-like language for scalable exploratory data
analysis – for asking questions of large semi-structured data sets. Yedalog has been used
in production for several years by several teams. Nevertheless, the Yedalog implementation
makes many control decisions that general purpose languages normally leave to their users.
To reduce user uncertainty about their remaining operational responsibility, we designed
and documented an informal operational model. But people learn by experience more than
explanation. From their experience using Yedalog – seeing which of their programs work or
do not – our users learned a different model. The model they learned assumes some forms of
automation beyond any we had planned to support.

As we change Yedalog to meet these unanticipated expectations, we must better anticipate
what models users will learn from Yedalog’s new behavior. These models must provide users
with better clarity about how to use Yedalog well. New user expectations will in turn affect
what further changes we make to Yedalog. This feedback loop shapes our trajectory through
the design space. How should we steer it and where will it lead?

1.1 Logic Programming
To locate Yedalog in the declarative language design space, we rapidly zoom in from declarative
languages to logic programming languages, to Horn-clause logic programming languages, to
Datalog-like languages, and finally to Yedalog.

Among declarative languages, Kowalski’s distinction is especially crisp for logic program-
ming languages. Logic programs consist of facts, rules, and queries. Queries produce answers.
In the operational reading, facts are data, rules are procedures, queries are calls binding
input parameters, producing answers binding output parameters. In the declarative reading,

1 “Declarative” is sometimes used to mean what this paper calls “highly automated” – the ability of
users to avoid operational concerns. In this paper, “declarative” means only the ability of users to
be confident that what is computed corresponds to what they have logically described. In our terms,
Haskell and Prolog are declarative. Datalog and SQL are both declarative and highly automated. All
these languages, as well as Yedalog, include unsound escape hatches that compromise this confidence.
But so long as these escape hatches are explicit and visibly absent from most programs, we still consider
these to be declarative languages.
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Listing 2 Length of shortest path.
path(X,Z) min= edge(X,Z).
path(X,Z) min= path(X,Y) + edge(Y,Z).

facts are propositions assumed to be true, rules express how some propositions imply other
propositions, queries are parameterized hypotheses, and answers are their parameterizations,
to be proved from those facts and rules. Execution is the search for such proofs.

How search proceeds through this search space matters. The Horn-clause logic program-
ming languages – Prolog, Concurrent Prolog [8], Datalog – have essentially the same abstract
syntax (e.g. Listing 1) with the same logical meaning, but make wildly different operational
choices. To the programmer trying to get practical work done, these languages feel vastly
different from each other.

Programming in Prolog resembles conventional call-return programming augmented with
backtracking search, where the programmer must write the program according to the precise
order execution should proceed. When aa is called, call bb and then cc. Programming in
Concurrent Prolog resembles actors exchanging asynchronous messages. When aa’s inputs
are ready, run bb and cc in parallel, communicating on their shared variable Y.

Programming in Datalog resembles database query languages like SQL, where facts are
data-tables, rules create views, and queries are queries. Join bb and cc to produce aa.
Datalog implementations have all the freedom of query planning that databases enjoy:

bb might run first, generating Y values for cc to test
cc might run first, generating Y values for bb to test
bb and cc might both generate answers intersected on Y

This paper freely mixes logic and database terminology. A relational table is also a disjunction
of facts. bb(X,Y),cc(Y,Z) is a conjunction and also a join. The multiple rules of path
in Listing 2 are a disjunction and also a relational union. Yedalog, like many Datalog-like
languages, supports aggregation. path expresses shortest path as a min aggregation over the
disjunction of all path lengths. When lengths are known to be non-negative, some systems
will implement it using Dijkstra’s algorithm [3, 7].

1.2 Yedalog’s Goals
Yedalog’s focus is scalable data exploration. As our users spend less attention on how
things execute, they spend more attention on asking questions and interpreting answers. We
thus aim for the following goals2. These goals conflict, requiring us to make tradeoffs and
compromises based on our sense of the costs and benefits.

Query planning freedom. Programs should not accidentally over-specify the implementa-
tion. The programmers’ natural way of asking questions, crafted without attention to
operational details, should leave the Yedalog implementation with enough freedom to
make good choices.

Good optimization decisions. As Yedalog makes better implementation choices, users do
not need to.

2 In addition, to be more quickly understood by our audience, Yedalog has a more C-like surface syntax
than we show in this paper.
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Listing 3 Inferring orders and modes.
# front has modes (in ,in) and (out ,in)
# reverse has modes (in ,out) and (out ,in)

back(E,L) :- front(E,R), reverse (R,L).

Query planning compatibility. In order to preserve query planning freedom, the program’s
observable behavior should be compatible enough under all decisions the implementation
is allowed to make.

Usable operational controls. Automatic planning will sometimes be inadequate. We must
provide users the tools they need to cope, such as operational knobs for overriding default
decisions.

Section 2 explains why “Query planning freedom” needs a different understanding of “Query
planning compatibility” than we expected, and how to provide it. Section 3 shows how to
handle errors without violating query planning compatibility. Section 4 discusses uncanny
valleys in design spaces. Section 5 concludes.

2 Inferring execution orders

In pure Datalog, predicates represent concrete data or computed views of data. These
data-oriented predicates can be materialized as finite relational tables. By contrast, most
computational predicates express an infinite relation among their parameters. Integer
addition embodies an infinite set of triples. Factorial embodies an infinite set of pairs. To
better support general-purpose use, Yedalog programs can freely mix data-oriented and
computational predicates.

Each Yedalog predicate has a set of modes. Each mode says, for each parameter, whether
the parameter is input or output. Finite data predicates support an all-out mode, where all
parameters are output parameters. Infinite predicates can only support modes containing at
least one input parameter. For an input parameter, the caller must provide concrete data.

An output parameter is strictly more general: It can output data for the caller to use, or
use data provided by the caller as input, by comparison or indexing. For example, the edge
predicate of Listing 2 would normally be an all-out finite table indexed (at least) on its first
column. Without input edge will enumerate all edges. With a first node as input, edge will
lookup and efficiently enumerate only those edges emerging from that node.

Yedalog combines mode inference with mode-based reordering. The back predicate of
Listing 3 says that E is at the back of L if it is at the front of L reversed. The front
and reverse predicates represent infinite relations since there are infinitely many possible
lists. They support the modes stated in Listing 3. Since front demands a binding for R
and reverse can provide one, the only feasible orders run reverse’s (out,in) mode first,
generating R bindings for either mode of front to use. From the feasible orders of back’s
bodies, we can infer the possible modes of back: (in,in) and (out,in).

We avoid explosive search by inferring only the minimal set of most general modes.
The modes supported by reverse are already its minimal set, since neither (in,out) nor
(out,in) is more general than the other. For back, we infer only (out,in) since it is strictly
more general than (in,in).

We provide our users knobs to make operational decisions. Some are subtle: Our +
and - operators are irreversible, leading users naturally to force the right choice between
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Listing 4 Factorials: The bad, bad, worse, and ugly.
factA (0) = 1.
factA(M+1) = (M+1) * factA(M).

factB (0) = 1.
factB(N) = N * factB(N -1).

factC (0) = 1.
factC(N) = N * factC(N -1) :- N >= 1.

factD (0) = 1.
factD(N) = (N >= 1 && N * factD(N -1)).

top-down and bottom-up when it makes a difference, as in the following example. Others
are explicit: Conjunction order is unspecified by default, but we provide an && operator
to force left-to-right order. When should it be used? Forcing order destroys choices an
implementation could have used well. Not forcing can occasionally leave programs incorrect.
How do users decide?

Listing 4 shows four versions of recursive factorial that are all declaratively correct. factA
executes bottom-up, starting at 0, and reliably fails to terminate as it enumerates larger
numbers3. factB executes top-down, starting with the requested argument, and reliably fails
to terminate as it enumerates ever smaller negative numbers.

By “bottom-up” we mean computing forward from known facts, like the factorial of zero,
to implied facts like the factorial of one, until reaching the query. By “top-down” we mean
computing backward from the initial query like the factorial of 7, to subgoals like the factorial
of 6, until reaching known facts like the factorial of zero4.

As an informal experiment, we asked our users to write the standard introductory
recursive factorial function. 80% submitted variations of factC. On the current Yedalog
implementation, factC always happens to execute correctly and pass any possible tests.
However, Yedalog is free to make either the recursive call first or the (N >= 1) test first.
Had factC recurred first, it would not have terminated. Instead, it would speculatively
enumerate ever smaller negative numbers before the (N >= 1) test that would disqualify
these speculations. By contrast, factD is the correct Yedalog program no one wrote, which
uses && to avoid this hazard. Although we have documented these issues well, none of our
survey responses even mentioned this ordering issue as a possible concern.

We documented an operational model in which factC might not terminate. Our users
understood a model in which factC always works, which is a more accurate model of what
our implementation does. Which is more right? As we change Yedalog, which of these models
do we start with? These questions led us to better understand query planning freedom and
query planning compatibility.

3 Although pure Datalog programs always terminate, Datalog programs with arithmetic may not.
4 Yodalog actually implements factB by magic sets [1]. Magic sets is often described as bottom-up

because it reuses the machinery of bottom-up execution. But since magic sets mostly work backward
from queries to facts, in this paper we do not distinguish between top-down and magic sets, using
“top-down” for both.
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2.1 How much freedom to plan badly?
No matter what operational model language designers document, the operational model
implementors implement must support those user expectations that implementors dare not
break. At the same time, to enable implementors the freedom to choose among more good
plans, the operational model must also allow them to choose among more bad plans. Query
planning compatibility helps us navigate the conflict.

Under all allowed implementation choices, factA and factB never work and factD always
works, which upholds query planning compatibility. But saying that factC may or may not
terminate denies reality. The fact that many patterns like factC always execute well today
means that we dare not break them. Put this way, query planning compatibility is not so
much a goal to achieve as a way to understand what query planning freedom is already lost.

Of course, we are not concerned about breaking factC itself. No one wrote this particular
program until we asked. Our users wrote this specific program because of expectations they
learned from some larger category of programs. They form these categories by generalizing
over many concrete experiences. How they generalize depends on what they find intuitive.
From an HCI (human computer interaction) perspective none of this is surprising; but
programming languages raise the stakes. Expectations people learn from interactive use they
adjust and relearn under continued use. By contrast, widespread programmer expectations
get baked into large numbers of programs.

Of two observably different outcomes X and Y, we say Y is compatible enough with
X when the expectations users learn from X do not deter implementors from causing Y.
“Compatible enough” is thus always a judgement call, weighing the costs of breaking X
expectations vs. the benefits of Y. This applies to performance as well as correctness. As we
change Yedalog’s implementation to make better choices in general, we might make some
previously-efficient programs somewhat slower, but we dare not impose prohibitive costs on
patterns already in widespread use.

“Compatible enough” is directional: No non-malicious user minds if a previously non-
terminating program starts to work or a previously expensive program become cheaper. Due
to the same directionality, implementors should be aware that each improvement is also a
potential commitment, cutting off their freedom to make other choices. At every stage, we
should rationalize our commitments back into our language design, in order to shape what
freedom usefully remains [9].

The next section explain such an improvement and evaluates it by these criteria.

2.2 Unrolling multi-recursion
Since factC already works in the implementation, how can we change our model so that
factC must work in all implementations? For factC itself we can do so trivially. Yedalog’s
stratification analysis already distinguishes potentially recursive calls from statically non-
recursive calls. If we require recursive calls to be scheduled as late as feasible – which a good
planner would do anyway – then factC becomes correct.

Any intuitive category that includes factC also includes fibA from Listing 5. However,
fibA is multi-recursive. It makes more than one potentially recursive call. They cannot both
go last. As far as the implementation knows, either conjunct, if consistently run first, might
never terminate even if the other conjunct would have caused an early failure.

Computation within each conjunct of a conjunction is speculative – only relevant when
none of the other conjuncts fails. Speculative execution in hardware works because specula-
tion checks cannot be indefinitely postponed. We could get a similar effect by specifying
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Listing 5 Unrolling multi-recursion.
fibA (0) = 0.
fibA (1) = 1.
fibA(N) = fibA(N -1) + fibA(N -2) :- N >= 2.

fibB (0) = 0.
fibB (1) = 1.
fibB(N) = (N >= 2 && X == fibC(N -1) && Y == fibC(N -2) && X+Y).

fibC (0) = 0.
fibC (1) = 1.
fibC(N) = (N >= 2 && Y == fibB(N -2) && X == fibB(N -1) && X+Y).

fairness among conjuncts, so speculation checks cannot starve. We have found a cheap
approximation of fairness: Unroll a multi-recursive predicate like fibA into mutually multi-
recursive predicates like fibB and fibC, where we rotate among the possible orders of which
recursive call comes first.

The unrolled implementation does have a real performance cost: fibA has one memo
table, reducing the naively exponential costs to linear. The unrolled form has two memo
tables, doubling the number of misses we pay for. Only multi-recursive predicates pay this
cost, which is linear only in the width of the multi-recursion. Wide multi-recursion is rare,
so these costs are minor.

This unrolling will not cause previously-working programs to become non-terminating.
It will cause some previously non-terminating programs to become correct, which sounds
good. However, such “improvements” can do more harm than good. If an intuitive general
category of code reliably does not terminate today, like the categories containing factA or
factB, then we would muddy the waters with an “improvement” that allows some programs
in such a category to work under some implementations, unless it requires all programs in
that category to work on all implementations. As far as we can tell, this unrolling technique
does not muddy the waters. Every general category that previously had reliably failed will
continue to reliably fail.

This unrolling technique implements only a static approximation of fairness. This raises
some interesting issues.

How do we specify the approximation of fairness that this unrolling implements? We
do not want to specify the unrolling technique itself because we want to preserve the
freedom to achieve the same benefit by other means.

For what programs is this approximation inadequate? We expect the accidental occurrence
of such programs to be exceedingly rare, which would make these occurrences that much
more uncanny when they do occur. No matter what we specify, we should expect users
to learn expectations that only true fairness could implement.

Can we close this remaining gap – implement true fairness for those rare cases – without
significant cost to other programs?

Despite these open issues, for our purposes this unrolling technique is good enough. Other
projects with different tradeoffs may judge these same issues differently.
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Listing 6 Making failure noisy.
fibE(N) = fibA(N);
fibE(N) = raise(‘Must not be negative : $N‘) :- N < 0.

qq(M,N) = fibA(M) + fibE(N);

3 Errors as noisy failures

In real programs, deployed in production and interacting with a wide variety of systems,
many things can go wrong. Say a filename is misspelled. The parts of the program that
would process the contents of the file are, declaratively, queries about the contents of a file
with that name. Since there is no file with that name, these queries have no answers, i.e, they
fail. Failure is normally silent, but a surprising failure that violates programmer expectations
needs to alert the programmer, so that the likely problem can be fixed.

The fibA predicate of Listing 5 fails silently on negative input. The fibE predicate
in Listing 6 acts just like fibA except that, on negative input, its raise expression fails
and reports an error. To account for this, we extend our operational model to say that
a query has some number of answers and reports some number of errors. A query that
has no answers, fails. A query that reports no errors is silent. On negative input fibE
produces a noisy failure. Errors have no declarative significance, so fibA and fibE have
the same logical meaning. But fibE also produces diagnostic information. To route this
diagnostic information appropriately, we must determine how errors propagate through
Yedalog’s constructs. Our error design has the following goals:

Suppress error storms. In a sharded computation, such as a large map-reduce job spread
out over many machines, one underlying problem might trigger a massive number of
errors, although most contain no new information.

Preserve at least one diagnostic. To suppress error storms, we discard tremendous numbers
of errors. But we must not discard all of them. Few things are more frustrating than a
program that silently behaves badly.

Do not make non-erroneous execution significantly slower. Errors are for exceptional
cases we hope happen rarely. If support for occasional errors slows down the common
case, we have made a bad tradeoff.

Do not make erroneous execution explosively slower. Although we allow error handling
to be expensive, this is not a blank check.

Our error design should also respect the following general efficiency goals:

Stop conjunctions early on failure. The body of qq in Listing 6 calls both fibA and fibE
in a conjunction. Whichever goal runs first might fail, rendering the other irrelevant.
Efficient execution should be able to skip such irrelevant code.

Allow disjunctions to stop early on saturation. A disjunction saturates when no further
disjuncts could change the outcome. The efficiency of Dijkstra’s algorithm requires path
to stop examining alternative paths that cannot further reduce the minimum. It is not
realistic to require such optimizations in general, but we must allow them.

To suppress error storms while preserving at least one diagnostic, we allow errors to be
consolidated. When a query reports at least one error, all errors but one may be discarded,
preserving the property that it reports at least one error. Different plans may result in
different errors being discarded. Does this violate query planning compatibility?
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Listing 7 Holding speculative errors.
(try {

dd(X)
} catch (E) {

(ee(X),ff(X),gg(X)) && raise(E)
}) && (ee(X),ff(X),gg(X))

Listing 8 Folding the holding of speculative errors.
(try {

dd(X)
} catch (E) {

eTail(X) && raise(E)
}) && eTail(X)

eTail(X) = (try {
ee(X)

} catch (E) {
fTail(X) && raise(E)

}) && fTail(X)).
etc ...

By convention, Yedalog errors contain only diagnostic information meant for human
interpretation. Users may learn to expect specific errors, but usually they fix the indicated
problem rather than write programs that depend on errors to occur. We have not encountered
Yedalog programs that depend on the content of the errors that were reported. We thus
consider reporting at least one error under one plan to be compatible enough with reporting
at least one error, any error, under another plan.

3.1 Errors in conjuncts
The goal “Stop conjunctions early on failure”, taken literally, conflicts with query planning
compatibility. To resolve the conflict, we must split silent failures from noisy failures. Say
Yedalog’s static analysis conservatively assumes that either fibA or fibE may fail and that
either may report an error. Yedalog certainly has the freedom to run this conjunction in
either order. If fibA runs first and fails, stopping the conjunction early, the error that fibE
might have reported is not noticed. The conjunction as a whole would produce a silent
failure. On the other hand, if fibE runs first and produces a noisy failure, stopping the
conjunction early, then the silent failure fibA might have produced would not be noticed. If
fibE’s error propagates anyway, then the conjunction as a whole produces a noisy failure.

This violates query planning compatibility. For a conjunction, the difference between
silent and noisy failure is too surprising. This violation is not just a problem in theory. We
became aware of the issue when correct programs started reporting errors that “could not
happen”, confusing everyone. This reinforces our sense that conjuncts are seen as speculative,
and conjunctive failure as a failed speculation. What happens in a failed speculation stays in
a failed speculation.

The efficiency motivation for “Stop conjunctions early on failure” applies only to silent
failure. Since our efficiency goals require silent failures to stop early, query planning compat-
ibility demands that noisy failures cannot. After fibE reports an error, Yedalog must treat
this error as speculative, with fibA as the speculation check. We must execute fibA just
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enough to determine if it would have any answers, if it had run first. We do not care what the
answers are or if it would have produced any more answers. If fibA produces any answers,
then the conjunction as a whole can fail reporting fibE’s errors. If fibA fails silently, the
conjunction must as well. This “unnecessary” execution of fibA may be expensive, but not
explosively so. It only happens when the implementation was allowed to run fibA first and
pay those costs.

What about conjunctions with data dependencies, such as dd(X),ee(X),ff(X),gg(X),
where the named predicates are out-moded? Each may be used to generate X values or to
test them. Under normal conditions, whichever executes first would generate and the rest
would test. But any may also report errors.

To ensure that speculative errors only propagate once the speculation commits, the
compiler could generate code approximately like that in Listing 7, where each of the remaining
three-way conjunctions must be similarly expanded. To avoid an exponential expansion, we
first fold each remaining conjunction into a separate predicate as shown in Listing 8. This
has no explosive costs. But it is too expensive for the completely non-erroneous case – the
outermost && chain. Instead, we will leave this one chain fully unfolded.

3.2 Errors in disjuncts
A disjunction saturates when no further disjuncts would change the outcome. Any disjunction
under a negation immediately saturates on the first answer. This answer establishes that the
disjunction succeeds, allowing the negation to immediately fail, not caring what the answer
is or if there are any more. We can realize some of these optimization opportunities more
easily than others, so we allow disjunctions to stop early on saturation without requiring
them to do so. We wish to preserve the query planning freedom to realize more of these
opportunities over time.

Allowing disjuncts to stop early on saturation, by duality, should have the same conflict
between efficiency, query planning compatibility, and preserving diagnostics. The dual
solution would be to hold the contributions from a noisy disjunct – both its answers and at
least one error – to see if the remaining disjunction would saturate silently. If it does, the
noisy disjunct could have been skipped under other possible plans.

Returning to the shortest path example of Listing 2, say that the edge predicate, when
asked for the length of a certain edge, answers and reports an error. If this edge lies on the
shortest path, and if no path without this edge is tied for shortest, then the search could
not have saturated without asking about this edge. Otherwise, depending on the algorithm
used and the non-deterministic order in which edges were examined, a possible plan might
not ask about this edge, not notice the error it would report, saturate, and silently answer
with the minimal path. For the same graph and the same program, another possible plan
would ask about this edge, notice the error, take its length into account, and proceed until
saturating to the same answer. If it propagates this error, then a program that was silently
succeeding might start reporting errors even when run on the same data.

Were we to apply the same standard of query planning compatibility that we applied
to conjunctions above, and to apply the dual solution, we would postpone consideration of
this edge until everything else settles down, giving us a candidate non-erroneous shortest
path length. We would then contribute back in the postponed edge length and wait for the
algorithm to settle again. If it settles on a shorter length, then we propagate both this error
and the shorter path length. Otherwise we would silently report the unchanged candidate
path length.

Should we bother with this extra bookkeeping, to avoid this observable difference of
outcomes? The duality hides an important psychological difference: Disjuncts are not
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speculative. The success of one disjunct does not trigger an expectation that the other
disjuncts “could not happen” but merely that they “might not happen”. We have not found
errors from unnecessary disjuncts to cause confusion in practice. Thus, we hold disjuncts to
a lower standard of compatibility than we require of conjuncts.

4 Discussion

The original uncanny valley [5], in the context of robotics and computer graphics, predicted
how a pattern of confused expectations leads to a feeling of creepiness. Their valley is a
transient dip in affinity along a trajectory of progress towards lifelike human portrayals.
Before the valley lies the pleasantness of a cute toy. After the valley are portrayals so lifelike
they continue to amaze. To progress to that achievement, one must journey through the
valley, where portrayals are good enough to provoke perceptual expectations that they then
disappoint. We use this as a loose metaphor; our concern is not creepiness.

In declarative language design, we start at two pleasantly stable points in the design
space. The first is occupied by expressive general purpose languages, in which users can
ask any question but have full responsibility for figuring out how to compute an answer.
These users discharge their responsibility without confusion by programming in terms of
clear operational models. These programs over-specify, foreclosing on many optimization
opportunities, wasting both human attention and computational resources. The second
stable point is occupied by highly automated special purpose languages whose users do
not need any operational model, leaving implementations free to use a wide range of fancy
optimizations that need not be explained, in order to answer a limited range of questions.

From these two stable points, we see in the distance the promise of a third: A general
purpose language in which users can ask many questions without operational concern,
understand when they do need to make operational decisions, and understand how to express
them. To find this third point we entered the valley, where operational controls are needed so
rarely that they are expected even less. Despite this mismatch, our users are already much
more productive, so we proceed.

Other languages are on similar journeys. Dyna [3] in particular entered this valley ahead
of us and helped us find our footing. Software engineering has many uncanny valleys. A
vivid example outside of language design is refactoring IDEs.

Refactoring IDEs were first invented and used for Smalltalk, a dynamically typed language.
Without static types, automated refactorings have many false hits, so refactoring interactions
always involve the programmer reviewing each decision. Programmers learn by doing. From
the experience using these tools, programmers rapidly learn that they need to carefully decide
whether to approve or reject each individual change.

Refactoring IDEs for Java use its static types to make many decisions reliably. For
example, when changing the order of a function’s parameters, the IDE can correctly identify
exactly the call sites of this function, with no false hits and (in the absence of reflection)
no false misses. Nevertheless, when it reorders argument expressions at these call sites it
still might break the program – these argument expressions might now perform their side
effects in the wrong order. However, this happens so rarely that most programmers never
experience it. Programmers learn by doing. From these experiences, programmers learn to
assume these refactorings are correct and not to bother reviewing each individual call site [6].

Should we make these refactorings less reliable, so programmers stop learning that they
are more reliable than they are? Hardly. Rather, this example illustrates that we would
have knowingly proceeded into this valley anyway because the benefits are worth it, and that
retreat is not an attractive option. The only way out is through.
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5 Conclusions

General purpose declarative languages, at first, leave many operational decisions to their pro-
grammers; but may absorb more operational responsibility over time. Declarative languages
that absorb all this responsibility start special purpose; but may become more general over
time. These paths lead to a dilemma, where these systems have gotten good enough that
users perceive them, and use them, as more than they are. Expectations outrun reality. This
problem is also an opportunity, to use the feedback between implementation behavior and
user expectations to help shape both to be more aligned and, together, more effective.
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Abstract
We propose a research agenda to investigate programming language techniques for improving af-
fordable, end-user desktop manufacturing processes such as 3D printing. Our goal is to adapt pro-
gramming languages tools and extend the decades of research in industrial, high-end CAD/CAM
in order to help make affordable desktop manufacturing processes more accurate, fast, reliable,
and accessible to end-users. We focus on three major areas where 3D printing can benefit from
programming language tools: design synthesis, optimizing compilation, and runtime monitoring.
We present preliminary results on synthesizing editable CAD models from difficult-to-edit surface
meshes, discuss potential new compilation strategies, and propose runtime monitoring techniques.
We conclude by discussing additional near-future directions we intend to pursue.
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1 Introduction

Affordable desktop-class 3D printers, laser cutters, and Computer Numerical Control (CNC)
mills will soon be available to millions of people [7]. The potential social benefits of broad,
end-user access to these technologies have been much hyped, but the current reality is that
desktop-class hardware and tools are often significantly less accurate, fast, and reliable than
their industrial counterparts. In industry, these processes take place on expensive, high-end
machines managed by trained experts. While desktop-class hardware will continue to improve,
we believe that without key software improvements, democratized manufacturing practice by
end-users on affordable hardware is bound to fall short of its ambitious promise.

Many programming language techniques can be adapted to address analogous problems
in desktop manufacturing – developing Computer Aided Design (CAD) models and editing
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Figure 1 The 3D Printing Development Cycle. To 3D print a device: (1) An engineer first designs
a 3D model using standard CAD tools (e.g., SolidWorks [28]). (2) This model is compiled into a
sequence of low-level G-code commands that corresponds to basic actions the printer can take (move
the print head, start/stop extrusion, lower the build plate, etc.). (3) The printer directly executes
the G-code, producing a physical object.

existing objects are analogous to synthesis; generating accurate, efficient tool paths (paths
the print head of a 3D printer follows) from a CAD model is analogous to optimizing
compilation; automatically tracking operations to ensure safety and halt before bogus
operations is analogous to runtime monitoring. Much as RAID software [17] enabled cheap,
unreliable storage hardware to compete with expensive, reliable alternatives, we believe
that programming language tools can significantly improve the state of the art in desktop
manufacturing.1 In the remainder of this paper we focus on one type of desktop manufacturing,
3D printing, but we believe the proposed research can be generalized to other processes like
laser cutting and milling.
We propose a three-part research agenda to begin tackling these challenges for affordable,
end-user desktop manufacturing:

In Section 3, we discuss program synthesis techniques to generate easy-to-edit CAD
models from difficult-to-edit surface meshes, and eventually to enable optimization and
refactoring of complex CAD models.
In Section 4, we discuss compiler techniques to improve printer performance via paral-
lelization, and eventually to automatically account for observed errors in output prints.
In Section 5, we discuss runtime monitoring for 3D printers to aid debugging, automatically
detect printing errors, and eventually fix errors on the fly.

2 Background on 3D printing

3D printers come in a wide variety of designs, from lithography-based resin printers to
inkjet-based powder printers. The challenges and techniques described in this paper apply
to many of these designs, but to make the discussion more concrete, we focus on “cartesian
fused filament fabrication” (FFF) printers (Figure 2(a)), the most common and affordable
type of printer. Figure 1 depicts the typical workflow for using such a device:

1. Design. Users first design their model using CAD tools. There is a diverse array of avail-
able CAD tools including freely available options such as OpenScad [16] or SketchUp [26]
and proprietary packages like Rhinoceros [21] and SolidWorks [28] which can cost thou-
sands of dollars. In this paper, we focus on OpenSCAD since it conveniently represents
CAD models as programs and is widely used on design sharing websites such as Thin-
giverse [32]. Figure 3 shows two CAD programs in OpenSCAD. OpenSCAD provides

1 Some gap between industrial and desktop manufacturing will always remain. Two ton CNC mills are
inherently more rigid and stable than ten kilogram mini-mills after all.
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Figure 2 (a) Major printer components. (b) Perimeter and infill cross-section.

various primitive 3D structures (e.g., cube), transformations (e.g., translate) and com-
binators (e.g., difference), that can be used together to create complex 3D models.
While OpenSCAD is programmatic, many CAD tools, such as Rhino [21], are GUI based.
Irrespective of the interface, the models designed using these tools are declarative in
nature, i.e., they only describe the 3D structure and parameters of a model, not how to
manufacture it.

2. Compilation. Compilation happens in two phases: (A) A CAD model is translated to
an intermediate representation, typically in STereoLithography (STL) format [8]. This
represents the surface mesh in the form of polygons in a 3D coordinate system. (B) The
STL is “sliced” to obtain G-code. The G-code is a sequence of imperative commands that
control extrusion, movement and temperature. The slicer determines the tool path which
refers to the path the print head should follow while printing. A typical slicing strategy
is discussed in Section 2.1 in more detail.

3. Print. The printer runs firmware that interprets the G-code and sends low-level hardware
control signals to motors, heating elements, and cooling fans. An extruder melts print
material and pushes it through a nozzle to build up the part layer-by-layer starting with
the first layer directly on the build plate. There are many physical phenomena involved in
this step that affect the print quality – the inertia on the print head, thermal expansion
of the print material, the temperature and humidity of the environment, etc.

4. Iterate. Finally, there is an implicit fourth step which is to repeat the above steps until
the 3D object comes out as expected.

2.1 Baseline Slicing
At a high level, common slicers [25, 23, 3, 27] take a 3D surface geometry in STL and divide it
into a sequence of 2D slices parallel to the xy-plane at regular intervals of height h (typically
h ≈ 0.1mm). Thus the ith slice represents the perimeters of the object to be printed at height
i × h. To generate G-code, the slicer computes tool paths to trace the perimeters at each
height and fill the space between perimeters with a regular pattern at some user-specified
density (see Figure 2(b). Within these layers, the slicer inserts G-codes to start and stop
extrusion during movements along perimeters and over fill areas. The slicer then inserts
additional G-code between the instructions for each layer to increment the printer’s z axis
by h. Finally, the slicer inserts an initial preamble to set fan speeds as well as build plate
and extruder temperatures to appropriate values for the material being printed. Throughout
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w = 33; d = 20; h = 30;
difference () {

cube ([w, d, h]);
translate ([-1, 3, 3])

cube ([w + 2, 7, h + 1]);
translate ([w/2 - 19/2 , 13, -1])

cube ([19 , 3.5, h + 2]);
}

w = 33; d = 28; h = 30;
difference () {

cube ([w, d, h]);
translate ([-1, 3, 3])

cube ([w + 2, 7, h + 1]);
translate ([w/2 - 19/2 , 13, -1])

rotate ([-15, 0, 0])
cube ([19 , 3.5, h + 6]);

}

Figure 3 Renderings of a tea scoop holder with the original CAD program and the modified
CAD program with the wall thickness and angle of the holder changed (changes are underlined).

the slicing process, the compiler performs optimizations to minimize the travel time of the
print head.

2.2 Challenges in 3D printing
CAD/CAM and related computer-aided manufacturing are some of the oldest areas of
computer science [30]. However, work in this space is often targeted at an industrial setting
where accurate, fast (and therefore expensive) equipment is operated by highly motivated
experts. The advent of affordable, desktop-class 3D printers for end-users gives rise to
new challenges that we believe programming language techniques can help address. While
improving hardware trends will inevitably ease some challenges with 3D printing, we believe
that new software techniques will be essential for narrowing the gap between what’s possible
on affordable hardware and industrial practice. Toward that end, we propose initially focusing
on three challenge areas:
Design. CAD tools have been widely used for decades, but still present users with a steep

learning curve – even if one can clearly describe the desired model in plain English, it is
not obvious what buttons to click and menus to navigate in the CAD tool to actually
make that model from scratch. One possibility is to customize existing CAD models
to meet new requirements. Unfortunately, most of the models shared in large online
repositories like Thingiverse [32] are not the CAD models – they contain only the surface
mesh in the form of STL which is difficult to edit successfully since much of the high-level
information about the design (e.g. structural constraints) has been compiled away.

Performance. 3D printing is a slow process – it can take more than a day to print a large
complex model. It is also generally unclear when and where the process can be made
faster – going too fast in regions with fine detail can ruin a print because the material
may not have time to cool sufficiently before the next layer.
Popular slicers such as Simplify3D [23], Cura [3], and ReplicatorG [20] cannot generate
G-code that takes advantage of multiple print heads simultaneously, and thus in practice
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most printers with multiple print heads use only one. As discussed later, exploiting such
latent parallelism significantly complicates the slicing strategy.
Furthermore, 3D printing typically involves manual inspection and tweaking. Users
must often repeat the process several times to get the print they expected. Each
iteration requires manually editing the CAD model, slicer parameters, or the printer
settings. Ideally, users could avoid such manual fixes if slicers were able to automatically
compensate for errors between iterations.

Reliability. 3D printing depends on the type of printer, the material being printed, and
environmental conditions such as temperature. Even with perfect designs that have
been correctly sliced, some problems that arise during printing can only be noticed while
printing. It would be ideal if whenever an error occurs, we could halt the print to avoid
wasting time and material and then work backwards to identify which command in the
G-code led to the failure. Ideally, this information could even be used to repair errors
automatically on the fly.

3 Synthesis

For many users, designing a part from scratch is challenging due to CAD’s steep learning
curve. They avoid this challenge by downloading, slicing, and printing parts shared as STL
files in online repositories like Thingiverse [32]. Some users scan parts they wish to print using
3D scanners which also produce STL-like representations. These approaches are sufficient
when the part is standalone and fits the user’s needs. However, it is insufficient when the user
wants to combine or modify parts. This is because many modifications are difficult in surface
geometry representations like STL. STL tools like Blender [2] or AutoDesk’s MeshMixer [1]
can easily scale and rotate a design, but cannot effectively modify parts where some aspects
depend on others (e.g., a gear whose tooth count depends on its radius). Even when CAD
programs are made available, they can still be difficult to edit as end users often do not
parameterize their designs or incorporate the structural constraints that make expert-written
models easy to modify.

Past research in computer graphics and animation has focused on obtaining higher level
representations from low level polygon meshes. For example, Krishnamurthy et al. [10]
have shown how to fit smooth surfaces to irregular polygon meshes using B-splines and
displacement maps. While smoothing can convert dense polygon meshes to aesthetically
pleasing and more user-friendly representations, the output of these manipulations contains
limited structural information about the model (e.g., if the model is a gear, what are the
dimensions, orientations, and angles of its teeth?). Having this information is particularly
important for desktop class 3D printing where users might want to individually customize
functional parts by changing the relationships between its subcomponents (by varying
the design parameters). On the other hand, in graphics and animation, aesthetics and
performance are of key importance. The main difference between the idea we present here
and prior work on fitting surfaces to polygon meshes is that we are primarily interested
in recovering underlying structural information from polygon meshes and presenting it in
the form of editable CAD models so that modifications and manipulations of subparts
becomes straightforward. With this motivation, we propose synthesizing well-engineered and
easy-to-edit CAD models from surface geometry representations like STL.

For example, consider the model of a tea scoop holder in Figure 3. In order to make the
tea scoop fit better, we wanted to change the angle of the holder which required increasing
the thickness of the base so that the holder would not cut through the walls due to the
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Figure 4 (a) CAD model of a chicken. (b) Tool path produced by slicer.

rotation. As Figure 3 shows, this change was very easy to make in the CAD model (changes
underlined). In general, such changes are difficult to make by editing the STL surface mesh
because some parts of the object remain unchanged while others are scaled and yet others
are independently rotated.

As another example, consider the model of a chicken in Figure 4. The legs of this model
are too thin and hence broke easily during printing. We wanted to make them thicker while
keeping the rest of the model at the same scale and ensuring that the chicken still balances
stably on its feet. The most convenient way to do this is to simply increase the radius of
the leg cylinders in CAD. However, the CAD model for the chicken was not available – we
only had access to the surface mesh in the form of an STL file. By reverse engineering the
CAD from the surface mesh, we were able to easily thicken the legs and successfully print
the model.

We have designed and implemented an early prototype synthesis algorithm (Algorithm 1)
that achieves some of the goals above. This is essentially a form of decompilation: given
an STL file S, find a simple CAD model which, when rendered, yields S. The algorithm is
based on the principle that every CAD model can be synthesized by either subtracting one
part from another part or unioning two parts together. Like many early program synthesis
projects, this algorithm is a combinatorial search that is intractable for models with more
than a dozen parts. However, in our problem domain, that is often plenty – OpenSCAD for
example has only 4 types of primitive solid objects that can be combined to build various
complex models. Figure 3 (column 2) shows example outputs of our algorithm.

Future directions

We believe that the intersection of CAD modeling and program synthesis is ripe with interest-
ing problems. As one concrete example, our prototype synthesis algorithm tends to produce
overly verbose CAD programs for highly symmetric parts since the algorithm’s search omits
looping constructs. More generally, we believe research should explore synthesis techniques
for minimizing CAD models, similar to copy paste detection [11], and also for superoptimizing
G-code, similar to techniques used in highly parallel low-power architectures [18].

We also propose further synthesis of high level models from surface meshes, but for
more constrained targets than full CAD models. In particular, “peeling” based modeling
where an object is approximated by composing interlocking flat sheets. Such designs have
the advantage of being printable as only flat sheets, which is faster and packs tighter than
traditional solid printing designs. Another natural generalization of this approach is exploring
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Algorithm 1 Synthesis algorithm for generating CAD models
procedure Search(model)

if empty(model) then return [ Empty() ]
else

candidates = [ ]
for b in primitiveBounds(model) do

diff = subtract (b, model)
for c in search (diff) do

candidates.append(Diff (b,c))
for m1, m2 in split (model) do

cs1 = search (m1)
cs2 = search (m2)
for c1 in cs1 do

for c2 in cs2 do
candidates.append(Union(c1, c2))

return candidates

how designs can be synthesized to take advantage of flexible filaments, e.g., by generating
origami-inspired hinged designs.

4 Compilers for 3D Printing

3D printing seeks to efficiently compile an abstract object description to an actual, physical
object. As described in Section 2, this compilation is typically composed of three stages: (1)
CAD to STL, (2) STL to G-code, and (3) G-code to low-level hardware control signals. Just
as traditional compiler research often focuses on middle-ends, here we focus on stage (2),
also known as the slicer. The slicer is an ideal target as it typically has the greatest impact
on print time and quality and also translates between standard languages independent of
front-end CAD details and back-end printer firmware details.

In addition to the core compilation strategy presented in Section 2, slicers provide
additional important features, as shown in Figure 4 (right). These include inserting support
structures under part overhangs beyond some threshold angle d (typically d ≈ 45°) and
inserting a “raft,” a thick set of initial layers to improve part adhesion to the print bed.
These additions are often essential for successfully printing complex parts and we hope to
explore their design space in future work. However, we propose that initial PL research
in this area should begin by focusing on the core compilation challenges of performance,
accuracy, and correctness.

Parallelization

Many desktop class printers have multiple extruders which, in principle, should enable
parallelism during the printing process. In practice, these extruders are only used one at
a time to support features such as multi-color prints or using dissimilar raft and support
materials. Exploiting the latent parallelism of multiple print heads requires extending the
slicing algorithm to partition the tool paths within each layer to sets of paths for each head.
This is challenging because the print heads are in a fixed orientation relative to one another
(typically mounted linearly along the printer’s upper gantry). Thus, all extruders move
together at fixed offsets from one another. Correctly generating G-code to manage the timing
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of all the coordinated movements presents a significant compilation challenge. Recently, some
researchers have started focusing on parallelizing 3D printing for specially-built industrial
printers [19], but the techniques used are proprietary and it is still unclear how they can be
applied to help end-users operating desktop class printers.

Our goal is to explore how classic compiler techniques such as peephole optimizations
can be applied to achieve parallelism. We suggest building directly upon the simple baseline
slicing strategy without making additional assumptions about printer hardware, since, as
mentioned above, an important objective is maintaining accessibility for end users. As a first
step, we will develop a G-code analysis to identify situations where a secondary extruder
will entirely traverse an extrusion path parallel to one that the primary extruder would
eventually extrude anyway. In these scenarios, we can keep the G-code produced by the
traditional slicing algorithm and merely tweak it to both (1) enable the secondary extruder
as it traverses the parallel future path, (2) remove the G-code for the primary extruder
following the subsequent path, and (3) patch up movements to connect the G-code before
and after the removed path.

Future Directions

Analogous to the bad old days of early compilers, users must occasionally manually tweak
the generated G-code to fix some print errors. This can be due to misbehavior of the printer
hardware (e.g., certain movements may cause a stepper motor to "skip" a position, especially
at high speeds, and require a small G-code tweak to mitigate) or bugs in the slicer (e.g.,
failure to retract the filament before a long movement, leading to smearing). We propose
that future slicer research investigate improving accuracy by incorporating error from earlier
trials into subsequent re-slicings. For example, if a generated part is 0.3mm too narrow in
the x direction due to printer hardware inaccuracy, the slicer could automatically insert
“padding” in x movements to compensate. We also hope to explore formalizing both STL
and G-code in order to reason formally about the correctness of slicing algorithms. Such a
formal foundation will also enable implementing more sophisticated slicing algorithms with
confidence by proving them equivalent to simpler strategies.

5 Runtime Monitoring

Desktop-class 3D printers are currently affordable because they use inexpensive stepper
motors, basic extruder designs, and lightweight frames. While these economical choices are
precisely what make the technology broadly available, they also lead to unreliability and
error. Even with a perfect CAD design and error-free slicing, prints can still fail due to
motors skipping steps, nozzles clogging, and environmental variations in temperature and
humidity. Future hardware improvements may mitigate some of these concerns, but even
experts operating high-end equipment still must often iteratively refine their process to get
the best results. Debugging failures and making performance tweaks is difficult because the
operation of the printer is opaque as it interprets tens of thousands of lines of G-code to
generate a part. In this section we propose video-based runtime monitoring techniques to
help debugging, detect printing errors, and address failures on the fly. These techniques take
inspiration from traditional programming language runtimes which aid debugging and ensure
safety by providing facilities to handle exceptions, prevent errors like division by zero or
array out of bounds accesses, and dynamic type checking.
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Record. Resemble? Respond!

Sitthi-Amorn et al. [24] have shown the use of depth cameras in runtime monitoring to repair
height errors on the fly in their 3D printing platform, MultiFab. They use image processing
and 3D scanning to identify pixels with varying depths and add pixel-wise corrective layers
to the printing process. We propose extending these techniques to validate and repair
other properties (e.g., dimensional accuracy) while also keeping the hardware requirements
affordable and performance overhead low.

A first step in aiding low cost print failure debugging is to log operations using commodity
cameras to record prints and tag each frame with the currently executing G-code instruction.
The logs can help users identify where the G-code may need to be tweaked to address poor
printer performance. These logs can also help printer firmware developers tune and debug
the low-level control code that translates G-code operations into carefully timed motor
commands.

With this simple foundation laid, the next natural step would be to develop analyses which
compare G-code programs and printing video streams to ensure that execution correctly
matches expected behavior. Such analyses can be used to abort print jobs early or selectively
disable printing in independent regions where something has gone wrong. This can be useful
when a long-running job printing multiple copies of a complex part goes wrong for just one of
the copies. Currently, the printer blindly continues executing G-code, oblivious to the small
localized failure. This often causes cascading errors as subsequent extrusions over the failed
area do not adhere correctly and are dragged over to interfere with the printing of other
copies which, independent of the initial failure, would have otherwise successfully printed. If
instead a runtime monitor could detect that an execution is no longer faithfully simulating
the behavior specified by the input G-code program, printing could be halted early for failed
parts, allowing other parts to successfully finish printing and to avoid wasted material.

Future Directions

A major challenge with video-based runtime monitoring for 3D printers is that responses
must be carried out quickly in order to be effective, but printers typically only contain cheap
microcontrollers for executing firmware. Future research should explore hybrid analysis
techniques where partial evaluation of a video-based analysis is carried out at slicing time,
before the first G-code instruction for a part is ever sent to the printer. Video-based analyses
should also be investigated to enable coordination of printers with other manufacturing
processes, e.g., a robotic arm. Such coordination could enable more sophisticated multi-
process desktop manufacturing, e.g., by enabling a pick-and-place machine to embed magnets
or metal fixtures within a part as it is being printed.

6 Related work

Several projects have explored new analyses of 3D models, slicing techniques, and user
interfaces to help mitigate current limitations in 3D printing. These results appear across
a diverse array of venues, from graphics to HCI, and many focus on industrial settings or
specialized hardware which future economies of scale or hardware improvements may make
broadly accessible. The programming languages community has only recently started looking
into these problems, e.g., in OpenFab [34], a framework for programmatically specifying
material and texture with the help of a domain specific language. Below we highlight
some noteworthy and inspirational examples from other communities attacking 3D printing
challenges.
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The strength of a 3D printed part is non-uniform due to stronger adhesion within a
layer than across layers. Umetani et al. developed a static analysis of CAD models to
determine optimal printing orientations for maximizing mechanical strength [33]. Galjaard
et al. explored optimizing CAD models to minimize material use while maintaining key
strength performance properties [6]. Teibrich et al. [31] introduced a patching technique to
repair already printed objects to avoid printing again from scratch, thereby saving material.
Delfs et al. [4] developed a tool that can optimize the orientation of a part during 3D printing
in order to make the surface smoother.

In terms of speeding up early prints, Mueller et al.’s work on WirePrint [13] and faB-
rickator [15] provide creative examples of how non-uniform height slicing and hybrid build
approaches (in this case using LegoTM) can radically reduce turnaround time when developing
prototypes. Mueller et al. [14] have also introduced laser cutting based techniques for rapid
prototyping using folding and stretching of an object instead of cutting joints.

Stava et al. [29] proposed a technique based on structural analysis that automatically
detects and fixes structural problems in models. Zhou et al. [35] proposes another structural
analysis for 3D printable objects that uses material and geometric properties. FlatFitFab [12]
is an interactive interface that allows users to specify functional parts and provides real-time
simulations that visualize stress. Dumas et al. [5] recently proposed a texture synthesis
algorithm that takes a surface mesh and an example pattern as inputs and generates a
texture.

New 3D printing applications are also constantly emerging, particularly within medical
contexts such as tissue and organ fabrication; customized prosthetics and implants; and drug
manufacturing, dosage forms, delivery, and discovery [9, 22].

7 Conclusion

In this paper, we proposed an early research agenda for using programming language
techniques to help make affordable, desktop-class manufacturing processes (such as 3D
printing) more accurate, fast, and accessible to end-users. Even as the available hardware
improves, we believe there will continue to be opportunities for software to narrow the gap
between expensive, high-end processes and the widely available, democratized means of
production. Here, we discussed three major domains where 3D printing in particular can
benefit from such research – applying program synthesis techniques to improve the design
process, applying compiler techniques to speed up and improve prints, and applying runtime
monitoring approaches to ease debugging. We are eager to further explore these particular
lines of work and look forward to seeing how the PL community can help address these
challenges more broadly.
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Abstract
Programming language definitions assign formal meaning to complete programs. Programmers,
however, spend a substantial amount of time interacting with incomplete programs – programs
with holes, type inconsistencies and binding inconsistencies – using tools like program editors and
live programming environments (which interleave editing and evaluation). Semanticists have done
comparatively little to formally characterize (1) the static and dynamic semantics of incomplete
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have guided modern language designs. Our own research will apply these principles in the design
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1 Introduction

Language-aware program editors (like Eclipse or Emacs, with the appropriate extensions
installed [13]) offer programmers a number of useful editor services. Simple examples include
(1) syntax highlighting, (2) type inspection, (3) navigation to variable binding sites, and
(4) refactoring services. More sophisticated editors provide context-aware code and action
suggestions to the programmer (using various code completion, program synthesis and
program repair techniques). Many editors also offer live programming [26, 5] services, e.g. by
displaying the run-time value of an expression directly within the editor as the program runs.

When these editor services encounter complete programs – programs that are well-formed
and semantically meaningful (i.e. assigned meaning) according to the definition of the language
in use – they can rely on a variety of well-understood reasoning principles and program
manipulation techniques. For example, a syntax highlighter for well-formed programs can be
generated automatically from a context-free grammar [47] and the remaining editor services
enumerated above can follow the language’s type and binding structure as specified by a
standard static semantics. Live programming services can additionally follow the language’s
dynamic semantics.

The problem, of course, is that many of the edit states encountered by a program editor
do not correspond to complete programs. For example, the programmer may be in the
midst of a transient edit, or the programmer may have introduced a type error somewhere
in the program. Standard language definitions are silent about incomplete programs, so in
these situations, simple program editors disable various editor services until the program is
again in a complete state. In other words, useful editor services become unavailable when
the programmer needs them most! More advanced editors attempt to continue to provide
editor services during these incomplete states by using various ad hoc and poorly understood
heuristics that rely on idiosyncratic internal representations of incomplete programs.

This paper advocates for a research program that seeks to understand both incomplete
programs, and the editor services that interact with them, as semantically rich mathematical
objects. This research program will broaden the scope of the “programming language
theory” (PLT) tradition, which has made significant advances by treating complete programs,
programming languages and logics as semantically rich mathematical objects.

In following the PLT tradition, we intend to start by developing a series of minimal calculi
that build upon well-understood typed lambda calculi to capture the essential character of
incomplete programs and various editor services of interest. Editor designers will be able to
apply the insights gained from studying these calculi (together with insights gained from the
study of human factors and other topics) to design more sophisticated program editors. Some
of these editors will evolve directly from editors already in use today. In parallel with these
efforts, we plan to design a “clean-slate” programming environment, Hazel, based directly on
these first principles. This will allow researchers to explore the frontier of what is possible
when one considers languages and editors within a common theoretical framework. Such a
clean-slate design will also likely prove useful in certain educational settings, and even some
day evolve into a practical tool.

Figure 1 shows a mockup of the Hazel user interface, which is loosely modeled after the
widely adopted IPython / Jupyter lab notebook interface [36]. This figure will serve as
our running example throughout the remainder of the paper. Each section below briefly
summarizes a fundamental problem that we must confront as we seek to develop a semantic
foundation for advanced program editors. For each problem, we discuss existing approaches,
including those advanced by our own recent research, and suggest a number of promising
future research directions that we hope that the community will pursue.
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fun summary_stats(m : matrix<float>)
     mean   = mean(m, ColumnWise)
     std    = std(m, )▢
     median = ▢{ }

Numerics Plotting Statistics

let my_data : matrix<float> = 

summary_stats(my_data)

{ }     mean   = [1.0 2.0 3.0 4.0 5.0]     
     std    = std(my_data, )▢
     median = ▢

1.1 2.3 3.0 4.1 5.2
1.2 1.8 3.1 4.1 5.2
0.9 2.2 2.7 3.5 4.9
0.8 1.5 3.3 4.3 4.7

Type at cursor: dimension

Action search...

ColumnWise

RowWise

Factor to variable…

▢( )▢

Full action palette...

(most probable)

Figure 1 A mockup of Hazel.

2 Problem 1: Syntactically Malformed Edit States

Textual program editors frequently encounter edit states that are not well-formed with
respect to the textual syntax of complete programs. For example, consider a programmer
constructing a call to a function std:

std(m,

There is a syntax error, so editor services that require a syntactically complete program must
be disabled. This is unsatisfying.

Sophisticated editors like Eclipse, and editor generators like Spoofax [20], use error
recovery heuristics that silently insert tokens so that the editor-internal representation is
well-formed [1, 7, 14, 19]. These heuristics are typically provided manually by the grammar
designer, though certain heuristics can be generated semi-automatically by tools that are
given a description of the scoping conventions of the language or of secondary notational
conventions (e.g. whitespace) [19, 12]. Error recovery heuristics require guessing at the
programmer’s intent, so they are fundamentally ad hoc and can confuse the programmer [19].

A more systematic alternative approach, and the approach that we plan to explore with
Hazel, is to build a structure editor – a program editor where every edit state maps onto a
syntax tree, with holes representing leaves of the tree that have not yet been constructed.
This representation choice sidesteps the problem of syntactically malformed edit states.
Notice that in Figure 1, the program fragment in cell (a) contains holes, appearing as squares.
This design also permits non-textual projections of expressions, e.g. the 2D projection of a
matrix value in cell (b). We will return to the topic of non-textual projections below.

Structure editors have a long history. For example, the Cornell Program Synthesizer was
developed in the early 1980s [45]. Although text-based syntax continues to predominate,
there remains significant interest in structure editors today, particularly in practice. For
example, Scratch is a structure editor that has achieved success as a tool for teaching
children how to program [40]. mbeddr is an editor for a C-like language [51], built using the
commercially supported MPS structure editor workbench [50]. TouchDevelop is an editor for
an object-oriented language [46]. Lamdu [24] and Unison [8] are open source structure editors
for functional languages similar to Haskell. Most work on structure editors has focused on the
user interfaces that they present. This is important work – presenting a fluid user interface
involving higher-level edit actions is a non-trivial problem, and some aspects of this problem
remain open even after many years of research. There is reason to be optimistic, however,
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HTyp : τ̇ ::= τ̇ → τ̇ | num | LM
HExp : ė ::= x | λx.ė | ė(ė) | n | ė+ ė | (ė : τ̇) | LM | LėM

Figure 2 Syntax of H-types and H-expressions in the Hazelnut calculus [34].

with recent studies suggesting that programmers experienced with a modern keyboard-driven
structure editor (e.g. mbeddr) can be highly productive [3, 52].

Researchers have also explored various “hybrid” approaches, which incorporate holes
into an otherwise textual program editor. These hybrid approaches are appealing in part
because tools for interacting with text, like regular expressions and various differencing
techniques used by version control systems, are already well-developed. For example, recent
work on syntactic placeholders envisions a textual program editor where edit actions cause
textual placeholders (a.k.a. holes) of various sorts to appear, rather than leaving the
program transiently malformed [2]. This “approximates” the experience of a structure editor
in common usage, while allowing the programmer to perform arbitrary text edits when
necessary. Some programming systems, e.g. recent iterations of the Glasgow Haskell Compiler
(GHC) [42] and the Agda proof assistant [32], support a workflow where the programmer
places holes manually at locations in the program that remain under construction. Another
hybrid approach would be to perform error recovery by attempting to insert holes into the
internal representation used by the program editor, without including them in the surface
syntax exposed to programmers. If “pure” structure editing proves too rigid as we design
Hazel, we will explore hybrid approaches.

3 Problem 2: Statically Meaningless Edit States

No matter how an editor confronts syntactically malformed edit states, it must also confront
edit states that are syntactically well-formed but statically meaningless. For example, the
following value member definition (assuming an ML-like language) has a type inconsistency:

val x : float = std(m, ColumnWise )

because std has type matrix(float) * dimension -> vec(float), but the type annota-
tion on x is float, rather than vec(float). This leaves the entire surrounding program
formally meaningless according to a standard static semantics.

In the presence of syntactic holes, the problem of reasoning statically about incomplete
programs becomes even more interesting. Consider the incomplete expression std(m, �)
from cell (a) in Figure 1. Although it is intuitively apparent that the type of this expression,
after hole instantiation, could only be vec(float) (the return type of std), and that the
hole must be instantiated with values of type dimension, the static semantics of complete
expressions is again silent about these matters.

Various heuristic approaches are implemented in Eclipse and other sophisticated tools, but
the formal character of these heuristics are obscure, buried deep within their implementations.
What is needed is a clear static semantics for incomplete programs, i.e. programs that
contain holes (in both expressions and types), type inconsistencies, binding inconsistencies
(i.e. unbound variables), and other static problems. Such a static semantics is necessary for
Hazel to be able to provide type inspection services. For example, in the right column of
Figure 1, Hazel is informing the programmer that the expression at the cursor, highlighted
in blue in cell (a), must be of type dimension). Similarly, Hazel must be able to assign
the incomplete function summary_stats an incomplete function type for it to be able to
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understand subsequent applications of summary_stats. Here, the function body has been
filled out enough to be able to assign the function the following incomplete function type:

matrix(float) -> { mean : vec(float), std : vec(float), median : � }

We have investigated a subset of this problem in recent work [34] by defining a static
semantics for a simply typed lambda calculus (with a single base type, num, for simplicity)
extended with holes and type inconsistencies (but no binding inconsistencies). Figure 2
defines the syntactic objects of this calculus – H-types, τ̇ , are types with holes LM, and
H-expressions, ė, are expressions with holes LM, and marked type inconsistencies, LėM. We
call marked type inconsistencies non-empty holes, because they mark portions of the syntax
tree that remain incomplete and behave semantically much like empty holes. Types and
expressions that contain no holes are complete types and complete expressions, respectively.

We will not reproduce further details here. Instead, let us simply note some interesting
connections with other work.

First, type holes behave much like unknown types, ?, from Siek and Taha’s pioneering
work on gradual typing [41]. This discovery is quite encouraging, given that gradual typing
is also motivated by a desire to make sense of one class of “incomplete program” – programs
that have not been fully annotated with types.

Empty expression holes have also been studied formally, e.g. as the metavariables of
contextual modal type theory (CMTT) [31]. In particular, expression holes can have types
and are surrounded by contexts, just as metavariables in CMTT are associated with types
and contexts. This begins to clarify the logical meaning of a typing derivation in Hazelnut –
it conveys well-typedness relative to an (implicit) modal context that extracts each expression
hole’s type and context. The modal context must be emptied – i.e. the expression holes
must be instantiated with expressions of the proper type in the proper context – before the
expression can be considered complete. This relates to the notion of modal necessity in
contextual modal logic.

For interactive proof assistants that support a tactic model based directly on hole filling,
the connection to CMTT and similar systems is quite salient. For example, Beluga [37] is
based on dependent CMTT and aspects of Idris’ editor support [4] are based on a similar
system – McBride’s OLEG [25]. As we will discuss in Sec. 5, our notion of a program editor
supports actions beyond hole filling.

There are a number of future research directions that are worth exploring.

Binding inconsistencies. In the simple calculus developed so far, all variables must be
bound before they are used, including those in holes. We plan extend Hazelnut to support
reasoning when a variable is mentioned without having been bound (as is a common workflow).
Dagenais and Hendren also studied how to reason statically about programs with binding
errors using a constraint system, focusing on Java programs whose imports are not completely
known [11]. They neither considered programs with holes or other type inconsistencies, nor
did they formally specify their technique. However, they provide a useful starting point.

Expressiveness. The simple calculus discussed above is only as expressive as the typed
lambda calculus with numbers. We must scale up the semantics to handle other modern
language features. Our plan is to focus initially on functional language constructs (so that
Hazel can be used to teach courses that are today taught using Standard ML, OCaml or
Haskell). This will include recursive and polymorphic functions, recursive types, and labeled
product (record) and sum types. We also propose to investigate ML-style structural pattern
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matching. All of these will require defining new sorts of holes and static inconsistencies,
including: (1) non-empty holes at the type level, to handle kind inconsistencies; (2) holes in
label position; and (3) holes and type inconsistencies in patterns.

Automation. Although we plan to explore some of these language extensions “manually,”
extending our existing mechanized metatheory, we ultimately plan to automatically generate
a statics for incomplete terms from a standard statics for complete terms, annotated perhaps
with additional information. There is some precedent for this in recent work on the Gradual-
izer, which is capable of producing a gradual type system from a standard type system with
lightweight annotations that communicate the intended polarities of certain constructs [10].
However, although it provides a good starting point, gradual type systems only consider the
problem of holes in types. Our plan is to build upon existing proof automation techniques,
e.g. Agda’s reflection [48] (in part because our present mechanization effort is in Agda).

4 Problem 3: Dynamically Meaningless Edit States

Modern programming tools are increasingly moving beyond simple “batch” programming
models by incorporating live programming features that interleave editing and evaluation
[44, 43, 26]. These tools provide programmers with rapid feedback about the dynamic
behavior of the program they are editing, or selected portions thereof [27]. Examples
include lab notebooks, e.g. the popular IPython/Jupyter [36], which allow the programmer
to interactively edit and evaluate program fragments organized into a sequence of cells (an
extension of the read-eval-print loop (REPL)); spreadsheets; live graphics programming
environments, e.g. SuperGlue [26], Sketch-n-Sketch [9] and the tools demonstrated by Bret
Victor in his lectures [49]; the TouchDevelop live UI framework [5]; and live visual and
auditory dataflow languages [6]. In the words of Burckhardt et al. [5], live programming
environments “capture the imagination of today’s programmers and promise to narrow the
temporal and perceptive gap between program development and code execution”.

Our proposed design for Hazel combines aspects of several of these designs to form a
live lab notebook interface. It will use the edit state of each cell to continuously update
the output value displayed for that cell and subsequent cells that depend on it. Uniquely,
rather than providing meaningful feedback about the dynamic behavior only once a cell
becomes complete, Hazel will provide meaningful feedback also about the dynamic behavior
of incomplete cells (and thereby further tighten Burckhardt’s “perceptive gap”).

For example, in cell (c) of Figure 1, the programmer applies the incomplete function
summary_stats to the matrix my_data, and the editor is still able to display a result. The
value of the column-wise mean is fully determined, because evaluation does not encounter any
holes, whereas the standard deviation and median computations cannot be fully evaluated.
Notice, however, that the standard deviation computation does communicate the substitution
of the applied argument, my_data, for the variable m.1

To realize this functionality, we need a dynamic semantics for incomplete programs
that builds upon our proposed static semantics. There is some precedent for this: research
in gradual typing considers the dynamic semantics of programs with holes in types, and
our proposed static semantics for incomplete programs borrows technical machinery from

1 To avoid exposing the internals of imported library functions, evaluation does not step into functions,
like std, that have been imported from external libraries indicated by the row at the top of Figure 1
(unless specifically requested, not shown).



C. Omar et al. 11:7

theoretical work on gradual typing [41]. However, we need a dynamic semantics for incomplete
programs that also have expression holes (and in the future, other sorts of holes).

Research on CMTT has not yet considered the problem of evaluating expressions under
a non-empty metavariable context. Normally, this would violate the classical notion of
Progress – evaluation can neither proceed, nor has it produced a value. We conjecture that
this is resolved by (1) positively characterizing indeterminate evaluation states, those where
a hole blocks progress at all locations within the expression, and (2) defining a notion of
Indeterminate Progress that allows for evaluation to stop at an indeterminate evaluation
state. By gradualizing CMTT and defining these notions, we believe we can achieve the
basic functionality described above.

There are several more applications that we aim to explore after developing these initial
foundations. For example, it would be useful for the programmer to be able to select a hole
that appears in an indeterminate state and be taken to its original location. There, they
should be able to inspect the value of a subexpression under the cursor in the environment of
the selected hole (rather than just its type). Again, CMTT’s closures provide a theoretical
starting point for this debugger service.

It would also be useful to be able to continue evaluation where it left off after making
an edit to the program that corresponds to hole instantiation. This would require proving
a commutativity property regarding hole instantiation. Fortunately, initial research on
commutativity properties for holes has been conducted for CMTT, which will serve as a
starting point for this work [31]. There are likely to be interesting new theoretical questions
(and, likely, some limitations) that arise if one adds non-termination and memory effects.

Relatedly, IPython/Jupyter [36] support a feature whereby numeric variable(s) in cells
can be marked as being “interactive”, which causes the user interface to display a slider. As
the slider value changes, the value of the cell is recomputed. It would be useful to be able to
use the mechanisms just proposed to incrementalize parts of this recomputation.

5 Problem 4: A Calculus of Edit Actions

The previous sections considered the structure and meaning of intermediate edit states.
However, to understand the act of editing itself, we need a calculus of edit actions that
governs transitions between these edit states.

In a structure editor, the ideal would be for every possible edit state to be both statically
and dynamically meaningful according to the semantics proposed in the previous two sections.
This corresponds formally to proving a metatheorem about the action semantics: when the
initial edit state is semantically meaningful, the edit state that results from performing an
action is as well. In a textual or hybrid setting, these structured edit actions would need
to be supplemented by lower-level text edit actions that may not maintain this invariant.
In addition to this crucial metatheorem, which we call sensibility, there are a number of
other metatheorems of interest that establish the expressive power of the action semantics,
e.g. that every well-typed term can be constructed by some sequence of edit actions.

In our recent work on Hazelnut, we have developed an action calculus for the minimal
calculus of H-types and H-expressions described in Section 3 [34]. We have mechanically
proven the sensibility invariant, as well as expressivity metatheorems, using the Agda proof
assistant. What remains is to investigate action composition principles. For example, it would
be worthwhile to investigate the notion of an action macro, whereby functional programs
could themselves be lifted to the level of actions to compute non-trivial compound actions.
Such compound actions would give a uniform description of transformations ranging from
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the simple – like “move the cursor to the next hole to the right” – to quite complex whole
program refactorings, while remaining subject to the core semantics. Using proof automation,
it should be possible to prove that an action macro implements derived action logic that
is admissible with respect to the core semantics. This would eliminate the possibility of
“edit-time” errors. This is closely related to work on tactic languages in proof assistants,
e.g. the Mtac typed macro language for Coq [53], differing again in that the action language
involves notions other than hole filling.

6 Problem 5: Meaningful Suggestion Generation and Ranking

The simplest edit actions will be bound to keyboard shortcuts. However, Hazel will also
provide suggestions to help the programmer edit incomplete programs by providing a
suggestion palette, marked (d) in Figure 1. This palette will suggest semantically relevant
code snippets when the cursor is on an empty hole. It will also suggest other relevant edit
actions, including high-level edit actions implemented by imported action macros (e.g. the
refactoring action in Figure 1). When the cursor is on a non-empty hole, indicating a static
error, it will suggest bug fixes. We plan to also consider bugs that do not correspond to
static errors, including those identified explicitly by the programmer, and those related
to assertion failures or exceptions encountered when using the live programming features
of Hazel. In these situations, we plan to build on existing automated fault localization
techniques [18, 38, 39].

Note that features like these are not themselves novel. Many editors provide contextually
relevant suggestions. Indeed, suggestion generation is closely related to several major research
areas: code completion [30, 17], program synthesis [15], and program repair [22, 28, 23, 21].

The problems that such existing systems encounter is exactly the problem we have
been discussing throughout this proposal: when attempting to integrate these features into
an editor, it is difficult to reason about malformed or meaningless edit states. Many of
these systems therefore fall back onto tokenized representations of programs [17]. Because
Hazel will maintain the invariant that every edit state is a syntactically and semantically
meaningful formal structure, we can develop a more principled solution to the problem of
generating meaningful suggestions. In particular, we will be able to prove that every action
suggestion generated for a particular edit state is meaningful for that edit state.

In addition to investigating the problem of populating the suggestion palette with
semantically valid actions, we will consider the problem of evaluating the statistical likelihood
of the suggestions. This requires developing a statistical model over actions. We will prove
that this statistical model is a proper probability distribution (e.g. that it “integrates” to
1), and that it assigns zero probability to semantically invalid actions. We will also develop
techniques for estimating the parameters of these distributions from a corpus of code or a
corpus of edit actions. Collectively, we refer to these contributions as a statistical action
suggestion semantics.

Ultimately, we envision this work as being the foundation for an intelligent programmer’s
assistant that is able to integrate semantic information gathered from the incomplete program
with statistics gathered from other programs and interactions that the system has observed
to do much of the “tedious” labor of programming, without hiding the generated code from
the programmer (as is the case with fully automated program synthesis techniques).
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7 Language-Editor Co-Design

In designing Hazel, we are intentionally blurring the line between the programming language
and the program editor. This opens up a number of interesting research directions in
language-editor co-design. For example, it may be possible to recast “tricky” language
mechanisms, like function overloading, type classes [16], implicit values, and unqualified
imports, as editor mechanisms. Because we will be treating programming as a structured
conversation between the programmer and the programming environment, the editor can
simply ask the programmer to resolve ambiguities when they arise. The programmer’s choice
is then stored unambiguously in the underlying syntax tree.

Another important research direction lies in exploring how types can be used to control
the presentation of expressions in the editor. In the textual setting, we have developed
type-specific languages (TSLs) [33]. It should be possible to define an analagous notion
of type-specific projections (TSPs) in the setting of a structure editor. For example, the
matrix projection shown in Figure 1 need not be built in to Hazel. Instead, the Numerics
library provider will be able to introduce this logic. In particular, TSPs will define not only
derived visual forms, but also derived edit actions (e.g. “add new column” for the example
just given.) It should be possible to switch between multiple projections (including purely
textual projections) while editing code and interacting with values. This line of research is
also related to our work on active code completion, which investigated type-specific code
generation interfaces in a textual program editor (Eclipse) [35].

Another interesting direction is that of semantic, interactive documentation. In particular,
in Hazel, references to program structures that appear in documentation will be treated
in the same way as other references and be subject to renaming and other operations.
Documentation will also be capable of containing expressions of arbitrary types (e.g. of
the Image or Link type). Together with the type-specific projection mechanism mentioned
above, we hope that this will allow Hazel to function not only as a structured programming
environment, but also as a structured document authoring environment! By understanding
hyperlinks as variable references (in, perhaps, a different modality [29]), we may be able to
blur the line between a module and a webpage.

8 Conclusion

To summarize, there are a number of interesting semantic questions that come up in the
design of program editors. We advocate a research program that studies these problems using
mathematical tools previously used to study programming languages and complete programs.
This work will both demystify the design of program editors and open up the doors for a
number of advanced editor services. Ultimately, we envision an intelligent programmer’s
assistant that combines a deep semantic understanding of incomplete programs with a broad
statistical understanding of common idioms to help humans author both programs and
documents (as one and the same sort of artifact.)

Acknowledgments. We thank the SNAPL 2017 reviewers and our paper shepherd Nate
Foster for the thoughtful comments and suggestions.
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Abstract
Software developers compose systems from components written in many different languages. A
business-logic component may be written in Java or OCaml, a resource-intensive component in
C or Rust, and a high-assurance component in Coq. In this multi-language world, program
execution sends values from one linguistic context to another. This boundary-crossing exposes
values to contexts with unforeseen behavior – that is, behavior that could not arise in the source
language of the value. For example, a Rust function may end up being applied in an ML context
that violates the memory usage policy enforced by Rust’s type system. This leads to the question
of how developers ought to reason about code in such a multi-language world where behavior
inexpressible in one language is easily realized in another.

This paper proposes the novel idea of linking types to address the problem of reasoning
about single-language components in a multi-lingual setting. Specifically, linking types allow
programmers to annotate where in a program they can link with components inexpressible in
their unadulterated language. This enables developers to reason about (behavioral) equality
using only their own language and the annotations, even though their code may be linked with
code written in a language with more expressive power.
NOTE: This paper will be much easier to follow if viewed/printed in color.
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1 Reasoning in a Multi-Language World

When building large-scale software systems, programmers should be able to use the best
language for each part of the system. Using the “best language” means the language that
makes it is easiest for a programmer to reason about the behavior of that part of the system.
Moreover, programmers should be able to reason only in that language when working on
that component. That might be Rust for a high-performance component, a terminating
domain-specific language for a protocol parser, or a general-purpose scripting language
for UI code. In some development shops, domain-specific languages are used in various
parts of systems to better separate the logic of particular problems from the plumbing of
general-purpose programming. But it’s a myth that programmers can reason in a single
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language when dealing with multi-language software. Even if a high-assurance component
is written in Coq, the programmer must reason about extraction, compilation, and any
linking that happens at the machine-level. An ML component in a multi-language system has
contexts that may include features that don’t exist in ML. This is a problem for programmers,
because as they evolve complex systems, much time is spent refactoring – that is, making
changes to components that should result in equivalent behavior. Programmers reason about
that equivalence by thinking about possible program contexts within which the original
and refactored components could be run, though usually they only think about contexts
written in their own language. But if they have linked with another language, the additional
contexts from that language also need to be taken into account. Equivalence in all contexts,
or contextual equivalence, is therefore central to programmer reasoning. Unfortunately,
programmers cannot rely upon contextual equivalence of their own language. Instead, since
languages interact after having been compiled to a common target, the contextual equivalence
that programmers must rely upon is that of the compilation target, which may have little to
do with their source language.

For programmers writing components in safe languages like OCaml, the situation is made
worse by the fact that the common target is likely a low-level unsafe language like assembly
which permits direct access to memory and the call-stack. An object-code linker will verify
symbols, but little more. This means that whenever an OCaml programmer links with C
code via the FFI, they have to contend with the fact that the C code they write can easily
disrupt the equivalences they rely on when reasoning about their OCaml code. Rather than
being able to rely upon tooling, the user of a C library must reason carefully about how the
C code will interact, at the assembly level, with their OCaml abstractions. For example, an
OCaml function that is polymorphic in its arguments could have these arguments inspected
by C code it linked with, violating parametricity. On the other side, the C programmer
attempting to write a library that can be linked with OCaml must keep all the invariants
of OCaml in mind and attempt not to violate any of them. This is difficult and requires
reasoning not only about how the OCaml and C languages work but also how they are
compiled to assembly, because it is at the assembly level that they interact.

Since programmers use a language for its features and linguistic abstractions, we would
like programmers to be able to reason using contextual equivalence for that language, even in
the presence of target-level linking. A fully abstract compiler enables exactly this reasoning:
it guarantees that if two components are contextually equivalent at the source their compiled
versions are contextually equivalent at the target. However, this guarantee comes at a steep
cost: a fully abstract compiler must disallow linking with components whose behavior is
inexpressible in the compiler’s source language. But often that extra behavior or control is
exactly why the programmer is linking with a component written in another “more expressive”
language. An example of additional behavior is a non-concurrent language linking with a
thread implementation written in C. An example of additional control is an unrestricted
language linking with a concurrent data structure written in Rust, where linear types ensure
data-race freedom.

There are two ways in which a programming language A can be more expressive than
another language B, where, following Felleisen [12], we assume both languages have been
translated to a common substrate (for us, compiled to a common target), such that A
contexts can be wrapped around B program fragments:
1. A has features unavailable in B that can be used to create contexts that can distinguish

components that are contextually equivalent in B. We say that language A is positively
more expressive than language B, since the (larger) set of A contexts have more power to
distinguish. For instance, A may have references or first-class control while B does not.
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2. A has rich type-system features unavailable in B that can be used to rule out contexts
that, at less precise types, were able to distinguish inequivalent B components. We say
that language A is negatively more expressive than language B, since type restrictions
on A contexts result in a (smaller) set of well-typed A contexts that have less power to
distinguish. For instance, A may have linear types or polymorphism while B does not.1

The greater expressivity of programming languages explored by Felleisen [12] is what
we call positive expressivity. As far as we are aware, the notion of negative expressivity,
presented in this dual way, has not appeared in the literature.

Linking with code from more expressive languages affects not just programmer reasoning,
but also the notion of equivalence used by compiler writers to justify correct optimizations.
While there has been a lot of recent work on verified compilers, most assume no linking
(e.g., [19, 20, 22, 29, 32, 17]), or linking only with code compiled from the same source
language [4, 5, 15, 23, 16].

One approach that does support cross-language linking is Compositional Compcert [30],
which nonetheless only allows linking with components that satisfy CompCert’s memory
model. Another approach is the multi-language style of verified compilers by Perconti and
Ahmed [28], which allows linking with arbitrary target code that may be compiled from
another source language R. This approach, which embeds both the source S and target T
into a single multi-language ST , means that compiler optimizations can be justified in terms
of ST contextual equivalence. However, as a tool for programmer reasoning, this comes at
a significant cost, as the programmer needs to understand the full ST language and the
compiler from R to T . Moreover, the design of the multi-language fixes what linking should
and should not be permitted, a decision that affects the notion of contextual equivalence
used to reason about every component written in the source language.

We contend that compiler writers should not get to decide what linking is allowed, and
indeed, we don’t think they want to. Currently compiler writers are forced to either ignore
linking or make such arbitrary decisions because existing source-language specifications are
incomplete with respect to linking. Instead, this should be a part of the language specification
and exposed to the programmer so that she can make fine-grained decisions about linking,
which leads to fine-grained control over what contexts she must consider when reasoning
about a particular component. Every compiler should then be fully abstract, which means it
preserves the equivalences chosen by the programmer.

We advocate extending source-language specifications with linking types, which minimally
enrich source-language types and allow programmers to optionally annotate where in their
programs they can link with components that would not be expressible in their unadulterated
source language. As a specification mechanism, types are familiar, and naturally allow us
to change equivalences locally. They fulfill our desire to allow the programmer fine-grained

1 Example 1: A has linear types.
Consider B components of type unit→ int:

c1 increments a counter on each call and returns it
c2 increments a counter on first call and returns it

And B distinguishing context:

λc. c (); c ()
: (unit→ int)→ int

With A contexts of type (unit→ int)L → int, c1
and c2 are contextually equivalent, since each must
be called exactly once.

Example 2: A has polymorphism.
Consider B components of type unit→ int:

p1 = λx. 0
p1 = λx. 1

And B distinguishing context:

λf. if f()=0 then diverge else ()
: (unit→ int)→ unit

WithA contexts of type ∀α.(unit→ α)→ unit,
p1 and p2 are contextually equivalent, since their
return values may not be inspected.
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control, as they appear on individual terms of the language. A linking-types extension will also
often introduce new terms (and operational semantics) intended solely for reasoning about
the additional contexts introduced through linking. These new terms are a representative
abstraction of potentially complex new behavior from another language that the programmer
wants to link with. (This is analogous to how Gu et al. [13] lift potentially complex behavior
in a lower abstraction layer into a simpler representation in a higher layer.) Now if the
programmer reasons about contexts including those terms, she will have considered the
behavior of all contexts that her component may be linked with after compilation.

We envision that language designers will provide many different linking-types extensions
for their source languages. Programmers can then opt to use zero or more of these extensions,
depending on their linking needs.

2 Linking Types, Formally

To formally present the basic idea of linking types, we consider a setting with two simple
source languages – see Figure 1 (top) – and show how to design linking types that mediate
different interactions between them. Our source languages are λ, the simply typed lambda
calculus with integer base types, and λref , which extends λ with ML-like mutable references.
We want type-preserving, fully abstract compilers from these source languages to a common
target language. That target should have a rich enough type system so that the compiler’s
type translation can ensure full abstraction by using types to rule out linking with target
contexts whose behavior is inexpressible in the source. Here we illustrate the idea with a fairly
high-level target language λref

exc – see Figure 1 (bottom) – that includes mutable references
and exceptions and has a modal type system that can distinguish pure computations from
those that either use references or raise exceptions.2 We include exceptions in the target
as a representative of the extra control flow often present in low-level targets (e.g., direct
jumps). An impure target computation E•τexc

τ (pronounced “impure exception-raising tau
computation”) may access the heap while computing a value of type τ or raising an exception
of type τexc. In contrast, a pure computation E◦0 τ (pronounced “pure tau computation”)
may not access the heap, and cannot raise exceptions as the exception type is the void
(uninhabited) type 0.

Consider the scenario where the programmer writes code in λ and wants to link with
code written in λref . Assume this linking happens after both λ and λref have been compiled
using fully abstract compilers to λref

exc. We illustrate this with concrete example programs
e1 and e2 which are equivalent in λ. Now consider the context Cref which implements a
simple counter using a reference cell. The λ compiler, since it is fully abstract, would have to
disallow linking with Cref since it can distinguish e1 from e2. More generally, in order to rule
out this class of equivalence-disrupting contexts, the fully abstract compiler would have to
prevent linking with any code that has externally visible effects.3 This can be accomplished
by a type-directed compiler that sends all λ arrows τ1 → τ2 to pure functions τ ′1 → E◦0 τ

′
2,

where τ ′1 and τ ′2 are the translations of types τ1 and τ2. This would rule out linking with
contexts with heap effects like Cref . But in this case, the programmer wants to link these
together and is willing to lose some equivalences in order to do so.

2 We use a modal type system here, but any type-and-effect system would suffice.
3 For simplicity, the type system we show here doesn’t support effect masking, so we rule out linking with

all effectful code. More realistic target languages, e.g., based on Koka [18], would support linking with
code without externally visible effects.
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λ τ ::= unit | int | τ → τ

e ::= () | n | x | λx : τ. e | e e
e + e | e ∗ e | e− e

v ::= () | n | λx : τ. e

λref τ ::= . . . | ref τ
e ::= . . . | ref e | e := e | !e
v ::= . . . | `

λref
exc τ ::= 0 | unit | int | ref τ | τ → Eε

τexc τ

ε ::= • | ◦
e ::= () | n | x | λx : τ. e | e e | e + e | e ∗ e | e− e | throw e

catch e with val x⇒ e ; exc y⇒ e | ref e | e := e | !e
v ::= () | n | λx : τ. e | `

Γ ` v : τ
Γ ` () : unit

Γ, x : τ ` e : Eρ
τexnτ

′

Γ ` λ x : τ.e : τ → Eρ
τexnτ

′

Γ ` e : Eε
τexnτ Γ ` v : τ

Γ ` v : E◦0τ

Γ ` e1 : Eρ1
τexn (τ → Eρ3

τexnτ
′) Γ ` e2 : Eρ2

τexnτ

Γ ` e1 e2 : Eρ1∨ρ2∨ρ3
τexn τ ′

Γ ` e : Eρ
τexn τ ` τ

Γ ` ref e : E•τexn refτ

Γ ` e1 : Eρ1
τexn ref τ Γ ` e1 : Eρ2

τexn τ

Γ ` e1 := e2 : E•τexn unit

Γ ` e : Eρ
τexn ref τ

Γ ` !e1 : E•τexn τ

Γ ` e : Eρ
τexn τ Γ, x : τ ` e2 : Eρ2

τ ′exn
τ ′ Γ, y : τexn ` e1 : Eρ1

τ ′exn
τ ′

Γ ` catch e with val x⇒ e1 ; exc y⇒ e2 : Eρ1∨ρ2
τ ′exn

τ ′
Γ ` e : τexn ` τ
Γ ` throw e : E◦τexn τ

Figure 1 λ and λref syntax (top), λref
exc syntax and selected static semantics (bottom).

e1 = λc. c()
e2 = λc. c(); c()

∀Cλ.Cλ[e1] ≈λ Cλ[e2]

Cref = let x = ref 0 in
let c′ () = x := !x + 1; !x in [·]c′

Cref [e1] ⇓ 1
Cref [e2] ⇓ 2

To enable the above linking, we present a linking-types extension for λ that includes both
an extended language λκ and functions κ+ and κ− that relate types of λ and λκ. The λκ
type system includes reference types and tracks heap effects. We need to track heap effects
to be able to reason about the interaction between the pure λ code and impure λref code
that it will be linked with. This extension is shown on the left in Figure 2. The parts of
λκ that extend λ are typeset in magenta, whereas terms that originated in λ are orange.
λκ types τ include base types unit and int, reference types ref τ , and a computation type
Rε τ , analogous to the target computation type Eετexn

τ , but without tracking exception effects.
λκ terms e include terms from λ, as well as terms for allocating, reading, and updating
references.

With this extension, we annotate e1 and e2 with a linking type that specifies that the
input can be heap-effecting: λc. c() 6≈ctxλκ λc. c(); c() : (unit→ R• int)→ R• int. At this
type, e1 and e2 are no longer contextually equivalent and, further, can be linked with the
counter library.

Without the above annotation, the compiler would translate the type of λc. c() or
λc. c(); c() from the λ type unit→ int to the λref

exn type unit→ E◦0int, and the type expected
by the counter from the λref type unit→ int to the λref

exn type unit→ E•0int. Since these are
not the same, an error would be reported: that unit→ int is not compatible with unit→ int.
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λκ τ ::= unit | int | ref τ | τ → Rε τ

e ::= () | n | x | λx : τ . e | e e | e + e
| e ∗ e | e− e | ref e | e := e |!e

v ::= () | n | λx : τ . e | `
ε ::= • | ◦

κ+(unit) = unit
κ+(int) = int
κ+(τ1 → τ2) = κ+(τ1)→ R◦ κ+(τ2)

κ−(unit) = unit
κ−(int) = int
κ−(ref τ) = κ−(τ)
κ−(τ1 → Rε τ2) = κ−(τ1)→κ−(τ2)

λrefκ τ ::= unit | int | ref τ | τ → Rε τ

e ::= () | n | x | λx : τ . e | e e | e + e
| e ∗ e | e− e | ref e | e := e |!e

v ::= () | n | λx : τ . e | `
ε ::= • | ◦

κ+(unit) = unit
κ+(int) = int
κ+(ref τ) = ref κ+(τ)
κ+(τ1 → τ2) = κ+(τ1)→ R• κ+(τ2)

κ−(unit) = unit
κ−(int) = int
κ−(ref τ) = ref κ−(τ)
κ−(τ1 → Rε τ2) = κ−(τ1)→κ−(τ2)

Figure 2 Linking-types extension of λ and λref .

This error matches our intuition – that an arrow means something fundamentally different
in a pure language and one that has heap effects. For advanced users, the compiler could
explain the type translations that gave rise to that incompatibility. By contrast, with the
type annotation unit→ R• int both types translate to the same λref

exn type unit→ E•0int
and thus no error will be raised.

With the linking-types-extended language, note that the additional terms are intended
only for reasoning, so that programmers can understand the kind of behavior that they are
linking with; they should not show up in code written by the programmer. If we allowed
programmers to use these terms in their code, we would be changing the programming
language itself, whereas linking types should only allow a programmer to change equivalences
of their existing language. Our focus is linking, not general language extension. The last
part of the linking-types extension is the pair of functions κ+, for embedding λ types in λκ,
and κ− for projecting λκ types to λ types. We will discuss the properties that κ+ and κ−
must satisfy below.

Also shown in Figure 2 is a linking-types extension of λref that allows λref to distinguish
program fragments that are free of heap effects and can then safely be passed to linked λ
code. This results in essentially the same extended language λκ; the only changes are the
arrow and reference cases of κ+ and κ− and in terms that should be written by programmers.

We can now develop fully abstract compilers from λκ and λrefκ – rather than λ and λref –
to λref

exc using the following type translation to ensure full abstraction:

〈〈unit〉〉 = unit

〈〈int〉〉 = int

〈〈ref τ〉〉 = ref 〈〈τ〉〉
〈〈τ1 → Rε τ2〉〉 = 〈〈τ1〉〉→Eε0 〈〈τ2〉〉

2.1 Properties of Linking Types
For any source language λsrc, an extended language λκsrc paired with κ+ and κ− is a
linking-types extension if the following properties hold:

λsrc terms are a subset of λκsrc terms.
λsrc type τ embeds into a λκsrc type by κ+(τ).
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λκsrc type τκ projects to a λsrc type by κ−(τκ).
For any λsrc type τ , κ−(κ+(τ)) = τ .
κ+ preserves and reflects equivalence:
∀e1, e2 ∈ λsrc. e1 ≈ctxλsrc

e2 : τ ⇐⇒ e1 ≈ctxλκsrc
e2 : κ+(τ).

∀e, τ . e : τ =⇒ e : κ−(τ) when e only contains λsrc terms.
A compiler for λκsrc should be fully abstract, but it need only compile terms from λsrc.

Reasoning about contextual equivalence means reasoning about the equivalence classes
that contain programs. Thus we can understand the effect of linking types, and of the
properties that guide them, by studying how the extensions affect equivalence classes. In
Figure 3, we present three programs (A, B, and C) valid in both λ and λref . At the type
(int→ int)→ int, all three programs are equivalent in λ, which we illustrate by putting
A, B, C in a single equivalence box. In λ, all functions terminate, which means that calling
the argument f zero, one, or two times before discarding the result is equivalent. However,
in λref , A, B, and C are all in different equivalence classes, since f may increment a counter,
which means a context could detect the number of times it was called.

The top of the diagram shows equivalence classes for λκ/λrefκ. Here we can see how
equivalences can be changed by annotating these functions with different linking types. Note
that equivalence is only defined at a given type, so we only consider when all three functions
have been given the same linking type.

At the type (int→ R◦int)→ R◦int these programs are all equivalent since this linking
type requires that f be pure. At the type (int→ R•int)→ R•int all three programs are in
different equivalence classes, because the linking type allows f to be impure, which could be
used by a context to distinguish the programs. At the type (int→ R◦int)→ R•int all three
programs are again equivalent. While the type allows the body to be impure, since the argu-
ment f is pure, no difference can be detected. The last linking type (int→ R•int)→ R◦int
is a type that can only be assigned to the program A, because if the argument f is impure
but the result is pure the program could not have called f.

We can see here that κ+ is the “default” embedding, which has the important property
that it preserves equivalence classes from the original language. Notice that κ+ for λ and
λref both do this, and send the respective source (int→ int)→ int to different types.

3 Additional Applications of Linking Types

This section contains examples of languages we would like to be able to link with λref but
which contain features that require we either rule out such linking or give up on programmers
being able to reason in their source language (without linking types). We consider idealized
languages here – and indeed, we believe that programmers would benefit from smaller, more
special-purpose languages in a software project – but the ideas carry through to full languages
with different expressivity.

3.1 Linearity in Libraries
Substructural type systems are particularly useful for modeling resources and for reasoning
about where a resource must be used or when consuming a resource should render it unusable
to others. Simple examples include network sockets and file handles, where opening creates
the resource, reading consumes the resource and possibly creates a new one, and closing
consumes the resource. An ML programmer may want to use libraries written in a linear or
affine language (such as Rust) to ensure safe resource handling. But if the language with
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program A λf : int→ int. 1
program B λf : int→ int. f 0; 1
program C λf : int→ int. f 0; f 0; 1

(int → R◦int)
→ R◦int

(int → R◦int)
→ R•int

(int → R•int)
→ R◦int

(int → R•int)
→ R•int τ1 τ2 . . .

λκ

λrefκ

λ

(int → int) → int τ1 τ2 . . .

λref

(int → int) → int τ1 τ2 . . .

A B C

A B C A B C A A B C

A B C

X

X

XX

X

X

XX X X X

XX

X

X

X

X X

X

X

X

X

X X

κ+ for λ
κ+ for λref

Figure 3 Equivalence classes when giving different linking types to programs.

linear or affine types allows values to cross the linking boundary, ML needs to respect the
linear or affine invariants to ensure soundness. For instance, if an ML component passes
a value as affine to a Rust component but retains a pointer to the value and later tries to
use it after it was consumed (in Rust), it violates the affine invariant that every resource
may be used at most once, making the program crash. Similarly, if an ML component never
consumes a linear value, it violates the linear invariant that every resouce must be used
exactly once, resulting in a resource leak.

A fully abstract compiler would prevent linking in the above scenarios since two compon-
ents that are equivalent in a linear/affine language can easily be distinguished by a context
that does not respect linear/affine invariants. For instance, an affine function that consumes
its affine input and one that does not are equivalent if the context cannot later try to consume
the same input.

We can use linking types to give non-linear languages access to libraries with linear APIs.
Specifically, we would extend the types of our non-linear source language λref as follows:

φ ::= unit | int | ref τ | τ → τ

τ ::= φ | φL

κ+(unit) = unit
κ+(int) = int
κ+(ref τ) = ref κ+(τ)
κ+(τ1 → τ2) = κ+(τ1)→ κ+(τ2)

κ−(φ) = κL−(φ)
κ−(φL) = κL−(φ)
κL−(unit) = unit
κL−(int) = int
κL−(ref τ) = ref κ−(τ)
κL−(τ1 → τ2) = κ−(τ1)→κ−(τ2)

Note that the target of compilation would either need to support linear types or enforce
linearity at runtime – e.g., via contracts à la Tov and Pucella [31].

3.2 Terminating Protocol Parsers
For certain programming tasks, every program should terminate – for instance, HTTP
protocol parsing should never end up in an infinite loop. A programmer could implement
such tasks using a special-purpose language in which divergence is impossible. We still,
however, need to link such terminating languages with general-purpose languages – while the
protocol parser should always terminate, the server where it lives better not!
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A fully abstract compiler would have to prevent such linking, since two components
that are equivalent in a terminating language can easily be distinguished by a context with
nontermination. For instance, a function that calls its argument and discards the result,
and one that ignores its argument are equivalent if the context provides only terminating
functions as arguments, but not if the context provides a function that diverges when called.

We can use linking types to allow terminating and nonterminating languages to interact.
Concretely, we can extend the types of our nonterminating language λref with a terminating
function type, written τ → τ�. The extension is as follows, but we elide cases of κ+ and κ−
that are the same as in Figure 2:

τ ::= unit | int | ref τ | τ → τ� | τ → τ

κ+(τ1 → τ2) = κ+(τ1)→ κ+(τ2)
κ−(τ1 → τ2�) = κ−(τ1)→κ−(τ2)
κ−(τ1 → τ2) = κ−(τ1)→κ−(τ2)

The typing rules (elided) would likely need to rely on some syntactic termination check for
functions ascribed the terminating arrow type. We could also imagine making the terminating
arrow rely on a runtime timeout. The latter would require a new application typing rule to
reflect that sometimes applying a terminating function might return a nonce value indicating
that computation was cut off, and our language would need to be trivially extended with
sum types to handle that possibility in programs.

3.3 Surfacing Cost of Computation
Some security vulnerabilities rely on the fact that the cost of a computation may be discernable
(e.g., by observing time, or CPU or memory consumption). To prove the absence of such
vulnerabilities, we could remove the mechanism of observation – but this is likely impossible,
since even if we remove timing from our language, if the program communicates over the
network timing can happen on other systems. A more promising strategy is to introduce
the notion of cost (time or space) into the model and then prove that various branches are
indistinguishable in that model (see, e.g. [6], [14], [9]). Nonetheless, one would not want to
have to write non-security-sensitive parts of programs in one of these cost-aware languages.
This motivates a linking-types extension of a non-cost-aware language – in this case again our
idealized λref – with a notion of computations with cost. As before, we only show differences
from Figure 2:

τ ::= unit | int | ref τ | τ → C•τ | τ → CNτ

κ+(τ1 → τ2) = κ+(τ1)→ C•κ+(τ2)
κ−(τ1 → C•τ2) = κ−(τ1)→κ−(τ2)
κ−(τ1 → CNτ2) = κ−(τ1)→κ−(τ2)

The type system is modal – computations CNτ have a known cost N, and computations C•τ
have an unknown cost. Fully abstract compilation from a cost-aware language and the above
extended language would only allow known-cost computations to be passed to the cost-aware
language. As before, this relies upon the target language supporting a type system that is
at least as expressive, such that it can safely separate the known-cost and unknown-cost
modalities.

This application of linking types echos the work by D’Silva et al. [11], which discusses
enriching the model in which properties are investigated to encompass side channels like
timing. While their work investigates machine models, ours relies upon type systems in
the language where linking takes place. Further, D’Silva et al. envision programmers would
opt in to security properties via annotations that would change how the compiler treated a
piece of code, whereas we envision that the compiler would preserve source equivalences by
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default and programmers would have to opt out of the default fully abstract compilation
by using linking types. We believe that our approach can be used with other side channels
as well, provided sufficient mechanisms exist to distinguish computations that might reveal
information from those that cannot.

3.4 Gradual Typing
As we have already shown, linking types are useful when linking more precisely and less
precisely typed languages. Taken to an extreme, we can add linking types to a un(i)typed
language to facilitate sound linking with a statically typed language. We can do this by
starting with a language with a single type, the dynamic type, and then constructing an
extension that adds further types. A typed target language would then allow code compiled
from a different, typed, source language to be linked with this gradually typed language. A
fully abstract compiler for the extended language would have to make use of run-time checks
at the boundaries between typed and untyped code, analogous to sound gradual typing.

4 Bringing Linking Types to Your Language

To understand linking types and the way they interact with existing languages, we consider
an example of how a language designer would incorporate them and discuss their usefulness
and viability (à la Cardelli [8]).

Day 1: Fully abstract compiler. As a first step, the language designer implements and
proves fully abstract a type-directed compiler for her language A. To make it more concrete,
you can consider A to be the language λ from earlier in the paper, but this scenario is general
– you could equally consider A to be a language like OCaml. The compiler targets a typed
low-level intermediate language L, using an appropriate type translation to guarantee that
equivalences are preserved. This, concretely, could be a target like λref

exn, but could also be a
richly-typed version of LLVM. All linking should occur in L, which means the subsequent
passes, to LLVM, assembly, or another target, need not be fully abstract.

Discussion
Full abstraction is a key part of linking types, as it is required to preserve the equivalences
that programmers rely upon for reasoning.
The representative terms added to the linking-types-extended language are used in the
proof of full abstraction, which essentially requires showing that target contexts can be
back-translated to equivalent source contexts.
While we use static types in our target to ensure full abstraction – and gain tooling
benefits from it (explored in Day 3) – we can also use dynamic checks when appropriate
(e.g. [25, 10]).
We are currently designing a language like L, which we expect to be similar to a much
more richly typed version of LLVM, such that types could be erased and existing LLVM
code-generation infrastructure could be used (as discussed by Ahmed at SNAPL’15 [1]).

Day 2: Linking with more expressive code. A programmers are happy using the above
compiler since they can reason in terms of A semantics, even when using libraries directly
implemented in L or compiled from other languages. But, soon the language designer’s users
ask to link their code with a B language library with features in L but not in A, something
that the fully abstract compiler currently prevents. In the example used earlier in the paper,
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B would be λref , and the additional feature would be mutable references, but again, this is a
general process that could apply to other features.

The compiler writer introduces a linking-types extension to capture the inexpressible
features for her A programmers. She implements a type checker for the fully elaborated
linking types and extends her fully abstract compiler to handle the extended Aκ types.

Discussion
While the linking types will in general be a new type system, no impact is seen on type
inference, because linking types are never inferred: first the program will have source
types inferred, and then all source types will be lifted to the linking types, using the
programmer-specified annotations where present and the default κ+ embedding where
annotations are absent.

Day 3: When can components in two languages be linked? Happily able to link with
other languages, the A programmer uses the tooling associated with the A and B compilers
to determine when a B component can be used at a linking point. The tool uses the compiler
to translate the B component’s type τB to an L type τL and then attempts to back-translate
τL to an A type τA by inverting the A compiler’s type translation. Should this succeed, the
component can be used at the type τA. This functionality allows the programmer to easily
work on components in both A and B at once while getting cross-language type errors if the
interfaces do not match. In the example used earlier in the paper, such a type error showed
up when trying to link the λref counter library with the λ client that had not been annotated.

Discussion
This functionality depends critically on the type-directed nature of our compilers and the
presence of types in the low-level intermediate language L, where the types become the
medium through which we can provide useful static feedback to the programmer.
While linking these components together relies upon shared calling conventions, this
is true of any linking. Currently, cross-language linking often relies upon C calling
conventions.

Day 4: Backwards compatibility for programmers. At the same time, another programmer
continues to use A, unaware of the Aκ extension introduced in Day 2, since linking types
are optional annotations. At lunch, she learns about linking types and realizes that the C
language she uses could benefit from the L linking ecosystem. She asks the compiler writer
for a C-to-L compiler.

Discussion
Linking types are entirely opt-in – a programmer can use a language that has been
extended with them and benefit from the compiler tool-chain without knowing anything
about them. Only when she wants to link with code that could violate her source-level
reasoning does she need to deal with linking types.
FFIs are usually considered “advanced material” in language documentation primarily
due to the difficulty of using them safely. Since linking types enable safe cross-language
linking, we hope that linking-type FFIs will not be considered such an advanced topic.

Day 5: Backwards compatibility for language designers. Never a dull day for the compiler
writer: she starts implementing a fully abstract compiler from C to L, but realizes that L
is not rich enough to capture the properties needed. She extends L to L∗, and proves fully
abstract the translation from L to L∗. Since full abstraction proofs compose, this means
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that she immediately has a fully abstract compiler from Aκ to L∗. She then implements
a fully abstract compiler from C to L∗. Programmers can then link Aκ components and
C components provided that the former do not use C features that cannot be expressed in
Aκ. Luckily for the compiler writer, the proofs mean that the behavior of Aκ, even in the
presence of linking, was fully specified before and remains so. Hence, A and Aκ programmers
need not even know about the change from L to L∗.

Discussion
While implementing fully abstract compilers is nontrivial, the linking-types strategy
permits a gradual evolution, not requiring redundant re-implementation and re-proof
whenever changes to the target language are made.
More generally, the proofs of full abstraction mean that the compiler and the target are
irrelevant for programmers – behavior is entirely specified at the level of the (possibly
extended by linking types) source.

5 Research Plan and Challenges

We are currently studying the use of linking types to facilitate building multi-language
programs that may consist of components from the following: an idealized ML (essentially
System F with references); a simple linear language; a language with first-class control;
and a terminating language. We plan to develop a richly typed target based on Levy’s
call-by-push-value (CBPV) [21] that can support fully abstract compilation from our linking-
types-extended languages. Zdancewic (personal communication on Vellvm2) has recently
demonstrated a machine equivalence between a variant of CBPV and an LLVM-like SSA-based
IR so this provides a path from our current intended target to a richly typed LLVM.

One critical aspect of such a type system is that it should be able to identify when a
component is free of a given effect, even though the component may use that effect internally.
For instance, a component that throws exceptions internally but handles them all should be
assigned an exception-free type. We expect to draw inspiration from the effect-masking in the
Koka language [18], where mutable references that never escape do not cause a computation
to be marked as effectful.

Realizing such a multi-language programming platform involves a number of challenges.
First, implementing fully abstract compilers is nontrivial, though there has been significant
recent progress by both our group and others that we expect to draw upon [2, 3, 10, 7, 24, 25].
Second, low-level languages such as LLVM and assembly are typically non-compositional
which makes it hard to support high-level compositional reasoning. In recent work, we
have designed a compositional typed assembly language that we think offers a blueprint for
designing other low-level typed IRs [26, 27]. Finally, we have only begun investigating how to
combine different linking-types extensions. The linking-types extensions we are considering
are based on type-and-effect systems, so we believe we can create a lattice of these extensions
analogous to an effect lattice.

6 Conclusion

Large software systems are written using combinations of many languages. But while some
languages provide powerful tools for reasoning in the language, none support reasoning
across multiple languages. Indeed, the abstractions that languages purport to present do
not actually cohere because they do not allow the programmer to reason solely about the
code she writes. Instead, the programmer is forced to think about the details of particular
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compilers and low-level implementations, and to reason about the target code that her
compiler generates.

With linking types, we propose that language designers incorporate linking into their
language designs and provide programmers a means to specify linking with behavior and
types inexpressible in their language. There are many challenges in how to design linking
types, depending on what features exist in the languages, but only through accepting this
challenge can we reach what has long been promised – an ecosystem of languages, each suited
to a particular task yet stitched together seamlessly into a single large software project.

Acknowledgements. The authors are grateful to Matthias Felleisen for valuable discussion
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Abstract
We present a new approach to teaching programming language courses. Its essence is to view
programming language learning as a natural science activity, where students probe languages
experimentally to understand both the normal and extreme behaviors of their features. This has
natural parallels to the “security mindset” of computer security, with languages taking the place
of servers and other systems. The approach is modular (with minimal dependencies), incremental
(it can be introduced slowly into existing classes), interoperable (it does not need to push out
other, existing methods), and complementary (since it introduces a new mode of thinking).
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1 An Enumeration of Principles

What do we want students to get out of a programming languages course? There are many
things we might hope for, some of which include:

The ability to distinguish syntax from semantics: to understand that a syntax is not
“deterministic”, in that one syntax can have many different meanings, and these differences
of meaning can trip up the unwary programmer.
The ability to look past superficial labels (such as “object-orientation”) to understand
features in depth, including the profound variations between their different realizations.
(For instance, even with classes and inheritance, single-, multiple-, and mixin-inheritance
result in very different languages and corresponding programming styles).
The ability to discern good design from bad. This is, of course, a deeply personal matter of
judgment: one person’s beauty is another’s monkey-patch. A good instructor presumably
does not only impose their own world-view but also helps students understand the design
trade-offs between different approaches, and also provides some historical background
that helps students appreciate how current designs came to be.
The ability to learn new programming languages. Especially in an era where we see a kind
of “Cambrian explosion” of languages from both academia and industry, it is essential for
students to have skills to pick up new languages quickly and accurately.
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These are some of the principles we, the authors, want students to learn, and we constantly
re-design our courses to help students get closer to learning these ideas. This paper describes
our latest and most radical re-design to get at the heart of this learning.

In this document, we will use the term programming language with a certain meaning:
with an emphasis on programming. That is, we don’t mean a formal calculus. We mean an
actual system that one can run and whose programs can actually do something of interest to
people other than pure programming-language researchers.

2 How We Teach and Learn About Languages

How do courses address these principles? Most undergraduate (“bachelor’s”) courses that
focus on language principles – rather than implementation methods – seem to fall into
two major schools. One approach subdivides languages by paradigm (though some authors
have argued that the very concept of a paradigm is flawed [7]), and teaches students about
variations within the paradigm as well as differences between paradigms. Some of the most
widely-used programming languages books (like that by Sebesta [9]) are organized along
these lines. Another view (formerly embraced by the present authors) is that one learns best
by “teaching” a language to the patient but unforgiving computer, in the form of definitional
interpreters [8]. This approach is also widely taught [1, 4, 6, 5].

We are unconvinced that either approach addresses our four principles particularly well.
Though some of these can be addressed, it would be at a significant cost. For instance,
most interpreter-based courses rarely implement multiple semantics for one syntactic feature
(usually excepting function application or, in special cases, garbage collection [2]). They
could, but even a high-level implementation can take a lot of time, and simply producing an
interpreter does not by itself force reflection on programming in the implemented languages.

In contrast, it is worth pausing to ask the following question:

What do you, dear reader, do when confronted with a new programming language?

For instance, consider one of the major recent languages: industrial ones like TypeScript,
Flow, Hack, Swift, or Dart; or more academic ones like Agda, Idris, Liquid Haskell, or
Rosette. Imagine you needed to learn one or more of them. Would you break it down by
paradigms alone? Do you imagine writing a definitional interpreter? Or would you dive
in and start writing programs to explore the space of the language? Would you look up a
few examples, try them out, then embark on exploring the state space – like an adversarial
thinker does – by asking, “Hmm, I wonder what happens if I tweak this to say that instead?”

3 Languages as Natural Science Artifacts

The reality of any programming language is that it is a complex ecosystem of parts that
interlock in interesting ways, most of them at best poorly specified. They are rarely
accompanied by a formal semantics. Even when a semantics exists, it may not cover the
whole language, including the parts that programmers need to “get things done”. Much of
the semantics may lie instead in natural language prose documentation. Some of it may only
be expressed in the language implementation’s test suites.

Of course, even when a language is completely formally described, and when a programmer
can read and comprehend the semantics, this is of only so much use. There is a large gap
between the semantics itself and its consequences: for instance, the difference between eager
and lazy evaluation strategies can be summed up completely in a few characters of the
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right semantics specification system, but the consequences of these differences – the different
data structures they enable, the different proof methodologies they require, the different
time/space reasoning they demand, and so on – are vast and still being explored.

Therefore, a programming language is less a purely mathematical object and more like
an object found in nature. In addition to any formal interfaces it may present, we should
– and do – also view it as a target for experimentation. We subject it to a variety of tests.
Most of all, we follow a loose version of the scientific method: we form a hypothesis about
the language’s behavior; we construct tests (example programs and their expected outputs)
consistent with the hypothesis; if the tests pass, we reinforce the hypothesis, otherwise we
find it falsified; we use the falsification to generate a new hypothesis, which results in new
tests. When we have exhausted our ability (or energy) to falsify, we accept our hypothesis
as a tentative truth about the language, and use it to construct actual programs (whose
behavior may – after painful debugging sessions – again falsify our understanding).

4 Mystery Languages for Teaching

To bring this mindset into teaching programming languages, we have started to experiment
with what we call mystery languages. (This perhaps unfortunately abbreviates to “ML”,
though the allusion to machine learning is not unintentional; better suggestions welcome.) A
mystery “language” is one syntax with multiple semantics that explore the design space for
a feature. The student’s task is to tell apart the differences and categorize them.

4.1 What They Are
Each mystery language exercise follows this template:

A specification of a syntax. Each syntactic term is accompanied by an intentionally vague
textual description of its semantics. (The reason for intentional vagueness will soon be
made clear.)
An editor for writing programs in that syntax.
A parser for that syntax.
Implementations of multiple different behaviors for the same syntax – we call these the
variants. Through experiments, students will have to figure out how these differ.
A display area to show the output of each variant.

There are two reasons for vagueness. First, the description must encompass all the variants.
Second, it mirrors the vagueness sometimes found in real-world language documentation,
where the meaning is clear to the author but can be misleading to someone coming from a
different mental model of the same feature.

As a simple example, suppose a language introduces a notation like a[i], and the
description says that this is an array dereference. When i is within bounds, all variants
might behave identically. But when i is out of bounds, one variant might signal an error
(like Java does), another might return a special undefined value (like JavaScript does), and
the third might return the content of some other array (like C sometimes does).

In practice, the mystery language variants are much weightier than this, and primarily
concentrate on “normal” rather than error behavior. For instance, they present different
semantics for argument evaluation, for structure mutation, for inheritance, and so on. Space
precludes us from discussing them in detail, but readers may find it instructive to see (and
even play with!) several concrete examples. Look for the “ML:” assignments on:

http://cs.brown.edu/courses/cs173/2016/assignments.html
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This idea also scales down: in the very first week, with just numerals and a few binary
operations, students can already explore the different semantics given to numbers (all floating
point à la JavaScript, a mix of integer and floating point as found in most mainstream
languages, bignums and rationals à la Scheme – as well as behaviors for division by zero,
ranging from an error to a value representing infinity to a value representing undefinedness).

Certainly, discriminating variants is not new. For decades, texts have asked for or shown
pithy examples that illustrate, for instance, the difference between call-by-name and call-by-
value. What we have done is taken this idea to the extreme to explore its consequences: We
examine dozens of variants; we actually implement them, so they don’t just live on paper;
and we put them in a consistent syntactic (Section 4.2) and execution framework so that
students can focus on just what is changing (the semantic variants) without the distraction
of changing syntax, execution environment, etc. These quantitative changes add up to a
qualitative difference, enabling a new kind of pedagogy.

4.2 Assignment Prompts
Because a language has many parts, the assignment statement directs students to the parts
on which they should focus their exploration. We have chosen – though this is by no
means necessary – to grow a single language (syntax) incrementally, so each new assignment
introduces some new syntactic features. Naturally, the focus is primarily on that new feature.
However, many new features interact with any or all the other (previous) features of the
language, so in studying that new feature, the student must explore its interactions too.

Given a set of variants of a mystery language, a student’s task is to somehow figure out
how they differ – this is where they engage in adversarial behavior – and then explain these
differences (the science). Students must thus submit their solutions in two parts:
Classifier. A small set (usually no more than five) of programs, called discriminators, in

the common syntax. Each discriminator must produce different output on at least two
variants, and between the entire classifier, all variants must be distinguished.

Theory. A prose explanation of what they think the underlying behavior is. This is where
the scientific method kicks in: they must formulate a theory and defend it using their
classifier. Therefore, a good solution does not just turn in the first classifier found, but
rather goes through several classification-theorizing (i.e., concrete-abstract) iterations
until, ultimately, the examples are able to support the provided theory.

It can be tempting to produce the smallest classifier possible – e.g., by combining several
discriminators into one. The theory acts as a counterweight against this. To provide a clear
description, it makes sense to keep different explanatory programs separate.

4.3 Rules for Language Variations
Because students are being given black-box implementations with essentially undefined
behavior, they have no way of knowing how complex or perverse a language variant might
be. We therefore adopt the following rule. Every variant is tagged as one of the following:
Core. A Core variant has behavior (for the feature of interest) that was or is found in

some widely-used, mainstream language. This does not mean the behavior could not be
considered perverse; it simply means that at some point in time, many programmers were
exposed to it. (This can, for instance, include dynamic scoping, or functions without
proper recursion.)

Advanced. Advanced variants are similar to Core ones but are, in our judgment, either
uncommon or especially difficult to find. For instance, an Advanced variant might mimic
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the vagaries of “lifting” variable declarations in scope in JavaScript, or might implement
call-by-copy-result on function calls.

Prank. Prank variants are where we have fun. They might, for instance, turn some identifiers
into Roman numerals, introduce laziness into some positions (in a language with mutation),
change case-sensitivity, or alter evaluation order. (Sometimes, real languages have subtle
implementation errors that result in bizarre behavior; these would also be good candidates
for pranks.)

Importantly, we inform students that they: are expected to classify all Cores; should try to
classify as many Advanced variants as they can; but, to get a good grade, are not expected
to classify any Prank variants. This way, students with time or motivation can explore the
Pranks, but most students can avoid them and prevent the assignments from turning into
frustrating and bottomless time-sinks exploring arbitrary perversity.

4.4 Linking to Lectures
There are several ways in which the mystery language homeworks can interact with the
lecture schedule. One approach we found especially productive was to have one or more
lectures on each mystery language assignment immediately after it was turned in, while their
work (and struggles) were fresh in students’ heads. The lecture consists of:

Live classification using discriminators provided by students in the class.
A revision of these programs into a more “canonical” classifier, if necessary.
A description of the expected underlying theory, with ties to the classifier.
A discussion of the broader perspective surrounding this theory: one part historical (which
languages did or do this) and one part design (why they did or do so). It is valuable to
present these as non-judgmentally as possible: they all had advocates with good reasons
at some point. Reconstructing their thinking, and showing why it is no longer relevant, is
often much more instructive than simply dismissing it out of hand. (Features like dynamic
scope, or COBOL’s approach to “recursion”, or multiple inheritance, might all fall in this
camp.) In particular, one hopes this will help students recognize these arguments if they
or their colleagues make them in a language that they subsequently design!

The lecture is also the ideal time to introduce the relevant vocabulary: e.g., “static scope”,
“aliasing”, etc. These terms, which may have seemed rather abstract and perhaps irrelevant
beforehand, now have an urgent value, because they precisely capture the concepts students
both observed in their discriminators and struggled to describe in their theories.

4.5 Grading Criteria
One part of the grading is trivial: telling whether the classifier properly classifies. Indeed, the
beauty of this part is that it is essentially self-grading: at the time of submission, students
already know how well they did (and can seek help from course staff right away).

Grading the theory, of course, requires knowledge and judgment. The graders need to
know what the “true” differences are, but should also be aware that there may be more
than one accurate way of describing those differences. They then assess how well a student’s
theory predicts the variants’ actual behavior, and how well articulated it is. Of course, when
all discussion of the feature is deferred to after the assignment is due, students fundamentally
lack the vocabulary to describe what they see. Grading then measures how well they were
able to articulate the idea behind such concepts even though they lacked a crisp term for it.
This is not easy to grade, but ease of grading should not always be the primary criterion.

SNAPL 2017
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5 Experience

We have now experimented with variations of this approach in two courses at two different
universities, with preliminary success. At WPI it was used as a small component of the
course; at Brown, it was the primary structure of the whole course. Here, we report on data
from Brown. We believe a detailed statistical analysis would suggest false precision; instead,
we offer a broad-strokes summary.

The course at Brown is primarily taken by juniors and seniors (3rd and 4th year college
students), but also some sophomores (2nd year), master’s students, and PhD students. The
students have very diverse backgrounds: some have seen primarily Java and some Python;
some have seen Racket, OCaml, and Java; some have seen Pyret; many have seen low-level
programming in C; and so on. This class had about 70 students turn in each assignment
(though some were done in pairs).

On almost every assignment, all but 2–3 students successfully classified all the languages.
The exceptions were: missing parameters being treated as undefined values (à la JavaScript);
COBOL-style non-re-entrant function calls; call-by-copy-result; shallow-copy on calls for
structures; and mixing laziness with state. For these, about 10% of the class failed to fully
classify the languages (but still distinguished most variants). An assignment with several
different semantics of field access (corresponding to Python, JavaScript, R, etc.) saw the
biggest variation, but this is because only two were tagged Core, one was Advanced, and the
other two Prank. (Still, 1

3 of the class classified them all.)
In terms of their theories, until about half-way through, as many as half the students got

grades that indicated notable weaknesses (but better than nothing). As students improved,
we altered our grading scale to provide more refined information. In the second half, about
60% obtained an A grade, 35% obtained a B, and a handful got C’s and A+’s (superlative).

How long did the work take? About 95% spent under five hours on each assignment
(self-reported), with half or more (depending on the assignment) spending under two hours.
(For simpler homeworks about a quarter reported spending under an hour, but these durations
vanished on the more difficult assignments.) Every assignment had about 5% spend 5–10
hours, and virtually nobody ever reported spending over ten hours.

Students were also surveyed at the end of the semester. They reported that the mystery
language assignments:

Gave them tools to confront a new language:
50% strongly positive, 42% somewhat positive
Helped them separate syntax from behavior:
62% strongly positive, 20% somewhat positive
Helped them learn about possible behaviors of the features they studied:
62% strongly positive, 29% somewhat positive
Helped them learn to judge between different behaviors:
48% strongly positive, 48% somewhat positive

In short, there were very few negative sentiments, and the assignments met the course’s
learning goals overwhelmingly well.

Students were also asked whether the assignments were frustrating and whether they
were fun. Thankfully, students did not view these as contradictory. Approximately: 19%
found them very frustrating, 48% somewhat frustrating, 29% not very frustrating, 1% not
frustrating at all. Simultaneously: 29% found them very much fun, 48% somewhat fun, 14%
not much fun, and 1% not fun at all. (That one student intensely disliked almost all aspects
of the course, across the board.)
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6 Perspective

Having discussed the specifics of these assignments in considerable detail, it is now worth re-
visiting the claims made in the abstract and introduction and seeing how well the assignments
measure up.

First, we should justify the paper’s title. Our approach is clearly experiment-centric, and
we believe that it also has notable parallels with the view taken by people who break into
systems. The mindset that suggests combining disparate and dissociated elements to explore
their outcomes is essentially at the heart of mystery languages, too.

What our results (Section 5) suggest is that the vast majority of students who opted to
take this new format of course are able to engage in this behavior. These are not students who
were selected for the “security mindset” (most had not taken the hacking-oriented security
course; the course had similar enrollments and drop rates as previous years; etc.). There
were also no discernible biases in outcomes. For instance, women did not perform worse
than men; proportionally, they actually did better. (This cannot be explained by grader
bias, because all grading was anonymized.) Furthermore, the majority of the class found it
constructive to engage in this activity, and even found fun in the frustration.

Student performance and the survey results show that this approach was very successful
at helping students separate syntax from semantics, enabled them to explore in some depth
the features they confronted, and gave them a framework for exploring language designs.

As far as exploring new languages, the final course project asked them to choose the
“object-oriented” features of one of JavaScript, Ruby, Python, or R, and (with no scaffolding
from us) write up a descriptive report accompanied by illustrative examples “highlighting
any behavior that seems unconventional or peculiar”, and discussing their consequences for
type system design. This work was graded by a team mostly excluding this paper’s authors.
Students averaged 80% with a standard deviation of 22% – a reasonable outcome considering
that this was the first time all semester they were asked to perform such a task.

In addition, mystery languages appear to have the following virtues:
Modularity. Mystery languages can be used with minimal curricular dependencies. The

WPI course was and remained mostly implementation-based, but was able to incorporate
a small quantity of (a variant of) mystery languages. The Brown course (which had
previously been entirely implementation-based) switched mostly to this, but also had a
few implementation assignments in parallel. Mystery languages can also be injected into
a paradigms or other style of class, being used to concretely illustrate certain points.

Incrementality. As the WPI experience shows, one does not need to change the structure
of their course entirely. A few select features can be explored using mystery languages,
after which the course can either grow their use or not. In particular, instructors can
give them a try without having to change their classes wholesale. Furthermore, our data
show that a few hours are sufficient to complete a mystery language assignment, making
the base footprint very light.

Interoperability. Mystery languages interface well with other approaches. In a paradigms
approach, for instance, they can be used to make certain salient issues concrete, and to
let students explore them through programs rather than just on paper. In an interpreter
approach, they can be used to introduce and make real a feature before students write a
definitional interpreter for it – and also give them a ground-truth against which to test
their interpreter.

Complementarity. Mystery languages introduce a new way of thinking about languages.
These don’t displace talking about paradigms or exploring the fine structure of languages
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through individual expressions in an interpreter, but rather complement it. While in
principle similar points could be made through, say, writing different interpreters for one
syntax, the burden of building several languages feels much greater than that of writing
a few test programs – and, to many students, may also be less fun, since it involves more
“building” and less “breaking”.

Therefore, we believe it would be profitable for other instructors to also consider incorporating
this approach. Indeed, we would ideally hope to build a large communal repository of mystery
languages so that instructors can pick-and-choose based on taste, interests, and also the need
to avoid plagiarism.1

7 Challenges

That’s the good news. There are also many challenges induced by this approach that we
need to explore over time.

None of our claims have controls. Perhaps students would meet the same learning
objectives just as effectively through other teaching models. Perhaps we are naturally
biased in the selection of questions and of metrics. Perhaps this approach does not work
at other universities. We feel a larger community evaluation effort is needed to obtain
definitive answers to some of these questions.
It is tremendously difficult to build and maintain all these languages. This semester
alone, we essentially built 36 different ones!2 Furthermore, we built them in JavaScript
for student convenience (and you, too, can try them – right now – from the URL given
above, as did many course alumni). Unfortunately, JavaScript is hardly a natural medium
for building programming language implementations, much less variations between them.
A language laboratory like Racket [3] would have been a much better choice in principle.
However, the choice of language must be balanced against deployment issues – especially
early in the life cycle of this approach, when errors are sure to creep in and will necessitate
rapid and painless re-deployment of fixes.
It can be difficult for students to formulate a theory about black-box languages, and to
express it without suitable terminology at their command. (In particular, we do not yet
have good means to help students who are utterly stuck.) It would have been constructive
for them to somehow redo their work after the accompanying lectures.
It is difficult to have one syntax apply across all variants. This can lead to slightly perverse
choices: e.g., for field access, we used the syntax o["x"] for all languages, even those
where the field name is first-order – where o.x would have been much more natural. (The
first-order languages imposed syntactic restrictions on what can appear inside brackets,
which otherwise appears to be an expression position.)
We have had time to explore only a small space of language features. Many more, such
as types, concurrently, and advanced control, remain untouched.

Nevertheless, we view these as challenges, not as insurmountable obstacles.
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semantics than even we expected – and which students caught. . .
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Abstract
From windowing systems to virtual reality, real-time graphics code is ubiquitous. Programming
models for constructing graphics software, however, have largely escaped the attention of pro-
gramming languages researchers. This essay introduces the programming model of OpenGL, a
ubiquitous API for real-time graphics applications, for a language-oriented audience. It high-
lights six broad problems with the programming model and connects them to traditions in PL
research. The issues range from classic pitfalls, where established thinking can apply, to new
open problems, where novel research is needed.
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1 Throwing Some Shader

Nearly every consumer computing device on the market, from smartwatch to workstation,
comes with a graphics processing unit (GPU). Any software that renders graphics in real time
must exploit a GPU for reasonable performance, which entails programming to one of the
mainstream APIs that graphics cards support. GPU vendors have settled on two common
GPU interfaces, OpenGL [42] and Direct3D [31], so graphics software almost exclusively
builds on one of these two APIs.

OpenGL and Direct3D may have been created as hardware abstractions, but they do
double duty as programming models. The two APIs use a common structure consisting of
two components: a full-fledged programming language for writing programs that run on the
GPU, and a set of C functions for communicating between the CPU and an attached GPU.
Both components contend with a vast array of classic problems in programming languages:
abstraction and reuse; the need to avoid obscure run-time errors; expressiveness without
sacrificing performance; and so on. The APIs, however, have largely avoided adopting the
answers that programming languages research has developed to these problems – even basic,
conventional wisdom in our community has escaped the design of graphics APIs.

This essay introduces OpenGL and its pitfalls for the PL-minded reader and advocates
for more research that applies language ideas to this underserved domain. It enumerates
six language problems that OpenGL programmers face and proposes possible directions for
solving them. Some problems invite straightforward applications of established traditions in
PL research, and others are open problems without clear solutions. Despite its difficulties,
GPU-accelerated graphics programming is enormously popular – it underlies a $90 billion
global video game industry, for example [32] – so research that addresses its shortcomings
has potential for real-world impact.

Graphics programming also represents the tip of the spear for heterogeneous programming,
the general problem of orchestrating separate, specialized hardware units in a single program.
As the capabilities of traditional CPUs stagnate, software will need to exploit increasingly
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// Vertex shader:
in vec4 position;
in float dist;
out vec4 fragPos;
void main() {

fragPos = position;
gl_Position = position + dist;

}

// Fragment shader:
in vec4 fragPos;
void main() {

gl_FragColor = abs(fragPos);
}

Listing 1 A GLSL shader pair.

exotic hardware to continue making advances [38]. Ensembles of oddball hardware beyond
the GPU, from FPGAs to fixed-function units, will only increase the need for heterogeneous
programming models with the same set of challenges as OpenGL.

2 Graphics Programming with OpenGL

This section dissects a tiny OpenGL program.1 While this essay does not illustrate Direct3D
directly, the programming model there is similar and exhibits similar pitfalls.

2.1 Shader Programs
The soul of a real-time graphics application is its shader programs. A shader is a short
program that runs on the GPU as part of the rendering pipeline to define the shape and
appearance of objects in the scene. There are several kinds of shaders, but the two most
common are the vertex shader and the fragment shader, which respectively compute the
position of each vertex in 3D space and the color of each pixel on an object’s surface. In
OpenGL, shaders are written in the special-purpose GLSL programming language, which
is a variant of C. Direct3D has its own shader language, HLSL, which is a similar but
incompatible C variant.

Listing 1 shows a vertex and fragment shader in GLSL. Each shader consists of a main
function and some global definitions. The global definitions use in and out qualifiers to mark
variables that represent the shader’s inputs and outputs. In this vertex shader, for example,
a position vector and a dist scalar both come from the CPU. This shader assigns the magic
gl_Position variable to this parameter – this is the vertex shader’s output. The position
value is only available at the first stage – in the vertex shader – so more work is required to
pass it along to the fragment stage. This shader pair declares a second variable, fragPos, in
both programs to hold the position value from the vertex stage and make it available in the
fragment stage. Finally, the fragment shader uses fragPos as an input to compute its output:
the gl_FragColor magic variable.

2.2 Shaders are Strings
GLSL code only runs on the GPU. Host code on the CPU uses a traditional general-purpose
language – usually C or C++. To draw an object in a 3D scene, the host code needs to
compile the GLSL source code to the GPU’s internal instruction set, send its parameters,
and invoke it. Each GPU vendor uses a different internal representation for shaders, so GLSL

1 Details are omitted here for focus. Full source code is online: http://adriansampson.net/doc/tinygl/.

http://adriansampson.net/doc/tinygl/
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// Embed shader source code in string literals.
static const char *vertex_shader = "in vec4 position; ...";
static const char *fragment_shader = "in vec4 fragPos; ...";

// Compile the vertex shader.
GLuint vshader = glCreateShader(GL_VERTEX_SHADER);
glShaderSource(vshader, 1, &vertex_shader, 0);

// Compile the fragment shader.
GLuint fshader = glCreateShader(GL_FRAGMENT_SHADER);
glShaderSource(fshader, 1, &fragment_shader, 0);

// Link the pair together.
GLuint program = glCreateProgram();
glAttachShader(program, vshader);
glAttachShader(program, fshader);
glLinkProgram(program);

Listing 2 Compiling a shader pair.

source is the lingua franca that provides compatibility: every GPU driver includes its own
GLSL compiler.

Listing 2 shows the C boilerplate for compiling and linking a vertex/fragment shader pair.
Here, the GLSL source code is embedded in the executable using a string literal; it is also
common to use fopen to load the source from a text file when the program starts up. Later,
to draw an object in a frame, the host code uses the program reference to tell the GPU which
linked shader pair to use when drawing an object.

2.3 CPU–GPU Coordination
To supply the shaders’ inputs, the host code looks up location handles for each in variable in
the GLSL code. There are two main options: the shader code can mark each variable with a
fixed index, or the host code can look the variables up by name. Listing 3 shows the latter,
which manifests as a series of glGet*Location calls.

Our example shaders use two kinds of input variables: position is a vertex attribute,
meaning that it takes a different value for every invocation of the vertex shader’s main
function; and dist is a uniform, so it remains constant across the object’s vertices. For
attributes, the program needs to allocate a buffer representing the GPU’s memory region for
the variable.

Finally, to draw each frame, the program selects the compiled shader pair with a call
to glUseProgram(program). Then, to provide a value for the position attribute, it executes
glBufferSubData to copy data from the host memory – i.e., a plain C array – to the GPU-side
buffer. For the uniform, the render loop uses a glUniform* call to set the variable.

3 Problems & Potential Solutions

Even this abridged example should raise some language-design alarms in the mind of a
PL researcher. The problems start, but do not end, with the ordinary infelicities of any
aging C API design: hidden state, minimal static safety checks, and so on. This section
enumerates six obstacles in graphics programming. The first problems are classic pitfalls
with established answers in the PL literature on language extensibility, static safety, and
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// Setup code:

// Look up shader variable locations.
GLuint loc_position = glGetAttribLocation(program, "position");
GLuint loc_dist = glGetUniformLocation(program, "dist");

// Allocate a buffer for the attribute.
GLuint buffer;
glGenBuffers(1, &buffer);
glBindBuffer(GL_ARRAY_BUFFER, buffer);
glVertexAttribPointer(loc_position, size, GL_FLOAT, GL_FALSE, 0, 0);

// ...
// In the render loop:

glUseProgram(program);

// Copy the vertex positions into the buffer.
glBufferSubData(GL_ARRAY_BUFFER, 0, sizeof(vertices), vertices);

// Set the uniform variable.
glUniform1f(loc_dist, 4.0);

Listing 3 Communicating with the shaders.

metaprogramming. Here, real-time graphics represents a new application domain for existing
lines of research. The final three issues expose new open problems that pertain specifically
to graphics: rate-oriented language formalisms, type systems for linear algebra, and defining
“correctness” for visual systems.

3.1 Shader Languages are Subsets of Supersets of C
GLSL and its Direct3D equivalent, HLSL, are for the most part plain, everyday imperative
programming languages. They have variable declarations, if conditions, for loops, function
calls, and global mutable state – just like any ordinary imperative language. Shader languages,
however, are unique, one-off reinventions that resemble C without being clean extensions.
The distinction makes life more difficult for programmers, who need to carefully keep track
of the subtle differences between GLSL and “real” C. In C, for example, the name of the
type declared by struct t {...} is struct t; in GLSL as in C++, the name is just t. In
C++, variable declarations can appear inside an if condition; in GLSL as in C, they cannot.
These myriad incompatibilities make it difficult to move code between the CPU and GPU.

The need for ad hoc language extension also complicates compiler implementations: current
compilers either need to reinvent a complete C-like parser and compiler from scratch [24]
or hack an existing frontend such as GCC or Clang. Both approaches are error prone:
recent work by Donaldson et al. [11, 12] has revealed crashing bugs in a staggering array
of vendor-supplied GLSL compilers. Apple’s new Metal shading language [1] is based on
the C++14 standard, but even it relies on a custom Clang fork with informal restrictions on
certain features, such as subclassing and recursive calls.

Potential solutions. Shader languages’ needs are not distinct enough from ordinary imper-
ative programming languages to warrant ground-up domain-specific designs. They should
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should instead be implemented as extensions to general-purpose programming languages.
There is a rich literature on language extensibility [34, 23, 37] that could let implementations
add shader-specific functionality, such as vector operations, to ordinary languages. The po-
tential productivity benefit is large, especially for host languages other than C: programmers
could opt for more diverse languages without needing to context-switch to C-like syntax and
semantics to write shader code.

Some existing work implements embedded DSLs for generating GLSL code [41, 6, 3, 13,
29, 28, 5, 30, 2, 26], which is a useful first step. But this embedded approach yields code that
looks much different from the host language. It also typically requires that host programs
generate GPU code on the fly, at run time. A language-extension approach could match
the syntax and semantics of the host language without incurring the cost of dynamic code
generation.

3.2 Loose CPU-to-GPU and Stage-to-Stage Coupling
In OpenGL, interactions between the CPU and GPU are stringly typed: the glGet*Location
calls in Listing 3 look up variables in the shader programs by their names. Communication
between shaders is similarly brittle: the two separate programs in Listing 1 need to agree on
a name for fragPos, which must not conflict with the CPU-to-GPU name position. Even
though both C and GLSL are statically typed languages, neither compiler can statically check
their naming agreement. Shader source code is only compiled after the host code begins
executing, and the program might arbitrarily pair vertex and fragment shaders together.

The lack of static semantics comes with all the same productivity pitfalls as programming
in a dynamic language like JavaScript. Typos in variable names are not reported until run
time; type errors are similarly deferred; refactoring tools in IDEs are hobbled; and static
compilers must conservatively eschew optimizations. Regardless of opinions on static typing,
programmers tend to agree that at least an unsound, optional lint-like static checker can be
helpful – but OpenGL programmers do not enjoy even that basic luxury.

Potential solutions. Language research should endeavor to clean up the abstractions
between shader code and CPU code. At a bare minimum, CPU–GPU and inter-stage
communication must be made type safe. In the near term, researchers should explore
backwards-compatible approaches to giving static semantics to complete C++/GLSL hybrid
programs. A program analysis could ingest the OpenGL API calls in the host code and
the variable declarations in the shader code to check that they align and to propagate
type information between the two languages. A sound analysis that rules out any possible
CPU–GPU disagreement may be too difficult to achieve, but even a best-effort checker could
help avoid unnecessary run-time failures.

In the long term, more research should unify CPU–GPU programming in a single language
that spans the CPU and all GPU stages. Communicating a value from the vertex stage to
the fragment stage should introduce no more syntactic or cognitive overhead than defining
and referencing a variable. Instead of relying on the programmer to divide the complete
computation into stages, the compiler should take responsibility for splitting CPU host code
from GPU shader code.

In a hypothetical unified programming model, the primary question is how much to rely
on compiler automation and where to use explicit programmer control. A binding-time
analysis [33], for example, could automatically determine the earliest possible stage for
each computation, but earlier is not always better: running code once on the CPU and
communicating it to the GPU can be more costly than running the same code redundantly
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on the GPU. Two recent languages from the graphics community, Spark [16] and Spire [21],
propose to use a type system instead. Type annotations let the programmer control where
and when each expression in a unified program is executed. I am currently exploring a
similarly explicit design where a multi-stage programming language [45] models the GPU’s
pipeline stages.

3.3 Massive Metaprogramming
Performance is a first-order concern in real-time graphics, so programmers need to avoid all
unnecessary overhead in shader programs. To avoid the overhead that comes with generality,
applications typically generate many specialized variants of more general shader programs
called übershaders [19]. An übershader for metal materials, for example, might combine
many parameterized effects to support different settings for color, shininess, damage, rust,
texture, and so on. Übershaders are convenient for artists and other non-programmers,
who can tweak parameters to design a specific effect without writing any code. But these
monolithic designs pay a performance penalty for their generality: pervasive parameters
incur CPU–GPU communication overheads and add costly branching to the shader code.

To avoid these overheads, some implementations recover efficient shader code by generating
specialized shader programs that “bake in” each set of parameters and strip out unneeded
functionality. Shader specialization occurs at a massive scale: modern video games can
generate hundreds of thousands of shader variants [22, 21]. The only tool OpenGL offers
for shader specialization, however, is the C preprocessor with its familiar #define and
#ifdef directives. Unhygienic token-stream rewriting may not be so bad for small-scale
metaprogramming, but it does not scale to large-scale shader specialization. Graphics
programmers resort to developing ad hoc toolchains to stitch together snippets of GLSL code
into whole shader programs [49].

Potential solutions. The urgent need for programmable specialization of general shader
programs is an opportunity for metaprogramming research. Graphics programmers should
be able to write and reuse libraries of tactics for manipulating shader code for efficiency.
Both run-time and compile-time metaprogramming can be useful: while it is less common in
current practice, dynamic specialization could eliminate some shader overhead that is out of
reach for static techniques.

Metaprogramming techniques from the programming languages community are up to
the task. They can enforce safe program generation [45], allow composition of compile-time
macros from multiple, independent libraries [15], and even incorporate dynamic profiling
data [8]. Shader specialization represents an opportunity to stretch the scalability of this
classic work. Where most work on metaprogramming focuses on implementing language
extensions or generating a single target program, shader specialization requires the system
to synthesize thousands of variants and choose between them at run time. The massive scale
creates new challenges: programmers may need new mechanisms to limit specialization, for
example, to stay within practical limits.

3.4 Informal Semantics for Multiple Execution Rates
Each stage in a GPU’s graphics pipeline runs at a different rate. Interactions between the
rates have subtle implications for the semantics of complete, multi-shader programs. The
fragment shader, for example, runs many times for every execution of the vertex shader: it
interpolates the pixels between adjacent vertices on a surface. The values passed between
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the vertex and fragment stage are also interpolated. The fragPos variable in Listing 1 is
exactly equal to position in the vertex shader, but it takes on interpolated values in the
fragment shader. Therefore, an expression involving fragPos has subtly different semantics
depending on which stage it appears in. The story gets more complicated with other shader
types: geometry shaders, for example, operate on multiple adjacent vertices simultaneously.

The OpenGL standard defines the meaning of each stage individually. It does not attempt
a general theory for the semantics of arbitrary shader rates and their interaction. If future
generations of GPUs introduce new programmable stages to the graphics pipeline, each new
rate will need a new ad hoc definition. Some work defines the semantics of general-purpose
GPU programming models such as CUDA [18, 20, 27], but these simpler GP-GPU languages
do not have multi-rate execution or fixed-function interpolation logic. Programmers are left
with only informal descriptions of the semantics of interacting systems of shader programs.

Potential solutions. Language research should develop a core calculus for massively parallel,
multi-rate programs. Programs in a hypothetical λGPU-calculus would describe how and
when state from one stage becomes visible to a set of parallel invocations in another stage.
The new multi-rate semantics may resemble an existing multi-stage semantics [45, 14] where
control flows linearly through a series of nested stages. Graphics-specific phenomena such as
inter-stage interpolation should also be made explicit in this calculus. In λGPU, researchers
could not only formalize the semantics of real, mainstream GPUs but also explore the space
of alternative GPU designs to inform future hardware development.

3.5 Latent Types for Linear Algebra
Graphics code – both inside shaders and in host code – consists mainly of vector and matrix
operations. Points in space are floating-point vectors (called vec3 or vec4 in GLSL) and
transformations between vector spaces are represented as 4×4 matrices (the mat4 type). Every
realistic system of shaders needs to juggle a handful of common vector spaces: typically, a
model space, where vectors are relative to a specific object’s position; world space, which
all objects share; camera space, relative to the camera’s perspective; and projection space,
relative to the 2D canvas where the scene will be drawn.

Shader code is correspondingly littered with duplicate variables that represent the same
vector in different spaces. For example, most programs pass model, view, and projection
matrices to their shaders, each of which can transform from one vector space to the next.
Shaders then create camera-space and world-space versions of input vectors and use them
in computations. For example, lighting models for simulating reflections typically start by
computing the angle of light, which involves subtracting the light source position vector from
the model’s position vector:

in mat4 model, view, projection;
in vec4 position; // in object space
in vec4 light_position; // in world space
void main() {

vec4 position_camera = view * model * position;
vec4 position_world = model * position;
// ...
vec4 light_direction = light_position - position_world;

}

The subtraction light_position - position_world happens in world space. The result would
be meaningless if the program instead used position_camera: the spaces do not match. There
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are clearly legal and illegal ways to combine matrices and vectors, but the shader language
offers no help with enforcing these rules: programmers resort to naming conventions and
boilerplate to keep things straight.

Potential solutions. The vector-space problem in graphics code is an opportunity for type
system research. A linear-algebra type system could take inspiration from type systems
for units of measure: the type of a vector value would tag it with a vector space. The
corresponding transformation matrix would be marked with a pair of vector spaces: the
space it translates from and the one it translates to. For example, a vector v might have
type vec4<A> to indicate that it is in space A, and a matrix m of type mat4<A, B> would
translate from vector space A to B. Using these two argument types, the type system can
give the multiplication expression m * v the type vec4<B>. It is an error to multiply v by a
different matrix of type mat4<C, D> where C 6= A because the result has no meaningful vector
space. This hypothetical type system could automate the process of tagging vectors and
checking their correspondence. Because a vector space type is defined by a transformation
matrix value, such a linear-algebra type system may benefit from exploiting a dependent
type system [44].

Beyond basic checking, the type system could help synthesize the appropriate transfor-
mations rather than relying on the programmer to write the boilerplate. For example, a
new expression form v in B could automatically find the right matrix to multiply by v to
produce a B-space vector. This implicit approach would avoid the need for a convoluted
naming scheme to distinguish position vs. position_camera vs. position_world. Synthesiz-
ing transformations automatically would also enable new optimizations: a tool could avoid
redundant computation and communication by separating vector-space transformations from
the main program text. For example, an expression (v1 * v2) in B can be computed by
first transforming both vectors into space B and then multiplying them; equivalently, the
program might multiply the vectors in some other space and then transform the product.
These diverging possibilities form a search space for synthesis.

3.6 Visual Correctness and Quality Trade-Offs
While learning to program my first few shaders, I implemented the textbook Phong lighting
model [36], a “hello world” of shader programming. In my first implementation, I made a
mistake I cautioned against in the previous section: I used the wrong vector when converting
between vector spaces. This single-token bug got lost amid the conversion boilerplate. The
result, depicted in Figure 1a, looked ugly: the reflections were too intense and failed to light
the entire object. It was not bad enough, however, to raise suspicion – I assumed that the
simplistic lighting algorithm itself was to blame. According to my version control logs, the
bug stayed in place for nine months before I found and fixed it (Figure 1b). The problem
was that the result, while incorrect, was plausible enough that it was not clearly incorrect.

Testing and verification tools only work when programmers are willing to specify cor-
rectness, and specifying correctness is particularly difficult in graphics. The human visual
system’s tolerance to error makes it challenging to define correctness for rendering systems.
Is a bug really a bug if most humans do not notice anything wrong with a scene? How do you
write a unit test for “visual correctness”? Based on conversations with graphics programmers,
testing seems to be very rare: developers instead make incremental changes and spot-check
them manually to deem the output acceptable.

Beyond bugs, graphics programmers also intentionally compromise visual quality in
return for efficiency. Real-time graphics animations are not perfect recreations of the real
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(a) Buggy. (b) Correct (probably).

Figure 1 Output from a buggy and corrected implementation of the Phong lighting model. The
difference is obvious now but was hard to detect without a ground-truth comparison.

world; it is more important that they maintain a high frame rate than for every object
to look as realistic as a ray-traced reference image. Applications can even dynamically
switch between multiple levels of detail for the same object depending on its salience in a
given scene [22]. It is typically up to the programmer to manually select and implement
quality-compromising optimizations, although some recent graphics work has proposed to
automate the process [22, 48, 43, 35].

Potential solutions. Controlling output quality is the central challenge in approximate
computing research [39, 9, 7, 40]. Researchers should treat graphics programming as an
instance of approximate computing: the same set of statistical quality controls could apply.

Software engineering research should seek to understand how graphics programmers
currently reason about correctness. What ad hoc processes have developers invented to
cope with a world where perfect correctness is unachievable and bugs are in the eye of the
beholder? With this baseline understanding, languages research can build tools to improve
existing modify-and-check workflows. Recent work on live coding [17], for example, could
help shorten the cognitive distance from source code modifications to visual feedback. More
radical tools could seek to alleviate the need for manual output inspection – for example, by
incorporating crowdsourced opinions [4].

4 Postscript

Like any outmoded but entrenched programming model, OpenGL remains universal despite
its flaws. Many content designers avoid interacting with graphics APIs directly by building
on monolithic game engines such as Unity [46] or Unreal [47], which sacrifice flexibility in
exchange for abstraction. And real-world programmers can be wary of new language tools
from academia, so adoption will be slow for research on graphics programming – even for
proposals that unambiguously improve on the status quo.

However, 2017 is a particularly fertile moment for new ideas in real-time graphics
programming. The standards body that specifies OpenGL recently published the largest
change yet to its recommendations: Vulkan [25] is a ground-up redesign. Vulkan is a
response to industry demands for a lower-level API than OpenGL [10], which hides too
many performance knobs that software needs to tune. While OpenGL played a dual role
as a hardware abstraction layer and a programming layer and arguably failed at both,
Vulkan promises to abandon the pretense of being programmable: it is designed solely as a
system abstraction. This shift has the potential to create an ecosystem of new, high-level
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programming tools that build on top of Vulkan and finally dislodge OpenGL’s monopoly on
graphics programming. The iron is hot, and programming languages research should strike.
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Abstract
The community of programming language research loves the Curry-Howard correspondence be-
tween proofs and programs. Cut-elimination as computation, theorems for free, call/cc as
excluded middle, dependently typed languages as proof assistants, etc.

Yet we have, for all these years, missed an obvious observation: “the structure of programs
corresponds to the structure of proof search”. For pure programs and intuitionistic logic, more
is known about the latter than the former. We think we know what programs are, but logicians
know better !

To motivate the study of proof search for program structure, we retrace recent research on
applying focusing to study the canonical structure of simply-typed λ-terms. We then motivate the
open problem of extending canonical forms to support richer type systems, such as polymorphism,
by discussing a few enticing applications of more canonical program representations.
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1 Introduction

1.1 Canonical representations for arithmetic expressions in one variable
To introduce the idea of canonical representation of programs, let us start with an example
in a simpler domain, simple arithmetic expressions over one fixed variable x.

expression a, b ::= n ∈ N | a+ b | a− b | a× b | x

Suppose we are interested in the meaning of expressions, where the meaning of a is taken
to be the evaluation function that takes in input the value of the variable x and returns
the value of a with this parameter choice. You may think of inputs and outputs as natural
numbers – or elements of a given ring.

Our presentation of expressions above has some nice properties, in particular it makes it
obvious that the set of expressions is closed over addition and multiplication; it is easy to
compose expressions from smaller expressions. But it also admits pairs of expressions that
are syntactically distinct but have the same meaning, such as 2 + 2 and 4, or (a+ b)× c and
a× c+ b× c. We call these pairs redundancies.

There exists another common representation of these expressions: by applying simplifica-
tion rules that preserve meaning, we can turn such expression a into a polynomial such as,
for example, 2x3 + 4x− 1, which can be described formally as either 0 or a non-empty sum
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∑
06k6d ckx

k of monomials of the form ckx
k with ck ∈ Z and cd 6= 0, for a natural number

d called the degree of the polynomial.
We see our arithmetic expressions and the polynomials as two different representations

of the same sort of objects – their meanings as evaluation functions. Polynomials, as a
syntactic representation, have less redundancies than our expressions: 2 + 2 and 4 are distinct
expressions, but they are represented by the same polynomial 4x0. When a representation
has less redundancies than another, we say that it is more canonical. In fact, one can easily
show that polynomials have no redundancies at all: if two polynomials are syntactically
distinct, they have distinct meanings. When a representation has this property, we say that
it is canonical.

A more canonical representation has more structure: its definition encodes more of the
meaning of the objects being represented. A canonical representation is very rigid, a lot of
information about the object is apparent in its syntax, which often makes it easier to operate
on it. For example, it is non-obvious whether an arithmetic expression a is constant (for all
values of x), while this question can be easily decided for polynomials – it is constant when
it is 0 or its degree is 0. In general, polynomials are much more convenient to manipulate for
virtually any application, and they are the ubiquitous choice of representation when studying
these objects.

1.2 Canonical representations of simply-typed λ-terms and its
applications.

In this article, we discuss the design and use-cases of canonical representations of programs
expressed in typed λ-calculi, which are more complex than arithmetical expression: finding a
good notion of canonical representation can already be challenging.

Because canonical representations reveal so much, in their structure, of the meaning or
identity of the programs, we should expect them to play a central role in answering many
questions about programs. However, until recently theoretical difficulties hampered such
practical applications.

In Section 2 (Theory), we present a recent brand of work that brought a much better
understanding of canonical forms in the simply-typed case, inspired by ideas from logic
and proof theory, in particular focusing and saturation. This inspiration is an instance of
the Curry-Howard correspondence between proofs and programs that is different in nature
from the its previous use-cases that are familiar to functional programmers, and closer
to some formal approaches to logic programming. We then discuss why extending these
representations outside the simply-typed systems – to type systems with polymorphism,
closer to realistic programming languages or proof assistants – is difficult and interesting
future work.

In Section 3 (Practice), we discuss potential applications of canonical representations of
typed programs.

Full abstraction, discussed in Section 3.1. Full abstraction, as a formal property of a
translation from a source to a target language, requires that the translation preserves the
equivalence between source programs. We discuss how having canonical representations
on the source gives surprisingly strong full abstraction results; rather than a practical
application, this gives new ways to think about full abstraction results and their con-
sequences, by giving a new family of fully-abstract translations that behave in a fairly
different ways from those obtained through more typical proof techniques.
Equivalence checking, discussed in Section 3.2. Being able to mechanically check for
equivalence opens the door to many interesting practical applications, such as automati-
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cally verifying that a “refactoring” change indeed preserved the meaning of the program
as intended – a somewhat tedious task that human reviewers currently have to perform –
and solving some ambiguity situations or conflicts arising from a “diamond inheritance”
situation. Because we know that for general programming language the question of
equivalence fatally becomes undecidable, we must be careful to consider applications
where “time out” is an acceptable answer.
Program synthesis, studied in Section 3.3. Type-directed program synthesis algorithms
try to enumerate all expressions of a certain type until they find one that satisfies
certain user-provided conditions, such as input-output pairs or unit tests. More canonical
representations eliminate redundancies – two syntactically distinct expressions of the
same program behavior – so using them would seem very beneficial for program synthesis,
by reducing the search space of program expressions to search. In fact, as we will show,
existing work on program synthesis used some simplfications presented as heuristics,
that are all instances of the simplifications leading to focusing-based more canonical
representations.
On the other hand, canonical representations may also require additional book-keeping,
and to a certain point decrease raw efficiency of term enumeration. We propose studying
these situations where de-normalization is desirable, starting from canonical representa-
tions, rather than studying partial heuristics starting from naive program representations.

2 Theory

2.1 Functional and logic programming
We have lived for too long in a world where logical justifications for programming language
research were separated in two disconnected areas:

Functional programming, whose computational behavior is given by term reduction,
corresponding in logic to cut-elimination or in general elimination of detours in proofs.
Logic programming, whose computational behavior is given by proof search.

It is natural for functional programmers to think about complete proofs that correspond
to the program terms they are familiar with. They study relations between proofs or between
programs, typically by a reduction relation that expresses computation, and an equivalence
relation that expresses indistinguishability.

Curry-Howard then transfers intuition back and form between program-formers with
a computational interpretation and proof -formers with an interpretation as a reasoning
principle. Some success stories include relating control operators to classical reasoning
principles [12], functional-reactive or event-driven programming to linear temporal logic
[13, 23], session types to linear logic propositions [3], and building proof assistants with
convenient computational principles out of advanced dependent type theories (Agda, Coq,
LF, PRL...).

Logic programming considers partial proofs – derivations with some unfilled subgoals
left to prove – to describe the state of a computation that evolves by proof search [18],
either stopping when a complete proof is reached or enumeration all possible completions.
Proposition-formers embed certain search principles that give rise to new computational
behavior, possibly bound to the choice of well-designed search strategies. Besides proving
a rich generalization of Prolog that is pleasing to proof theorists and type theorists alike,
success stories include using linear logic to specify concurrent and distributed systems [16, 26]
or to study interactive fiction gameplays and interactive storytelling [17].
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We encourage functional programmers to start caring about proof search as well. When
logicians propose a new strategy for proof search in a given logic, it avoids traversing
redundant derivations of the same proof. In terms of programming, it removes redundant
expressions of the same program. This lets functional programmers better understand the
structure and identity of programs, by suggesting more canonical representations.

2.2 Identity in logic and programming
We make a careful distinction between a program, that is a specific behavior that the user
has in mind when she implements it in a programming language, and its expression as a
specific term in a given system of representation – defined by a syntax, typing rules, etc. A
program can have arbitrarily many expressions; we say that two expressions are equivalent if
they represent the same program. For example, refactoring is the process of moving from one
expression of a program to another, that is judged more amenable to further modification.

In comparison to the arithmetic expressions of Section 1.1, programs (program behaviors)
correspond to evaluation functions, and expressions correspond to terms, either in the syntax
of simple arithmetic expressions – one choice of representation – or as polynomials – another
choice.

I Definition 1 (Canonicity). A representation T is more canonical than a representation
S if they represent the same programs, and there is a mapping b c : T → S such that the
equivalence classes of T (the maximal sets of expressions of the same program) are mapped
by b c to subsets of the equivalence classes of S. For example, β-normal λ-terms are more
canonical than arbitrary λ-terms. A representation T is canonical if each equivalence class is
a singleton – all equivalent representations are syntactically equal. For example, if you take
a reasonable definition λ-calculus with integers, and restrict yourself to closed terms of type
integer, then β-normal forms are canonical.

For programmers there is usually an extremely clear definition of the behavior of an
expression, and therefore of what it means for two expressions to be equivalent. It may
depend on what they decided to observe – they may, for example, ignore or pay attention
to time and memory consumption – but is non-controversial as soon as the observable are
agreed upon.

Logicians also make a distinctions between the expression of a formal proof and the
mathematical proof it represents, and may consider that two derivations, two formal proofs
are “morally the same”. But how to define this distinction is not at all obvious: ordinary
users of proofs do not consider their behavior, they are merely satisfied that they exist at all
and could not care less about their formal identity.

How to explain, then, the following state of affairs? The identity of proofs has been
studied for a long time by logicians, who proposed many different means of representing a
mathematical proof, meant to better capture its identity, to strive at canonicity: natural
deduction, sequent calculus, hypersequents / deep inference, focused sequents, tableaux,
connection matrices, proof nets, etc. On the other hand, λ-terms reign as the ubiquitous
representations of functional programs and, besides normalization of closed programs, the
question of choosing alternative means of expression is rarely considered.
I Remark. We propose a tentative explanation – an excuse: canonicity is bad for programming.
The choice of a highly non-canonical representation of programs allows programmers rich
means of expressions of the same program. Two distinct expressions of the same program
may correspond to stylistic difference, or an expression of intent in the way the program being
worked on will evolve over time. Non-canonicity may be essential for flexibility, clarity and
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modularity. This is similar to the fact that human mathematicians do, in fact, use products
P ×Q of arbitrary polynomials P,Q when it is what they want to express, despite this not
within the grammar of polynomials themselves – the product is only a simple arithmetic
expression, which is simpler to produce. Yet, just as polynomials, if we want to write tools to
consume programs, better understanding canonical representations can be essential.

2.3 Focusing for canonicity of simply-typed effectful λ-calculus
Focusing is based on the logical notion of invertibility. An inference rule is invertible when
applying it during proof search cannot get you stuck: its premises are provable if and only
if its conclusion is provable. Consider the logical rules corresponding to construction of
functions, pairs and sums:

Γ, A ` B
Γ ` A→ B

Γ ` A1 Γ ` A2

Γ ` A1 ×A2

Γ ` Ai

Γ ` A1 +A2
i ∈ {1, 2}

The rule for functions and pairs are invertible, but the rule for sum is not: using it means
making a choice, and it is possible to get into a dead-end – if you try to prove A1 but
only A2 was provable. On the side of destructors, the opposite is true: deciding to apply a
function may get you in a dead-end if you don’t know how to build an argument for it, while
eliminating a sum merely considers two possible outcomes, losing no information.

Focusing, originally introduced for linear logic in Andreoli [1], is a series of conditions
on proofs: some proofs are valid focused proofs, and other are not. First, if invertible rules
can never get you in a dead-end, you can make them mandatory: focusing forces them to
be applied eagerly, as much as possible. Second, once you can only apply non-invertible
rules, the user has to select a formula (of the context or the goal), and focused imposes that
apply non-invertible rules be applied to it as long as possible. For example, if the goal is
(X1 +X2) + (Y 1 + Y 2), focusing demands not only that they make a (non-invertible) choice
for the head sum connective, but also choose between one of the Xi (or Y i) by doing a
nested sum introduction. As another example, if a function variable f : X → Y → Z is in
the context, selecting it means that one has to pass all arguments at once, passing both a
X and a Y argument – stopping after applying X to work on another formula would be an
invalid focused proof. Intuitively, using this function is only useful to get the final result Z,
so it is always possible to either never apply it (if Z is not needed), or delay the application
of X until Y is also available.

Zeilberger [31] proposed to consider focused proofs as a syntax for a programming
language, guided by the observation that focusing could justify the dual semantic restrictions
on polymorphism in effectful call-by-value and call-by-name languages – this works explains
the value restriction for strict intersection types and the context restriction for lazy union types
appearing in Dunfield and Pfenning [8], and the explanation was extended to second-order
universal and existential polymorphism in Munch-Maccagnoni [19].

The idea of invertibility is one way to understand why adding sums make equivalence
harder. We say that a type connective is positive if its right introduction rule is non-invertible,
and negative otherwise: (→,×, 1) are negatives, and (+, 0) are positive. It is easy to decide
equivalence of the simply-typed λ-calculus with only connectives of one polarity: we previously
remarked that it is easy to define canonical forms in the negative fragment STLC(→,×, 1),
but it is equally easy in the positive fragment STLC(+,0). It is only when both polarities are
mixed that things become difficult.

A key result of Zeilberger [32, Separation Theorem, 4.3.14] is that a focusing-based
presentation of the simply-typed λ-calculus is canonical in the effectful setting where we
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assume that function calls may perform side-effects – at least using the specific reduction
strategy studied in CBPV [15]. Two syntactically distinct effectful focused program expres-
sions are observationally distinct – the canonicity proof relies on two distinct error effects,
to distinguish evaluation order, and an integer counter to detect repeated evaluation. The
fact that any λ-term can be given a focused form comes from a completeness theorem, the
analogous of completeness of focusing as a subset of logical proofs. However, this syntax is not
canonical anymore if we consider the stronger equivalences of pure functional programming,
where duplicated or discarded computations cannot be observed.

Let us write P ,Q for positive types, types that start with a positive head connective, and
N,M for negative types, that start with a negative head connective. In a λ-term in focused
form with types of both polarities – see a complete description in Scherer [28, Chapter 10] –
a non-invertible phases can be of two forms which we shall now define. It can start with a
positive neutral (p : P ), which is a sequence of non-invertible constructors of the form σi for
positive types, they commit to a sequence of risky choice to build the value to return. Or it
can start with a negative neutral n[y : N ], that performs a series of function applications n p
or pair projections πi n to a variable y : N from the context. Such a negative neutral term, if
it is of the type of an atomic goal (n : X), is returned unchanged. If it is of some positive type
P , it is bound to a variable name to be decomposed decomposed by the following invertible
phase: let (x : P ) = n[y : N ] in . . .. One way to think of these two choices is that positive
neutrals (p : P ) build a part of the output value, while negative neutrals n[y : N ] observe a
part of the input environment.

2.4 Saturation for local canonicity of simply-typed pure λ-calculus

Focusing enforces a form of backward search structure on canonical program representations:
the invertible structure of terms is purely determined by the types of the goal and the context.
To obtain canonical forms for pure terms, Scherer and Rémy [30] had to use intuitions from
proof search again, by forcing the non-invertible part of terms to have the structure of a
forward search: at the end of each invertible phase, try to saturate the context by making as
much observations let (x : P ) = n[y : N ] in . . . as possible, returning a value (x : P ) only
when introducing new observations does not teach us anything new. We call terms that
follow this discipline saturated terms – for a more detailed explanation of saturation, see
Scherer [28, Chapter 11].

There is no redundancy among saturated terms, but the completeness theorem is weaker
than for focusing alone. To have the saturation process terminate, one has to fix in advance
a finite set of possible observations for each context. For any such choice, only finitely
many λ-terms can be given a saturated normal form – and conversely, for any finite set
of λ-terms there exists a saturation strategy that allows to represent them as saturated
normal form. This is enough for practical applications – testing whether a type has a unique
inhabitant, testing whether two terms are equivalent (two is finitely many) – but still a
technical limitation.

3 Practice

These results on the simply-typed λ-calculus are very encouraging, but they do not provide
canonical forms in presence of parametric polymorphism, which gives even stronger equational
principles. In other words, canonical forms for practically used programming languages are
still out of reach.
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We argue that building them would give us a much better understanding of what our
programs are, and open the door for important applications.
1. Easy ways to build fully abstract translations.
2. Program synthesis.
3. Equivalence procedures.

3.1 Full abstraction
A translation from one program representation to another, a compiler for example, is said
to be fully abstract1 if two programs are observationally equivalent if and only if their
translations are observationally equivalent.

Full abstraction is a strong property that gives a lot of information of a compilation
process: it tells us that any equational reasoning at the source level remain valid at the
target level. One can think of it as a usability property (knowing the source language is
enough) or a security property (the compiler protects programs from being separated by
attacks at the target level)

As a result of its strength, it is a difficult property to establish : many translations that
we intuitively believe are fully-abstract have only been proved so very recently, or are not
known to be. For example, fully-abstract translations from the simply-typed λ-calculus to
the untyped λ-calculus or from the simply-typed λ-calculus (with recursive types) to System
F were only established in 2016 [7, 21], and type-erasing fully-abstract translations from
System F are an open problem. Yet we can, with apparent ease, provide you with very strong
results.

I Theorem 2 (Full abstraction for free!). Take any finite subset S of the pure simply-typed
λ-calculus with functions, pairs, sums and units. Take any system T in which any λ-term
can be embedded: the untyped λ-calculus, System F, impure System F with references and
call/cc, the Calculus of Constructions... There is a fully-abstract translation from S to T .

Proof. For any pure λ-term e in S, let us define bsc its canonical form as defined in
Scherer [28], seen as a λ-term. We assumed that the λ-calculus embeds into T . We translate
s into the embedding of bsc.

By definition of canonicity, if two terms s, t are observationally equivalent, then bsc and
btc are syntactically equal, and in particular their embedding in T is the same program. In
other words, this translation is fully abstract. J

This result is a bit puzzling2. For example, we are not requiring the type A → B of
pure functions in the pure simply-typed λ-calculus to be translated in T into a type of pure
functions: the embedding into ML with non-termination and references, for example, would
return a term at the type of ML impure functions. Yet the translation is fully-abstract.

Full-abstraction proofs are delicate because they are often built on the ability to back-
translate contexts of the target language into the source language – completely or approx-
imately. The proof technique established in Devriese, Patrignani, and Piessens [7] might
be able to back-translate contexts of the calculus of (inductive) construction, but it sounds
like a daunting amount of work. Instead, we paid the cost of coming up with canonical

1 Full abstraction was originally introduced as a quality criterion for denotational semantics instead of
syntactic program translation. We mention this in Section 4.2 (Game semantics).

2 Note that it is not an immediate consequence of strong normalization for the simply-typed λ-calculus,
otherwise it would extend to System F as well.
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representations in the first place; once you have them for your source language, you get
fully-abstract translations for free!

3.2 Equivalence procedures
Canonical representations also give procedures to decide equivalence for a programming
language: to check whether two representations are equivalent, one can check whether their
canonical forms are syntactically equal. Conversely, it is often – but not always – the case
that equivalence procedures can be read back as a way to describe canonical forms for a
language.

We know surprisingly little about deciding program equivalence. Equivalence in presence
of non-empty sum types has remained an advanced, somewhat active research topic since it
was proved decidable in Ghani [11], and equivalence in presence of the empty type (zero-
ary sums) was decided only recently [29]. We know that observational equivalence for
System F is undecidable, but while the (equally undecidable) problem of type inference has
been actively studied since at least Pfenning [24], we know of no research on equivalence
algorithms for polymorphic calculi.3 Similarly, an impressive amount of effort has been
invested in automatically checking that an implementation respects a specification (despite
the undecidability barriers), but almost none went into automatic checking of implementation
equivalence – as if this question jumped straight from automata to process calculi, without
ever touching functional programs.

We hope that studying proof search and canonical representations in presence of poly-
morphism will stimulate work on semi-decidable equivalence algorithms for powerful type
systems. The applications of equivalence procedures are everywhere, and we will mention
some of them:
1. Robust equivalence checking opens the door to automatic verification of refactoring code

transformations. Refactoring edits are typically designed to be easily reviewable by
human programmers, so they should be within reach of an equivalence algorithm, even if
it is very incomplete. Note that this very quickly involves the tricky equivalence of sums:
moving a condition test earlier or later in a program is an instance of β-expansion on
booleans (a sum type).

2. ML module systems have generative and applicative functors, the later being characterized
by the fact that two independent applications of the same functor to the same parameter
return compatible modules. This means that two independent libraries that made the
same instantiation choice are compatible, instead of having to be modified to depend
on a common functor applications. However, equality of module parameters, “static
equivalence”, is implemented in a very syntactic and restrictive way, essentially requiring
that both independent libraries refer to a shared definition of the parameter. To liberate
independent libraries, we should let each define their parameter, and check that they are
equivalent.

3. The question of equivalence is also underlying the problem of coherence of implicit
elaboration mechanisms such as type-classes and implicits. To remain predictable,
language designs try to guarantee that each implicit elaboration problem has a unique
solution across the user code – either by imposing somewhat ad-hoc priority/ordering
restrictions or by imposing non-modular conditions, such as imposing all implicit instances

3 One notable exception is the work of Bernardy, Jansson, and Classen [2] on polymorphic testing, which
is secretly about program equivalence.
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to be declared at the toplevel. If we had reliable equivalence checking, we could for
example allow local declarations under the condition that local instances remain coherent
with outer instances – checking equivalence for all pairs of elaboration chains for the same
instance – or automatically determine which global instances need to be locally disabled
to preserve coherence.

4. In general equivalence checking is the proper design tool to handle “diamond inheritance”
situations. If a declaration inherits from two classes exporting the same method definition,
existing languages either impose an arbitrary choice, or fail, or require a renaming;
renaming is correct, but cumbersome in the common case where both definitions are
equivalent – sometimes in non-trivial ways. This is common for example when modeling
mathematical hierarchies: a finite monoid is both a monoid and a finite set, which both
exports (non-conflicting) definitions of a carrier set.

3.3 Program synthesis

In Scherer and Rémy [30] we used canonical forms for the simply-typed λ-calculus to answer
the following question: when it is the case that a given type is has a unique inhabitant
modulo program equivalence? This unicity situation is a perfect opportunity for program
synthesis, as the code that programmer would have in mind is completely determined by the
type information flowing from the context. We presented some interesting examples (unique
inhabitants at non-trivial types of lens operators), but of course unicity rarely happens in
common programs today, only in highly polymorphic library functions, or code written with
rich dependent types [27].

More practical-minded work on type-directed program synthesis, such as the recent works
of Osera and Zdancewic [22], Frankle, Osera, Walker and Zdancewic [10], and Polikarpova,
Kuraj and Solar-Lezama [25], proceeds by enumerating arbitrary many programs at a given
type, looking for one that satisfies a user-provided specification – expressed as a set of
input-output examples, or a refinement type. Even if the specifications can be woven inside
the search procedure to reduce the search space, there is still a combinatorial explosion in the
number of synthesized AST nodes that makes scaling to rich programs extremely challenging.

By reducing the redundancy among the programs of a given size, canonical forms provide
order-of-magnitude4 reduction in search space. In fact, many of the experimentally-motivated
space reduction heuristics proposed in Osera and Zdancewic [22] are subsumed by focusing.

We propose three ways in which the study of canonical forms could interact and enrich
future research on type-directed functional program synthesis:
1. We believe that instead of starting from a λ-term enumeration and carving out to reduce

the search space, synthesis algorithms could be usefully expressed as directly from the
search procedure for canonical forms – if they are known for the type system at hand –
or the most-canonical representation known.

2. On the other hand, sometimes strong canonicity imposes some bookkeeping that can
actually degrade search performance – Frankle, Osera, Walker and Zdancewic [10] reports
that sometimes they willingly avoid η-expansion to reduce term size. Syntactic descriptions
of “weakly” focused programs that do not impose full deep inversion has been proposed
[20], but we need to build empirical and theoretical understanding of when and why
de-canonicalization is useful for synthesis.

4 The order-of-magnitude claim comes from Frankle, Osera, Walker and Zdancewic [10].
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3. Finally, synthesis algorithms today mix techniques that are easily explained by the proof
search-inspired point of view we promote in the present article, and others, such as the
predicate interpolation used in Polikarpova, Kuraj and Solar-Lezama [25], that are not
justified in these terms. It would be interesting to find justifications for them in purely
logical terms – as logicians have historically have been able to do for various aspects of
logic programming, such as forward vs. backward-search [5] or magic sets [4].

4 Advanced topics

4.1 Full abstraction seen differently
In Theorem 2 (Full abstraction for free!) we demonstrated that knowing a canonical
representation for a source language lets us build fully-abstract translation to many different
target languages with almost no assumption of those targets.

To be clear, we do not currently expect this approach to scale to the realistic languages we
are interested to get fully-abstract compilers and translations for, because of the decidability
barrier for canonical representations. Getting a more canonical representation is useful for the
applications mentioned so far, but this approach to full abstraction requires fully canonical
representations, and may therefore remain restricted to idealized languages. Nonetheless,
in the rest of this section, we explore what we can learn about full abstraction from this
extreme setting.

This full-abstraction argument is interesting because it gives a concrete example of the
general idea that full-abstraction results from a source to a target language need not be built
on back-translation techniques. Most of the known full-abstraction results rely on the ability
to back-translate some parts of target terms and contexts – for example those whose type is
the translation, in the target type system, of a source type – to the point where practitioners
would sometimes conflate full-abstraction with the ability to back-translate. We demonstrate
that knowing more about the source equivalence lets you work less on the relation between
the source and target languages.

Full abstraction is also often seen as a security property, and considering our proof
technique in this light is interesting. If we consider distinguishing two terms as an “attack”,
the statement of full abstraction says that the translation protects the source terms of any
additional distinguishing power (attacks) in the target language; this may be achieved by
having the compiler insert some sort of “protective wrapper” around the translated terms, to
disable the more low-level (malicious?) features of the target language – see Fournet, Swamy,
Chen, Dagand, Strub and Livshits [9] for example.

In our canonicity-based full abstraction result, there is no protective layer (neither static
or dynamic) around the terms. Instead of disabling the observation features of the target
language, we make sure that each source term will behave as all others equivalent terms
under any additional observation from the target.

For example, consider the type (X → Y )→ X → Y → Y in the pure simply-typed λ-
calculus and its two inhabitants λf x y. f x and λf x y. y. To get a fully-abstract translation
into a target calculus with side-effects such as input-output, one would typically wrap the two
terms into a protective barrier that prevents using side-effects to tell if the f argument is used
or not – in this example, the two terms are not equivalent, so they will remain distinguishable,
but the protective barrier would be used in any case. This protection could be static, using
a type of pure functions in the target language to forbid effects in f , or dynamic, using
some kind of IO mocking/reification to block external observers from seeing writes. In
our translation, no such protection is used; instead, saturation transforms both terms, in
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the source language (before translation), into terms of the form λf x y. let y′ = f x in . . .,
where the . . . are y′ for the first program and y for the second. No protective wrapping is
necessary anymore: bad f -observing side-effects will make the same observation on both
normal forms.

Finally, one may wonder about the efficiency impact of the normalization into a canonical
form – in particular the saturation. At the source type (X → Y )→ X → Y → Y in the
example above, we turned λf x y. y into λf x y. let y′ = f x in y, introducing an apparently
useless computation. In the general case, many such observations of the context may be
introduced by saturation – how much depends on the finite set of terms that delimits the
observable horizon. However, notice that this price needs only be paid if the function type
X → Y is translated into a type of impure functions in the target. If it is translated to a
pure function type, then the unused binding let y′ = f x can be removed after embedding
in the target language. In general, saturation may introduce many additional observations,
but only the ones that are required for full abstraction to hold need to be preserved; simple
type-directed target simplification strategies may be able to convert back to target programs
much closer to what non-canonicity-based fully-abstract compiler would produce.

4.2 Game semantics
Some readers may wonder about a relation between canonicity of syntactic representations
that we propose to discover using focusing, and the full abstraction property of some
denotational semantics obtained through game semantics. The comparison is as follows.

Game semantics provide a way to describe programs as games or, more precisely, strategies
(as mathematical objects in a denotational semantics, but they could be given a concrete
syntax), that allow to express an extremely broad scope of computational behaviors. In
particular, two distinct such objects are distinct behaviors (there is no redundancy), but
in general a lot of those objects do not correspond to interpretations any program of the
language you are starting with: they may exhibit various kind of non-determinism, state,
demand sensitivity, all sorts of weird things. Then you progressively carve out subsets of
those objects that have nice behavioral properties (for example, innocent strategies), ruling
out the strangest behaviors. If you do this enough, you can manage to remove all the
non-standard stuff, and the remaining objects are exactly the programs of your language:
you have a fully-abstract model.

The path to canonical forms goes in the opposite direction. We start with a syntax that,
obviously, contains only expressions of the programs of our language, but a lot of these
expressions may describe the same behavior. Then we carve out redundant expressions by
proposing more and more canonical representations. If we do this enough, we can manage to
remove all the redundancy, and the remaining expressions are exactly the programs of our
language: we have a canonical representation.

In the best case, a language is so well-understood that both processes have reached
completion: we have canonical representations and fully abstract denotations of it that are
in one-to-one correspondence. This has been worked out for propositional linear logic in
Laurent [14].

5 Conclusion

Syntax is a powerful tool to study and manipulate program behavior, and we emphasize the
problem of finding more canonical syntactic representations of our program, that have less
redundancy and are thus closer to a canonical description of their behavior.
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We claim that this research programme can take heavy inspiration from proof-theoretic
results and methods to study the structure of proof search, extending a new arm of the
Curry-Howard correspondence.

Recent results have already been obtained for simply-typed systems, giving precise
descriptions of normal forms for both effectful and pure λ-calculi. The extension to parametric
polymorphism, and other advanced type systems (dependent types...) is an open problem
that you should consider working on!

Powerful type systems, with their stronger equational reasoning principles, should not
only make programming more expressive and safer, they should make it easier. We need
better programming tools for that to happen, and hopefully more canonical representations
are one way to make this happen.

Acknowledgments. Amal Ahmed led an extremely stimulating discussion on the nature
and limitation of the full abstraction results provided by factorization through canonical
forms in Theorem 2, which we tried to summarize in Section 4.1 (Full abstraction seen
differently).
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A Appendix: Noam’s history of focusing

Noam Zeilberger’s work contains, expressed very clearly, the result that focusing gives a
canonical term language for effectful programs – Zeilberger [32, Separation Theorem, 4.3.14].
Interestingly, this aspect is not emphasized in the general work, not is the connection to logic
programming (despite the direct connection to Frank Pfenning’s work), and the formulation
in terms of a Curry-Howard correspondence between term canonicity and proof search is not
to be found in his thesis – it seems to be a contribution of the present article.

We tried to guess how Noam Zeilberger ended up working with focusing and its applications
to functional programming problems. We assumed that familiarity with focusing came first
from the literature on logic programming, and applications to the simply-typed λ-calculus
came only later. We asked him, and it turns out we were completely wrong. Most of his
reply, lightly edited, is quoted below:

The original reason I started thinking about evaluation order and pattern-
matching was actually to understand intersection and union types. I was intrigued
by the paper on “Tridirectional typechecking” by Joshua Dunfield and Frank
[8], where they showed that the union-elimination rule requires an “evaluation
context restriction” in the presence of effects, dual to the value restriction on
interesection-introduction which Rowan Davies and Frank had found was necessary
for CBV+effects (“Intersection types and computational effects”, [6]). I was not
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completely satisfied with the treatment of subtyping in these papers, though. Rowan
and Frank’s paper explained that the subtyping distributivity law

(1) (A→ B) ∧ (A→ C) 6 A→ (B ∧ C)

from classical intersection type systems is unsound for CBV+effects, while Joshua
and Frank’s paper showed that the dual rule for unions

(2) (A→ C) ∧ (B → C) 6 (A ∨B)→ C

is unsound for CBN+effects (they didn’t mention this explicitly, but it can be
deduced from their examples showing the necessity of an evaluation context restric-
tion on union-elimination). The solution in both papers was to simply drop these
principles (1) and (2), but it’s a fact that (1) is sound for CBN even in the presence
of effects, while (2) is sound for CBV+effects. What I noticed (which really is kind
of folklore) was that it’s possible to reduce these questions of subtyping to typing
by taking an “identity coercion” interpretation of subtyping. For example, it is
possible to “derive” principle (1) by typing the eta-expansion of a function variable:

f : (A→ B) ∧ (A→ C) ` fn x => f(x) : A→ (B ∧ C)

The point is that the corresponding typing derivation goes away if we place a
value restriction on intersection-introduction, because the subexpression f(x) is
not a value. My hypothesis was that it should be derive all of the subtyping laws
which are sound for a given evaluation order by typing the appropriate identity
coercion, but this places constraints on the design of the type system, that the
typing rules be “sufficiently complete”. In particular, subtyping rules such as

(A ∗B) ∧ (A ∗ C) 6 A ∗ (B ∧ C)
A ∗ (B ∨ C) 6 (A ∗B) ∨ (A ∗ C)

(A+B) ∧ (A+ C) 6 A+ (B ∧ C)
A+ (B ∨ C) 6 (A+B) ∨ (A+ C)

seemed to require inversion principles based on pattern-matching to be built into
the typing rules. It took a few more steps to get to focusing. Here’s a followup
mail I wrote to Robert Harper on June 1 2006:

I think I understand what you were getting at earlier – would you find
it more acceptable to speak of call-by-value vs call-by-name connectives?
Or maybe strict vs lazy connectives? Part of what this work is about is
that we have to treat (for example) strict product and lazy product as
different logical connectives, with different introduction and elimination
rules. You can pattern-match against values of “strict type”, and pattern-
match against covalues of “lazy type”. If you are familiar with the idea of
focusing, strict (aka “positive”) connectives are synchronous on the right
and asynchronous on the left, whereas lazy (aka “negative”) connectives
are synchronous on the left and asynchronous on the right.

[...] It may not be necessary to segregate distinct “call-by-value” and
“call-by-name” type systems as I did in the version of the paper you have, and
instead just take their union as a system mixing strict and lazy connectives
– I haven’t worked that out.
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Abstract
The ability to automatically discover a program consistent with a given user intent (specification)
is the holy grail of Computer Science. While significant progress has been made on the so-
called problem of Program Synthesis, a number of challenges remain; particularly for the case of
synthesizing richer and larger programs. This is in large part due to the difficulty of search over
the space of programs. In this paper, we argue that the above-mentioned challenge can be tackled
by learning synthesizers automatically from a large amount of training data. We present a first
step in this direction by describing our novel synthesis approach based on two neural architectures
for tackling the two key challenges of Learning to understand partial input-output specifications
and Learning to search programs. The first neural architecture called the Spec Encoder computes
a continuous representation of the specification, whereas the second neural architecture called the
Program Generator incrementally constructs programs in a hypothesis space that is conditioned
by the specification vector. The key idea of the approach is to train these architectures using a
large set of (φ, P ) pairs, where P denotes a program sampled from the DSL L and φ denotes the
corresponding specification satisfied by P . We demonstrate the effectiveness of our approach on
two preliminary instantiations. The first instantiation, called Neural FlashFill [29], corresponds
to the domain of string manipulation programs similar to that of FlashFill [13, 14]. The second
domain considers string transformation programs consisting of composition of API functions. We
show that a neural system is able to perform quite well in learning a large majority of programs
from few input-output examples. We believe this new approach will not only dramatically expand
the applicability and effectiveness of Program Synthesis, but also would lead to the coming
together of the Program Synthesis and Machine Learning research disciplines.
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I.2.2 [Artificial Intelligence] Program Synthesis, I.5.1 [Artificial Intelligence]: Neural Nets
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1 Introduction

The impact of computing in shaping the modern world cannot be overstated. This success
is, in large part, due to the development of ever more revolutionary and natural ways of
specifying complex computations that machines need to perform to accomplish tasks. Despite
these successes, programming remains a complex task – one which requires a long time
to master. Computer Scientists have long worked on the problem of program synthesis
ie the task of automatically discovering a program that is consistent with a given user
intent (specification) [38, 6, 22]. The impact of Program Synthesis is not just limited to
democratizing programming, but as will see below, it allows us to program computers to
accomplish tasks that were not possible earlier.
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Considering the field of machine learning from the perspective of Program Synthesis, the
specification takes the form of input-output examples (training data), and programs are
restricted to certain restricted languages. For instance, linear regression involves synthesizing
programs that involve a single linear expression, neural networks involve synthesizing programs
that are composed of sequence of tensor operations, and decision trees involve synthesizing
programs composed of nested if-then conditions. The availability of large scale training data
and compute, along with the development of approaches to search-over the afore-mentioned
restricted families of programs have allowed machine learning based systems to be extremely
successful in many domains. This is particularly true in the case of perceptual tasks such as
image [23] and speech understanding [18], where machine learning has led to dramatic recent
breakthroughs in the form of development of systems whose abilities go beyond humans
themselves [16, 40]. While the programs learnt using machine learning approaches have
been very effective, they are restricted by limited domain specific languages they employ.
Moreover, the programs learnt by such techniques are hard to interpret, verify, and correct.

Program Synthesis has also seen a substantial amount of research in the Programming
Languages community. While earlier approaches to tackle this problem were mostly based
on deductive reasoning [25, 26, 27], several approaches based on inductive reasoning have
been recently proposed. These new approaches have exploited advances in computational
power, algorithmic advances in constraint-solving, and application-specific domain insights [1].
These approaches can be broadly divided into four categories based on the search strategy
they employ: (i) enumerative [39], (ii) stochastic [35], (iii) constraint-based [36, 37], and
(iv) version-space algebra based [14, 30]. The enumerative approaches enumerate programs
in a structured hypothesis space and employ smart pruning techniques to avoid searching a
large space. The stochastic techniques use a cost function to induce a probability distribution
over the space of programs conditioned on the specification, which is used to sample the
desired program. The constraint-based techniques encode the search problem in low-level
SAT/SMT constraints and solve them using off-the-shelf constraint solvers. Finally, the
Version-space algebra based techniques learn programs in specialized DSLs to perform an
efficient divide-and-conquer based search.

While there has been a significant progress in synthesizing richer and larger programs,
these synthesis approaches suffer from a number of challenges. The first and most daunting
challenge is the search problem for searching over the large space of programs. Modern
approaches try to overcome this problem by carefully designing the DSL [14]. Not only this
approach restricts the expressivity of the language but it is also extremely time consuming
as the DSL designer needs to encode several domain-specific heuristics in terms of DSLs,
pruning strategy, cost function etc. Second, these synthesis algorithms do not learn from
previously solved tasks, i.e. they do not evolve and get better over time. Finally, these
algorithms are typically designed to handle one form of specification (such as input-output
examples or partial programs). It is difficult to handle multi-modal specifications such as
combination of input-output examples, natural language description, partial programs, and
program invariants all together as one combined specification.

In this paper, we argue that the above-mentioned challenges can be tackled by learning
synthesizers automatically from a large amount of training data. We believe this new approach
will dramatically expand the applicability and effectiveness of Program Synthesis and has
the potential to have a massive impact on the development of complex intelligent software
systems of the future. We present a first step in this direction by describing a novel synthesis
approach based on two neural architectures for tackling the two key challenges of Learning to
understand specifications and Learning to search programs. The first neural architecture called
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the Spec Encoder computes a continuous representation of the specification, whereas the
second neural architecture called the Program Generator incrementally constructs programs
in a hypothesis space that is conditioned by the specification encoding vector. The key idea
of the approach is to train these architectures using a large set of (φ, P ) pairs, where P
denotes a program sampled from the DSL L and φ denotes the corresponding specification
satisfied by P .

We present two preliminary instantiations of this approach. The first instantiation, Neural
FlashFill [29], corresponds to the domain of string manipulation programs similar to that of
FlashFill [13, 14]. The second domain considers string transformation programs consisting of
composition of API functions [4]. The specification mechanisms in both of these domains is
input-output string examples and we develop an R3NN (Reverse-Recursive-Reverse Neural
Network) to incrementally generate program trees in the DSL that is conditioned on the
input-output examples. We show that even with preliminary encodings, the neural system is
able to perform quite well in learning a large majority of programs from few input-output
examples. We finally conclude with some challenges and exciting future directions.

Related work on Learning to Program. There have some recent proposals to use neural
network based encodings for synthesizing programs. Neural RAM [24] constructs an end-to-
end differentiable model representing the sequential compositions of a given set of modules
(gates), and learns a controller defining the compositions of modules to obtain a program
(circuit) that is consistent with a given set of examples. DeepCoder [2] embeds input-output
examples of integers to learn a distribution over likely functions that would be useful for
the task, and uses off-the-shelf synthesis techniques such as enumerative and Sketch [36]
to learn the program. Terpret [9] and Forth [34] are probabilistic programming languages
that allow programmers to write high-level programs with holes, which are then completed
using a gradient-descent based search. While these systems have shown a lot of promise,
they typically learn simple short programs, need a lot of compute resources per synthesis
task, and do not learn how to perform efficient search.

There has been a number of recent proposals of neural architectures to perform program
induction, where the goal is to learn a network that can learn the functional behavior of
a program. These architectures are inspired from computation modules (Turing Machines,
RAM, GPU) [12, 24, 21, 33, 28] or common data structures such as stacks [20]. The key idea
in these approaches is to represent the operations in a differentiable form, which allows for
efficient end-to-end training of a neural controller. However, unlike our approach that learns
interpretable programs, these approaches learn only the program behavior. There is also
an exciting line of work on learning probabilistic models of code from big code [32, 5, 17],
which are used for different applications such as variable and method name inference, code-
completion, generating method summaries etc.

2 Overview of Neural Program Synthesis

The overview of our approach is shown in Figure 1. We assume that the hypothesis space
of programs is given in the form of grammar similar to that of SyGuS [1] and the goal is
to find a derivation (program) from the grammar that is consistent with the specification
provided by a user. There are two key neural modules: (i) Specification Encoder (Learning to
understand specification) and (ii) Program Generator (Learning to search over programs). The
specification encoder generates a continuous vector representation of specification (potentially
in multiple formats). The program generator takes the specification vector and the DSL L
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Specification
Encoder

Program 
Generator

{inpk outk}k

Natural Language

Partial program P’

Program invariants

DSL

Program P

𝜙

Figure 1 An overview of the neural program synthesis approach consisting of two components.
The specification encoder generates a distributed representation of the specification, which is then
used to condition the program generator module that incrementally generates programs in a DSL.

as inputs, and generates a program P ∈ L that conforms to the specification. We briefly
describe the two modules and different challenges associated with them.

2.1 Neural Architectures

Specification Encoder: The challenge of designing a specification encoder is that it needs
to handle multiple forms of specifications, but at the same time it also needs to maintain
a differentiable representation that can be efficiently learnt. Some possible specification
modalities we aim to support in our architecture include input-output examples, natural
language descriptions, partial programs, and program invariants. The challenge in encoding
input-output examples is that the set of examples can be of variable size and each example
can be of different length. The encoding should also be invariant to the order of examples.
Moreover, the inputs and outputs can be of different types such as strings, integers, arrays,
etc., which adds another challenge to the encoder. For encoding partial programs, the encoder
needs to take into account the tree structure of parse tree of the program compared to the
simpler sequence structure of base types.

Program Generator: The program generator component needs to generate a program from
the DSL that is consistent with the specification vector obtained from the specification
encoder. One approach is to model program semantics in the continuous domain and have
the neural network perform optimization over that space. Since programs are typically
discrete in nature, i.e. a small change in inputs (or in programs) can lead to big changes in
output, embedding continuous representation of program semantics is challenging. Another
approach can be to instead learn a controller that selects different choices from the hypothesis
space (DSL) to construct a program. This controller needs to encode partial program trees
and learn how to incrementally expand the trees. Depending on the complexity of the DSL,
it may additionally need to encode program states, memory, and stack information.

2.2 Training the Neural Architectures

One of the reasons for success of neural networks recently has been the availability of large
amounts of training data. While for domains such as natural language processing and
computer vision, acquiring good labeled data is a challenging task, it is relatively easier for
our domain of program synthesis. Given a DSL, we use a program sampler to sample million
of programs from the language and order them using different metrics such as program size,



R. Singh and P. Kohli 16:5

operator usage etc. Given a sampled program, we can then design a rule-based approach to
generate corresponding specifications that are consistent with the sampled program.

However, there are also several challenges in generating the training data. First, sampling
programs from a context-free grammar is relatively straightforward, but sampling programs
from a more complex stateful grammar is more complex as the sampler needs to ensure
that the program is well-formed, e.g. there are no variable usage before define or array
out-of-bound errors. Second, the generation of consistent specification for a program can
also be challenging as the sampler needs to ensure that the inputs satisfy the pre-conditions
of the sampled programs. For generating natural language descriptions, one challenge is that
there might be multiple different ways to specify the functionality.

Given the training data of input-output examples together with their corresponding
programs, the specification encoder and the program generator can be trained in an end-to-
end supervised manner using the backpropagation techniques. The goal of training is to learn
best parameters for the two neural architectures that result in learning consistent programs
for as many training points as possible. There are also several choices for cost function
for optimizing the training loss. One choice can be to ensure that the learnt program is
syntactically similar to that of training program. This cost function is easy to optimize since
we can use the complete supervision for each individual component of the program. However,
this cost function also penalizes many good programs that are syntactically different but
semantically equivalent with respect to the training program. This is especially true in case
of inductive specifications such as input-output examples, where there might be multiple
consistent programs. The cost function can be enhanced to optimize over the outputs of
the learnt programs instead of their syntactic structure, but this makes the optimization
algorithm harder since we no more have intermediate supervisory signal, and we can only
check for program correctness after constructing the complete program.

2.3 Synthesizing programs from the learnt architectures

After learning the neural architectures, we can use them to learn programs given some
specification. The specification encoder encodes the specification using the learnt parameters
and the specification vector is fed to the program generator to construct a consistent program.
Another interesting property of the program synthesis domain unlike other domains such as
NLP and vision is that we can execute the learnt programs and check if they are correct with
respect to the specification at test time, which allows us multiple choices during program
generation. We can either generate the 1-best program using the program generator, or we
can use the learnt distributions over the grammar expansions to instead sample and generate
multiple programs until finding one that is consistent with the given specification. However,
checking for correctness might not be feasible for all types of specifications such as Natural
Language specifications.

3 Neural FlashFill and NACIO

We present a preliminary instantiation of our framework on two domains – Neural FlashFill
and Nacio. The Neural FlashFill system learns regular expression based string transform-
ations in a DSL similar to that of FlashFill given a set of examples. Nacio learns string
transformation programs that involves composition of API functions. We use the same neural
architectures for Specification Encoder and the Program Generator for both the systems.
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String e := Concat(f1, · · · , fn)
Substring f := ConstStr(s)

| SubStr(v, pl, pr)
Position p := (r, k, Dir) | ConstPos(k)

Direction Dir := Start | End
Regex r := s | T1 · · · | Tn

Input v Output
1 William Henry Charles Charles, W.
2 Michael Johnson Johnson, M.
3 Barack Rogers Rogers, B.
4 Martha D. Saunders Saunders, M.
5 Peter T Gates Gates, P.

(a) (b)
Concat(f1, ConstStr(“, ”), f2, ConstStr(“.”)),

where f1 ≡ SubStr(v, (“ ”,−1, End), ConstPos(−1)) and f2 ≡ SubStr(v, ConstPos(0), ConstPos(1))
(c)

Figure 2 (a) The regular expression based string transformation DSL, (b) an example task in
the DSL for transforming names to last names followed by first name initial, and (c) an example
program in the DSL for this task.

3.1 Domain-specific Language

The domain-specific language for Neural FlashFill is shown in Figure 2(a). The top-level
expression is a concatenation of a sequence of substring expressions, where each substring
expression is either a constant string s or a substring of an input string between two positions
pl and pr (denoting the left and right indicies in the input string). A position expression
can either be a constant index or a token match expression (r, k, Dir), which denotes the
Start or End of the kth match of token r in input string v. A regex token r can either be a
constant string s or one of 8 predefined regular expressions such as alphabets, alphanumeric,
capital etc. An example benchmark is shown in Figure 2(b) and a possible DSL program
for the transformation is: Concat(f1, ConstStr(“, ”), f2, ConstStr(“.”)), where f1 ≡
SubStr(v, (“ ”,−1, End), ConstPos(−1)) and f2 ≡ SubStr(v, ConstPos(0), ConstPos(1)).
The program concatenates: (i) substring between the end of last whitespace and end
of string, (ii) constant string “, ”, (iii) first character of input string, and (iv) constant string
“.”.

The top-level expression in the Nacio DSL (Figure 3(a)) is similar to that of the FlashFill
DSL consisting of concatenation of a sequence of string expressions. The main difference
is that a substring expression can now also be an API expression belonging to one of the
three classes of APIs: lookup APIs, regex APIs, and transform APIs, and the DSL allows
for both composition and nesting of APIs. The lookup APIs such as GetCity, GetState
etc. comprise a dictionary of a list of strings and perform a lookup on an input string. The
regex APIs such as GetFirstNum, GetLastWord, etc. search for certain regular expression
patterns in the input string and return the matched string. Finally, the transform APIs such
as GetStateFromCity transform strings from one dictionary to another dictionary. In total,
the DSL consists of 107 APIs (84 regex, 14 lookup, 9 transform). An example Nacio task
shown in Figure 3(b) can be performed by the DSL program GetAirportCode(GetCity(v)).

3.2 Specification Encoder

The specification encoder for the Neural FlashFill and Nacio encodes a set of input-output
strings to a continuous vector representation. The main idea of the encoder is to first run
two separate bidirectional LSTMs [19] over the input and output strings respectively, and
then perform compute a cross-correlation vector between the two representations. It then
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String e := Concat(f1, · · · , fn)
Substring f := CStr(s) | R(f)

| T (f) | L(v) | v

Lookup API L := L1 | · · · | Lm

Regex API R := R1 | · · · | Rl

Transform API T := T1 | · · · | Tk

(a)

Input v Output
1 Los Angeles, CA LAX
2 Boston, MA BOS
3 San Francisco, CA SFO
4 Chicago, IL ORD
5 Detroit, MI DTW

(b)

(c) GetAirportCode(GetCity(v))

Figure 3 (a) The Nacio DSL for API composition, (b) a Nacio task to obtain airport code and
(c) a program in the DSL for the task.

(a) Recursive pass (b) Reverse-Recursive pass

Figure 4 (a) The initial recursive pass of the R3NN. (b) The reverse-recursive pass of the R3NN
where the input is the output of the previous recursive pass.

concatenates the representations of all input-output examples to get a representation for the
set of examples.

3.3 Program Generator

We develop a new R3NN (Recursive-Reverse-Recursive Neural Network) [29] to define a
generation model over trees in a DSL (grammar). The R3NN model takes a partial program
tree (derivation in the grammar), and decides which non-terminal node in the tree to expand
and with which expansion rule, given the I/O encoding vector. The model first starts with
the start symbol of the grammar and incrementally incrementally constructs derivations in
the grammar until generating a tree with all terminal leaf nodes.

The R3NN model has the following 4 parameters: (i) a vector representation for each
symbol in the grammar, (ii) a vector representation for each rule in the grammar, (iii) a deep
neural network that takes as input the set of Right-hand side (RHS) symbols of a rule and
generates a representation of the corresponding Left-hand side (LHS) symbol, and (iv) a deep
neural network that as input the representation of an LHS symbol of a rule and generates a
representation for each of the corresponding RHS symbols. The R3NN first assigns a vector
representation to each leaf node of a partial tree, and then performs a recursive pass going up
in the tree to assign a global representation to the root. It then performs a reverse-recursive
pass from the root to assign a global representation to each node in the tree. Intuitively,
the idea is to assign a representation to each node in the tree such that the node knows
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Sample Train Test
1-best 60% 63%
1-sam 56% 57%
10-sam 81% 79%
50-sam 91% 89%
100-sam 94% 94%

Size Train Test
7 45% 37%
8 67% 53%
9 36% 28%
10 41% 33%

Sample NeuralFF Nacio
1-best 8% 15%
1-sam 5% 12%
10-sam 13% 24%
50-sam 21% 34%
100-sam 23% 37%

(a) (b) (c)

Figure 5 (a) Neural FlashFill performance on synthetic data of programs upto size 13, (b) Nacio
performance on synthetic data of programs upto 3 concats, and (c) Perfomance of Neural FlashFill
and Nacio on 238 real-world FlashFIll Benchmarks.

about every other node in the tree. The R3NN encoding for an example partial tree in
the grammar with the recursive and reverse-recursive passes is shown in Figure 4(a) and
Figure 4(b) respectively.

More concretely, we first retrieve the distribution representation φ(S(l)) for every leaf
node l ∈ L in the tree and then perform a standard recursive bottom-to-top, RHS→LHS
pass by going up the tree and applying fR(n) for every non-leaf node n ∈ N on its RHS node
representations. We continue this pass until we reach the root node, where φ(root) denotes
the global tree representation. This global representation has lost any notion of tree position
and we perform a reverse-recursive pass to pass this information to all the leaf nodes of
the tree. We start this pass by providing the root node representation φ(root) as an input
to the second set of deep networks gR(root) where R(root) denotes the production rule for
expanding the start symbol. This results in a representation φ′(c) for each RHS node c of
R(root). We iteratively apply this procedure to all non-leaf nodes c, i.e., process φ′(c) using
gR(c) to get representations φ′(cc) for every RHS node cc of R(c). At the end of this pass,
we obtain a leaf representation φ′(l) for each leaf node l, which has an information path to
every other node in the tree. Using the global leaf representations φ′(l), we can generate the
scores for each tree expansion e as: ze = φ′(e.l) · ω(e.r), where e.l denotes the leaf node l
associated with the expansion e and e.r denotes the expansion rule. The expansion scores
can then be used to obtain the expansion probabilities as: π(e) = eze

/∑
e′∈E e

ze′ .

3.4 Training and Evaluation
The I/O encoder and R3NN models are trained end-to-end over the training set of 2 million
programs sampled from the DSL. Because of training complexity of the models, the size of the
programs is currently limited to 13 (number of AST nodes) for Neural FlashFill and limited
to 3 concats for Nacio. We perform tests on two types of generalization: (i) Input-output
generalization: we test the performance of the model on 1000 randomly sample programs
that the model has seen during training but with different input-output examples (Train)
and (ii) Program generalization: performance on 1000 randomly sampled programs that the
system has not seen during training (Test). We also evaluate the performance of both the
systems on real-world FlashFill benchmarks as well. The results are shown in Figure 5.

The Neural FlashFill system after being trained on synthetic programs of size upto 13
is able to successfully synthesize both programs (upto size 13) that it has seen during the
training but with different input-output examples, and programs that it has not seen during
the training. The 1-best strategy yields an accuracy of about 60% whereas it increases to
94% with 100-samples. Moreover, it is also able to learn desired programs for 55 (23%) of
238 real-world FlashFill benchmarks. The Nacio system is able to get an accuracy of about
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41% on Train set and 33% on Test set. Note that the Nacio DSL allows for a much richer
class of transformations using complex API functions. However, the Nacio system perform
much better on the FlashFill benchmark set with the success rate of 37% with 100-samples.
A majority of the unsolved FlashFill benchmarks belong to the category of programs larger
than the ones the two systems are trained on.

4 Future Challenges and Other Applications

There are several exciting research challenges in scaling the neural program synthesis frame-
work for larger programs and for synthesizing programs in richer and more sophisticated
DSLs. We briefly discuss a few of these directions and also discuss other program analysis
applications that can be enabled by such a framework.

Scaling to Larger programs: The current complexity of both the I/O encoder and the
R3NN model limits the training capacity to only programs upto a fixed size. We would like
to explore new encoders and tree generation architectures for more efficient training.

Modeling program states: The DSLs we have considered till now are functional and do
not model stateful assignments. One interesting challenge in the R3NN network is to encode
variable-dimensional program states and the imperative state update semantics.

Reinforcement Learning for R3NN: We currently use the supervised training signal to
teach the network to generate syntactically similar programs. A key extension to this would
be to allow the model to learn semantically equivalent programs (resulting in infrequent
reward signal). We believe reinforcement learning techniques can be useful in this setting.

More sophisticated specification encoders: We have only developed a few simple specific-
ation encoders for one kind of specification mechanism, i.e. input-output examples over
strings. One extension of this would be to consider other data types such as integers, ar-
rays, dictionaries, and trees. Another important extension would be to handle multi-modal
specification such as natural language descriptions, partial programs, assertions etc.

Combining Neural approaches with symbolic approaches: The neural architectures are
good at recognizing patters in the specifications, but are not good at modeling complex
program transformations. A combination of neural architectures with logical reasoning
techniques might alleviate some of the function modeling issues.

Learning to Superoptimize: A recent approach based on reinforcement learning was pro-
posed to guide the superoptimization of assembly code [8, 7]. We can use program synthesis
for super-optimization with reference implementation as the specification.

Neural Program Repair: The neural representation of programs can also aid in program
repair. Several recent approaches learn a language model over programs to perform syntax
correction over programs [3, 15, 31]. Neural program synthesis techniques can be extended
with distance metrics to correct semantic errors in the programs.
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Neural Fuzzing: Fuzzing has proven to be an effective technique for finding security vulner-
abilities in software [10]. These techniques have shown impressive results for binary-format
file parsers but not for more complex input formats such as PDF, XML etc. parsers, where
a grammar needs to be written to define the input formats. Neural architectures can
be developed to automatically learn these grammar representations from a set of input
examples [11], and the learning can further be guided using metrics such as code coverage.

5 Conclusion

The problem of program synthesis is considered to be the holy grail of Computer Science.
Although there has been tremendous progress made recently, the current approaches have
either limited scalability or are domain-specific. In this paper, we argued that some of these
limitations can be tackled using a learning-based approach that learns to encode specifications
and to generate programs from a DSL using a large amount of training data. We presented
two preliminary instantiations of the neural program synthesis approach, but we believe this
approach can dramatically expand the applicability and effectiveness of Program Synthesis.
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Abstract
In this day and age, many developers work on large, untyped code repositories. Even if they
are the creators of the code, they notice that they have to figure out the equivalent of method
signatures every time they work on old code. This step is time consuming and error prone.

Ten years ago, the two lead authors outlined a linguistic solution to this problem. Specifically
they proposed the creation of typed twins for untyped programming languages so that developers
could migrate scripts from the untyped world to a typed one in an incremental manner. Their
programmatic paper also spelled out three guiding design principles concerning the acceptance
of grown idioms, the soundness of mixed-typed programs, and the units of migration.

This paper revisits this idea of a migratory type system as implemented for Racket. It explains
how the design principles have been used to produce the Typed Racket twin and presents an
assessment of the project’s status, highlighting successes and failures.
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automatic memory management and the absence of static types enhanced their productivity.
To their credit, statically typed languages with similar features did not exist, and existing
compilers used types mostly as hints for choosing data representations and optimizations.

In the 1990s and 00s, developers continued to opt into a wide array of scripting languages
that, like Lisp, lacked static types and simultaneously supported a rich collection of powerful
features. System administrators picked Perl as their scripting language. Python and Ruby
(on Rails) emerged as the primary vehicles for web-server extensions. PHP and JavaScript
became the assembly languages of the web (browser). Java, the first soundly typed production
language, tried and failed to take the place of these languages.

When the senior authors launched their pedagogical outreach project [15, 16], they settled
on an un(i)typed1 implementation language, Racket, for a mix of the same reasons that the
Lispers and their successors had offered before them. They knew that this choice would
enable them to rapidly build and deploy teaching languages [17, 18]. Within a few short
years, they then faced the task of maintaining a code repository of 500,000 lines of untyped
Racket and an exponentially growing web repository of Racket libraries.

Regardless of why developers – consciously or not – choose to develop code in an untyped
language, they sooner or later end up in a similar situation. While they design code with
type-like ideas in mind, they cannot write down these insights within their programming
language and get them cross-checked against code. Every time they have to modify or extend
a component, their first chore is to reconstruct the type-like design ideas of the original
creator. As any experienced developer knows, this task is time consuming and error prone.

This scenario clearly explains why the authors claim that

even in an untyped world, types are critical for the cost-effective maintenance of software.

Once reliable type information becomes available, developers can comprehend a code base
more easily than without types. Similarly, IDEs can exploit types to assist developers with
various tasks, because types also help IDEs to reason about code. When code is changed, type
checking can catch basic errors even before the unit tests uncover those. Finally, compilers
rely on type information to produce performant target code, and software developers may
wish to squeeze extra performance percentages out of their untyped code base.

And now the question arises how to equip a large, untyped code base with useful types.
The lead authors’ vision paper [48] proposes a linguistic solution to this research problem:

the creation of an explicitly-statically typed twin of the given programming language
to which developers can migrate pieces of untyped code in an incremental manner
never losing the ability to test and deploy the software system.

Their paper also spells out the three basic principles of what such a typed twin language
should look like, with direct implications for its development:
1. The type system must cause as few perturbations to the code as possible so as not to

“enbug” the code during migration (see Section 3).
2. The mix of untyped and typed code must remain executable, and it must guarantee the

soundness of type information, which calls for run-time enforcement [30] (see Section 4).
3. The “unit of migration” must satisfy two opposing desires: (a) It must be small enough

to encourage the incremental migration of untyped code into the typed twin language.

1 With this strange spelling, we emphasize that we are thinking of “safe” untyped languages, and we
acknowledge that Dana Scott suggested “unityped” as an alternative characterization.
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(b) It must also be large enough to keep values from crossing the language boundary too
often because every crossing may trigger a run-time check (see Section 5).

Section 7 provides an assessment of the state of the research program and lessons for language
designers. The next section re-tells the pre-history of types for untyped languages from the
perspective of the second author, motivating the idea of a typed twin language.

2 Some Pre-history

Most people reply with “type inference” when confronted with the problem of figuring out
the types of programs in untyped languages, a solution that comes with an early historical
justification [44]. They know about ML, Haskell, and Hindley-Milner type inference, but
they rarely appreciate how subtle type inference is. Roughly speaking, the type-inference
problem asks for the restoration of missing type declarations for variables and functions –
and it thus seems a perfect match for the stated problem. Mathematically speaking, the
problem asks for the solution of a system of equations over an uninterpreted algebra of types
whose variables stand in for the omitted type declarations:

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
(variable expression over uninterpreted type algebra) = (type)

Depending on the precise formulation, however, the problem is easily reducible to the Halting
Problem or similarly unsolvable problems; for an early example, see Boehm’s 1985 paper [6]
on the undecidability of a form of polymorphic type inference.

In the context of untyped programming languages, the problem takes on a different form.
By definition, a program in an untyped language contains neither any type definitions (say,
for recursive data types) nor any declarations (say, for functions). Instead, values come with
tags that specify which operations are applicable. Hence the most straightforward way to
reason about untyped code is to think in terms of sets and subsets of values, which means
the natural mathematical problem statement involves systems of inequations, not equations:

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
(variable expression over uninterpreted type record algebra) ⊆ (type)

The challenge is to develop a method for solving such systems of inequations.
Over the past 30 years, researchers have essentially developed two solution methods:2

1. Inspired by operations research, Mike Fagan’s “soft typing” approach [13, 11] uses so-called
slack variables to turn a system of inequations into a system of equations:

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
(variable expression over uninterpreted type record algebra)⊕ slack-variable = (type)

At this point it is possible to use a relatively standard3 version of the Hindley-Milner
algorithm. If a solution assigns a non-empty (record) type to a slack variable, the program
is not typable in the given algebra. The essence of soft typing is to turn a non-empty
slack variable into a cast that camouflages the associated type error. Wright [55, 57]’s
dissertation shows how to scale the idea to R4RS [12].

2. Inspired by static program analysis, Flanagan’s “static debugging” approach [20, 22, 23]
uses a modified transitive closure algorithm to solve the system of inequalities directly.

2 Henglein [26] embeds the untyped language into a statically typed language using injections to, and
projections from, a universal data type. The solution of IBM’s FL group [1, 2] is like the second bullet.

3 Fagan’s approach uses Remy’s type algebra of extensible records [34] and is thus not completely standard.
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In the experience of the second author4 of this paper, who used all of the above systems,
plain static type inference does not work well for a code base in an untyped language –
without modifying the code pervasively, which would explicitly contradict the idiomacy
constraint. In a nutshell, any form of inference suffers from some of the following problems:5
Syntactic brittleness. Both approaches infer types from the syntactic shape of the program.

A simple, semantics-preserving modification may turn a two-line type description into
one of ten lines – to the great consternation of a practicing programmer.

Non-actionable type errors. Going back to 1987 [54], researchers have studied the problem
of deciphering error messages in the Hindley-Milner setting and making them actionable.
Not surprisingly, Wright’s Soft Scheme exhibits the same problem as ordinary Hindley-
Milner languages. Although people have made some progress on this problem in the past
ten years, all of this work applies to the standard type algebra, and it remains an open
question how (well) their solutions apply to inference in a completely untyped setting.

Non-modularity. Flanagan’s approach greatly simplifies the search for type errors in untyped
programs. Unlike unification, the central piece of the Hindley-Milner algorithm, his
algorithm is directional and thus connects the source of a type error with its actual
manifestation. It comes with the separate disadvantage of requiring a whole-program
analysis. Meunier’s dissertation [32, 33] overcomes this new problem, but it demands that
programmers specify contracts, which is essentially a step toward adding explicit types.

It is this last insight that caused the second author to look for a different solution, the
construction of an explicitly and statically typed twin of the given untyped language.

3 Grown Idioms Require Accommodating Type Systems

Ideally the migration of untyped code to a typed twin language adds type definitions and
declarations but leaves the code itself alone. While this constraint may not be obvious at the
level of a single function, it is indisputable when it comes to modules of hundreds of lines of
code or systems consisting of tens of thousands of lines. If developers are forced to change
the code while migrating, they may end up “enbugging” their programs. Conversely, the
goal of preserving existing code has serious implications for the design of the type system.

In this section, we explore these implications, starting at the function level. Figure 1
displays an idiomatic Racket function. As the comment in line 1 says, the code deals with
trees of integers, where a leaf is represented with #false and interior nodes are three-element
lists. The snap function traverses the tree, adding 1 to even integers, pruning odd ones,
and growing the tree at its leafs. As in any statically typed language, a developer organizes
functions on such trees according to the data type definition. Thus, the body of snap consists
of a two-pronged conditional, one per branch in the informal data type specification. The
function recurs on the two branches of a node, which are extracted with first and third.

Let us compare the code in Figure 1 with the OCaml version in Figure 2. Instead of a
comment, the OCaml snippet defines the tree type explicitly. The OCaml version of snap is
nearly identical to the Racket version, except for the use of a pattern matcher6 and numerous
injections into the algebraic datatype. The former hides the projections out of the algebraic
datatype and, via the introduction of pattern variables, greatly facilitates Hindley-Milner

4 He supervised Flanagan’s dissertation, jointly supervised Wright’s, and was deeply involved with Fagan’s.
5 Cardelli [10] argues that similar problems show up in a statically typed language with Hindley-Milner
inference. He therefore suggests to think of type inference as a mere IDE tool.

6 Racket also comes with match. For the purpose of this illustration, we present the function in the style
inherited from Scheme, especially because few scripting languages have pattern matching constructs.
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Listing 1 A Racket function.
1 ;; Tree is either #false or [list Tree Integer Tree]
2

3 ( define (snap t)
4 (cond
5 [( false? t) (list #false 1 #false )]
6 [else ( define v (second t))
7 (if (odd? v)
8 #false
9 (list (snap (first t)) (+ v 1) (snap (third t ))))]))

style type inference. The latter is something that “untyped developers” cite as an obstacle
to using typed languages and that a migratory type system may not assume.

Listing 2 The OCaml equivalent of snap.
1 type tree = False | Triple of tree * int * tree
2

3 let rec snap t =
4 match t with
5 | False -> Triple (False ,1, False)
6 | Triple (left ,v,right) ->
7 if (v mod 2 <> 0)
8 then False
9 else Triple (snap(left),v+1, snap(right ))

When Racket developers design functions such as snap, they reason about its possible
inputs as sets. In this specific case, a developer knows that the first line in the conditional
subtracts #false from the possible inputs. Hence snap has to deal with nothing but
three-element lists in the second clause, meaning it is safe to extract the second item from t.

From the perspective of the type system, the developer asserts that the underlined
occurrence of t in line 6 does not just belong to Tree but to [list Tree Integer Tree].
More generally, if Racket developers are willing to turn type-oriented comments into type
declarations but want to leave function definitions alone during migration, the type checker
must assign different sub-types to different occurrences of the same variable, depending on
which type predicates govern the occurrence in the flow graph.

We re-use the term occurrence typing [29, 49] for this idea. While both Wright’s Soft
Scheme [55] and Flanagan’s Spidey Scheme [20] incorporate simple, syntax-oriented variations
on this idea, Typed Racket systematically incorporates it into the type judgment. Every
function type comes with propositions that hold when the function returns #false or a
non-false value, respectively. The type checker exploits these propositions and also combines
them with propositions in the Racket code, mimicking the kind of propositional reasoning
“untyped developers” perform on a daily basis [50].

Now consider the function false?, which snap uses to discriminate between different
trees:

false? : [Any -> Boolean : #:+ False #:- (! False)]

It uses two optional annotations to articulate two propositions. Specifically, #:+ says that if
(false? x) returns #true, then x has singleton type False, i.e., x is #false; similarly, #:-
tells the reader and the type checker that if the result is #false, then x cannot be #false.
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Listing 3 The Typed Racket version of snap.
1 (define -type Tree (U False [List Tree Integer Tree ]))
2

3 (: snap (Tree -> Tree ))
4 ( define (snap t)
5 (cond
6 [( false? t) (list #false 1 #false )]
7 [else ( define v ( second t))
8 (if (odd? v)
9 #false

10 (list (snap (first t)) (+ v 1) (snap (third t ))))]))

With this in mind, it is easy to see how a developer can migrate the code from Figure 1
to the one in Figure 3, without modifying the function at all. It suffices to define the Tree
type and to declare the function’s type. The occurrence type checker can reconstruct the
types of the expressions in snap from just these two pieces of type information.

Typed Racket generalizes occurrence typing to higher-order functions, e.g.

filter : (All (a b) [ [a -> Any : #:+ b] (Listof a) -> (Listof b) ])

Naturally, filter is polymorphic. Furthermore, if its predicate argument specifies a positive
proposition b, its result is a list of elements that satisfy b.

Occurrence typing also comes in handy for dealing with the numeric tower [41] that
Typed Racket inherits from Racket and Scheme. This numeric tower allows developers to use
numbers and operations on them the way mathematicians present them, with computer-based
numbers mixed in for performance. Consequently, Racket code comes with numerous idioms
that rely on mathematical sets instead of the disjoint numeric types based on machine
arithmetic, commonly found in conventional languages.

Typed Racket’s corresponding type hierarchy starts with Complex numbers, which contain
the Reals. The latter subdivides into exact Rationals, including Integers, plus inexact,
IEEE Floats. Within the Integers, Racket is aware of Fixnum, Index, and Byte. Finally,
Typed Racket needs the type Zero because the value zero shows up in several different,
disjoint sets and yet plays a special role in comparisons.

Listing 4 Typed Racket and the numeric tower.
1 (: sum - vector [( Vectorof Integer ) -> Integer ])
2 ( define (sum - vector v)
3 ( define n (vector - length v))
4 (let loop ([i 0] [sum 0])
5 (if (< i n) (loop (+ i 1) (+ sum (vector -ref v i))) sum )))

The types for numeric comparisons exploit occurrence typing to reify the numeric subsets:

> : [Real Zero -> Boolean : #:+ Positive-Real]

This type says that if (> x 0) produces #true, x has type Positive-Real. Additionally,
reasoning about numeric idioms benefits from a lightweight form of intersection types:

+ : (case-> (Integer Integer -> Integer) (Float Float -> Float) ...)

This case-> type lists function types and picks the first one that matches the use. Using
such function types plus occurrence typing, Typed Racket can, for example, prove the type



S. Tobin-Hochstadt et al. 17:7

correctness of the sum-vector function in Listing 4, including the fact that i is always a
proper vector index. The language’s optimizer may then safely exploit this fact [51].

Listing 5 Typed Racket and the numeric tower.
1 (: transpose (All (a ...) [( Listof a) ... -> ( Listof (List a ...))]))
2 ( define ( transpose . l)
3 (if ( andmap empty? l)
4 ’()
5 (cons (map first l) (apply transpose (map rest l)))))

Like its popular cousins, Racket comes with a large variety of useful accommodations.
For example, many Racket primitives take a variable number of arguments, e.g., map:

(map (lambda (s n) (- (string-length s) n)) ’("hello" "world" "bye") ’(3 4 1))

Of course, developers may also define such functions; see Listing 5 for a simple illustration.
To support multi-variable functions in a sound manner, Typed Racket comes with

variable-arity at the type level [43]. Here is the type signature for map:
map : (All (c a b ...)

[ [a b ... b -> c] (Listof a) (Listof b) ... b -> (Listof c) ])

Like filter, map is polymorphic, but its type introduces an unbounded number of type
variables to describe the number of lists that map traverses simultaneously. As Listing 5
shows, Typed Racket is sufficiently powerful to type check uses of map via local type inference.

Finally, a lot of Racket code uses class-based, object-oriented programming, which comes
with its own idioms [24]. Again like in other untyped languages, classes are first-class run-time
values. Using those, Racket developers abstract over classes with functions and methods to
construct just the right kind of class hierarchy at run-time. While this well-known “mixin”
pattern has a long history, conventional type systems all too frequently identify classes with
types and thus cannot deal with either mixins or other idioms using classes as values.

The current version of Typed Racket accommodates both function and method-based
mixins, though it took several years to design a sound extension of the type system [47]
and two more to implement and evaluate this design [46]. The extension rests on two
theoretical novelties: (1) types for classes, for functions on classes, and so on; and (2) a
contract system that ensures that class operations in untyped code respect the integrity of
typed classes, mixins, etc. Practically the implementation must facilitate the addition of
types to classes used in ordinary circumstances and make the protection of classes that flow
across type boundaries reasonably efficient. For the former, see Listing 6; for the latter, we
point the reader to the original implementation paper [46, section 4] and our recent work on
performance evaluation [45], both of which are discussed in the last section.

4 Type Soundness for Mixed-typed Programs

While industrial researchers may trade ideals for practical concerns, especially performance,
academic researchers have the moral obligation to strive for them – because nobody else
will and society affords them exactly this luxury with generous support. In the context of
migratory typing, soundness is the critical ideal.

On one hand, we clearly want the usual soundness of fully typed programs; on the other
hand, we also want a generalized notion for programs that link typed and untyped pieces.
Formally, the usual soundness theorem states [56] that if a program type checks, running it
can have exactly one of three possible outcomes (MT1):
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1. the program execution terminates, returning and printing values of the predicted types;
2. the execution diverges;
3. the execution ends in one of a number of well-specified exception states. These exceptions

are due to partial computational primitives such as division and indexing.
For un(i)typed1 languages such as plain Racket, (MT1) holds if memory access is safe, but
more computational primitives are partial than in a typed setting [14, part I(ch. 5)].

To generalize (MT1) to mixed-type programs, we must make an assumption about the
linking of typed and untyped code and hence execution. Given our desire to run mixed-typed
programs easily, we clearly do not wish to deal with the twin language as a truly foreign
language. Instead we assume that all cross-boundary traffic uses the bit-level representation
of values from the original, untyped language and specifies the type of the crossing value in the
typed module. Now a value flowing across such a boundary may not meet the expectations
expressed as its type, which requires adding one clause to the above three (MT2):
4. the execution ends in an exceptional state and points to one of the fixed number of

boundaries between a typed piece of code and an untyped one. After all, each boundary
represents a distinct, programmer-defined and partial computational primitive.

Let us inspect this generalized type soundness theorem from an operational perspective.
As mentioned, a “migrating developer” who links a newly typed module to an untyped code
base must add type specifications to all import statements so that the type checker can check
their uses statically. Say an untyped function f is imported with (D -> R) imposed as its
type. This type may not match the untyped reality, which is why the typed twin language
must insert run-time checks to prevent certain problems. Here are some sample scenarios of
how things can go wrong and how run-time checking works:

f cannot cope with elements of D. In this case, the run-time checks of the underlying
untyped language eventually catch the error and issue an appropriate message. Here it is
critical that we assume the same bit-level representation for boundary-crossing values so
that the primitives of the untyped function may use the tag bits for run-time checking.
f does not produce elements of R. Since the soundness of the type checker depends on the
Rness of the result value, (1) every R must come with a run-time check that can enforce
Rness and (2) the type checker must insert this check at all call sites of f.
f’s domain D is a function type, too, say (D1 -> R1). When f is called, the typed code
sends a typed function g into untyped code. In this case, applications of g must be
protected so that all arguments are values in D1; type checking guarantees R1ness.

In all cases, the failure of a run-time check might be due to a bad type specification – that is,
the untyped code cannot live up to the type imposed by the developer – or an error in the
untyped code with respect to an expressed or implied type. And if things do go wrong, Typed
Racket’s exceptions come with a highly informative error message that points developers
to the specific problem boundary and presents a witness value that explains the mismatch
between the value and its type.

4.1 “The Dangers of Moral Turpitude” [35]
A type system that fails to satisfy (MT2) can resurrect all the problems of unsafe languages
such as C++, which fails to live up to plain type soundness (MT1). These failures have
serious implications for both programmers and ordinary users. Recall that C++ checks
types but executes programs without enforcing the interaction between the untyped run-
time system and the type-checked code. Hence, C++ programs interpret operations on
bit patterns regardless of whether it is appropriate to apply the operation to the data
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that these bits represent. As long as the hardware does not object, the program execution
continues. The program may seemingly terminate “normally,” printing all kinds of output
on the way. Alternatively, the misapplication of the operation may eventually trigger an
interpretation of bits to which the hardware objects, resulting in a segfault long after the
original misinterpretation.

Listing 6 A Voting Machine and the Lack of Sound Linking.
1 #lang typed/ racket
2

3 ( provide voting - machine %)
4

5 (define -type Count {List String Natural })
6 (define -type Tally { Listof Count })
7

8 ( define voting - machine %
9 (class object %

10 (super -new)
11

12 (init [ candidates : [ Listof String ] ’()])
13

14 (field [votes : Natural 0]
15 [tally : Tally
16 (map ( lambda ({s : String }) (list s 0)) candidates )])
17

18 ( define / public (show)
19 (sort tally second -of -pair ->))
20

21 ;; names missing from tally did not get any votes ,
22 ;; names not on tally are "write ins"
23 ( define / public (add -votes -from - district {delta : Tally })
24 (for (( district -count : Count delta ))
25 (define - values (name delta) (apply values district -count ))
26 ( define old -count (assoc name tally ))
27 (set! tally
28 (match old -count
29 [‘(, _name ,old)
30 ( define new (+ delta old ))
31 (cons (list name new) ( remove old -count tally ))]
32 [# false (cons district -count tally )]))))))

To understand how a failure of (MT2) can trigger the first kind of problem, consider
the module in Listing 6. It exports a class that represents a simplistic voting machine. An
importing module instantiates the class with a list of candidates:

(define my-voting-machine
(new voting-machine% [candidates ’("DonaldDuck" "HolyCow")]))

Once the votes in a district are tallied, the user can call the add-votes-from-district
method to consolidate the tally with the running total:

(send my-voting-machine add-votes-from-district
’(("DonaldDuck" 2) ("HolyCow" 4)))

This call adds two votes to the total of "DonaldDuck" and four for "HolyCow".
Now consider the following method call:
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(send my-voting-machine add-votes-from-district
’(("DonaldDuck" 2) ("RonnyM" 3) ("HolyCow" -1)))

Given that the type signature of the method demands a natural number for vote counts,
this call cannot type check in a typed module. Imagine what would happen, however, if an
untyped module initiated this call. If (MT2) holds, the boundary between this client module
and the module from Listing 6 checks that all vote counts are exact, non-negative integers
and therefore signals an error when it encounters -1. If (MT2) does not hold, no such check is
run and "HolyCow" loses votes and ends up trailing "DonaldDuck". The program execution
goes on, and nobody may ever know about the invalid vote subtraction.

A failure to implement (MT2) can also trigger C++-style segfaults if the compiler for
typed modules exploits type information for code generation. For example, it may insert
an integer multiplication yet the lack of run-time checks may allow floats to flow into this
operation. In short, unsound linking really introduces the whole range of problems that the
creation of high-level languages – typed and untyped – aims to eliminate for good.

5 Keeping the Cost of Run-time Checks Low

So every single time a (semantic) value flows from an untyped piece of a program to a typed
one, a run-time check ensures that the value lives up to the specified type. A flat value, say
a number, requires the same kind of checking that any sound, untyped language performs.
When a higher-order value such as a function or an object crosses a boundary, checking
a type-like property is impossible because, semantically speaking, these values are infinite.
Hence the run-time system delays the relevant checks until the function is applied, a message
is sent to an object, etc. [19]. Finally, for a compound value, e.g., an array, the run-time
check either inspects every element, even if none are actually accessed, or delays the checks
until an access is executed. For mutable values, this latter strategy is imperative.

None of these checks come for free. While the checks for flat values are relatively
inexpensive for a single crossing, the cost for other checks is non-trivial for single crossings
and especially for high-frequency crossings. In Typed Racket, these checks impose two kinds
of costs: the allocation of wrappers for delaying the checks and the time for the delayed
run-time checks. To make this latter cost concrete, imagine a typed function that flows into
an untyped part of the program. If the untyped part applies the function a million times,
the argument checks kick in that often. If the already-wrapped function flows back out of
typed territory into different untyped code, the boundary check wraps it again, and every
application must penetrate two layers of wrapping and execute two delayed checks.

Due to this anticipated cost of boundary crossings, the Typed Racket vision paper [48]
argues for reasonably large units of migration. Specifically, it argues that Racket modules hit
the sweet spot between the desire to migrate code easily and to keep the run-time cost low.

On one hand, the point of modules is to bundle many functions into one unit, making
some visible to client modules, hiding others. An exported function performs a decent amount
of work before it hands control back to the client. It may call several hidden functions,
usually in a hierarchical manner. By contrast, an individual function often connects to the
surrounding context via numerous free identifiers, and the flow of control may cross this
boundary much more often than a module boundary. In short, the fewer boundaries the
fewer crossings are to be expected, which translates into a lower cost of run-time checking.

On the other hand, most Racket modules are reasonably small. With few exceptions,
the modules in known applications consist of several hundred to a couple of thousand lines
of code. Although adding types to such modules is clearly much more work than adding
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types to a single function, the paper assumes that developers work at the level of complete
modules and that adding types to a module is a reasonable amount of work. Furthermore, if
the IDE comes with approximate type inference tools, developers can rely on those to reduce
their work to checking, and correcting, inferred types.

6 Related Work

Migratory typing is one particular instance of the 35-year old idea of optional typing for
untyped languages, first found in Common Lisp [42]. The basic idea of optional typing
is to allow the explicit specification of type information but not necessarily enforce it.
Compilers and other development tools may then exploit this information in an appropriate
manner. Both StrongTalk [9] and pluggable type systems [8] fall into the same category.
Modern incarnations include industrial and quasi-industrial systems such as Hack,7 Flow,8
TypeScript,9 StrongScript[36], and Typed Clojure [7].

Optional type systems usually, but not always, satisfy (MT1) and most fail (MT2). As
a result, many suffer from some of the flaws spelled out in Section 4.1. Even though we
understand the constraints of their creators as mentioned above and re-iterated below, the
situation nevertheless suggests to us that Bertrand Russell’s motto of “the advantages of
theft over honest toil” has been applied to soundness.

Contemporaries of migratory typing, hybrid typing [21] and gradual typing [37, 38, 39]
are theoretical designs that satisfy both (MT1) and (MT2). The teleology and the technical
details differ from design to design. Hybrid typing aims to increase the power of static type
checking. It allows programmers to add arbitrary predicates to type specifications, which are
checked statically as much as possible and dynamically otherwise. In comparison, gradual
typing aims to put static and dynamic typing on equal footing without violating soundness.
It thus allows programmers to add type information on a purely optional basis anywhere
in a program and inserts casts automatically as needed. Finally, the purpose of migratory
typing is to support the migration of code from an untyped setting to a typed one, while
preserving the ability to run any mixed-typed software system with the same guarantees as
the fully untyped or fully typed ones. Clearly gradual typing can be used for migrating code
in a sound manner, but it is equally well suited for annotating extremely small fragments
with types for documentation of logical invariants or for exploratory coding in the context of
a fully-typed system. By contrast, industrial optional type systems also aim to assist with
the migration of code but accept temporary or even permanent unsoundness in the process.

Besides Typed Racket, which has been in development for the past ten years, two other
academic groups have started efforts to implement optionally typed systems that satisfy
(MT1) and (MT2): Reticulated Python [52] and a gradually typed Smalltalk [3]. Both
systems are used to experiment with casting strategies [40], including strategies that give
programmers some control over the interchange of values [4]. It would be interesting to assess
the performance of these systems with the same metrics as Typed Racket; see below.

7 See http://hacklang.org, last visited 18 Mar 2017.
8 See https://flowtype.org, last visited 18 Mar 2017.
9 See https://typescriptlang.org, last visited 18 Mar 2017.
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7 Assessing Typed Racket, Lessons for Language Designers

Numerous Racket developers have embraced Typed Racket over the last ten years, including
people in the Racket development team. We, the Typed Racket developers, have used Typed
Racket extensively, in many different scenarios and situations. While some of the uses
correspond to those imagined ten years ago, developers equally often just add typed modules
to existing applications or create entire new libraries in Typed Racket, e.g., math, pict3d,
whalesong. When developers use Typed Racket in this manner, they may use Racket idioms
but they may also employ idioms they know from statically typed languages, in which case
our type system is typically not what they expect.

We base the following assessment of Typed Racket on this usage history. The assessment
accounts for all three principles from Section 1 plus the overall goal of assisting developers.

Programming Idioms. Typed Racket’s type system mostly succeeds in accommodating the
idioms of untyped Racket. Migrating mostly-functional Racket modules requires a relatively
small amount of work. For most such programs, it usually suffices to add type definitions that
name (recursive) union types and type declarations for functions, variables, and structure
fields. Local type inference reduces the burden of adding type declarations in some cases.

Recurring complaints in this setting concern uses of (first-class) polymorphic functions
and a lack of (some) refinement typing. When it comes to polymorphic functions, the
existing local type inference algorithm fails too often, forcing developers to insert explicit
type applications into existing code. Not surprisingly, Racket developers also have a certain
amount of “refinement typing” in mind. This observation is the motivation of our recent
investigation of refinement typing for Typed Racket [27], an extension that we will soon
merge into the production branch.

By contrast, the migration of object-oriented Racket modules demands significantly
more effort than the migration of functional code, requiring both significantly larger type
annotations and many more touch-ups of existing code. For example, developers must write
down the types of classes separately from the code for classes – except for those used in a
strictly first-order fashion – causing a high degree of redundancy. Similarly, the type system
is still missing occurrence typing for fields, which may trigger rewrites of method code.

In general, code migration demands interventions for about 5% to 20% of the existing lines
of code. For functional code the number ranges in the lower part of the interval (5% to 10%),
down from about 10% to 12% for the first implementation of Typed Racket. Object-oriented
code needs interventions for 15% to 20% of the original lines. The difference is partly due to
the programming idioms and partly due to maturity of the functional type system, which has
been in development since 2007, while the object-oriented one has a mere five-year history.

This experience suggests an important, often overlooked lesson for language designers.
Syntactic engineering must be taken into account from the very beginning to make the new
language constructs as convenient to use as possible. Once developers experience a lot of
friction, they might be reluctant to stay the course or take a second look.

The Benefits of Soundness. The system lives up to all expectations that developers have
of sound language implementations. The static type checking eliminates many dynamic
errors that Racket code suffers from. The newly added dynamic errors resemble the usual
run-time exceptions of statically typed programs; they also always point to the boundary
where the expectations of a typed module clash with the realities of its untyped surroundings.

Although the implementation comes with the usual errors, the semantic model tends to
clarify how to fix these problems quickly. One exception concerns exported parametrically
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polymorphic functions. To enforce parametricity, the contract system inserts wrappers that
subtly change the behavior of the functions and thus the entire program. We do not know
how to solve this problem efficiently.

The Cost of Soundness. Performance has emerged as a major problem area over the
past couple of years, justifying our original concern about the run-time cost of the inserted
dynamic checks. Early indications included posts to our mailing list describing scenarios
where mixed-typed programs exhibited abysmal performance. In some cases, developers
found satisfactory work-arounds; in others, they solved the problem by abandoning Typed
Racket or adding types to all of the code. After analyzing these problems on an ad hoc basis
for quite some time, we decided to develop an evaluation method.

Our evaluation method [25, 45] calls for measuring all possible combinations of typed and
untyped modules for every benchmark program. If a program consists of n modules, there
are 2n such configurations, implying an exponential effort. After extensive evaluations, we
can now confirm that sampling a linear number of configurations suffices [25]. Hopefully this
confirmation will encourage others in the field to use the evaluation method.

Applying the method to Typed Racket shows that mixed-type configurations suffer from
a huge overhead. Some types compile to expensive run-time checks, and others allocate a lot
of memory. Worst, some configurations call functions many times across boundaries.

Applying the method to Reticulated Python10 suggests that it may suffer from similarly
disabling performance problems. Due to Reticulated’s transpiler, the performance lattice
consists of 1 + 2n programs: the original Python program and 2n Reticulated configurations.
Our measurements suggest a 2x average slow-down from plain Python to unannotated
Reticulated program alone and they show that, as types are added, Reticulated inserts
additional casts and the programs experience additional slow-down. Nevertheless, Vitousek
et. al [53] conjecture that the overhead of Reticulated is an order of magnitude smaller than
Typed Racket’s – though they do so without having applied the evaluation method.

These performance evaluations suggest three lessons. First, soundness is an ideal that
does not come cheap. If academic researchers wish to convince their industrial colleagues that
soundness of optional type systems is a feasible idea, they must develop (1) suitable evaluation
methods from the get-go and (2) pay attention to performance at every stage. Second, retro-
fitting implementations is hard. The Typed Racket team is now exploring alternative
implementation strategies, especially a just-in-time compiler that can take advantage of the
run-time checks [5]. How much this alternative implementation can reduce the overhead
of migratory or gradual typing remains an open question. Third, some readers may jump
to the conclusion that our industrial colleagues who trade soundness for performance are
correct after all. We consider this conclusion premature. As mentioned, we accept the moral
obligation of pursuing an ideal until there is conclusive proof of failure but an evaluation of
two implementations does not disprove any hypothesis. We will continue to investigate sound
migratory typing and its implementation until we know for sure that the failure is total.

Migrating Code. As for the original goal – assisting software developers with maintenance
via the migration from untyped to typed code – we also have to report mixed insights, all
based on anecdotal evidence. On one hand, our experience tells us that migrating entire
modules is rarely a problem because the size of Racket modules is (now) reasonably small.
On the other hand, outside developers report that modules are too large for a migration

10Ben Greenman and Zeina Migeed are currently conducting this investigation.
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effort. People would much prefer to add the type invariants of just a key algorithm to a
module when they have to revisit the code. This desire suggests a preference for an approach
based on gradual typing rather than migratory typing.

The contradictory evidence presents a research challenge. While we are aware of the
literature on measuring the benefit of adding types to programs [28, 31], we have not yet
figured out how to construct a similar, repeatable experiment on migratory typing from these
results. Our ideal scenario would involve a comparative study of a reasonably large code
base and several well-qualified developers; moreover, the development task should come with
a proper incentive. In other words, we simply do not understand how student experiments
on small programs are predictive of real-world behavior, which is what we ultimately aim for.

Until we have answers to both the performance challenge and the benefits question, the
entire Typed Racket project remains speculative. While our own experience and anecdotal
evidence seem to tell us that Typed Racket adds value to the eco-system of Racket, scientific
evidence for these points remains elusive and calls for additional research. We conjecture
that gradual typing and other attempts at sound optional typing face similar challenges, and
we therefore consider the proposed research the highest priority for this entire area.
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Abstract
While industrial-strength static analysis over large, real-world codebases has become common-
place, so too have difficult-to-analyze language constructs, large libraries, and popular frame-
works. These features make constructing and evaluating a novel, sound analysis painful, error-
prone, and tedious. We motivate the need for research to address these issues by highlighting
some of the many challenges faced by static analysis developers in today’s software ecosystem.
We then propose our short- and long-term research agenda to make static analysis over modern
software less burdensome.
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1 Introduction

The ubiquitous use of static analysis to ensure the absence of software defects has been a
long-held goal of the static analysis research community. As such, we should marvel at and
celebrate the mainstream success of scalable code-analysis tools that are now routine for
many projects, including at large software companies (such as Microsoft [29, 43], Google [59],
and Facebook [17, 16]). Although we can continue to study why static analyses are not more
widely deployed [35, 8], industrial-strength static analyses are finally becoming a reality.

Static analysis researchers also now enjoy excellent tool support. Analysis frameworks
exist for several popular languages and platforms. These frameworks handle tedious tasks
shared across almost all static analyses, such as translation from bytecode or source-code to
an intermediate representation, call-graph construction, type information, string analyses,
and points-to information [37, 71, 72, 52, 15]. The developers of these frameworks deserve
substantial credit: thanks to these platforms, researchers have been able to ignore complex
implementation details and focus solely on implementing their analyses.

Unfortunately, writing a sound static analysis that produces useful results for real programs
is now harder than ever. Analysis implementations can easily exceed tens of thousands of
lines of code [48, 7]. To understand the sources of complexity, one need look no further than
today’s software environment. Industrial-strength analyses must handle industrial-strength
applications in industrial-strength languages. Analyses must handle objects, the pervasive
use of callbacks, threads, exceptions, frameworks, reflection, native code, several layers of
indirection, metaprogramming, enormous library dependency graphs, etc. In our experience
(and those shared by other static analysis authors), getting a realistic static analysis to
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run on “real” applications requires a combination of luck,1 multiple heuristics (which may
never see the light of day in published papers), engineering effort, manual annotation, and
unsatisfying engineering tradeoffs.

Our community has recognized these difficulties and work continues to be published to
tackle these challenges. However, developing a novel, sound static analysis and testing it
accurately on modern applications often remains excruciatingly painful for fundamental
reasons. We begin by describing some of these reasons, using examples drawn from our
experience building a static analysis for Java.2 The difficulties we describe are shared by
many other researchers. In particular, we focus on the challenges posed by enormous external
libraries, pervasive use of frameworks, and the need for high-level, domain knowledge about
API behavior (Section 2). We then describe our research vision for addressing each of
these three pain points (Section 3), and our vision for the future of static analysis research
(Section 4).

2 Static Analysis Challenges

This section describes the challenges today’s static analysis writer faces. Although our
descriptions are given in the context of writing an analysis for Java, the challenges we identify
are not Java-specific in any fundamental way.

2.1 Libraries
No application is completely self-contained: even a simple “Hello World” application tran-
sitively depends on 3,000 classes [41]. The size of an application’s transitive dependencies
can dwarf the original application code, sometimes by several orders of magnitude, posing
significant scaling challenges for static analysis writers [6]. For example, a highly precise,
scalable field-sensitive analysis by Lerch et al. [44] exhausted 25 GB of memory when an-
alyzing the Java Class Library (which is comprised of over 18,000 classes). In the same
work, an even less precise analysis exhausted the 25 GB memory limit on 6 of 7 non-trivial
applications when including external dependencies. Our own experience broadly mirror
this trend: when including all external dependencies an analysis that took under a minute
exhausts all available memory after running for over 20 minutes.

Some analyses consider all library code along with application code (e.g., [47, 25]). This
often limits the sophistication of an analysis: in general the more expressive or complex the
analysis, the less scalable it becomes. We do not suggest that useful static analyses that
consider library code cannot or do not exist: as mentioned in Section 1, large companies run
static analyses regularly on their codebases. Nevertheless, considering an application and all
dependent libraries requires tradeoffs in analysis sophistication and enormous engineering
effort.

In practice, the challenges of including all library dependencies means many static
analysis writers accept incomplete portions of an application’s class hierarchy and/or call-
graph. However, ignoring these missing pieces is clearly unsound. Analysis writers therefore
resort to one of several unappealing options. The analysis writer may provide hand-written
summaries for all missing methods. This approach is precise but infeasible for even moderately

1 We found we needed answers for a type of aliasing query unsupported by all existing off-the-shelf
pointer analyses. A few weeks later, an analysis designed to answer these queries was published at a
top conference.

2 Currently under anonymous submission.
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sized applications. Another option is to apply a notionally conservative summary of missing
library behavior; e.g., “all data flowing into a function are propagated to the return value.”
This technique is still unsound as it fails to consider “out parameters” and other side effects,
and is unacceptably imprecise for pure methods.

In response to this difficulty, several authors have explored how to make analysis tractable
in the presence of large libraries. A widely explored technique is caching results across
runs of an analysis. Caching forms the core of incremental analyses [55, 65, 5, 16, 51, 50].
However, these approaches can reuse results only from previous executions from the analysis
on the same program. If an analysis fails to terminate due to large libraries there is no
opportunity for caching. Kulkarni et al. have recently proposed a technique to reuse analysis
results on common (i.e., library) code shared between two or more target applications [41].
However, this technique can reuse results only of the same analysis and requires programmer
provided predicates describing when cached results may be soundly applied. Even the optimal
approach for analyzing libraries in isolation remains an area of active research [57].

An alternative option is to write modular (or bottom-up) analyses [20, 32]. Instead
of generating summaries for multiple (or infinite) calling contexts in a top-down setting,
bottom-up analyses may generate summaries for methods (including library code) valid
over all calling contexts. However, as noted by Zhang et al. [76], bottom-up approaches
may ultimately need to analyze exponentially many input states limiting their scalability
in practice. Thus, although theoretically appealing, “designing and implementing [modular
analyses] for realistic languages is challenging” [41].

Finally, instead of relying on the hand-written or unsound rule-of-thumb summaries
described above, many authors have explored automatically inferring specifications for
missing library methods [12, 21, 45, 53, 56]. For example, in the context of a taint analysis,
Bastani et al. [10] infer the specifications for missing methods needed to complete flows
from sources to sinks. These specifications are presented to the user as candidate method
specifications. Albarghouthi et al. and Zhu et al. [1, 78] have both explored using abduction
to infer the minimal method specifications to verify the absence of errors. These techniques
are promising, but they are currently limited to relatively simple specifications, require a
human oracle, or focus on inferring preconditions for methods. These limitations mean that
these techniques are unlikely to infer, e.g., the behavior of Java’s thread pool or executor
APIs.

The decision to exclude library implementations is motivated by scalability concerns but
also affects soundness. What impact do these decisions have on the analysis results reported
in the literature? It is hard to say: the answer is certainly “a non-zero number” but to our
knowledge there is no empirical study on false negatives due to excluded library code nor is
this commonly reported in existing analysis results. It is up to analysis evaluators (who are
usually also the analysis designers and implementers) to decide if this unsoundness arises in
practice for the applications being analyzed. Unless the community can devise convincing
experiments that the effects of excluding library code are negligible, the current approaches
used may undermine the credibility of static analysis results.

2.2 Frameworks

Applications in complex domains (e.g., web applications, GUI programs) require a common
set of functionality that does not vary significantly from application to application. For
example, most web applications must parse incoming HTTP requests and dispatch them to
the appropriate handler code. Rather than reimplement this functionality, applications use
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if(*) {

router.dispatch(“Login”, req);

}

#...

route.Login=SafeHandler

In Handler.java:

In props.ini:

requestMap = parse(“props.ini”);

void dispatch(String nm, Request r) {

requestMap.get(nm).send(r);

} 

class BadHandler {

send(Request r) {

sensitive(r);

}

}

class SafeHandler {

send(Request r) {

this.f = r;

}

}

Figure 1 An invented program fragment that demonstrates string indirection commonly found
in frameworks. Without the routing information in props.ini, the analysis must conservatively
assume the program dispatches to BadHandler (dashed line). Many framework models incorporate
this type of information.

frameworks.3 Frameworks are skeleton applications with holes for application specific code.
Frameworks generally handle “boring” tasks (e.g., parsing HTTP requests or dispatching
incoming UI events) and allow the programmer to focus on application specific tasks, e.g.,
responding to an HTTP request or UI event.

Frameworks are notoriously hard to analyze. In the interest of reusability, framework
implementations rely heavily on language features that are difficult or impossible to analyze
in general, such as reflection [11, 46]. This design makes basic call-graph construction (a
basic requirement of any whole program static analysis) incredibly difficult. In addition to
reflection, frameworks often use multiple layers of abstraction that confound most static
analyses. For example, in Figure 1, finding the exact callee of send() in the dispatch()
method requires reasoning about the precise key/value pairs present in the requestMap
variable. Without this information, the static analysis must conservatively assume any
handler is invoked, leading to a false report in BadHandler.

However, making matters even worse, frameworks are often configured using annota-
tions [27], XML files [66], or other static sources. For example, the mapping information
necessary to precisely resolve the send() call in Figure 1 is found only in the configuration
file props.ini! Another example of configurations, simplified from an application we en-
countered while evaluating our static analysis, is shown in Figure 2. A static analysis must
either consider these external artifacts (which requires deep domain knowledge) or make
conservative assumptions about the behavior of the framework (leading to a precision loss
and corresponding performance hit). Ignoring a framework’s code entirely is not a realistic
option: applications written using frameworks often lack a distinguished “main” function
making even basic call-graph construction impossible.

In practice, static analysis writers either laboriously hand write models4 of frameworks [70,
7] or avoid evaluating their analysis on framework applications. The latter option is unrealistic
considering trends in application engineering but is understandable given the former option:
constructing framework models by hand is a time-intensive and frustrating process. Our own
experience analyzing Java web applications that use the Servlet framework is representative
of this difficulty. The Servlet framework is relatively simple but building a sound model of
the framework required reading parts of three specification documents: the Servlet, JSP

3 The line between a library and framework is fuzzy. In this context, we use framework to refer to code
that provides scaffolding upon which an application is built.

4 A model is a compact, potentially non-executable, description of framework behavior.
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1 <bean id=" filterChain " class=" FilterChain ">
2 <property name="chain">
3 PATTERN_TYPE_APACHE_ANT
4 / logout = logoutFilter , anonymousProcessingFilter
5 /login= basicProcessingFilter , rememberMeProcessingFilter
6 </ property >
7 </bean >

Figure 2 A simplified framework configuration fragment. The filterChain “bean” is bound to
an instance of FilterChain. The values of fields of the chain bean are configured with property
elements (line 2). Lines 3–5 define a tiny url-mapping DSL stored in the chain field. Building a
complete model of this configuration requires not only a model of bean definitions, but an interpreter
for this DSL. In our analysis we opted for a one-off, hand-coded interpretation of the DSL.

(JavaServer Pages) and EL (Expression Language) specifications, which together total 557
pages of prose. The Servlet framework is not an outlier: the reference document for Spring
[66], a framework that builds on the Servlet framework, totals 910 pages.

Building a good model requires more than just understanding the framework. In addition
to being sound, a model must be precise enough that client analyses can complete in
reasonable amounts of time. For example, the largest performance gains in our analysis
did not come from optimizations in the core analysis, but from aggressively including more
domain specific knowledge into our Servlet model to improve call-graph precision.

Our community recognizes the difficulty of building these models: as recently as 2015 [11], a
complete model of the Android framework was a significant research contribution. In addition,
there has been work to simplify writing these models using a DSL [67]. However, expecting
static analysis writers to build sound and efficient models for every framework is unrealistic.
Other techniques [7, 48, 28, 70, 31, 75, 77] also require some form of programmer annotation
or development which limits their adoption to new frameworks. However, evaluating new
analyses on applications that use older, simple-to-model frameworks is equally undesirable
as it ignores trends in modern software development.

2.3 High-Level API Knowledge
Analysis writers often require domain knowledge about the behavior of an API. For example,
to soundly construct call graphs, analyses must handle the concurrency and reflection APIs
of the Java Class Library. The reflection and concurrency APIs are just one example: many
different analyses need high-level knowledge about an API. For example:

What methods read or write from the database? [68]
What methods return personal or sensitive information? [7]
What methods may block execution of the current thread? [40]
What methods and classes are part of a container abstraction? [23]

The answers to these questions are difficult to extract automatically and require reading
the relevant documentation. The unfortunate state-of-the-art is that a static analysis
developer interested in the answers to these questions must therefore manually audit an API
to find the methods of interest. This is no trivial task: the reflection API alone contains over
one hundred methods spread across 17 different interfaces and classes. The methods found
during the audit are then usually added to a list of “special” methods; the analysis developer
must then incorporate ad hoc handling for these methods to the analysis. For example, the
call-graph construction facility of Soot [71], a popular analysis framework for Java, contains
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a hard-coded list of reflection and thread methods. WALA [72], another framework for Java,
maintains its own list in an external XML file.

For many combinations of analysis domains and APIs, it is likely another analysis author
has already performed a similar audit. However, no shared infrastructure exists to reuse and
share the results of these audits, condemning analysis writers to re-audit APIs. In addition
to wasting time, this process is error prone: failure to properly account for high-level API
knowledge may make an analysis unsound. We encountered an otherwise sound and precise
alias analysis that failed to consider Class.newInstance() an allocation site and therefore
could not find aliases of reflectively instantiated objects.

3 Future Directions

The problems described in the previous section are not insurmountable. This section sketches
future research directions, community initiatives to overcome some of these challenges, and
our research agenda.

3.1 Toward Sound Library Handling
As noted in Section 2.1, the size of application code is often dwarfed by library code, leading
static analysis authors to exclude the library code out of scalability concerns. We sketch
future research directions to address these concerns.

Exhaustive Top-down Summaries. Top-down function summaries are difficult to reuse
across analysis runs, as they are highly context-dependent and the probability of reaching a
calling context identical to one in cache decreases as the complexity of the domain increases.
Exhaustively enumerating input calling contexts as proposed in some work [58] becomes
infeasible as the complexity and size of possible input contexts grows.5 Recent work on
StubDroid [6] by Artz and Bodden addresses some of these issues by soundly handling holes
in the library call-graph and automatically computing the input contexts of interest. However,
their approach assumes a specific representation of dataflow facts within a particular analysis
domain. Nevertheless, this technique represents a promising step forward toward library
summary precomputation. Our community should explore how to generalize these techniques
to work on any combination of dataflow facts and analysis.

Analyzing Analyses. We plan to explore developing automated techniques to compare the
power of two or more analyses. In particular, we plan to develop an automated semi-decision
procedure that can determine if one analysis always over-approximates another analysis on all
code fragments. In other words, the procedure will decide if the results of one analysis imply
the results of another analysis on all programs. Recent work on comparing the behaviors
allowed by memory models [74] has shown that it is possible to answer these types of queries
using automated theorem provers such as Z3 [22].

This technique will have several important applications. This research may enable sound
reuse of cached analysis results from different analyses. If the procedure determines analysis
A over-approximates analysis B, then cached results from B may be safely reused within A

(with some loss of precision). The developed procedure will also allow our community to

5 Even for seemingly simple domains (e.g., access-paths [69] limited to length 1), this approach is unlikely
to scale.
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compare the precision of two or more analyses. Finally, this procedure could find soundness
bugs in analyses. A developer may choose a concrete interpreter as one “analysis”, and query
the semi-decision procedure to verify her analysis over-approximates the concrete interpreter.

Analysis Semi-Refinement. Recent work on caching and incremental analysis provide a
promising approach to solving scalability concerns on large codebases. However, in the
current state-of-the-art, cached results cannot be used across analyses, so every new analysis
effectively begins with a blank slate of results to draw upon. No amount of caching helps
if the initial run of an analysis never terminates! The research sketched above potentially
alleviates this issue, but only if cached results always soundly over-approximate the analysis
using these results. However, we expect that only highly related analyses in the same problem
domain will exhibit this property, which in turn limits opportunity for reuse.

We hypothesize that there are analyses that may not always produce over-approximate
results but may sometimes agree under certain conditions. We hope to explore automatically
determining when one analysis conditionally over-approximates another. For example, two
analyses may model the heap incompatibly, but otherwise produce the same results on code
with no heap accesses. In this case, cached results for a code fragment may be shared between
analyses if the fragment does not access the heap. Given two analyses A and B, we aim to syn-
thesize a predicate such that analysis B over-approximates A on fragments of code for which
the predicate is true. If the predicate reduces to a simple syntactic check, results or summaries
from unrelated analyses can be easily reused by another analysis to improve efficiency.

Automatic Synthesis of Weakened Analyses. A common technique for static analysis is
to add precision “knobs” to an analysis [34, 37, 38]. These knobs allow the analysis user
to trade performance for precision. However, constructing these knobs requires careful
engineering on the part of the analysis designer and implementer. Similarly, staged analyses
(e.g., [33, 26, 36]) exploit a precision/performance tradeoff by iteratively applying more and
more precise analyses to suppress false positives or discharge verification of conditions not
provable by less precise analyses. Unfortunately, the staged analysis designer must either
“luck” into two or more analyses that yield compatible results with different levels of precision,
or (more likely) design and implement multiple (related) versions of an analysis.

We plan to research techniques to synthesize less precise (but more scalable) versions of
existing analyses. These weakened analyses may be used as fast preanalyses, or to handle
large library codebases. One possible direction for this work is to develop a technique to
take flow-sensitive analysis and create a flow-insensitive version (in the style of Andersen
points-to analysis [4]). In addition to this flow-sensitive/-insensitive tradeoff (which is well-
known within our community), we plan to explore other axes along which analyses may be
transformed for performance gains.

3.2 Sound, Automated Handling of Frameworks
The techniques discussed in Section 2.2 for handling frameworks all rely on some manual
effort by analysis writers. At times, new frameworks become popular and old ones make
changes so fast that keeping up disincentivizes work in the space.6 We therefore propose two
possible research directions that handle frameworks without programmer intervention.

6 Krishnamurthi reports this experience in work on semantics for JavaScript [39].
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Static AnalysisConcolic Execution

Framework 

Code

Application 

Code

call

call

Yield

Yield

Figure 3 High-level architecture of concolic analysis.

Concolic Analysis. Framework implementations are difficult to analyze statically, but when
executed often follow only a handful of paths determined by static values that can be easily
accessed at analysis time (e.g., a configuration file or annotations). These characteristics
suggest that concolic execution [62, 63, 30] can be an effective approach to analyzing
framework implementations. Concolic execution extends traditional symbolic execution by
falling back on concrete execution for code that cannot be modeled symbolically (e.g., due
to expressions unsupported in the underlying automated theorem prover). For example, a
concolic executor can precisely handle framework code that reflectively instantiates objects
based on static configuration values by simply executing the relevant code.

However, concolic execution by itself cannot analyze entire framework-based applications.
Although the scalability of both concolic and symbolic executors has improved, and there have
been amazing advances on semi-decision procedures like CEGAR [19], it remains a challenge
to verify programs with many paths of execution and complicated data dependencies. In
particular, on programs with infinite paths of execution, these techniques either fail to
terminate, artificially finitize the program, or limit tool execution with a fixed time budget.
Thus, concolic execution will struggle to verify, e.g., Android applications that process
unbounded streams of input events, or web applications that accept infinite sequences of
requests.

Given the scalability concerns of concolic execution (and other formal methods techniques)
and the difficulty of precisely analyzing extremely flexible framework implementations, we
believe that a single, unified analysis approach is insufficient to verify or analyze framework-
based applications. We instead plan to explore a hybrid analysis technique that combines
concolic execution and traditional static analysis. We have termed this technique concolic
analysis. Under concolic analysis, framework code is executed concolically, whereas application
code is over-approximated with a meet-over-all-paths static analysis. A visualization of this
technique is shown in Figure 3. When control passes from the framework to the application,
the concolic executor yields to a static analysis. Similarly, calls from the application back
into the framework cause the static analysis itself to yield to the concolic executor. By
using the best approach on each part of a program, concolic analyses combine the efficiency
of static analysis and the completeness and precision of concolic execution. For example,
reflective operations in framework code can be concretely executed, while unbounded loops
in application code can be efficiently over-approximated using fixpoint iteration.

Although other authors have examined combining concrete execution and static analyses,
these approaches have either used information recorded during executions in a static analysis
[13, 24, 73], or used dynamic analysis as a post-processing step to prune false positives or



J. Toman and D. Grossman 18:9

discharge verification conditions [9, 42, 18]. In contrast, concolic analysis tightly couples dif-
ferent analysis techniques to cooperate concurrently to analyze different parts of a monolithic
application.

Automatic Model Synthesis. Recent advances in synthesis technology and techniques have
enabled automatic synthesis of complex hardware memory models [14] that were previously
hand-axiomatized through multiple iterations of publications [61, 64, 54, 2, 3, 60, 49]. This
pattern echoes current work on building models for the Android framework: several papers
have been published over the years, each claiming more precise (and sound) models of a
single framework. Our community should also focus on automatic synthesis of framework
models.

Full specifications of complex frameworks are likely more complicated than those for
hardware memory models, so complete specification synthesis is likely intractable. Thus, we
envision focusing on synthesizing specifications describing framework behavior for a single,
specific application. For example, the input/output behavior of framework methods can be
recorded during either directed randomized testing (e.g., [30]) or execution of a program’s
functional test suite. These traces can be used as inputs to a synthesis procedure that
generates specifications (expressed in a DSL) for framework methods. The quality of these
generated specifications necessarily depends on the completeness of the observed traces.
However, as noted above, frameworks are often driven by static, deterministic configurations
and annotations, so we expect only a handful of executions will provide relatively complete
set of input/output examples for the framework methods executed by an application.

3.3 Infrastructure for Sharing API Knowledge
Given the overlap in knowledge needs of static analysis writers, the static analysis community
would benefit from an open platform to share API knowledge. The high-level API knowledge
described in Section 2.3 can often be expressed in a few short English words. Concise tags
therefore are a good format to express this API knowledge. We propose the community create
and maintain a shared, open database that associates API elements (i.e., classes, methods,
etc.) with tags that express the high-level knowledge needed by analysis developers.

Each tag would express a property that is common to multiple methods in different APIs.
For example, the TelephonyManager.getDeviceId() method of the Android framework returns
a unique identifier and is treated as a source of sensitive data for information integrity analyses.
This method, and the analogous UIDevice.uniqueIdentifier() of the iOS framework could
be tagged with the tag "sensitive-source". The collection of methods associated with this
tag in the proposed database would replace the hand-curated list of source methods used by
many security analyses. Similarly, methods from the reflection API of the Java Class Library
(e.g., Class.newInstance or Method.invoke) would be associated with the tag "indirect-flow"
indicating that these methods indirectly invoke another method by name. As with the
sensitive source example, the methods associated with this tag would replace the hard-coded
lists found in many program analysis frameworks’ call graph construction facilities.

The implementation and deployment of the tag database poses no major technical hurdles:
similar web applications are widely deployed in industry and enjoy extensive library and
framework support. We foresee there will be two major challenges. First, as tags are expressed
using natural language, different users of the database may interpret the same tag differently.
However, we are confident that the community can standardize around a set of tags with
widely accepted and understood definitions. Second, although some tags may be assigned
automatically (e.g., tags identifying setter and getter methods) other tags require human
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knowledge. For this type of information, we envision that after analysis developers manually
collect domain knowledge for an API, they then tag the API elements in the shared database.

Although the development and deployment of the shared database does not present core
PL research opportunities, this initiative will have an immediate impact on the community.
For one, it will free the analysis developers from the tedious, error-prone task of auditing
APIs, and improve the soundness of analyses by ensuring no important methods are missed
(as in the alias analysis described in Section 2.3). Further, analyses in related domains could
be fairly compared as all analyses would consider the same methods of interest (e.g., sources
and sinks).

4 Conclusion

Despite advances in tooling and mainstream success, static analysis development is still a
painful process. We have outlined our research vision for tackling some of these pain points.
Our proposals do not represent the full space of solutions, and there are other difficult aspects
of analysis development we have not addressed. Mitigating or eliminating the challenges
faced by static analysis writers is a ripe area for research. We believe using static analysis and
formal methods techniques to tackle these difficulties (i.e., static analyses for static analyses)
is a particularly exciting research direction. In addition, we hope the community will invest in
sharing knowledge and results across research projects. Our proposed tag database initiative
is a potential first step; there are even more opportunities for community-wide collaboration
to ease the burden of constructing static analyses.
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Abstract
Distributed systems are rarely developed as monolithic programs. Instead, like any software,
these systems may consist of multiple program components, which are then compiled separately
and linked together. Modern systems also incorporate various services interacting with each other
and with client applications. However, state-of-the-art verification tools focus predominantly on
verifying standalone, closed-world protocols or systems, thus failing to account for the composi-
tional nature of distributed systems. For example, standalone verification has the drawback that
when protocols and their optimized implementations evolve, one must re-verify the entire system
from scratch, instead of leveraging compositionality to contain the reverification effort.

In this paper, we focus on the challenge of modular verification of distributed systems with
respect to high-level protocol invariants as well as for low-level implementation safety properties.
We argue that the missing link between the two is a programming paradigm that would allow
one to reason about both high-level distributed protocols and low-level implementation primi-
tives in a single verification-friendly framework. Such a link would make it possible to reap the
benefits from both the vast body of research in distributed computing, focused on modular pro-
tocol decomposition and consistency properties, as well as from the recent advances in program
verification, enabling construction of provably correct systems implementations. To showcase the
modular verification challenges, we present some typical scenarios of decomposition between a
distributed protocol and its implementations. We then describe our ongoing research agenda,
in which we are attempting to address the outlined problems by providing a typing discipline
and a set of domain-specific primitives for specifying, implementing and verifying distributed sys-
tems. Our approach, mechanized within a proof assistant, provides the means of decomposition
necessary for modular proofs about distributed protocols and systems.
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1 Introduction

As with any software, distributed systems are not built as standalone pieces of code: rather
they are assembled from multiple independently developed components. For instance, different
nodes may communicate using message passing, components of a particular implementation
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may be compiled separately, and different systems may interact with each other and with
the client applications via regular program flow and by imposing implicit invariants on each
other’s behavior.

There is a vast amount of work dedicated to establishing and verifying invariants of stan-
dalone distributed protocols, such as Paxos [23, 24, 61], Raft [46], etc, formulated as abstract
high-level state-transition systems (see, e.g., [62, 61, 20, 44] for references). Furthermore,
several impressive advances have been recently made in verifying specific realistic systems
implementations with respect to fixed properties [64, 16, 27, 11, 48, 65, 22, 32]. However,
the modular nature of these systems is not fully matched by state-of-the art verification tech-
niques, which still follow a “whole-program” approach. Specifically, most of the verification
methodologies to date require a complete revision of the proofs (or are not applicable at all)
in the following scenarios, which occur regularly in the life cycle of distributed software:
1. A high-level protocol P (e.g., Paxos) remains the same, but its implementation run by a

particular node is updated (e.g., replaced by an optimized one [4]). Naturally, one should
now establish that the new implementation refines (i.e., exhibits the same externally
observable behavior as) the same abstract protocol [1], while all proofs concerning the
protocol itself should not change.

2. As a variant of the previous scenario, an optimization in P ’s implementation might delegate
some of the computation to another node, possibly following another protocol P ′ [61]. In
this case, one should establish that, under certain assumptions about P ′, the resulting
implementation of P still refines its specification.

3. An implementation, interacting with other nodes under a protocol P, may make specific
assumptions about the initial state of the system, thus restricting the set of reachable states.
This is captured by strengthening the protocol’s state-space invariant, thus permitting the
implementation to leverage additional facts about its state. Such strengthening should
not cause the proofs of implementations run by other involved nodes to be revised.

The first scenario is fairly standard: one should always be able to make low-level opti-
mizations in an actual implementation, as long as these changes are not observable on the
abstract level, with the high-level protocol serving as a system specification. The existing
solutions [16, 64] for this modularity challenge rely on the classical technique of establishing
a refinement [1, 26] between an actual implementation (the code) and a specification (a
protocol) via forward-backwards simulation [37]. That said, in the presence of program-level
composition (e.g., third-party libraries), recursion, and higher-order programming primitives,
proving refinement in a modular way becomes a notoriously difficult problem, requiring
a non-trivial relational semantics and dedicated program logics. While such logics exist
for shared-memory concurrency [59, 30, 56], none exist for distributed systems. The situ-
ation is even more complicated in the presence of fine-grained communication primitives,
such as send and receive (as opposed to synchronous models [13]), that are used for imple-
menting non-blocking message-passing. To the best of our knowledge there is no program
logic that supports reasoning about fine-grained message-passing distributed systems in a
modular way, and the state-of-the-art approaches either avoid fine-grained operations all
together [10, 11], thus sacrificing potential performance gains, or employ first-order reduction
techniques [16, 31, 12].

The second scenario demonstrates an interplay between properties of a protocol and
proofs of an implementation that relies on them: indeed, the correctness of a refinement by
the latter depends on the invariants of the former. Yet, from a programmer’s perspective
this is just another program optimization, so the proofs should not be that different from
those in the Scenario 1. However, we are not aware of any verification frameworks allowing
one to modularly prove refinement between an implementation and its protocol in this case.
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The third scenario demonstrates a common pattern where a protocol implementor assumes
the system is initialized to a certain “good” state. This implies any subsequent state of the
system is reachable from the good state, which can be used to establish additional safety
properties. This scenario allows different client implementations using a protocol to rely on
different assumptions about its initial conditions and different system invariants. Combined
with the second scenario, this means that one should be able to impose custom (but valid)
invariants when proving an implementation-specific refinement!

To make things more concrete, let us imagine implementing an optimization of a straight-
forward distributed computation (e.g., MapReduce), run by a node, that memoizes its past
results using some third-party distributed storage. Then, an important invariant of a storage
protocol, required for justifying such an optimization, should state that the stored values
are never dropped or replaced. However, another client application, which only queries the
storage but does not write into it might be verified under a weaker invariant. From this obser-
vation we conclude that one and the same distributed protocol might be a subject of different
application-specific invariants (since the strongest possible invariant is not alway possible to
foresee in advance) and initial state assumptions, but imposing a different inductive invariant
should not affect already verified protocol implementations and their proofs.

From the discussion above, it seems that the proofs of refinement, i.e., that an implemen-
tation “does not go wrong”, are unavoidable for formally establishing the correspondence
between the code of an implementation and its abstract protocol specification. In this line of
research, in an attempt to overcome the complexity of the refinement proofs, which become
especially acute in the presence of horizontal composition of interacting distributed services
(i.e., Scenario 2) and client-specific invariants (i.e., Scenario 3), we have decided to adopt a
different approach for proving programs well-behaved: by means of type theory.

2 A Type-Based Approach to Distributed System Verification

We have drawn inspiration from results on Hoare Type Theory (HTT) [43, 42, 41] and
specifically its recent variants, which support specifying and verifying fine-grained shared-
memory concurrent algorithms [40, 50, 51, 52]. In HTT, an effectful, imperative, potentially
higher-order program e is given a Hoare type HT {λs. A}{λr s′. B}, where A is a predicate
constraining the pre-state s (e.g., a heap), and B constrains the result r and the post-state s′.
That is, the pre-/postconditions A and B declaratively specify the effect of e with respect to
the state it might affect. Furthermore, the original HTT incorporated Separation Logic-style
specifications [41] and adopted fault-avoiding semantics [49], thus ensuring that well-typed
programs are memory-safe. The concurrent extensions of HTT extended the notion of type
safety to account for data race freedom [28] and coherence of a concurrently used resource [40].

Distributed Hoare Types. In this work, we extend the notion of Hoare types to distributed
system implementations, whose “state” captures both local components (e.g., a heap) and a
global component, namely the (multi-)set of messages exchanged by the nodes involved in
the system. In this way, “effects” correspond to interactions in a distributed environment
between nodes via message passing. Each such interaction (i.e., sending or receiving a
message) is synchornized with a change in a node’s local state (e.g., updating a set of local
permissions). These changes follow one of several available “atomic” transitions, which
are provided by user-defined high-level protocols P1,P2, etc, which are encoded as state
transition systems. All together, they form a part of the type environment when assigning a
type to such a program. Thus, the Hoare type judgements assigning types to distributed
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P1 ` e : DHT{λs. A}
{
λr s′. B

}
A,B,R are stable R constrains state related to P2

P1,P2 ` e : DHT{λs. A ∧R(s)}
{
λr s′. B ∧R(s′)

} Inject

P ` e : DHT{λs. A}
{
λr s′. B

}
I is inductive wrt. P

WithInv(P, I) ` e : DHT{λs. A ∧ I(s)}
{
λr s′. B ∧ I(s′)

} WithInv

Figure 1 Selected type inference rules of Distributed Hoare Types.

implementations are of the shape P1, . . . ,Pn ` e : DHT{λs. A}{λr s′. B}, where the typing
context P1, . . . ,Pn lists all of the abstract protocols that the program e can exercise, and
the pre/postcondition constrain the state of the protocol-related part of the network. Each
protocol defines the per-node local state, which is governed by the protocol’s transitions.
One node can possibly host disjoint pieces of local state that “belong” to different protocols,
which is crucial to allow composing multiple protocols together to form useful systems. In
addition to the send/receive primitives, all the standard programming constructs, such as
conditionals, recursion, and higher-order functions can be used, and the typing rules for them
are straightforward.

In any interesting distributed protocol, there are dependencies between messages about
to be sent and the protocol-specific local state of a node that can send them. These
dependencies are what our rich type system is designed to enforce. For instance, in any
Paxos implementation, a replica can only send a response to a client when it is certain that
agreement has been reached [61]. A protocol for Paxos would enforce this by constraining
the precondition of sending a response to require that agreement had been reached. These
constraints are manifested in the Hoare types, which are derived for the basic send/receive
commands from the definitions of the transitions they follow. Since there is no other way
to interact but by relying on the protocol-supplied transitions, this provides a powerful
mechanism for enforcing system-specific constraints. For instance, in a well-typed program e,
following a protocol P, it will be only possible to send a certain message if the precondition
in the corresponding transition τs, is satisfied by the node’s local state.1

The notion of well-typedness for Distributed Hoare Types incorporates program well-
formedness with respect to the protocols in its typing context: no matter how complex the
program is, if it is well-typed, then each of its externally observable transitions “faithfully”
follows a transition of some of the protocols from its typing context, i.e., it does not go
wrong [38]. Summarizing the high-level overview of our approach, to enable language-based
verification [53] of distributed systems, we have introduced the two following program-
and type-level mechanisms to the otherwise well-studied model of higher-order effectful
programs [50]:
(a) Instrumented message-passing primitives (send/receive), derived from protocol transi-

tions, serving as basic building blocks for distributed programs;
(b) Distributed Hoare Types (DHT), an extension of Hoare Types [41], as a composi-

tional approach to verify well-behaved programs in a context of arbitrary user-provided
protocols.

Addressing the Modularity Challenges. Let us now see how the type-based approach helps
alleviate the main difficulties of modular refinement proofs, outlined in Section 1.

1 In fact, our type system allows for more general assertions, constraining the global state of the system.
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1. Since any well-typed implementation must follow the protocol, type safety immediately
implies refinement Moreover, Distributed Hoare Type Theory enjoys the standard substitu-
tion principle, which allows one to replace any program of a type DHT{λs. A}{λr s′. B}
by any other program with the same type without compromising type safety.

2. From the perspective of a type system, there is no difference between a value obtained
as a result of a local computation or the one received from a remote service, as long as
it allows the desired Hoare type to be derived. Furthermore, Distributed Hoare Types
allow for a form of context weakening, making it possible include more protocols (and
account for interactions involving these protocols) into the typing context by adapting
the pre/postconditions appropriately via the rule Inject from Figure 1.2 The stability
requirement on R is standard for concurrency program logics and means that the assertions
should be invariant with respect to possible concurrent changes in the network state [60].

3. The proof of an invariant I being inductive with respect to a protocol P is not tied to a
specific implementation e, and, therefore, can be discharged via an external verification tool
(e.g., Ivy [47]). That said, the invariant itself, once proven, can be used for strengthening
the type of e, possibly enabling one to prove some properties of e’s clients. The interaction
between protocol-level proofs and program-level verification is enabled by the typing
rule WithInv from Figure 1. The protocol combinator WithInv enhances the state-space
invariants of P conjoining them with the invariant I.

Relation to Refinement Proofs. Our careful choice of basic programming primitives,
namely, protocol transitions, is the trick that allowed us to replace expensive proofs of
program refinement with a far less complicated (although still non-decidable) and uniform
type derivation mechanism. While this model might seem to be too “coarse-grained” in the
sense that it forces changes in the protocol-relevant local state to be atomically synchronized
with sending/receiving messages, the model nevertheless leaves a lot of room for possible
program-level optimizations. Specifically, it allows one to combine the transitions in any
well-typed way, as well as allowing one to make use of any internal state and higher-order
programming primitives. What is more important is that our model explicitly identifies
valid linearization points [17] in the implementations (they correspond precisely to the taken
transitions), thus adopting a well-established proof method for observational refinement [14].

3 Language-Based Verification with Distributed Hoare Types

Distributed Hoare Types can be effectively represented as dependent types, parametrized
by the protocol contexts and pre/postconditions [42]. This allowed us to implement the
type-based verification approach, sketched in Section 2, in a verification tool Disel, by
embedding our type system, its semantic foundations, and inference rules into the Coq
proof assistant [6]. In this section, we outline the layout of specifications and proofs using a
characteristic example of a widely-used distributed system: Two-Phase Commit (2PC) [63,
§19].

The goal of the 2PC protocol is to achieve agreement among several nodes about whether
a transaction should be committed or aborted (e.g., as part of a distributed database). Since
the system may execute in an asynchronous environment where message delivery is unreliable
and machines may experience transient crashes, achieving agreement requires care. The
protocol designates a single node as the coordinator, which is in charge of managing the

2 These rules allow us to consider Distributed Hoare Types as a program logic-based verification framework.
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Figure 2 One round of the 2PC algorithm (a) and state-space of the coordinator (b).

Definition c_recv_step (r : round) (cs : CState)
(log : Log) (tag : nat) (mbody : seq nat) :=

| CWaitPrepResp x ⇒ if (* received all votes *)
then (r, if (* all votes yes *) then CCommit x else CAbort x, log)
else (r, CWaitPrepResp, log)

(* ... more cases depending on cs, tag, mbody ... *)
end.

Figure 3 Example receive transitions of the coordinator.

commit process; other nodes participating in the protocol are participants. The protocol
proceeds in a series of rounds, each of which makes a single decision. Each round consists
of two phases; an example round execution is shown in Figure 2(a). In phase one, the
coordinator notifies the participants of the transaction being committed by sending prepare
messages and receives votes from the participants about whether the transaction should
proceed. In the figure, both participants vote Yes, so the coordinator enters phase two, during
which it notifies all participants of its decision to commit or abort the transaction.

Formalizing this description into a protocol consists in describing the local state of each
node as well as the valid transitions. Figure 2(b) shows the relevant portions of the local state
of the coordinator and its transitions. Between rounds, the coordinator waits in the CInit
state. Then, the coordinator makes transitions following the informal description above; these
are formalized by the step-function, one case of which is shown in Figure 3. The additional
state components keep track of the round number and a log of all processed transactions.

With the protocol instance in hand, we can now proceed to build programs that implement
the participant and coordinator and assign them Hoare-style specifications. A possible
implementation of a single round of the coordinator and its Hoare type are shown in Figure 4.
The function coordinator_round takes as an argument the transaction data to be processed
in this round. The type DHT [cn, TPC] is parametrized by the coordinator node id cn and
a 2PC protocol instance TPC. The precondition requires that the coordinator is in the CInit
state, with an arbitrary round number and log. The postcondition ensures that the local
state has returned to CInit, the round number has been incremented, and the return value
accurately reflects the decision made on the data, which is also reflected in the updated
log. The code proceeds along the lines required by the protocol, but nothing prevents us
from writing an optimized implementation, adhering to the very same type, which could, for
instance, send abort-request upon receiving the first Phase One Abort response.

The type ascribed to coordinator_round above only constrains the local state of the
coordinator, but in fact the protocol maintains stronger global invariants. For example,
imagine using the Two-Phase Commit protocol as part of a larger distributed database
system. Database nodes participate in several copies of the Two-Phase Commit protocol,
one per node, so that each node is the coordinator of one copy of the protocol. Nodes
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Program Definition coordinator_round (d : data) :
{r log}, DHT [cn, TPC] (fun s ⇒ loc cn s = (r, CInit, log),

fun res s’ ⇒ loc cn s’ = (r+1, CInit, log ++ [(res, d)])) :=
Do (r ← read_round;

send_prep_loop r d;;
res ← receive_prep_loop r;
b ← read_resp_result;
(if b then send_commits r d;;

receive_commit_loop r
else send_aborts r d;;

receive_abort_loop r);;
return b).

Figure 4 Distributed Hoare type and code of a single coordinator round.

can then commit transactions by initiating Two-Phase Commit in the copy of the protocol
they coordinate. The database might like to conclude that between rounds, all logs are in
agreement. This strong global agreement property is not directly implied by the protocol as
it stands, so we must prove an inductive invariant that implies it. Finding such invariants
typically requires several iterations before converging on a property that is inductive and
implies the desired spec. In this case, a state invariant Inv that closely follows the intuitive
execution of the protocol suffices to prove the global log agreement property. For example,
when the coordinator is in the CSendCommit state, the invariant ensures that all participants
are either waiting to hear about the decision, have received the decision but not acknowledged
it, or have acknowledged the decision and returned to the initial state. The invariant also
implies a simple statement of global log agreement, shown below.

Lemma cn_log_agreement (s : state) (r : round) (log : Log) :
Inv s → loc cn s = (r, CInit, log) → ∀ pt, pt ∈ pts → loc pt s = (r, PInit, log).

In other words, when the coordinator cn is in the CInit state, all participants pt ∈ pts must
be in the PInit state with the same round number and log.

We can freely use the strengthened invariant in proofs of programs. For example, in the
hypothetical database example, the programs implementing the database can now conclude
global log agreement from the fact that the local state is CInit.

4 Related Work

Type-based reasoning about concurrent and distributed systems

Session Types (ST) [18] are one of the most established approaches for lightweight verification
of message-passing programs. ST were originally designed to constrain two-party channel
communications, enforcing a particular interaction protocol; they were later extended to
specify interactions between several parties [19, 8] and quantify over values of messages [55].
This has culminated in research on choreographies [3], which identify allowable orderings
of message exchanges in a distributed system. Even though (Multiparty) Session Types
(MST) [19] and Distributed Hoare Types pursue the same goal, namely, enforce the protocol
discipline in an distributed setting with asynchronous message-passing, they seem to achieve
this by different means. The underlying semantic formalism of MST is π-calculus [39], in
which computations communicate via dedicated session channels that are a central notion
for enforcing the well-formedness of executions via a tailored type system. In contrast, DHT
adopts a model similar to those from modern program logics for fine-grained shared-memory
concurrency [9, 40, 57, 54], in which messages of a specific protocol are treated as a shared
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state, related to local state of specific nodes via the protocol invariants and a subject to
change as defined by the transitions.

While the precise relation between MST and DHT is still to be determined, we believe
that our representation of distributed protocols via transition systems governing local/shared
state is much closer in spirit to the models employed by the distributed systems community
to describe the high-level logic of state-of-the art consensus and replication algorithms and
their properties [25, 34]. It is not immediately clear to us how to encode Paxos, Raft or
Two-Phase Commit using MST. Furthermore, the only language-level extension required
to support a DHT programming model was the introduction of protocol-aware send/receive
primitives and typing rules for them; the remaining language fragment is entirely standard.
For instance, in our implementation the host language is Coq’s Gallina [6] extended, via
monadic embedding, with general recursion and message passing. This has the benefit that
one can use the full power of Gallina to implement distributed programs. Finally, MST
provide little support for reasoning about protocols themselves, separately from the programs
they implement. This is something that is afforded for DHT using the WithInv rule.

A very close type-based formalism to DHT are RGRefs [15], allowing one to enforce
a Rely/Guarantee-discipline [21] for mutable references in a shared-memory concurrency
setting. That said, while RGRefs are suitable for showing that a program follows specific
Rely/Guarantee-protocol, they are too weak to prove its invariants or functional correctness.

Modular verification of distributed protocols

Compositional verification of invariants of distributed protocols is an area of active research
in the Distributed Computing community (cf. [2, 33, 62]). There, it is common to reduce the
reasoning about message-passing concurrency to reasoning about shared-memory mechanisms.
For example, Boichat et al. [2] suggest a series of abstractions, such as round-based consensus
and round-based register, that make it possible to deconstruct a family of Paxos algorithms
into a set of reusable primitives. Input/Output automata [36] are another high-level for-
malism allowing for a form of protocol composition by coupling the automatas’ actions [35].
At the moment, all these constructions are only studied at the level of reasoning about
protocols, without any relation to implementations. We believe that these abstractions can
be incorporated into the framework of DHT by generalizing the notion of the shared state to
incorporate both message-passing (which is currently the case) and shared memory. Such a
unification would make it possible to immediately reuse many of the existing specification
and proof techniques from the logics for shared-memory concurrency, for instance, when
defining custom correctness conditions [52].

Datta et al. [7] propose Protocol Composition Logic (PCL) as a way to combine security
properties of multiple distributed protocols governing processes, communicating with each
other. The programming component of PCL is a conventional process calculus. At the
moment, it is not clear to us the extent to which PCL can be employed to verify, e.g.,
consensus protocols such as 2PC, or to be employed for reasoning about higher-order code.

5 Concluding Remarks

We have outlined the main ideas behind Distributed Hoare Types – a typing discipline
that allows one to enforce high-level protocol logic in a low-level implementation via depen-
dent types.
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Distributed Hoare Types

Proofs about Protocols

Proofs about Programs

We believe that DHT serves as a link, connecting proofs of protocol properties and program
properties in the same logical framework while providing modular reasoning. This modular-
ization hints for a number of follow-up extensions, moving both up and down the abstraction
stack.

Moving up: Reasoning about protocols. Thanks to the rule WithInv, reasoning about
inductive protocol invariants can be conducted independently of the program-level verification.
At the moment such proof obligations are discharged via Coq’s native machinery for interactive
proofs, and we are planning to investigate the possibility to delegate these proofs to third-
party tools, such as Ivy [47], which is designed for this specific purpose. Furthermore, there
is currently only one linguistic way to formulate protocols in the framework of DHT: by
synchronizing the state changes with sending/receiving. This model is sufficiently fine-grained
to be able to encode more transitional I/O Automata [35] or the round-based model [13] by
establishing simulation on the level of protocols and generalizing the DHT semantics. Such a
generalization is of practical interest, as it will allow us to port existing invariant proofs in
other frameworks (e.g., Verdi [64, 65]) that follow the I/O Automata model.

Moving down: Reasoning about programs. The immediate advantage of employing
protocol-aware primitives for implementing provably correct distributed systems is the
ability to use them in combination with higher-order functions and other programming
mechanism. For instance, we were able to define loops and blocking receive just as syntactic
sugar, relying on primitive commands and higher-order combinators. Even further, the
shallow encoding of DHT into the Calculus of Constructions made it possible for use to
take advantage of Coq’s powerful abstraction mechanisms, providing reusable specifications
for programs in terms of abstract predicates [9] rather then referring to concrete protocols.
Finally, realistic distributed applications, such as multi-Paxos [61, 4] are far from being
simple first-order code with message sending and receiving: they employ advanced features,
such as per-node fork/join concurrency, higher-order iteration and client-side libraries. In
order to establish the correctness of such implementations, one would have to relate the
protocol-specific logic to those programming mechanisms – precisely what DHT enables.

That said, in the current formulation, the programming component of DHT is a pure
functional language with general recursion and message passing. Imperative state and a
form of exceptions can be encoded by means of “effect-passing” style, thus allowing some
optimizations. For more low-level reasoning about highly optimized implementations in the
presence of native mutable state, local faults, and per-node concurrency, we are planning
to extend the reasoning with low-level versions of separation logic, adopting the ideas from
the corresponding recent verification efforts [45, 5], as well as the idea of transitions-as-
resources [29, 58] as a way to account for local concurrency, allowing several protocol branches
to be exercised by a node in parallel [61].
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