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Preface

This volume contains the papers presented at ICALP 2017, the 44th edition of the Inter-
national Colloquium on Automata, Languages and Programming, held in Warsaw, Poland
during July 10–14, 2017. ICALP is a series of annual conferences of the European Association
for Theoretical Computer Science (EATCS), which first took place in 1972. This year, the
ICALP program consisted of three tracks:

Track A: Algorithms, Complexity, and Games,
Track B: Logic, Semantics, Automata and Theory of Programming,
Track C: Foundations of Networked Computation: Models, Algorithms, and Information
Management.

In response to the call for papers, a total 459 submissions were received: 296 for track A,
108 for track B, and 55 for track C. Each submission was reviewed by at least three Program
Committee members, aided by many subreviewers. Out of these, the committee decided
to accept 137 papers for inclusion in the scientific program: 88 papers for Track A, 32 for
Track B, and 17 for Track C. The selection was made by the Program Committees based
on originality, quality, and relevance to theoretical computer science. The quality of the
manuscripts was very high, and many deserving papers could not be selected.

The EATCS sponsored awards for both a best paper and a best student paper for each of
the three tracks, selected by the Program Committees.

The best paper awards were given to the following papers:
Track A: Andreas Björklund, Petteri Kaski and Ioannis Koutis. “Directed Hamiltonicity
and Out-Branchings via Generalized Laplacians”.
Track B: Michael Benedikt, Pierre Bourhis and Michael Vanden Boom. “Characterizing
Definability in Decidable Fixpoint Logics”.
Track C: Eyjólfur Ingi Ásgeirsson, Magnus M. Halldorsson and Tigran Tonoyan. “Universal
Framework for Wireless Scheduling Problems”.

The best student paper awards, for papers that are solely authored by students, were
given to the following papers:

Track A: Euiwoong Lee. “Improved Hardness for Cut, Interdiction, and Firefighter
Problems”.
Track B: Fabian Reiter. “Asynchronous Distributed Automata: A Characterization of
the Modal Mu-Fragment”.

Apart from the contributed talks, ICALP 2017 included invited presentations by Mikołaj
Bojańczyk, Monika Henzinger, Ronitt Rubinfeld and Mikkel Thorup. This volume of the
proceedings contains all contributed papers presented at the conference together with the
papers and abstracts of the invited speakers.

The program of ICALP 2017 also included presentation of the EATCS Award 2017 to
Eva Tardos, the Presburger Award 2017 to Alexandra Silva and the EATCS Distinguished
Dissertation Award to Vincent Cohen-Addad, Mika Göös and Steen Vester.

Three satellite events of ICALP were held on 14 July, 2017:
SSG: Algorithms and Structure for Sparse Graphs
AVeRTS: Algorithmic Verification of Real-Time Systems
SP: Separability Problems
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0:xvi Preface

The Lipa Summer School was organized on topics connected to logic in computer science
during 3–6 July, 2017.

We wish to thank all authors who submitted extended abstracts for consideration, the
Program Committees for their scholarly effort, and all referees who assisted the Program
Committees in the evaluation process. We are also grateful to Mikołaj Bojańczyk, Piotr
Sankowski, Bartek Klin and Filip Murlak for organizing ICALP 2017 and all the support
staff of the Organizing Committee, especially Hanna Bargieł and Alicja Kosińska from Global
Congress.

We would like to thank Paul Spirakis, the president of EATCS, for his generous advice
on the organization of the conference.

July 2017 Ioannis Chatzigiannakis
Piotr Indyk
Fabian Kuhn
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Orbit-Finite Sets and Their Algorithms∗†
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Abstract
An introduction to orbit-finite sets, which are a type of sets that are infinite enough to describe
interesting examples, and finite enough to have algorithms running on them. The notion of orbit-
finiteness is illustrated on the example of register automata, an automaton model dealing with
infinite alphabets.
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1 Introduction

An orbit-finite set is a set that is constructed using some infinite logical structure, such as
(N,=) or (Q, <), and which is finite up to automorphisms of that structure. For example, if
the structure is (N,=), then

{X : X ⊆ N and |X| ≤ 3}

is an orbit-finite set, because automorphisms of the structure (i.e. permutations of N) can be
used to map any subset X ⊆ N to any other subset of same cardinality, and therefore the set
has four elements (cardinalities 0, 1, 2, 3) up to automorphisms.

The goal of this paper is to give a gentle introduction to orbit-finite sets, in particular
to explain how they can be represented and manipulated using algorithms. As a running
example we use register automata over infinite alphabets. A more detailed description can
be found in the lecture notes [5].

2 The running example: register automata

As our running example for describing orbit-finite sets, we consider register automata over
data words, and their associated decision problems such as emptiness or minimisation.

Typically, formal language theory uses finite alphabets. Here is an example which uses
an infinite alphabet.

I Running Example. Let A be some infinite set. As our running example, consider the
language

{w ∈ A∗ : at most two distinct letters appear in w}. (1)
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1:2 Orbit-Finite Sets and Their Algorithms

Figure 1 There are two possible values for the control state, q and ⊥. A configuration of the
automaton consists of a value for the control plus a valuation of the registers. Dangling arrows
indicate initial and accepting configurations. The variables a, b, c range over distinct atoms, i.e. to
get the automaton one should instantiate the picture for every triple (a, b, c) ∈ A3 of distinct atoms.

In our running example, the letters are only compared with respect to equality. Words
as in the example are called languages of data words. The most common type of alphabet
for data words is of the form Σ× A, where Σ is a finite set and A is an infinite set whose
elements can only be compared for equality. We will use the name atoms for A; to underline
that they have no structure except for equality. Automata that process data words (and more
complicated objects, such as data trees) are a popular model in database theory (e.g. an xml
document is conveniently described as a type of data tree) or in the theory of verification.
See the survey [25] for more on such automata.

One of the most basic automata models for data words is register automata (introduced
in [17] under the name of finite memory automata). This is a type of automaton which uses
finitely many registers to store some of the atoms that have been seen so far. We will use
register automata as our running example of orbit-finite sets.

I Running Example. This language in the running example, namely “at most two letters
(atoms) appear” is recognised by a register automaton with two registers. The registers are
used to store the at most two distinct atoms in the input. Once the two registers are filled up
and a fresh third atom appears, the automaton enters a rejecting sink state. The automaton
is shown in Figure 1.

In general, the space of configurations of a register automaton is defined by giving a finite
set of control states and a set of register names. A configuration is then a pair: (control
state, partial function from register names to atoms). For the precise syntax of the transition
relation (and notions of initial and final configurations), we refer to [17]; for the purposes of
this paper it suffices to say that the syntax is designed so that transitions depend on the
atoms in a way which only uses equality. Register automata, and especially deterministic
register automata, are one of the simplest automaton models for data words, e.g. they are
not expressive enough to recognise the language “all input letters are different”. For more
expressive models, see [25].

3 Mild extensions of register automata

To motivate the introduction of orbit-finite and definable sets, which are the topic of this
paper, we present three mild requirements for extending the model of register automata.
We will then show that these requirements can be met by automata with definable (or
equivalently, orbit-finite) descriptions.
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3.1 Minimisation
One natural thing to do with (deterministic) register automata is to minimise them. As we
will see, the register mechanism is not well suited to this task.

I Running Example. Consider the automaton from Figure 1, which uses two registers to
recognise words with at most two distinct atoms. This automaton has different configurations
after reading inputs ab and ba, because its configuration implicitly remembers which letter
was read first. A minimal automaton, on the other hand, should have the same configuration
after reading these two inputs, because the language is commutative. In a minimal automaton,
the set of reachable configurations should be something like:

{ε,⊥}︸ ︷︷ ︸
initial state and rejecting sink

∪ {a : a ∈ A}︸ ︷︷ ︸
words that have exactly one atom

∪ {{a, b} : a 6= b ∈ A}︸ ︷︷ ︸
word that have exactly two atoms

.

Such a configuration set cannot be achieved with the register mechanism.

A workaround for the problems described above would be to allow registers which store
unordered sets of atoms. Here is another example language, where the workaround with
unordered sets of atoms fails.

I Example 1. Consider the following language

{wv : w, v ∈ A3 are equal up to cyclic shift}. (2)

For this language, the set of configurations of a minimal automaton reachable after reading
three letters should be

{ {abc, bca, cab}︸ ︷︷ ︸
equivalence class of a
three letter word up

to cyclic shifts

: a, b, c ∈ A}.

Example 1 and the running example essentially exhaust the possible problems with
miminisation: to minimise register automata it suffices to consider a model where each
control state has a varying number of registers, and there might be some group acting on
the registers (e.g. so that the registers form an unordered set, or can be shifted cyclically,
etc.), see [8, Section 6]. The idea to use groups acting on registers dates back to [23].

Why is it so important to minimise automata? A minimal automaton is not just small –
with the obvious efficiency advantages – but more importantly it is a canonical representation
of its recognised language.

One use for canonical automata is that for the correctness of certain algorithms, it is
useful to assume that the input is a canonical automaton. An example is learning algorithms,
whose running time bounds and correctness proofs are based on minimal automata, see
e.g. [20] for a variant of the Angluin algorithm for register automata. Another example is
algorithms which input an automaton and decide if its recognised language is definable in
some logic, see [2, 6]; here non-definability is typically equivalent to some kind of forbidden
pattern in the canonical automaton.

Another use for canonical automata is that they can be useful when trying to better
understand “regularity” for languages over infinite an alphabet. There is a multitude of
automata models for infinite alphabets, see [22, 25], most of them with different expressive
powers, and one naturally asks [4]: which model defines the “regular languages”? Over finite

ICALP 2017
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alphabets, the Myhill-Nerode theorem gives a convincing machine independent characterisa-
tion of regular languages in terms of minimisation: a language is regular if and only if it has
finitely many equivalence classes in their syntactic congruence (and these equivalence classes
form the states of the canonical minimal automaton). Therefore, a natural idea is to study
the syntactic congruences of languages such as the one in the running example, and try to
find devices which store the information from the syntactic congruence and nothing else. This
idea was pursued for monoids (corresponding to a two-sided syntactic congruence) in [6], for
deterministic automata (corresponding to a one-sided syntactic congruence, which is different
from the two-side one in the presence of infinite alphabets) in [8], and for deterministic timed
automata in [3, 10]. In all of these cases the straightforward register mechanism (without
group actions and other features) is insufficient to allow minimisation. See also [21] for
algorithmic aspects of minimising register automata.

3.2 More general input alphabets
In data words and register automata, the input alphabet is typically assumed to be of the
form Σ×A for some finite set Σ. Why not allow slightly more general input alphabets, such
as pairs of atoms A2 or unordered pairs of atoms

(A
2
)
? At first sight this seems like a needless

generalisation, but it turns out that some interesting theoretical issues appear only for the
more general alphabets. As an example [18, Example 2.5], which admittedly goes far beyond
register automata because it uses Turing machines, consider the following set:

{{{a, b, c}, {d, e, f}} : a, b, c, d, e, f ∈ A are pairwise different}.

Suppose that the input alphabet Σ is the above set, and consider the language:

{wv : w, v ∈ Σ∗ are such that π(w) = v for some permutation of the atoms π}.

In [18] it is shown that the above language witnesses that deterministic and nondeterministic
Turing machines (in a suitable generalisation for infinite alphabets using atoms) have different
expressive powers, and simpler alphabets (e.g. alphabets which talk about less than six
atoms) do not witness this. This result builds on [9], which in turn builds on the seminal
Cai-Fürer-Immermann [27] construction. The readers familiar with [27] will recognise the
use of six atoms in the alphabet Σ.

3.3 Atoms with more structure than just equality
In our definition of data words and register automata, the atoms A had equality as the
only available structure. Why not allow for more structure? Data words with additional
structure, such as a total order, have long been present in the literature on data words.
For example, [13] shows that emptiness is decidable for register automata where the input
alphabet is (N, <) and the register operations can compare letters with respect to the order.
Another important example is timed automata [1], which can be viewed as a special kind
of register automata where the atoms are (Q, <,+1), see [10] and [14, 15] for the case of
pushdown automata. Other examples come from modelling programs interacting with a
database, see e.g. [26, 11]; in these applications the atoms might have e.g. an arbitrary graph
structure.

4 Definable sets

In Section 2 we described register automata, and in Section 3 we discussed three requirements
for a more general model: it should minimise (Section 3.1); it should allow more general
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input alphabets than only the atoms (Section 3.2); and it should allow more structure on
the atoms than just equality (Section 3.3). In this section we present such a model, using
the notion of definable sets. The general idea is that definable sets are those that can be
constructed using set-builder notation. Before giving the precise definition, consider some
examples.

I Example 2. Here are some of the sets that we have seen so far:

atoms A

ordered pairs of atoms A2

unordered pairs of atoms {{a, b} : a, b ∈ A}

states in the minimal automaton
from the running example {ε,⊥} ∪ {a : a ∈ A} ∪ {{a, b} : a 6= b ∈ A}

triples of atoms modulo cyclic shift {{abc, bca, cab} : a, b, c ∈ A}

input alphabet for a language which
witnesses that Turing machines with

atoms do not determinise

{{{a, b, c}, {d, e, f} :
a, b, c, d, e, f ∈ A are distinct}

The above examples used only equality. In the spirit of Section 3.3, let us consider some
examples which assume that the atoms are equipped with structure other than equality.

I Example 3. Assume that the atoms are equipped with a total order, and assume that 5 is
one of the atoms. Here are some examples of sets defined using set builder notation:

atoms smaller than 5 {a : a ∈ A with a < 5}

all closed intervals {{c : c ∈ A with a ≤ c ≤ b} : a, b ∈ A with a < b}

We now give a more formal description of set-builder notation and sets defined by it. A
parameter is an underlying logical structure A, i.e. a universe equipped with some relations
and functions (equality is for free), which will be referred to as the atoms.

I Example 4. Here are some examples of logical structures that we will use as atoms:

A = (N,=)︸ ︷︷ ︸
equality only

A = (Q, <)︸ ︷︷ ︸
ordered rationals

A = (N,+)︸ ︷︷ ︸
Presburger arithmetic

A = (N,+,×)︸ ︷︷ ︸
arithmetic

In the first structure, we write the equality symbol (which is implicitly assumed to be always
available) just to underline that it is the only structure available.

Given a logical structure A, we define set-builder expressions over A by induction as follows.
Fix some infinite set of variables {a, b, c, . . .}, which will be used in the set-builder expressions,
and which are intended to range over atoms, i.e. elements of the universe of A. Subexpressions
in set-builder expression can have free variables, but in the end we are interested in an
outermost expression with no free variables. There are four constructions: each element of A is
an expression (constant expression); each variable is an expression (variable expression); and
expressions can be combined using binary union and set comprehension. These constructions
are illustrated in Figure 2.
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Figure 2 A set-builder expression over A = (N, =).

The semantics of a set-builder expression is a function which inputs a valuation of its
free variables (i.e. a function from the free variables to the universe of A) and outputs an
atom, a set, a set of sets, etc. defined in the obvious way. A definable set over A is the
semantics of a set-builder expression without free variables. The reader will readily see that
all sets mentioned in Example 2 are definable regardless of the choice of A (see the running
example below for an explanation of how pairing and elements such as ⊥ are encoded) and
the sets mentioned in Example 3 are definable as long as the vocabulary of A contains a
binary relation < and the universe contains an element 5.

Our proposed solution to the requirements raised in Section 3 is to consider automata
where all components (the input alphabet, the states, the transition relation, the initial and
accepting states) are definable over some structure A. Call these definable automata over
some structure A [8, 11].

I Running Example. Assume that the atoms are A = (N,=), i.e. some countably infinite
set with equality only. Here is a deterministic automaton which recognises the language from
our running example, i.e. words in A∗ with at most two distinct letters. The input alphabet is
A, which is clearly a definable set, as defined by the set-builder expression {a : a ∈ A}. The
set of states Q is

{∅,⊥} ∪ {a : a ∈ A} ∪ {{a, b} : a 6= b ∈ A},

which is also definable as long as we assume that ⊥ is syntactic sugar for some definable set
like {∅}. The initial state is ∅, which is clearly definable, and all states states are final except
⊥. Here is the set of transitions, which happens to be a total function of type Q× A→ Q as
required in a deterministic automaton:

{(∅, a, {a}) : a ∈ A}∪
{({a}, b, {a, b}) : a, b ∈ A}∪
{({a, b}, a, {a, b}) : a, b ∈ A}∪
{({a, b}, c,⊥) : a, b, c ∈ A with a 6= b ∧ a 6= c ∧ b 6= c}∪
{(⊥, a,⊥) : a ∈ A}

The above description uses ordered triples, which are formally not part of the syntax of set-
builder expressions. However, triples and other tuples can encoded in sets using Kuratowski
pairing:

(x, y) def= {x, {x, y}} (x, y, z) def= ((x, y), z).
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Under the above encoding of triples as sets, it is clear that the transition relation defined
above is an example of a definable set.

Based on the above example, it is easy to see that definable automata generalise register
automata. What is more, the added flexibility of definable automata is sufficient to satisfy
the requirements mentioned in Section 3, in particular minimisation, i.e. for every determin-
istic definable automaton there exists a unique (up to isomorphism of automata) minimal
deterministic definable automaton which recognises the same language [8, Theorem 3.8].
(This minimisation requires an additional assumption on the atoms, called oligomorphism,
which will be discussed in Section 6.)

Without further restrictions on the atoms A, definable automata are too general to be
useful, as shown in the following example.

I Example 5. Assume that the atoms are Presburger arithmetic A = (N,+). Consider an
automaton where the input alphabet has one letter only, say the input alphabet is {∅}, and
the set of states is the definable set of all atoms (i.e. natural numbers). Assume that there is
only one final state, namely the natural number 0. Since there is only one input letter, the
transition function can be viewed as a function A→ A. As the transition function, consider
the function

a 7→

{
a/2 if a is even
3a+ 1 otherwise

which is a definable set as witnessed by the following set-builder expression for its graph:

{(a, b) : a, b ∈ A with a = b+ b} ∪
{(a, b) : a, b ∈ A with ¬(∃c a = c+ c) ∧ b = a+ a+ a+ 1}.

The transition function is based on the famous Collatz conjecture, which in the terminology
of this example says: for every choice of initial state, at least one input word is accepted. In
fact, all decision problems, such as emptiness or equivalence, are going to be undecidable
for this particular choice of atoms (Presburger arithmetic, or even (N, <) or (N,+1)), which
follows from the fact that Minsky machines are a special case of definable automata.

I Example 6. Assume that the atoms are arithmetic A = (N,+,×), and consider a set-builder
expression of the form

{a : a ∈ A with ϕ(a)}.

The above set is empty if and only if ϕ(a) is unsatisfiable. Since satisfiability in arithmetic
is undecidable, it follows that one cannot even decide if a set-builder expression describes
an empty set. (This is in contrast with Presburger arithmetic from Example 5, where at
least emptiness for set-builder expressions is definable, by virtue of Presburger arithmetic
having a decidable theory, see [19, Proposition 2].) Other problems, such as nonemptiness
or equivalence for automata are clearly also going to be undecidable when the atoms are
arithmetic.

5 Graph reachability for definable sets

In the previous section, we introduced definable sets, and discussed definable automata,
i.e. automata where all components are definable sets. In Examples 5 and 6 we argued
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input V, E, s, t given by set-builder expressions

R := {s}
repeat
for v in R do
for w in V do

if {v,w} in E then
R += {w}

until R does not grow

if t in R then
print "reachable"

else
print "unreachable"

Figure 3 A naive algorithm for reachability.

that emptiness for automata is undecidable when the atoms are (N,+) or (N,+,×). In this
section, we discuss algorithmic problems like emptiness of automata in more detail. Instead
of automata emptiness, we will discuss the essentially equivalent but more fundamental
problem of graph reachability. We formalise the problem and present a condition on the atom
structure A which guarantees the graph reachability problem is decidable. This condition is
going to be violated for atoms like (N, <), (N,+) and (N,+,×) but it is going to be satisfied
for atoms like (N,=) or (Q, <).

The graph reachability problem

For a logical structure A, define reachability for definable graphs over A to be the following
decision problem:

Input. A graph (V,E) where V,E are definable sets and two vertices s, t ∈ V .
Question. Is there a path from s to t?

In the decision problem above, the inputs are represented by set-builder expressions. This
representation assumes that there is some way of representing the universe of A, which is the
case for all atom structures we have discussed so far, where the universe consists of natural or
rational numbers. We are mainly interested in decidability and not in the precise complexity
of the decision problem.

I Example 7. Assume that the atoms A are (N,+). A valid input for the reachability
problem for definable graphs over A is

V = N E = {(a, b) : a, b ∈ A with a = b+ b ∨ a+ 1 = b} s = 7 t = 2.

For this particular input the answer is “yes” because one can go from 7 to 2 by doing
several steps of the form “divide by two or add one”. For the same reason as discussed in
Example 5, i.e. encoding Minsky machines, reachability is undecidable for definable graphs
over Presburger arithmetic (N,+). Actually, the undecidability holds already for atoms
(N, <), since Minsky machines use only increments and decrements on the counters, and
these can be defined in first-order logic using only the order. Note that to get undecidability
for (N, <) it is important that formulas in the guards of definable sets are allowed to use
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quantifiers. If only quantifier-free formulas would be allowed in the guards, then graph
reachability for (N, <) would be decidable [13].

Example 7 shows that the reachability problem is undecidable when the atoms are natural
numbers with order, or any other richer structure such as addition or multiplication. What
about definable graphs over atoms with equality only, or atoms such as (Q, <)? It turns out
that for these atoms, reachability is decidable, and the algorithm is quite straightforward.
Define Rn to be the vertices which can be reached from the source by path of at most n edges.
A naive algorithm to solve graph reachability (see Figure 3) would be to simply compute
the sequence R0 ⊆ R1 ⊆ R2 ⊆ · · · until it stabilises, and then test if the target vertex is in
the stable set. Here is a key property of the program in Figure 3. Assuming that the atoms
have decidable first-order theory (which assumption is true Presburger arithmetic (N,+) but
not for general arithmetic (N,+,×)), then at least each step (both for loops) of the naive
algorithm can be carried out in finite time, but the number of steps (repeat loop) might be
unbounded:

repeat  
 for v in R do
  for w in V do
   if {v,w} in E then
    R += {w}
until R does not grow

A more formal statement is in the following lemma.

I Lemma 8. Let A be a logical structure. Suppose that E ⊆ V × V and R ⊆ V are given by
set-builder expressions over A. Then one can compute a set-builder expression representing

R ∪ {v ∈ V : {v, w} ∈ E for some w ∈ R}.

Assume furthermore that A has decidable first-order theory. Then one can decide, given R′
and R represented using set-builder expressions, if R′ ⊆ R.

The above lemma can be shown using [19, Proposition 2]; but it is mainly interesting as
part of a more general framework, namely programming languages that deal with definable sets.
There are currently two programming languages: a functional one [7], with an implementation
as a Haskell library [20]; and an imperative one [12] with an implementation as a C++
library [19]. The example reachability program in Figure 3 is based on the imperative
approach. The original version of the imperative programming language [12] assumed that
the atoms were oligomorphic (see below), but the version from [19] relaxed this assumption to
having a decidable first-order theory (which captures additional examples such as Presburger
arithmetic). The semantics of both languages are designed so that one does not need to
prove results like Lemma 8 by hand; but one can simply use more general principles like
the following: every program without repeat can be simulated in finite time, assuming the
inputs (i.e. program state before) and outputs (i.e. program state after) are represented using
set-builder expressions.

As follows from Example 7, decidability of the first-order theory of A alone does not
guarantee that the repeat loop in the program from Firgure 3 will terminate in finitely
many steps. Remarkably, when the atoms have equality only, or they are (Q, <), then the
repeat loop necessarily terminates. The reason is that atoms with equality only or (Q, <)
are examples of oligomorphic structures. In the next two sections, we discuss oligomorphic
structures and prove this termination (Theorem 13). The assumption that the atoms are
oligomorphic is what makes the theory of definable sets robustly well behaved.
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6 Oligomorphism and orbit-finiteness

In this section we describe what it means for a logical structure to be oligomorphic. The
main use of this assumption is that it allows us to use relaxed notion of finiteness for sets,
called orbit-finiteness; in particular all definable sets will turn out to be orbit-finite.

Definition of oligomorphism

If A is a logical structure, then an automorphism is defined to be any permutation of
its universe which is consistent with all the relations and functions in the vocabulary of
A. For example, when A has only equality in its signature then an automorphism is any
permutation; while if A is (Q, <) then an automorphism is any order-preserving permutation.
The structures (N, <) and (N,+) have no automorphisms, while (Z, <) has only translations
as automorphisms.

I Definition 9 (Oligomorphism). Consider a logical structure A. We say that two tuples
ā, b̄ ∈ Ak are in the same orbit if there exists an automorphism of A which takes ā to b̄
componentwise. The structure A is called oligomorphic if for every k, the “same orbit”
equivalence relation on Ak has finitely many equivalence classes.

The notion of oligomorphism made its appearance in model theory in 1959, thanks to a
theorem proved independently by Engeler, Ryll-Nardzewski and Svenonius: for a countable
structure, being oligomorphic is equivalent to having an ω-categorical theory, see [16, Theorem
7.3.1]. One important corollary of this theorem (and its proof) is that in an oligomorphic
structure, every orbit of Ak can be defined by a formula of first-order logic with k free
variables; we will use this property later on.

I Example 10. Here are some examples and non-examples of oligormophic structures.
Assume that A = (N, <). This structure has no automorphisms, and therefore the
“same orbit” equivalence relation on A has infinitely many equivalence classes (which are
singletons). Therefore A is not oligomorphic.
Assume that A = (Z, <). The automorphisms are translations, and hence the “same
orbit” equivalence relation has one equivalence class on A. However, there are infinitely
many equivalence classes for A2, because

(a1, a2), (b1, b2) are in the same orbit iff a1 − a2 = b1 − b2.

Therefore A is not oligomorphic.
Assume that A = (N,=), i.e. a countably infinite set with equality only. For every k,
tuples in Ak are in the same orbit if and only if they have the same equality types, and
there are finitely many equality types. Therefore, A is oligomorphic.
Assume that A = (Q, <). It is not difficult to see that for every k, tuples ā, b̄ satisfy ā ∼ b̄
if and only if they have the same order types, and there are finitely many order types.
Therefore, A is oligomorphic.
Every structure over a finite vocabulary without functions that is homogeneous is oligo-
morphic. This covers Fraïssé limits of classes of finite relational structures, such as the
previous two items, or the countable random graph. For more on homogeneous structures,
the Fraïssé limit and the random graph, see [16, Section 7].
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Orbit-finiteness

Oligomorphic structures turn out to be exceptionally well-behaved with respect to definable
sets. The reason for this is that in an oligomorphic structure one can distinguish a relaxed
notion of finiteness, called orbit-finiteness, which is well behaved and can be used to prove
results such as the termination of the algorithm Figure 3.

To define orbit-finiteness, we need to introduce a little set terminology. Fix a logical
structure A. Define the cumulative hierarchy over A to be objects that are built using atoms
(i.e. elements of A) and set brackets in a well-founded way. More precisely, for an ordinal
number we define the rank α objects of the the cumulative hierarchy as follows: for α = 0
the rank α objects are the empty set and every atom; for α > 0 the rank α objects sets
whose elements are objects of rank < α. The cumulative hierarchy is the union of all ranks.
For example, every definable set over A is in the cumulative hierarchy, but there are many
more sets in the cumulative hierarchy (e.g. the cumulative hierarchy is closed under taking
arbitrary subsets, unlike definable sets).

If π is an automorphism of A (actually, any function of type A→ A), then one can apply
π to an object x in the cumulative hierarchy, by simply applying to the atoms that are used
in x; the result is a new object π(x) in the cumulative hierarchy with the same rank.

I Definition 11 (Finite support and orbit-finiteness). Let A be a logical structure. For x in
the cumulative hierarchy over A, we say that x is finitely supported if there exists a tuple of
atoms ā (which is called a support of x) such that

π(ā) = σ(ā) implies π(y) = σ(y) for every automorphisms π, σ of A.

We say that x is orbit-finite if the following equivalence relation on elements of x has finitely
many equivalence classes:

y ∼ z if y = π(z) for some automorphism π of A.

The notion of finite supports is fundamental to set theories such as Fraenkel-Mostowski,
and more recently to the theory of nominal sets [24]. To the author’s best knowledge, the
notion of orbit-finiteness was first explicitly proposed in [6]. In the terminology of the above
definition, A is oligomorphic if and only if Ak is orbit-finite for every k. The following
theorem shows that, under the assumption that the atoms are oligomorphic, then the notion
of orbit-finiteness is well behaved and definable sets are the same as sets which are hereditarily
orbit-finite. For a proof of the following theorem, see [5].

I Theorem 12. Let A be a logical structure which is oligomorphic, and let x be in the
cumulative hierarchy over A.
1. x is orbit-finite if and only if for every tuple of atoms ā, the following equivalence relation

has finitely many equivalence classes:

y ∼ā z if y = π(z) for some automorphism π of A which satisfies π(ā) = ā.

2. x is definable if and only if it is hereditarily orbit-finite (i.e. x finitely supported and
orbit-finite, and both these properties also hold for elements of x, their elements, and so
on recursively).

The equivalence in item 2 of the above theorem is very useful for computation: in some
cases it is more convenient to use definable sets (e.g. to represent sets in a finite way), and in
some cases it is more convenient to use orbit-finite sets (e.g. in termination proofs). We now
show an example of this usefulness.
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Termination of the reachability algorithm

In Figure 3 from Section 5, we presented a naive reachability algorithm for definable graphs.
We also remarked that, as long as the atoms have decidable first-order theory, then each
iteration of the repeat loop could be evaluated in finite time. We are now ready to show that,
as long as the atoms are oligomorphic, then the repeat loop will be be performed finitely
often.

I Theorem 13. Assume that A is oligomorphic. Then the reachability algorithm in Figure 3
terminates on every input.

Proof. Assume that the input to is a graph with distinguished source and target, and that
each part of the input (vertices, edges, source and target) is a definable set represented by a
set-builder expression. By item 2 in Theorem 12, each part of the input has a finite support.
By combining these finite supports into a single tuple, we can conclude there is some tuple
of atoms ā which supports all parts of the input, i.e. ā supports the vertices, the edges and
the source and target vertices. For n ∈ {0, 1, . . .} define Rn to be the vertices which are
reachable from the source vertex by a path with at most n edges. Recall the equivalence
relation ∼ā mentioned in item 1 of Theorem 12. Using induction on n and the assumption
that ā supports the source vertex and the edges, we get the following observation:

(*) each set Rn is a union of equivalence classes of the ∼ā.

By item 1 of Theorem 12, there are finitely many equivalence classes. By (*) each step of
the reachability algorithm adds some new equivalence classes, and therefore the algorithm
must terminate in a finite number of steps. J

The goal of the above proof was to illustrate the interplay between definability (as a
way of representing infinite inputs) and orbit-finiteness (as a way of proving termination
for algorithms). Other examples of this interplay include algorithms which uses a fixpoint
computation, such as the standard algorithm for emptiness of a context-free grammar (which
works if the grammar is definable over oligomorphic atoms) or the Moore minimisation
algorithm for deterministic automata (which works for definable automata over oligomorphic
atoms).
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Abstract
Fundamental algorithmic problems that lie in the core of many application in formal verification
and analysis of systems can be described as graph-related algorithmic problems. Nodes in these
problems are of one of two (or three) types, giving rise to a game-theoretic viewpoint: Player
one nodes are under the control of the algorithm that wants to accomplish a goal, player two
nodes are under the control of a worst-case adversary that tries to keep player one to achieve her
goal, and random nodes are under the control of a random process that is oblivious to the goal
of player one. A graph containing only player one and random nodes is called a Markov Decision
Process, a graph containing only player one and player two nodes is called a game graph. A
variety of goals on these graphs are of interest, the simplest being whether a fixed set of nodes
can be reached. The algorithmic question is then whether there is a strategy for player one to
achieve her goal from a given starting node. In this talk we give an overview of a variety of goals
that are interesting in computer-aided verification and present upper and (conditional) lower
bounds on the time complexity for deciding whether a winning strategy for player one exists.
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Abstract
Consider a setting in which inputs to and outputs from a computational problem are so large,
that there is not time to read them in their entirety. However, if one is only interested in small
parts of the output at any given time, is it really necessary to solve the entire computational
problem? Is it even necessary to view the whole input? We survey recent work in the model
of local computation algorithms which for a given input, supports queries by a user to values of
specified bits of a legal output. The goal is to design local computation algorithms in such a
way that very little of the input needs to be seen in order to determine the value of any single
bit of the output. In this talk, we describe results on a variety of problems for which sublinear
time and space local computation algorithms have been developed – we will give special focus to
finding maximal independent sets and sparse spanning graphs.
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Abstract
Randomized algorithms are often enjoyed for their simplicity, but the hash functions employed
to yield the desired probabilistic guarantees are often too complicated to be practical. Here we
survey recent results on how simple hashing schemes based on tabulation provide unexpectedly
strong guarantees.

Simple tabulation hashing dates back to Zobrist [1970]. Keys are viewed as consisting of c

characters and we have precomputed character tables h1, ..., hq mapping characters to random
hash values. A key x = (x1, ..., xc) is hashed to h1[x1] ⊕ h2[x2]..... ⊕ hc[xc]. This schemes is very
fast with character tables in cache. While simple tabulation is not even 4-independent, it does
provide many of the guarantees that are normally obtained via higher independence, e.g., linear
probing and Cuckoo hashing.

Next we consider twisted tabulation where one character is “twisted” with some simple oper-
ations. The resulting hash function has powerful distributional properties: Chernoff-Hoeffding
type tail bounds and a very small bias for min-wise hashing.

Finally, we consider double tabulation where we compose two simple tabulation functions,
applying one to the output of the other, and show that this yields very high independence in
the classic framework of Carter and Wegman [1977]. In fact, w.h.p., for a given set of size
proportional to that of the space consumed, double tabulation gives fully-random hashing.

While these tabulation schemes are all easy to implement and use, their analysis is not.

This keynote talk surveys results from the papers in the reference list.
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Abstract
We study the problem of testing unateness of functions f : {0, 1}d → R. We give an O( dε · log d

ε )-
query nonadaptive tester and an O( dε )-query adaptive tester and show that both testers are
optimal for a fixed distance parameter ε. Previously known unateness testers worked only for
Boolean functions, and their query complexity had worse dependence on the dimension both for
the adaptive and the nonadaptive case. Moreover, no lower bounds for testing unateness were
known. We generalize our results to obtain optimal unateness testers for functions f : [n]d → R.

Our results establish that adaptivity helps with testing unateness of real-valued functions on
domains of the form {0, 1}d and, more generally, [n]d. This stands in contrast to the situation
for monotonicity testing where there is no adaptivity gap for functions f : [n]d → R.

1998 ACM Subject Classification F.2.2 Nonnumerical Algorithms and Problems

Keywords and phrases Property testing, unate and monotone functions

Digital Object Identifier 10.4230/LIPIcs.ICALP.2017.5

1 Introduction

We study the problem of testing whether a given real-valued function f on domain [n]d,
where n, d ∈ N, is unate. A function f : [n]d → R is unate if for every coordinate i ∈ [d],
the function is either nonincreasing in the coordinate i or nondecreasing in the coordinate i.
Unate functions naturally generalize monotone functions, which are nondecreasing in all
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coordinates, and b-monotone functions, which have a particular direction in each coordinate
(either nonincreasing or nondecreasing), specified by a bit-vector b ∈ {0, 1}d. More precisely,
a function is b-monotone if it is nondecreasing in coordinates i with bi = 0 and nonincreasing
in the other coordinates. Observe that a function f is unate iff there exists some b ∈ {0, 1}d
for which f is b-monotone.

A tester [33, 25] for a property P of a function f is an algorithm that gets a distance
parameter ε ∈ (0, 1) and query access to f . It has to accept with probability at least 2/3 if f
has property P and reject with probability at least 2/3 if f is ε-far (in Hamming distance)
from P . We say that f is ε-far from P if at least an ε fraction of values of f must be modified
to make f satisfy P . A tester has one-sided error if it always accepts a function satisfying P ,
and has two-sided error otherwise. A nonadaptive tester makes all its queries at once, while
an adaptive tester can make queries after seeing answers to the previous ones.

Testing of various properties of functions, including monotonicity (see, e.g., [24, 19,
20, 31, 22, 21, 26, 1, 27, 3, 8, 7, 10, 13, 9, 6, 14, 15, 12, 17, 16, 29, 4, 5, 18] and recent
surveys [32, 11]), the Lipschitz property [28, 13, 9, 16], bounded-derivative properties [12],
and unateness [24, 30], has been studied extensively over the past two decades. Even though
unateness testing was initially discussed in the seminal paper by Goldreich et al. [24] that gave
first testers for properties of functions, relatively little is known about testing this property.
All previous work on unateness testing focused on the special case of Boolean functions on
domain {0, 1}d. The domain {0, 1}d is called the hypercube and the more general domain [n]d

is called the hypergrid. Goldreich et al. [24] provided a O(d
3/2

ε )-query nonadaptive tester for
unateness of Boolean functions on the hypercube. Recently, Khot and Shinkar [30] improved
the query complexity to O(d log d

ε ), albeit with an adaptive tester.
In this paper, we improve upon both these works, and our results hold for a more general

class of functions. Specifically, we show that unateness of real-valued functions on hypercubes
can be tested nonadaptively with O(dε log d

ε ) queries and adaptively with O(dε ) queries. More
generally, we describe a O(dε · (log d

ε + logn))-query nonadaptive tester and a O(d logn
ε )-query

adaptive tester of unateness of real-valued functions over hypergrids.
In contrast to the state of knowledge for unateness testing, the complexity of testing

monotonicity of real-valued functions over the hypercube and the hypergrid has been resolved.
For constant distance parameter ε, it is known to be Θ(d logn). Moreover, this bound holds
for all bounded-derivative properties [12], a large class that includes b-monotonicity and
some properties quite different from monotonicity, such as the Lipschitz property. Amazingly,
the upper bound for all these properties is achieved by the same simple and, in particular,
nonadaptive, tester. Even though proving lower bounds for adaptive testers has been
challenging in general, a line of work, starting from Fischer [21] and including [8, 14, 12], has
established that adaptivity does not help for this large class of properties. Since unateness is
so closely related, it is natural to ask whether the same is true for testing unateness.

We answer this in the negative: we prove that any non-adaptive tester of real valued
functions over the hypercube (for some constant distance parameter) must make Ω(d log d)
queries. More generally, it needs Ω(d(log d+ logn)) queries for the hypergrid domain. These
lower bounds complement our algorithms, completing the picture for unateness testing of
real-valued functions. From a property testing standpoint, our results establish that unateness
is different from monotonicity and, more generally, any derivative-bounded property.

1.1 Formal Statements and Technical Overview
Our upper bounds are summarized in the following theorem, stated for functions over the
hypergrid domains. (Recall that the hypercube is a special case of the hypergrid with n = 2.)
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I Theorem 1.1. Consider functions f : [n]d → R and a distance parameter ε ∈ (0, 1/2).
1. There is a nonadaptive unateness tester that makes O(dε (log d

ε + logn)) queries1.
2. There is an adaptive unateness tester that makes O(d logn

ε ) queries.
Both testers have one-sided error.

Our main technical contribution is the proof that the extra Ω(log d) is needed for nonadaptive
testers. This result demonstrates a gap between adaptive and nonadaptive unateness testing.

I Theorem 1.2. Any nonadaptive unateness tester (even with two-sided error) for real-valued
functions f : {0, 1}d → R with distance parameter ε = 1/8 must make Ω(d log d) queries.

The lower bound for adaptive testers is an easy adaptation of the monotonicity lower bound
in [14]. We state this theorem for completeness and prove it in the full version [2].

I Theorem 1.3. Any unateness tester for functions f : [n]d → R with distance parameter
ε ∈ (0, 1/4) must make Ω

(
d logn
ε − log 1/ε

ε

)
queries.

Theorems 1.2 and 1.3 directly imply that our nonadaptive tester is optimal for constant ε,
even for the hypergrid domain. All missing proofs and details from the technical sections
appear in the full version of this paper [2].

1.1.1 Overview of Techniques
We first consider the hypercube domain. For each i ∈ [d], an i-edge of the hypercube is
a pair (x, y) of points in {0, 1}d, where xi = 0, yi = 1, and xj = yj for all j ∈ ([d] \ {i}).
Given an input function f : {0, 1}d → R, we say an i-edge (x, y) is increasing if f(x) < f(y),
decreasing if f(x) > f(y), and constant if f(x) = f(y).

Our nonadaptive unateness tester on the hypercube uses the work investment strategy
from [6] (also refer to Section 8.2.4 of Goldreich’s book [23]) to “guess” a good dimension
where to look for violations of unateness (specifically, both increasing and decreasing edges).
For all i ∈ [d], let αi be the fraction of the i-edges that are decreasing, βi be the fraction
of the i-edges that are increasing, and µi = min(αi, βi). The dimension reduction theorem
from [12] implies that if the input function is ε-far from unate, then the average of µi over
all dimensions is at least ε

4d . If the tester knew which dimension had µi = Ω(ε/d), it could
detect a violation with high probability by querying the endpoints of O(1/µi) = O(d/ε)
uniformly random edges. However, the tester does not know which µi is large and, intuitively,
nonadaptively checks the following log d different scenarios, one for each k ∈ [log d]: exactly
2k different µi’s are ε/2k, and all others are 0. This leads to the query complexity of O(d log d

ε ).
With adaptivity, this search through log d different scenarios is not required. A pair

of queries in each dimension detects influential coordinates (i.e., dimensions with many
non-constant edges), and the algorithm focuses on finding violations among those coordinates.
This leads to the query complexity of O(d/ε), removing the log d factor.

It is relatively easy to extend (both adaptive and nonadaptive) testers from hypercubes
to hypergrids by incurring an extra factor of logn in the query complexity. The role of
i-edges is now played by i-lines. An i-line is a set of n domain points that differ only on
coordinate i. The domain [n] is called a line. Monotonicity on the line (a.k.a. sortedness)
can be tested with O( logn

ε ) queries, using, for example, the classical tree tester from [20].

1 For many properties, when the domain is extended from the hypercube to the hypergrid, testers incur an extra
multiplicative factor of logn in the query complexity. This is the case for our adaptive tester. However, note that
the complexity of nonadaptive unateness testing (for constant ε) is Θ(d(log d+logn)) rather than Θ(d log d logn).
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Instead of sampling a random i-edge, we sample a random i-line ` and run the tree tester
on the restriction f|` of function f to the line `. This is optimal for adaptive testers, but,
interestingly, not for nonadaptive testers. We show that for each function f on the line that
is ε-far from unateness, one of the two scenarios happen: (1) the tree tester is likely to find
a violation of unateness; (2) function f is increasing (and also decreasing) on a constant
fraction of pairs in [n]. This new angle on the classical tester allows us to replace the factor
(log d)(logn) with log d+ logn in the query complexity. Thus, the nonadaptive complexity
becomes O(d(log d+ logn)), which we show is optimal.

The nonadaptive lower bound. Our most significant finding is the log d gap in the query
complexity between adaptive and nonadaptive testing of unateness. By previous work [21, 14],
it suffices to prove lower bounds for comparison-based testers, i.e., testers that can only
perform comparisons of the function values at queried points, but cannot use the values
themselves. Our main technical contribution is the Ω(d log d) lower bound for nonadaptive
comparison-based testers of unateness on hypercube domains.

Intuitively, we wish to construct K = Θ(log d) families of functions where, for each
k ∈ [K], functions in the kth family have 2k dimensions i with µi = Θ(1/2k), while µi = 0 for
all other dimensions. What makes the construction challenging is the existence of a single,
universal nonadaptive O(d)-tester for all b-monotonicity properties, proven in [12]. In other
words, there is a single distribution on O(d) queries that defines a nonadaptive property
tester for b-monotonicity, regardless of b. Since unateness is the union of all b-monotonicity
properties, our construction must be able to fool such algorithms. Furthermore, nonadaptivity
must be critical, since we obtained a O(d)-query adaptive tester for unateness.

Another obstacle is that once a tester finds a non-constant edge in each dimension, the
problem reduces to testing b-monotonicity for a vector b determined by the directions
(increasing or decreasing) of the non-constant edges. That is, intuitively, most edges in our
construction must be constant. This is one of the main technical challenges. The previous
lower bound constructions for monotonicity testing [8, 14] crucially used the fact that all
edges in the hard functions were non-constant.

We briefly describe how we overcome the problems mentioned above. By Yao’s minimax
principle, it suffices to construct Yes and No distributions that a deterministic nonadaptive
tester cannot distinguish. First, for some parameter m, we partition the hypercube into m
subcubes based of the first log2m most significant coordinates. Both distributions, Yes and
No, sample a uniform k from [K], where K = Θ(log d), and a set R ⊆ [d] of cardinality
2k. Furthermore, each subcube j ∈ [m] selects an “action dimension” rj ∈ R uniformly at
random. For both distributions, in any particular subcube j, the function value is completely
determined by the coordinates not in R, and the random coordinate rj ∈ R. Note that all the
i-edges for i ∈ (R \ {rj}) are constant. Within the subcube, the function is a linear function
with exponentially increasing coefficients. In the Yes distribution, any two cubes j, j′ with
the same action dimension orient the edges in that dimension the same way (both increasing
or both decreasing), while in the No distribution each cube decides on the orientation
independently. The former correlation maintains unateness while the latter independence
creates distance to unateness. We prove that to distinguish the distributions, any comparison-
based nonadaptive tester must find two distinct subcubes with the same action dimension rj
and, furthermore, make a specific query (in both) that reveals the coefficient of rj . We show
that, with o(d log d) queries, the probability of this event is negligible.
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Algorithm 1: The Nonadaptive Unateness Tester over Hypercubes
input : distance parameter ε ∈ (0, 1/2); query access to a function f : {0, 1}d → R.

1 for r = 1 to d3 log(4d/ε)e do
2 repeat sr = d 16d ln 4

ε·2r e times
3 Sample a dimension i ∈ [d] uniformly at random.
4 Sample 3 · 2r i-edges uniformly and independently at random and reject if there

exists an increasing edge and a decreasing edge among the sampled edges.
5 accept

2 Upper Bounds

In this section, we prove parts 1–2 of Theorem 1.1, starting from the hypercube domain.
Recall the definition of i-edges and i-lines from Section 1.1.1 and what it means for an

edge to be increasing, decreasing, and constant.
The starting point for our algorithms is the dimension reduction theorem from [12].

It bounds the distance of f : [n]d → R to monotonicity in terms of average distances of
restrictions of f to one-dimensional functions.

I Theorem 2.1 (Dimension Reduction, Theorem 1.8 in [12]). Fix a bit vector b ∈ {0, 1}d and
a function f : [n]d → R which is ε-far from b-monotonicity. For all i ∈ [d], let µi be the
average distance of f|` to bi-monotonicity over all i-lines `. Then

∑d
i=1 µi ≥ ε/4.

For the special case of the hypercube domains, i-lines become i-edges, and the average distance
µi to bi-monotonicity is the fraction of i-edges on which the function is not bi-monotone.

2.1 The Nonadaptive Tester over the Hypercube

We now describe Algorithm 1, the nonadaptive tester for unateness over the hypercubes.
It is evident that Algorithm 1 is a nonadaptive, one-sided error tester. Furthermore, its

query complexity is O
(
d
ε log d

ε

)
. It suffices to prove the following.

I Lemma 2.2. If f is ε-far from unate, Algorithm 1 rejects with probability at least 2/3.

Proof. Recall that αi is the fraction of i-edges that are decreasing, βi is the fraction of
i-edges that are increasing and µi = min(αi, βi).

Define the d-dimensional bit vector b as follows: for each i ∈ [d], let bi = 0 if αi < βi
and bi = 1 otherwise. Observe that the average distance of f to bi-monotonicity over a
random i-edge is precisely µi. Since f is ε-far from being unate, f is also ε-far from being
b-monotone. By Theorem 2.1,

∑
i∈[d] µi ≥

ε
4 . Hence, Ei∈[d][µi] ≥ ε

4d . We now apply the
work investment strategy due to Berman et al. [6] to get an upper bound on the probability
that Algorithm 1 fails to reject.

I Theorem 2.3 ([6]). For a random variable X ∈ [0, 1] with E[X] ≥ µ for µ < 1
2 , let

pr = Pr[X ≥ 2−r] and δ ∈ (0, 1) be the desired error probability. Let sr = 4 ln 1/δ
µ·2r . Then,

d3 log(1/µ)e∏
r=1

(1− pr)sr ≤ δ.
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Algorithm 2: The Adaptive Unateness Tester over Hypercubes
input : distance parameter ε ∈ (0, 1/2); query access to a function f : {0, 1}d → R.

1 repeat 10/ε times
2 for i = 1 to d do
3 Sample an i-edge ei uniformly at random.
4 if ei is non-constant (i.e., increasing or decreasing) then
5 Sample i-edges uniformly at random till we obtain a non-constant edge e′i.
6 reject if one of the edges ei, e′i is increasing and the other is decreasing.
7 accept

Consider running Algorithm 1 on a function f that is ε-far from unate. Let X = µi where i
is sampled uniformly at random from [d]. Then E[X] ≥ ε

4d . Applying the work investment
strategy (Theorem 2.3) on X with µ = ε

4d , we get that the probability that, in some iteration,
Step 3 samples a dimension i such that µi ≥ 2−r is at least 1−δ. We set δ = 1/4. Conditioned
on sampling such a dimension, the probability that Step 4 fails to obtain an increasing edge
and a decreasing edge among its 3 · 2r samples is at most 2 (1− 1/2r)3·2r

≤ 2e−3 < 1/9, as
the fraction of both increasing and decreasing edges is at least 1/2r. Hence, the probability
that Algorithm 1 rejects f is at least 3

4 ·
8
9 = 2

3 . This completes the proof of Lemma 2.2. J

2.2 The Adaptive Tester over the Hypercube
We now describe Algorithm 2, an adaptive tester for unateness over the hypercube domain
with good expected query complexity. The final tester is obtained by repeating this tester
and accepting if the number of queries exceeds a specified bound.

I Claim 2.4. The expected number of queries made by Algorithm 2 is 40d/ε.

Proof. Consider one iteration of the repeat-loop in Step 1. We prove that the expected
number of queries in this iteration is 4d. The number of queries in Step 3 is 2d, as 2 points
per dimension are queried. Let Ei be the event that edge ei is non-constant and Ti be the
random variable for the number of i-edges sampled in Step 5. Then E[Ti] = 1

αi+βi
= 1

Pr[Ei] .
Therefore, the expected number of all edges sampled in Step 5 is

∑d
i=1 Pr[Ei] · E[Ti] =∑d

i=1 Pr[Ei] · 1
Pr[Ei] = d. Hence, the expected number of queries in Step 5 is 2d. Since there

are 10/ε iterations in Step 1, the expected number of queries in Algorithm 2 is 40d/ε. J

I Claim 2.5. If f is ε-far from unate, Algorithm 2 accepts with probability at most 1/6.

Proof. First, we bound the probability that a violation of unateness is detected in some
dimension i ∈ [d] in one iteration of the repeat-loop. Consider the probability of finding a
decreasing i-edge in Step 3, and an increasing i-edge in Step 5. The former is exactly αi, and
the latter is βi/(αi + βi). Therefore, the probability we detect a violation from dimension i
is 2αiβi/(αi + βi) ≥ min(αi, βi) = µi. The probability that we fail to detect a violation in
any of the d dimensions is at most

∏d
i=1(1− µi) ≤ exp

(
−
∑d
i=1 µi

)
, which is at most e−ε/4

by Theorem 2.1 (Dimension Reduction). By Taylor expansion of e−ε/4, the probability of
finding a violation in one iteration is at least 1− e−ε/4 ≥ ε

4 −
ε2

32 ≥
ε
5 . The probability that

Algorithm 2 does not reject in any iteration is at most (1− ε/5)10/ε < 1/6. J

Proof of Theorem 1.1, part 2 (the special case of the hypercube domain). We run Algo-
rithm 2, aborting and accepting if we ever make more than 240d/ε queries. By Markov’s
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Algorithm 3: Tree Tester
input :Query access to a function h : [n] 7→ R.

1 Pick x ∈ [n] uniformly at random.
2 Let Qx ⊆ [n] be the set of points visited in a binary search for x. Query h on all points

in Qx.
3 If there is an increasing pair in Qx, set dir← {↑}; otherwise, dir← ∅.
4 If there is a decreasing pair in Qx, update dir← dir ∪ {↓}.
5 Return dir.

Algorithm 4: The Adaptive Unateness Tester over Hypergrids
input : distance parameter ε ∈ (0, 1/2); query access to a function f : [n]d → R.

1 repeat 10/ε times
2 for i = 1 to d do
3 Sample an i-line `i uniformly at random.
4 Let diri be the output of Algorithm 3 on f|`i

.
5 if diri 6= ∅ then
6 Sample i-lines uniformly at random and run Algorithm 3 on f restricted to

each line until it returns a non-empty set. Call it dir′i.
7 If diri ∪ dir′i = {↑, ↓}, reject.
8 accept

inequality, the probability of aborting is at most 1/6. By Claim 2.5, if f is ε-far from unate,
Algorithm 2 accepts with probability at most 1/6. The theorem follows by a union bound. J

2.3 Extension to Hypergrids
We start by establishing terminology for lines and pairs. Consider a function f : [n]d → R.
Recall the definition of i-lines from Section 1.1.1. A pair of points that differ only in coordinate
i is called an i-pair. An i-pair (x, y) with xi < yi is called increasing if f(x) < f(y), decreasing
if f(x) > f(y), and constant if f(x) = f(y).

The main tool for extending Algorithms 1 and 2 to work on hypergrids is the tree tester,
designed by Ergun et al. [20] to test monotonicity of functions h : [n]→ R. We modify the
tree tester to return information about directions it observed instead of just accepting or
rejecting. See Algorithm 3. We call a function h : [n]→ R antimonotone if f(x) ≥ f(y) for
all x < y. The following lemma summarizes the guarantee of the tree tester.

I Lemma 2.6 ([20, 12]). If h : [n] 7→ R is ε-far from monotone (respectively, antimonotone),
then the output of Algorithm 3 on h contains ↓ (respectively, ↑) with probability at least ε.

Our hypergrid testers are stated in Algorithms 4 and 5. Next, we explain how Lemma 2.6
and Theorem 2.1 are used in the analysis of the adaptive tester. For a dimension i ∈ [d], let αi
and βi denote the average distance of f|` to monotonicity and antimonotonicity, respectively,
over all i-lines `. Then µi := min(αi, βi) is the average fraction of points per i-line that
needs to change to make f unate. Define the b-vector with bi = 0 if αi < βi, and bi = 1
otherwise. By Theorem 2.1, if f is ε-far from unate, and thus ε-far from b-monotone, then∑d
i=1 µi ≥ ε/4. By Lemma 2.6, the probability that the output of Algorithm 3 on f|` contains
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Algorithm 5: The Nonadaptive Unateness Tester over Hypergrids
input : distance parameter ε ∈ (0, 1/2); query access to a function f : [n]d → R.

1 repeat 220/ε times
2 for i = 1 to d do
3 Sample an i-line ` uniformly at random.
4 Reject if Algorithm 3, on input f|`, returns {↑, ↓}.
5 for r = 1 to d3 log(200d/ε)e do
6 repeat sr = d 800d ln 4

ε·2r e times
7 Sample a dimension i ∈ [d] uniformly at random.
8 Sample 3 · 2r i-pairs uniformly and independently at random.
9 If we find an increasing and a decreasing pair among the sampled pairs, reject.

10 accept

↓ (respectively, ↑), where ` is a uniformly random i-line, is at least αi (respectively, βi). The
rest of the analysis of Algorithm 4 is similar to that in the hypercube case.

To analyze the nonadaptive tester, we prove Lemma 2.7, which demonstrates the power
of the tree tester and may be of independent interest.

I Lemma 2.7. Consider a function h : [n]→ R which is ε-far from monotone (respectively,
antimonotone). At least one of the following holds:
1. Pr[Algorithm 3, on input h, returns {↑, ↓}] ≥ ε/25.
2. Pru,v∈[n][(u, v) is a decreasing (respectively, increasing) pair] ≥ ε/25.

3 The Lower Bound for Nonadaptive Testers over Hypercubes

In this section, we prove Theorem 1.2, which gives a lower bound for nonadaptive unateness
testers for functions over the hypercube.

Previous work of [14] on lower bounds for monotonicity testing shows that, for a special
class of properties, which includes unateness, it is sufficient to prove lower bounds for
comparison-based testers. Comparison-based testers base their decisions only on the order of
the function values at queried points, and not on the values themselves.

We first state the reduction to comparison-based testers from [14]. Let a (t, ε, δ)-tester
for a property P be a 2-sided error t-query tester, with distance parameter ε, that errs with
probability at most δ. Consider functions of the form f : D → R, where D is an arbitrary
partial order (in particular the hypergrid/hypercube). A property P is invariant under
monotone transformations if, for all strictly increasing maps φ : R→ R and all functions f ,
it holds that dist(f,P) = dist(φ ◦ f,P). In particular, unateness is invariant under monotone
transformations. The following theorem is implicitly proven in [14]. Specifically, Theorem 2.1
of [14] is stated for monotonicity, but the proof only uses the fact that monotonicity is a
property invariant under monotone transformations, so it applies to all such properties.

I Theorem 3.1 (implicit in [21, 14]). Let P be a property invariant under monotone trans-
formations. Suppose there exists a nonadaptive (resp., adaptive) (t, ε, δ)-tester for P. Then
there exists a nonadaptive (resp., adaptive) comparison-based (t, ε, 2δ)-tester for P.

Our main lower bound theorem is stated next. In the light of the previous discussion, it
implies Theorem 1.2.
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I Theorem 3.2. Any nonadaptive comparison-based tester for unateness of functions f :
{0, 1}d → R must make Ω(d log d) queries.

By Theorem 3.1 and Yao’s minimax principle [34], it suffices to prove the lower bound for
deterministic, nonadaptive, comparison-based testers over a known distribution of functions.
It may be useful for the reader to recall the sketch of the main ideas given in Section 1.1.1.
For convenience, assume d is a power of 2 and let d′ := d+ log2 d. We will focus on proving
the lower bound for functions h : {0, 1}d′ → R, as d log d = Θ(d′ log d′).

3.1 The Hard Distributions
We partition {0, 1}d′ into d subcubes based on the log2 d most significant bits. Specifically, for
i ∈ [d], the ith subcube is defined as Ci := {x ∈ {0, 1}d′ : val(xd′xd′−1 · · ·xd+1) = i−1}, where
val(zpzp−1 . . . z1) :=

∑p
i=1 zi2i−1 is the integer equivalent of the binary string zpzp−1 . . . z1.

Let m := d. We denote the set of indices of the subcube by [m] and the set of dimensions
by [d]. We use i, j ∈ [m] to index subcubes and a, b ∈ [d] to index dimensions. We define a
series of random variables, where each subsequent variable may depend on the previous ones:

k: a number picked uniformly at random from {1, 2, . . . , 1
2 log2 d}.

R: a uniformly random subset of [d] of size 2k.
ri: for each i ∈ [m], ri is picked from R uniformly and independently at random.
αb: for each b ∈ [d], αb is picked from {−1,+1} uniformly and independently at random.
βi: for each i ∈ [m], βi is picked from {−1,+1} uniformly and independently at random.

We denote by S the tuple (k,R, {ri}), also referred to as the shared randomness. We use T

to refer to the entire set of random variables. Given T , define the following functions:

fT (x) :=
∑

b∈[d′]\R

xb3b + αri
· xri

3ri , where i is the subcube with x ∈ Ci.

gT (x) :=
∑

b∈[d′]\R

xb3b + βi · xri
3ri , where i is the subcube with x ∈ Ci.

The distribution Yes generates fT and the distribution No generates gT .
In all cases, the function restricted to any subcube Ci is linear. Consider some dimension

b ∈ R. There can be numerous ri’s that are equal to b. For fT , in all of these subcubes,
the coefficient of xri

has the same sign, namely αri
. For gT , the coefficient βi is potentially

different, as it depends on the actual subcube. We write f ∼ D to denote that f is sampled
from distribution D.

I Claim 3.3. Every function f ∈ supp(Yes) is unate. A function g ∼ No is 1
8 -far from

unate with probability at least 9/10.

3.2 From Functions to Signed Graphs that are Hard to Distinguish
For convenience, denote x ≺ y if val(x) < val(y). Note that ≺ forms a total ordering on
{0, 1}d′ . Given x ≺ y ∈ {0, 1}d′ and a function h : {0, 1}d′ → R, define sgnh(x, y) to be 1 if
h(x) < h(y), 0 if h(x) = h(y), and −1 if h(x) > h(y).

Any deterministic, nonadaptive, comparison-based tester is defined as follows: It makes
a set of queries Q and decides whether or not the input function h is unate depending on
the

(|Q|
2
)
-comparisons in Q. More precisely, for every pair (x, y) ∈ Q×Q, x ≺ y, we insert

an edge labelled with sgnh(x, y). Let this signed graph be called GQh . Any nonadaptive,

ICALP 2017
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comparison-based algorithm can be described as a partition of the universe of all signed
graphs over Q into GY and GN . The algorithm accepts the function h iff GQh ∈ GY .

Let GQ
Y be the distribution of the signed graphs GQh when h ∼ Yes. Similarly, define GQ

N

when h ∼ No. Our main technical theorem is Theorem 3.4, which is proved in Section 3.3.

I Theorem 3.4. For small enough δ > 0 and large enough d, if |Q| ≤ δd log d, then
‖GQ

Y −GQ
N‖TV = O(δ).

The proof of Theorem 3.4 is naturally tied to the behavior of sgnh. Ideally, we would like
to say that sgnh(x, y) is almost identical regardless of whether h ∼ Yes or h ∼ No. Towards
this, we determine exactly the set of pairs (x, y) that potentially differentiate Yes and No.

I Claim 3.5. For all h ∈ supp(Yes) ∪ supp(No), for all x ∈ Ci and y ∈ Cj such that i < j,
we have sgnh(x, y) = 1.

Thus, comparisons between points in different subcubes reveal no information about which
distribution h was generated from. Thus the “interesting” pairs that can distinguish whether
h ∼ Yes or h ∼ No must lie in the same subcube. The next claim shows a further criterion
that is needed for a pair to be interesting. We first define another notation.

I Definition 3.6. For any setting of the shared randomness S, subcube Ci, and points
x, y ∈ Ci, we define tiS(x, y) to be the most significant coordinate of difference (between x, y)
in ([d] \R) ∪ {ri}.

Note that S determines R and {ri}. For any T that extends S and any function, the
restriction to Ci is unaffected by the coordinates in R \ ri. Thus, tiS(x, y) is the first
coordinate of difference that is influential in Ci.

I Claim 3.7. Fix some S, subcube Ci, and points x, y ∈ Ci. Let c = tiS(x, y), and assume
x ≺ y. For any T that extends S:

If c 6= ri, then sgnfT
(x, y) = sgngT

(x, y) = 1.
If c = ri, sgnfT

(x, y) = αc and sgngT
(x, y) = βi.

3.3 Proving Theorem 3.4: Good and Bad Events
For a given Q, we first identify certain “bad” values for S, on which Q could potentially
distinguish between fS and gS . We will prove that the probability of a bad S is small for a
given Q. Furthermore, we show that Q cannot distinguish between fS and gS for any good
S. We set up some definitions.

IDefinition 3.8. Given a pair (x, y), define cap(x, y) to be the 5 most significant coordinates2
in which they differ. We say (x, y) captures these coordinates. For any set S ⊆ {0, 1}d′ ,
define cap(S) :=

⋃
x,y∈S cap(x, y) to be the coordinates captured by the set S.

Fix any Q. We set Qi := Q ∩ Ci. We define two bad events for S.

Abort Event A: There exist x, y ∈ Q with cap(x, y) ⊆ R.
Collision Event C: There exist i, j ∈ [d] with ri = rj , ri ∈ cap(Qi) and rj ∈ cap(Qj).

If the abort event doesn’t occur, then for any pair (x, y), the sign sgnh(x, y) is determined by
cap(x, y) for any h ∈ supp(Yes) ∪ supp(No). The heart of the analysis lies in Theorem 3.9,
which states that the bad events happen rarely. Theorem 3.9 is proved in Section 3.4.

2 There is nothing special about the constant 5. It just needs to be sufficiently large.
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I Theorem 3.9. If |Q| ≤ δd log d, then Pr[A ∪ C] = O(δ).

When neither the abort nor the collision events happen, we say S is good for Q. Next, we
show that conditioned on a good S, the set Q cannot distinguish f ∼ Yes from g ∼ No.

I Lemma 3.10. For any signed graph G over Q,

Pr
f∼Yes

[GQf = G|S is good]= Pr
g∼No

[GQg = G|S is good].

Proof Sketch. As stated above, when the abort event doesn’t happen, the sign sgnh(x, y)
is determined by cap(x, y) for any h ∈ supp(Yes) ∪ supp(No). Furthermore, a pair (x, y)
has a possibility of distinguishing (that is, the pair is interesting) only if x, y ∈ Ci and
ri ∈ cap(x, y). Focus on such interesting pairs. For such a pair, both sgnfT

(x, y) and
sgngT

(x, y) are equally likely to be +1 or −1. Therefore, to distinguish, we would need two
interesting pairs, (x, y) ∈ Ci and (x′, y′) ∈ Cj with i 6= j. Note that, when g ∼ No, the signs
sgngT

(x, y) and sgngT
(x′, y′) are independently set, whereas when f ∼ Yes, the signs are

either the same when ri = rj , or independently set. But if the collision event doesn’t occur,
we have ri 6= rj for interesting pairs in different subcubes. Therefore, the probabilities are
the same. J

Now, we are armed to prove Theorem 3.4.

Proof of Theorem 3.4. Given any subset of signed graphs, G, it suffices to upper bound∣∣∣∣ Pr
f∼Yes

[GQ
f ∈ G]− Pr

f∼No
[GQ

f ∈ G]
∣∣∣∣ ≤ sumgood S

∣∣∣∣Pr[S] ·
(

Pr
f∼Yes

[GQ
f ∈ G|S]− Pr

f∼No
[GQ

f ∈ G|S]
)∣∣∣∣

+
∑

bad S

∣∣∣∣Pr[S] ·
(

Pr
f∼Yes

[GQ
f ∈ G|S]− Pr

f∼No
[GQ

f ∈ G|S]
)∣∣∣∣ .

The first term of the RHS is 0 by Lemma 3.10. The second term is at most the probability
of bad events, which is O(δ) by Theorem 3.9. J

3.4 Bounding the Probability of Bad Events: Proof of Theorem 3.9
We prove Theorem 3.9 by individually bounding Pr[A] and Pr[C].

I Lemma 3.11. If |Q| ≤ δd log d, then Pr[A] ≤ d−1/4.

Proof. Fix any choice of k (in S). For any pair of points x, y ∈ Q, we have Pr[cap(x, y) ⊆
R] ≤ ( 2k

d−5 )5. Since d− 5 ≥ d/2 for all d ≥ 10 and k ≤ (log2 d)/2, the probability is at most
32d−5/2. For a large enough d, a union bound over all pairs in Q ×Q, which are at most
d2 log2 d in number, completes the proof. J

The collision event is more challenging to bound. Bounding it is the heart of the lower bound.
We start by showing that, if each Qi captures few coordinates, then the collision event has
low probability. A critical point is the appearance of d log d in this bound.

I Lemma 3.12. If
∑
i |cap(Qi)| ≤M , then Pr[C] = O

(
M

d log d

)
.

Proof. For any r ∈ [d], define Ar := {j : r ∈ cap(Qj)} to be the set of indices of Qj ’s that
capture coordinate r. Let ar := |Ar|. Define n` := |{r : ar ∈ (2`−1, 2`]}|. Observe that∑
`≤log2 d

n`2` ≤ 2
∑
r∈[d] ar ≤ 2M .
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Fix k. For r ∈ [d], we say the event Cr occurs if (a) r ∈ R, and (b) there exists
i, j ∈ [d] such that ri = rj = r, and ri ∈ cap(Qi) and rj ∈ cap(Qj). By the union bound,
Pr[C|k] ≤

∑d
r=1 Pr[Cr|k].

Let us now compute Pr[Cr|k]. Only sets Qj ’s with j ∈ Ar are of interest, since the others
do not capture r. Event Cr occurs if at least two of these sets have ri = rj = r. Hence,

Pr[Cr|k] = Pr[r ∈ R] · Pr[∃i, j ∈ Ar : ri = rj = r | r ∈ R]

= 2k

d
·
∑
c≥2

(
ar
c

)(
1
2k

)c(
1− 1

2k

)ar−c

. (1)

A fixed r is in R with probability
(
d−1
2k−1

)
/
(
d
2k

)
= 2k

d . Given that |R| = 2k, the probability
that ri = r is precisely 2−k.

If ar ≥ 2k

4 , then we simply upper bound (1) by 2k

d . For ar <
2k

4 , we upper bound (1) by

2k

d

(
1− 1

2k

)ar ∑
c≥2

(
ar ·

1
2k ·

(
1− 1

2k

)−1
)c
≤ 2k

d

∑
c≥2

( ar
2k−1

)c
≤ 8a2

r

2kd .

Summing over all r and grouping according to n`, we get

Pr[C|k] ≤
d∑
r=1

Pr[Cr|k] ≤
∑

r:ar≥2k−2

2k

d
+ 8
d

∑
r:ar<2k−2

a2
r

2k ≤
2k

d

∑
`>k−2

n` + 8
d

k−2∑
`=1

n`22`−k.

Averaging over all k, we get

Pr[C] = 2
log2 d

(log2 d)/2∑
k=1

Pr[C|k] ≤ 16
d log2 d

(log2 d)/2∑
k=1

(
k−2∑
`=1

n`22`−k +
∑
`>k−2

n`2k
)

= 16
d log2 d

(log2 d)/2∑
`=1

n`
∑
k≥`+2

22`−k +
log2 d∑
`=1

n`
∑
k<`+2

2k
 . (2)

Now,
∑
k≥`+2 22`−k ≤ 2` and

∑
k<`+2 2k ≤ 4 ·2`. Substituting, Pr[C] ≤ 80

d log2 d

∑log2 d
`=1 n`2` ≤

160M
d log2 d

, proving the lemma. J

We are now left to bound
∑
i |cap(Qi)|. This is done by the following combinatorial lemma.

I Lemma 3.13. Let V be a set of vectors over an arbitrary alphabet and any number of
dimensions. For any natural number c and x, y ∈ V , let capc(x, y) denote the (set of) first c
coordinates at which x and y differ. Then |capc(V )| ≤ c(|V | − 1).

Proof. We construct c different edge-coloured graphs G1, . . . , Gc over the vertex set V . For
every coordinate i ∈ capc(V ), there must exist at least one pair of vectors x, y such that
i ∈ capc(x, y). Thinking of each capc(x, y) as an ordered set, find a pair (x, y) where i
appears “earliest” in capc(x, y). Let the position of i in this capc(x, y) be denoted t. We
add edge (x, y) to Gt, and colour it i. Note that the same edge (x, y) cannot be added to Gt
with multiple colours, and hence all Gt’s are simple graphs. Furthermore, observe that each
colour is present only once over all Gt’s.

We claim that each Gt is acyclic. Suppose not. Let there be a cycle C and let (x, y) be
the edge in C with the smallest colour i. Clearly, xi 6= yi since i ∈ capc(x, y). There must
exist another edge (u, v) in C such that ui 6= vi. Furthermore, the colour of (u, v) is j > i.
Thus, j is the tth entry in capc(u, v). Note that i ∈ capc(u, v) and must be the sth entry for
some s < t. But this means that the edge (u, v) coloured i should be in Gs, contradicting
the presence of (x, y) ∈ Gt. J
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We wrap up the bound now.

I Lemma 3.14. If |Q| ≤ δd log d, then Pr[C] = O(δ).

Proof. Lemma 3.13 applied to each Qi, yields
∑
i |cap(Qi)| ≤ 5|Qi| = 5|Q|. An application

of Lemma 3.12 completes the proof. J
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Abstract
We consider the problem of sampling from a distribution on graphs, specifically when the dis-
tribution is defined by an evolving graph model, and consider the time, space and randomness
complexities of such samplers.

In the standard approach, the whole graph is chosen randomly according to the randomized
evolving process, stored in full, and then queries on the sampled graph are answered by simply
accessing the stored graph. This may require prohibitive amounts of time, space and random
bits, especially when only a small number of queries are actually issued. Instead, we propose to
generate the graph on-the-fly, in response to queries, and therefore to require amounts of time,
space, and random bits which are a function of the actual number of queries.

We focus on two random graph models: the Barabási-Albert Preferential Attachment model
(BA-graphs) [3] and the random recursive tree model [24]. We give on-the-fly generation algo-
rithms for both models. With probability 1 − 1/poly(n), each and every query is answered in
polylog(n) time, and the increase in space and the number of random bits consumed by any
single query are both polylog(n), where n denotes the number of vertices in the graph.

Our results show that, although the BA random graph model is defined by a sequential
process, efficient random access to the graph’s nodes is possible. In addition to the conceptual
contribution, efficient on-the-fly generation of random graphs can serve as a tool for the efficient
simulation of sublinear algorithms over large BA-graphs, and the efficient estimation of their
performance on such graphs.
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1 Introduction

Consider a Markov process in which a sequence {St}t of states, St ∈ S, evolves over time
t ≥ 1. Suppose there is a set P of predicates defined over the state space S. Namely, for
every predicate P ∈ P and state S ∈ S, the value of P (S) is well defined. A query is a pair
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6:2 Sublinear Random Access Generators for Preferential Attachment Graphs

(P, t) and the answer to the query is P (St). In the general case, answering a query (P, t)
requires letting the Markov process run for t steps until St is generated. In this paper we
are interested in ways to reduce the dependency, on t, of the computation time time, the
memory space, and the number of used random bits, required to answer a query (P, t).

We focus on the case of generative models for random graphs, and in particular, on
the Barabási-Albert Preferential Attachment model [3] (which we call BA-graphs), on the
equivalent linear evolving copying model of Kumar et al. [10], and on the random recursive
tree model [24]. The question we address is whether one can design a randomized on-the-fly
graph generator that answers adjacency list queries of BA-graphs (or random recursive
trees), without having to generate the complete graph. Such a generator outputs answers
to adjacency list queries as if it first selected the whole graph at random (according the
appropriate distribution) and then answered the queries based on the samples graph.

We are interested in the following resources of a graph generator: (1) the number of
random bits consumed per query, (2) the running time per query, and (3) the increase in
memory space per query.

Our main result is a randomized on-the-fly graph generator for BA-graphs over n vertices
that answers adjacency list queries. The generated graph is sampled according to the
distribution defined for BA-graphs over n vertices, and the complexity upper bounds that
we prove hold with probability 1− 1/poly(n). That is, with probability 1− 1/poly(n) each
and every query is answered in polylog(n) time, and the increase in space, and the number
of random bits consumed during that query are polylog(n). Our result refutes (definitely
for polylog(n) queries) the recent statement of Kolda et al. [9] that: “The majority of graph
models add edges one at a time in a way that each random edge influences the formation of
future edges, making them inherently serial and therefore unscalable. The classic example is
Preferential Attachment, but there are a variety of related models...”

We remark that the entropy of the edges in BA-graphs is Θ(logn) per edge in the second
half of the graph [23]. Hence it is not possible to consume a sublogarithmic number of
random bits per query in the worst case if one wants to sample according to the BA-graph
distribution. Similarly, to insure consistency (i.e., answer the same query twice in the same
way) one must use Ω(logn) space per query.

From a conceptual point of view, the main ingredient of our result are techniques to
“invert” the sequential process where each new vertex randomly selects its “parent” in the
graph among the previous vertices. Instead, vertices randomly select their “children” among
the “future” vertices, while maintaining the same probability distribution as if each child
picked “in the future” its parent. We apply these techniques in the related model of random
recursive trees [24] (also used within the evolving copying model [10]), and use them as a
building block for our main result for BA-graphs.

Due to space limitations, some of the proofs are omitted from this extended abstract.

Related work. A linear time randomized algorithm for efficiently generating BA-graphs
is given in Betagelj and Brandes [4]. See also Kumar et al. [10] and Nobari et al. [18]. A
parallel algorithm is given in Alam et al. [1]. See also Yoo and Henderson [25]. An external
memory algorithm was presented by Meyer and Peneschuck [16]. Generating huge random
objects while using “small” amounts of randomness was studied by Goldreich, Goldwasser
and Nussboim [8]. Mansour et al. [14] consider local generation of bipartite graphs in the
context of local simulation of Balls into Bins online algorithms.

Applications. One reason for generating large BA-graphs is to simulate algorithms over
them. Such algorithms often access only small portions of the graphs. In such instances, it is
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wasteful to generate the whole graph. An interesting example is sublinear approximation
algorithms [20, 26, 17, 19] which probe a constant number of neighbors. In addition, local
computation algorithms probe a small number of neighbors to provide answers to optimization
problems such as maximal independent sets and approximate maximum matchings [6, 7, 21,
22, 2, 14, 15, 11, 12, 13]. Support of adjacency list queries is especially useful for simulating
(partial) DFS and BFS over graphs.

2 Preliminaries

Let Vn , {v1, . . . , vn}. Let G = (Vn, E) denote a directed graph on n nodes.1 We refer to
the endpoints of a directed edge (u, v) as the head v and the tail u. Let deg(vi, G) denote the
degree of the vertex vi in G (both incoming and outgoing edges). Similarly, let degin(vi, G)
and degout(vi, G) denote the in-degree and out-degree, respectively, of the vertex vi in G.

In the sequel, when we say that an event occurs with high probability (or w.h.p) we mean
that it occurs with probability at least 1− 1

nc , for some constant c.
For ease of presentation, we extensively use in the algorithms arrays of size n. However,

in order to keep the space complexity low, we implement these arrays by means of balanced
search trees, with keys in [1, n]. Thus, the space used by the “arrays” is the number of keys
stored. The time complexities that we give are therefore to be multiplied by a factor of
O(logn).

3 Queries and On-the-Fly Generators

Consider an undirected graph G = (Vn, E), where Vn = {v1, . . . , vn}. Slightly abusing
notation, we sometimes consider and denote node vi as the integer number i and so we
have a natural order on the nodes. The access to the graph is done by means of a user-
query BA-next-neighbor : [1, n]→ [1, n+ 1], where n+ 1 denotes “no additional neighbor”.
We number the queries according to the order they are issued, and call this number the
time of the query. Let qt be the node on which the query at time t was issued, i.e, at
time t the query BA-next-neighbor(qt) is issued by the user. For each node v ∈ V

and any time t, let lastt(j) be the largest numbered node which was previously returned
as the value of BA-next-neighbor(j), or 0 if no such query was issued before time t.
That is, lastt(v) = min{0,mint′<t{BA-next-neighbor(qt′)|qt′ = v}. At time t the query
BA-next-neighbor(v) returns arg mini>lastt(j){(i, j) ∈ E}, or n+1 if no such i exists. When
the implementation of the query has access to a data structure holding the whole of E,
then the implementation of BA-next-neighbor is straightforward just by accessing this data
structure.

An on-the-fly graph generator is an algorithm that gives access to a graph by means
of the BA-next-neighbor query defined above, but itself does not have access to a data
structure that encodes the whole graph. Instead, in response to the queries issued by the
user, the generator modifies its internal data structure (a.k.a state), which is initially some
empty (constant) state. The generator must ensure however that its answers are consistent
with some graph G. An on-the-fly graph generator for a given distribution on a family of
graphs (such as the family of Preferential Attachment graphs on n nodes) must in addition

1 Preferential attachment graphs are usually presented as undirected graphs. For convenience of discussion
we orient each edge from the high index vertex to the low index vertex, but the graphs we consider
remain undirected graphs.
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ensure that it samples the graphs according to the required distribution. That is, its answers
to a sequence of queries must be distributed identically to those returned when a graph
was first sampled (according to the desired distribution), stored, and then accessed (See
Definition 16 and Theorem 17).

4 Random Graph Models

Preferential attachment [3]. We restrict our attention to the case in which each vertex is
connected to the previous vertices by a single edge (i.e., m = 1 in the terminology of [3]). We
thus denote the random process that generates a graph over Vn according to the preferential
attachment model by BAn. The random process BAn generates a sequence of n directed
edges En , {e1, . . . , en}, where the tail of ei is vi, for every i ∈ [1, n]. (We abuse notation
and let BAn = (Vn, En) also denote the graph generated by the random process.) We refer
to the head of ei as the parent of vi.

The process BAn draws the edges sequentially starting with the self-loop e1 = (v1, v1).
Suppose we have selected BAj−1, namely, we have drawn the edges e1, . . . , ej−1, for j > 1.
The edge ej is drawn such its head is node vi with probability deg(vi,G)

2(j−1) .
Note that the out-degree of every vertex in (the directed graph representation of) BAn is

exactly one, with only one self-loop in v1. Hence BAn (without the self-loop) is an in-tree
rooted at v1.

Evolving copying model [10]. Let Zn denote the evolving copying model with out-degree
d = 1 and copy factor α = 1/2. As in the case of BAn, the process Zn selects the edges
E′n = {e′1, . . . , e′n} one-by-one starting with a self-loop e′1 = (v1, v1). Given the graph
Zn−1 = (Vn, E

′
n), the next edge e′n emanates from vn. The head of edge e′n is chosen as

follows. Let bn ∈ {0, 1} be an unbiased random bit. Let u(n) ∈ [1, n − 1] be a uniformly
distributed random variable (the random variables b1, . . . , bn and u(1), . . . , u(n) are all
pairwise independent.) The head vi of e′n is determined as follows: head(e′n) , u(n), if bn = 1;
and head(e′n) , head(eu(n)), if bn = 0.

Random recursive tree model [24]. If we eliminate from the evolving copying model the
bits bi and the “copying effect” we get a model where each new node n is connected to one
of the previous nodes, chosen uniformly at random. This is the extensively studied (random)
recursive tree model [24].

We now relate the various models. Proof omitted from this extended abstract.
I Claim 1 ([1]). The random graphs BAn and Zn are identically distributed.

We use the following claim in the sequel.
I Claim 2 (cf. [5], Thm. 6.12 and Thm. 6.32). Let T be a rooted directed tree on n nodes
denoted 1, . . . , n, and where node 1 is the root of the tree. If the head of the edge emanating
from node j > 1 is uniformly distributed among the nodes in [1, j − 1], then, with high
probability, the following two properties hold:
1. The maximum in-degree of a node in the tree is O(logn).
2. The height of the tree is O(logn).

5 The Pointers Tree

We now consider a graph inspired by the the random recursive tree model [24] and the
evolving copying model [10]. Each vertex i has a variable u(i) that is uniformly distributed
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over [1, i− 1], and can be viewed as a directed edge (or pointer) from i to u(i). We denote
this random rooted directed in-tree by UT . Let u−1(j) denote the set {i : u(i) = j}. We refer
to the set u−1(i) as the u-children of i and to u(i) as the u-parent of i. In conjunction with
each pointer, we keep a flag indicating whether this pointer is to be used as a dir (direct)
pointer or as a rec (recursive) pointer. We thus use the directed pointer tree to represent a
graph in the evolving copying model (which is equivalent, when the flag of each pointer is
equality distributed between rec and dir, to the BA model).

In this section we consider the subtask of giving access to a random UT , together with
the flags of each pointer. Ignoring the flags, this section thus gives an on-the-fly random
access generator for the extensively studied model of random recursive trees (cf. [24]). We
define the following queries.

(i, f lag)← parent(j): i is the parent of j in the tree, and flag is the associated flag.
i ← next-child-tp(j, k, type), where k ≥ j: i is the least numbered node i > k such
that the parent of i is j and the flag of that pointer is of type “type”. If no such node
exists then i is n+ 1.

The “ideal” way to implement this task is to go over all n nodes, and for each node j
(1) uniformly at random choose its parent in [1, j − 1], (2) uniformly at random chose the
associated flag in {dir, rec}. Then store the pointers and flags, and answer the queries by
accessing this data structure.

In this section we give an on-the-fly generator that answers the above queries. We
start with some notations. We say that j is exposed if u(j) 6= nil (initially all pointers u(j)
are set to nil). We denote the set of all exposed vertices by F . We say that j is directly
exposed if u(j) was set during an invocation of next-child-tp(i, ·, ·). We say that j is
indirectly exposed if u(j) was determined during an invocation of parent(j). As a result
of answering and processing next-child-tp and parent queries, the on-the-fly generator
commits to various decisions (e.g., prefixes of adjacency lists). These commitments include
edges but also non-edges (i.e., vertices that can no longer serve as u(j) for a certain j). For
a node i, front(i) denotes the largest value (node) k ∈ [1, n+ 1] such that k was returned
by a next-child-tp(i, ·, ·) query, and nil if no such returned value exists. Observe that
front(i) = k implies that (1) u(k) = i; and (2) we know already for each node j ∈ [j+1, k−1]
if u(j) = i or not. We denote - roughly speaking - the set of vertices that cannot serve as
u-parents of j by not-u-parent-candidate(j), the nodes that can still be u-parents of j by
Φ(j), and their number by ϕ(j) = |Φ(j)|. The formal definitions are:

not-u-parent-candidate(j) , {i ∈ [1, j − 1] : front(i) ≥ j} ,
Φ(j) , [1, j − 1] \ not-u-parent-candidate(j) ,
ϕ(j) , |Φ(j)| .

5.1 An efficient implementation of next-child

We first shortly discuss the challenges on the way to an efficient implementation of next-child.
Observe that before the first next-child(j) query, for a given j, is issued, the probability for
any x > j to be a u-child of j is 1/ϕ(x), because all nodes x′ < x can still be the u-parent of
x. But once next-child(·) queries are issued, this may no longer be the case. For example,
if x > front(j′), then, even if the u-parent of x is not yet determined, j′ is no longer an option
to be the u-parent of x. This renders the calculation of Pr[u(x) = j] more complicated
and more computation-time consuming, which renders the process of selecting the next
child of a node j non-efficient. In the rest of this section we show how to overcome these
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difficulties and give a procedure that selects the next child, with the appropriate probability
distribution, using polylog(n) random bits and in polylog(n) time, and while increasing the
space by polylog(n). This procedure will be at the heart of our efficient implementation of
next-child.

The efficient implementation of next-child (and of parent) makes use of the following
data structures.

An array of length n, u(j)
An array of length n, type(j)
An array of length n, front(j) (We also maintain an array front−1(i) with the natural
definition.)
An array of n balanced search trees, called child(j), each holding a set of nodes i > j

such that u(i) = j (not necessarily all such nodes). For technical reasons we initiate all
trees child(j) with n+ 1 ∈ child(j).
A number of additional data structures that are implicit in the listing, described and
analyzed in the sequel.

In the implementation we maintain the following two invariant.

I Invariant 3. For every node j, the first next-child-tp(j, ·, ·) query is always preceded by
a parent(j) query.

We will use this invariant to infer that front(j) 6= nil implies that u(j) 6= nil. One can
easily maintain this invariant by introducing a parent(j) query as the first step of the
implementation of the next-child-tp(j, ·, ·) query (for technical reasons we do that in a
lower-level procedure next-child.)

I Invariant 4. For every vertex j, front(j) 6= nil implies that front(front(j)) 6= nil.

The second invariant is maintained by issuing an “internal” next-child(front(j), front(j))
query whenever front(j) is updated. This is done recursively, the base of the recursion being
node n+ 1. Let front−1(j) denote the vertex i such that front(i) = j, if such a vertex i exists;
otherwise front−1(j) = nil. We get that if front−1(j) 6= nil, then u(j) 6= nil.

I Definition 5. At a given time t, and for any node j, let Φ(j) and φ(j) be defined as follows:
Φ(j) , {i | i < j and (front(i) < j or front(i) = nil)}, and φ(j) = |Φ(j)|.

The following lemma gives properties of the series {Φ(x)}x. Proof omitted.

I Lemma 6. For every x ∈ [1, n− 1]:
1. Φ(x) ⊆ Φ(x+ 1) ⊆ Φ(x) ∪ {x, front−1(x)}.
2. Φ(x+ 1) = Φ(x) iff x ∈ K.
3. ϕ(x+ 1)− ϕ(x) ≤ 1.

We now describe the implementation of next-child-tp(j, k, type) and next-child(j).
next-child-tp(j, k, type) is a loop of next-child-from(j, k) until the right type is found,
and next-child-from(j, k) is essentially a call to next-child(j) (see Figure 1). Note that
if j does not have children larger than k, then next-child-from(j, k) returns n+ 1.

If front(j) > k when next-child-from(j, k) is called, then the next child is already fixed
and it is just extracted from the data structures. Otherwise, an interval I = [a, b] is defined,
and it will contain the answer of next-child(j). Let a = front(j) + 1 if front(j) 6= nil;
otherwise a = j + 1. Let b denote the smallest, larger than front(j), indirectly exposed child
of j if one exists (i.e., if front(j) 6= nil then b = min{` > front(j) | u(`) = j}); if no such b
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exists then b = n+ 1. By the definition of K, K ⊆ F , and no vertex x ∈ F ∩ [a, b) can satisfy
u(x) = j. Hence, the answer is in I \ (F \ {b}).

The next child can be sampled according to the desired distribution in a straightforward
way by going sequentially over the vertices in I \ F \ {b}, and tossing for each vertex x a
coin that has probability 1/ϕ(x) to be 1, until indeed one of those coins comes out 1, or
all vertices are exhausted (in which case node b is taken as the next child). However, this
procedure takes linear time. We denote by D(x), x ∈ I \ F , the probability that x is chosen
according to the above procedure. In order to start building our efficient implementation for
next-child we consider the same process, with the same probabilities 1/ϕ(x), but this time
for [a, b) \K, rather than [a, b) \ F . The vertex on which we stop, denote is x, is a candidate
next u-child. If x ∈ F \K, then x cannot be a child of j so we proceed in the same way, but
with the interval [x+ 1, b].

We now build our efficient procedure that selects the candidate, without sequentially going
over the nodes. To this end, observe that the sequence of probabilities of the coins tossed in
the last-described process behaves “nicely”. Namely, the probabilities 1/ϕ(x), for x ∈ [a, b)\K,
form the harmonic sequence starting from 1/ϕ(a) and ending in 1/(ϕ(a) + |[a, b) \K| − 1).
Indeed, Lemma 6 implies that if vertex i is the smallest vertex in I \K, then ϕ(i) = ϕ(a)
and an increment between ϕ(x) and ϕ(x+ 1) occurs if and only if x /∈ K. Let s = |I \K|
and let Pq, 0 ≤ q ≤ s− 1 be the probability that the node of rank q in I \K is chosen as
candidate in the sequential procedure defined above. Since ϕ(x) form the harmonic sequence
for x ∈ [a, b) \ K, we can calculate in O(1) time, for any 0 ≤ i ≤ s − 1, the probability
P ′i =

∑
q<i Pq (i.e., a node of some rank q, q < i, is chosen). Indeed, for i = 0, Pi = 1

ϕ(a) ;

for 0 < i < s − 1, Pi = 1
ϕ(a)+i ·

∏i−1
`=0

(
1− 1

ϕ(a)+`

)
= ϕ(a)−1

(ϕ(a)+i−1)(ϕ(a)+i) ; and for i = s − 1,

Ps−1 =
∏s−2

`=0

(
1− 1

ϕ(a)+`

)
= ϕ(a)−1

ϕ(a)+s−2 . Hence, for 0 ≤ i ≤ s− 1, P ′i = 1− ϕ(a)−1
ϕ(a)+(i−1) , and

for i = s, P ′s = 1. This allows us to simulate one iteration (i.e., choosing the next candidate
next u-child) by choosing uniformly at random a single number in [0, 1], and then performing
a binary search over 0 to s− 1 to decide what rank h this number “represents”. After we
randomly chose a rank h ∈ [0, s − 1], h is then mapped to the vertex of rank h in I \K,
denote it x, and this is the candidate next u-child. As before, if x ∈ (F \K), then x cannot
be a child of j so we ignore it and proceed in the same way, this time with the interval
[x+ 1, b]. See the pseudo code of of next-child and toss (Figure 1). We denote by D̂(x),
x ∈ I \ F the probability that x is chosen according to this third procedure. See Figure 1 for
a formal definition of this procedure.

Observe that this procedure takes O(log s) time (see Section 5.2 for a formal statement
of the time and randomness complexities). We note that we cannot perform this selection
procedure in the same time complexity for the set [a, b) \ F , because we do not have a way
to calculate each and every probability P ′i , i ∈ [a, b) \ F , in O(1) time.

To conclude the description of the implementation of next-child, we give the following
lemma which states that the probability distribution on the next child is the same for all
three processes described above. The (technical) proof is omitted.

I Lemma 7. For all x ∈ I \ F , D̂(x) = D(x).

The implementation of parent is straightforward (see Figure 1). However, note that
updating the various data structures, while implicit in the listing, is accounted for in the
time analysis.
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1: procedure next-child-tp(j, k, type)
2: x← k
3: repeat
4: x← next-child-from(j, x)
5: until flag(x) = type or x = n+ 1
6: return x

7: end procedure

1: procedure next-child-from(j, k)
2: If (k ≥ n) return (n+ 1)
3: q ← succ(child(j), k)
4: if q ≤ front(j) then
5: return q
6: else
7: return next-child(j)
8: end if
9: end procedure

1: procedure parent(j)
2: if u(j) = nil then
3: u(j)←R [1, j − 1]
4: type(j)←R {dir, rec}
5: end if
6: return (u(j), type(j))
7: end procedure

1: procedure next-child(j)
2: (p, t)← parent(j)
3: If (front(j) ≥ n) return (n+ 1)

4: a←
{

front(j) + 1 if front(j) 6= nil
j + 1 if front(j) = nil

5: b←
{

succ(child(j), front(j)) if front(j) 6= nil
n+ 1 if front(j) = nil

6: repeat
7: s← |[a, b] \K|
8: h← toss(ϕ(a), s)
9: x← the vertex of rank h in [a, b] \K

10: if x = b then
11: return b
12: else
13: if u(x) = nil then
14: u(x) = j
15: type(x)←R {dir, rec}
16: front(j)← x
17: front−1(x)← j
18: if (front(x) = nil) next-child(x)
19: return (x)
20: else
21: if u(x) = j then
22: front(j)← x
23: front−1(x)← j
24: if (front(x) = nil) next-child(x)
25: return(x)
26: else
27: a← x+ 1
28: end if
29: end if
30: end if
31: until forever
32: end procedure

1: procedure toss(ϕ, s)
2: α← nc (for some constant c > 1).
3: Choose uniformly at random an integer H ∈ [0, α]
4: M ← H · 1

α

5: Using binary search on [0, s− 1] find y such that P ′y ≤M < P ′y+1
6: (where, for 0 ≤ y ≤ s− 1, P ′y = 1− ϕ−1

ϕ+(y−1) , and P ′s = 1)
7: if (H + 1) 1

α ≤ Pry+1 then
8: return y
9: else
10: α← α ·Πs−1

y=0(P ′y+1 − P ′y)
11: Choose uniformly at random an integer H ∈ [0, α]
12: M ← H · 1

α

13: Using binary search on [0, s− 1] find y such that P ′y ≤ H < P ′y+1
14: (where, for 0 ≤ y ≤ s− 1, P ′y = 1− ϕ−1

ϕ+(y−1) , and P ′s = 1)
15: return y
16: end if
17: end procedure

Figure 1 Pseudo code of the pointers tree generator.
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5.2 Analysis of the pointer tree generator

We first give the following claim that we later use a number of times.

I Lemma 8. With high probability, for each and every invocation of next-child, the size
of the recursion tree of that invocation for calls to next-child is O(logn).

Proof. Consider the recursive invocation tree that results from a call to next-child. Observe
that (1) by the code of next-child this tree is in fact a path; and (2) this path corresponds
to a path in the pointers tree, where each edge of this tree-path is “discovered” by the
corresponding call to next-child. That is, the maximum size of an invocation tree of a call
of next-child is bounded from above by the height of the pointers tree. By Claim 2, with
high probability, this is O(logn). J

5.2.1 Data structures and space complexity

The efficient implementation of next-child makes use of the following data structures.
A number of arrays of length n, u(j) and type(j), front(j) and front−1(j), used to store
various values for nodes j. Since we implement arrays by means of search trees, the space
complexity of each array is O(m), where m is the maximum number of distinct keys
stored with a non-null value in that array, at any given time. The time complexity for
each operation is O(logm) = O(logn).
For each node j, a balanced binary search tree called child(j), where child(j) stores
(some of the known) children of node j. (for technical reasons we define child(j) to
always include node n + 1.) Observe that for each child i stored in one of these trees,
u(i) is already determined. Thus, the increase, during a given period, in the space used
by the child trees is bounded from above by the the number of nodes i for which u(i)
got determined during that period. For the time complexity of the operations on these
trees we use a coarse standard upper bound of O(logn).

The listings of the implementations of the various procedures leave implicit the mainte-
nance of two data structures, related to the set K and to the computation of ϕ(·):

A data structure that allows one to retrieve the value of ϕ(a) for a given vertex a. This
data structure is implemented by retrieving the cardinality of not-u-parent-candidate(a)
for a given node a. The latter is equivalent to counting how many nodes i < a have
front(i) 6= nil and front(i) ≥ a. We use two balanced binary search trees (or order statistics
trees) in a specific way and have that by standard implementations of balanced search trees
the space complexity is O(k) (and all operations are done in time O(log k) = O(logn)).
Here k denotes the number of nodes i such that front(i) 6= nil. The details of the
implementation are omitted from this extended abstract.
A data structure that allows one to find the vertex of rank h in the ordered set [a, n+1]\K.
This data structure is implemented by a balanced binary search tree storing the nodes
in K, augmented with the queries rankK(i) (as in an order-statistics tree) as well as
rankK̄(i) and selectK̄(s), i.e., finding the element of rank s in the complement of K. To
find the vertex of rank h in [a, n+ 1] \K we use the query selectK̄(rankK̄(a) + h). The
space complexity of this data structure is O(k), and all operations are done in time
O(log k) = O(logn) or O(log2 k) = O(log2 n) (for the selectK̄(i) query). Here k denotes
the number of nodes in K, which is upper bounded by the number of nodes i such that
front(i) 6= nil. The details of the implementation are omitted from this extended abstract.
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5.2.2 Time complexity
Time complexity of toss(ϕ, s). The time complexity of this procedure is O(1) regardless
of whether or not the if condition holds or not.

Time complexity of “x ← the vertex of rank h in [a, n + 1] \ K”. This operation is
implemented using the data structure defined above, and takes O(log2 n) time.

Time complexity of parent(j). Examining the listing (Figure 1), one observes that the
number of operations is constant. However, though implicit in the listing, one should take
into account the update of the data structures child(j) as well as the data structure that
stores the set K, each taking O(logn) time.

Time complexity of next-child. First consider the time complexity of a single invocation
of next-child, involving the update of the various data structures: The call to parent takes
O(logn) time. Therefore, until the start of the repeat loop, the time is O(logn) (the time
complexity of succ is O(logn)). Now, the time complexity of a single iteration of the loop
(without taking into account recursive calls to next-child) is (O log2 n) because:

The call to toss takes O(1) time.
Finding the vertex of rank h in [a, n+ 1] \K takes O(log2 n) time.
Each of the O(1) updates of front(·) or front−1(·) may change the set K, and therefore
may take O(logn) time to update the data structure involving K.
Each update of a pointer u(·) results also in an (implicit) update in a certain child
search tree, taking O(logn) time.

We now examine the number of iterations of the loop.

I Claim 9. With high probability, the number of iterations of the loop in a single invocation
of next-child is O(logn).

Proof. We consider a process where the iterations continue until the selected node is node
b. A random variable, R, depicting this number dominates a random variable that depicts
the actual number of iterations. For each iteration, an additional node is selected by toss.
By Lemma 7 the probability that a node j < b is selected by toss is 1/ϕ(j), and we have
that 1/ϕ(j) ≤ 1

j−1 . Thus, R = 1 +
∑b−1

j=a Xj , where Xj is 1 iff node j was selected, 0
otherwise. Since µ =

∑b−1
j=a

1
ϕ(j) ≤ logn, using Chernoff bound we have, for any constant

c > 6, P [R > c · logn] ≤ 2−c·log n = n−Ω(1). J

We thus have the following.

I Lemma 10. For any given invocation of next-child, with high probability, the time
complexity is O(log3 n).

5.2.3 Randomness complexity
In procedure parent we use O(logn) random bits whenever, for a given j, this procedure is
called with parameter j for the first time.

In procedure toss the if condition holds with probability 1 − 1/nc−1 (where c is the
constant used in that procedure). Therefore, given an invocation of toss, with probability
1− 1/nc−1 this procedure uses O(logn) bits. By Claim 9, in each invocation of next-child
the number of times that toss is called is, w.h.p., O(logn). We thus have the following.
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I Lemma 11. During a given call to next-child, w.h.p., O(log2 n) random bits are used.

The following lemma states the time, space, and randomness complexities of the queries.

I Lemma 12. The complexities of next-child-tp and parent are as follows.
Given an invocation of parent the following hold for this invocation:
1. The increase, during that invocation, of the space used by our algorithm is O(1).
2. The number of random bits used during that invocation is O(logn).
3. The time complexity of that invocation is O(logn).
Given an invocation of next-child-tp, with high probability, all of the following hold
for this invocation:
1. The increase, during that invocation, of the space used by our algorithm is O(log2 n).
2. The number of random bits used during that invocation is O(log4 n).
3. The time complexity of that invocation is O(log5 n).

Proof.
parent. During an invocation of parent(j) the size of the used space increases when a
pointer u(j) becomes non-nul or when additional values are stored in child(u(j)). To select
u(j), O(logn) random bits are used, and O(logn) time is consumed to insert j in child(u(j))
and to update the data structure for the set K (this is implicit in the listing).

next-child-tp. We first consider next-child. Observe that by Lemma 8, w.h.p., each and
every root (non-recursive) invocation of next-child has a recursion tree of size O(logn). In
each invocation of next-child, O(1) variables front(j) and u(j) may be updated. Therefore,
w.h.p., for all root (non-recursive) calls to next-child it holds that the increase in space
during this invocation is O(logn) (see Section 5.2.1). Using Lemmas 11 and 8 we have that,
w.h.p., each root invocation of next-child uses O(log3 n) random bits. Using Lemmas 10
and 8, we have that, w.h.p., the time complexity of each root invocation of next-child is
O(log4 n).

Because the types of the pointers are uniformly distributed in {dir, rec}, each call to
next-child-tp results, w.h.p., in O(logn) calls to next-child. The above complexities are
thus multiplied by an O(logn) factor to get the (w.h.p.) complexities of next-child-tp. J

6 On-the-fly Generator for BA-Graphs

Our on-the-fly generator for BA-graphs is called O-t-F-BA, and simply calls
BA-next-neighbor(v) for each query on node v. We present an implementation for the
BA-next-neighbor query, and prove its correctness, as well as analyze its time, space, and
randomness complexities. The on-the-fly BA generator maintains n standard heaps, one
for each node. The heaps store nodes, where the order is the natural order of their serial
numbers. The heap of node j stores some of the nodes already known to be neighbors of j.

For the first BA-next-neighbor(v) query, for a given v, we proceed as follows. We find
the parent of v in the BA-graph, which is done by following, in the pointers tree, the
pointers of the ancestors of v until we find an ancestor pointed to by a dir pointer (and
not a rec pointer). See Figure 2. In addition, we initialize the process of finding neighbors
of v to its right (i.e., with a bigger serial number) by inserting into the heap of v the
“final node” n+ 1 as well as the first child of v.
Observe that any subsequent BA-next-neighbor(v) query is to return a child of v in the
BA-graph. The children x of v in the BA-graph have, in the pointers tree, a path of u(·)
pointers starting at x and ending at v with all pointers, except the last one, being rec
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1: procedure BA-next-neighbor(v)
2: if first_query(v) = true then
3: /* first query for v */
4: first_query(v)← false
5: heap-insert(heapv, n+ 1)
6: heap-insert(heapv, next-child-tp(v, v, dir))
7: return BA-parent(v)
8: else
9: /* all subsequent queries for v */

10: r ← heap-extract-min(heapv)
11: if r = n+ 1 then
12: heap-insert(heapv, n+ 1)
13: return n+ 1
14: else
15: if type(r) = dir then
16: heap-insert(heapv, next-child-tp(v, r, dir))
17: heap-insert(heapv, next-child-tp(r, r, rec))
18: else
19: (q, type)← parent(r)
20: heap-insert(heapv, next-child-tp(q, r, rec))
21: end if
22: return r
23: end if
24: end if
25: end procedure

1: procedure BA-parent(v)
2: (i, f lag)← parent(v)
3: if flag = dir then
4: return i
5: else
6: return BA-parent(i)
7: end if
8: end procedure

Figure 2 Pseudo code of the on-the-fly BA generator.

(the last being dir). The query has to report the children in increasing index number.
To this end the heap of v is used; it stores some of the children of v, not yet returned by
a BA-next-neighbor(v) query. This heap is also updated so that BA-next-neighbor(v)
will continue to return the next child according to the index order. To do so, whenever a
node, r, is extracted from the heap, the heap is updated to include the following:

If r has a dir pointer to v, then we add to the heap (1) the next, after r, node with a
dir pointer to v, and (2) the first node that has a rec pointer to r.
If r has a rec pointer to a node r′, then we add to the heap the first, after r, node
with a rec pointer to r′.

The proof of the next lemma, by induction on the number of queries, is omitted.

I Lemma 13. The procedure BA-next-neighbor returns the next neighbor of v.

Since the flags in the pointers tree are uniformly distributed, and by Lemma 12, we have:

I Lemma 14. For any given root (non-recursive) invocation of BA-parent, with high proba-
bility, that invocation takes O(log2 n) time.

The next theorem follows from the code, standard heap implementation, and Lemma 12.

I Theorem 15. For any given invocation of BA-next-neighbor, with high probability, all
of the following hold for that invocation:
1. The increase, during that invocation, of the space used by our algorithm O(log2 n).
2. The number of random bits used during that invocation is O(log4 n).
3. The time complexity of that invocation is O(log5 n).

We now state the properties of our on-the-fly graph generator for BA-graphs.
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I Definition 16. For a number of queries T > 0 and a sequence of BA-next-neighbor
queries Q = (q1, . . . , qT ), let A(Q) be the sequence of answers returned by an algorithm A

on Q. If A is randomized then A(Q) is a probability distribution on sequences of answers.

Let Opt-BAn be the (randomized) algorithm that first runs the Markov process to generate
a graph G on n nodes according to the BA model, stores G, and then answers queries by
accessing the stored G. Let O-t-F-BAn be the algorithm O-t-F-BA run with graph-size n.

I Theorem 17. For any sequence of queries Q, Opt-BAn(Q) = O-t-F-BAn(Q).

I Theorem 18. For any T > 0 and any sequence of queries Q = (q1, . . . , qT ), when using
O-t-F-BAn it holds w.h.p. that, for all 1 ≤ t ≤ T :
1. The increase in the used space, while processing query t, is O(log2 n).
2. The number of random bits used while processing query t is O(log4 n).
3. The time complexity for processing query t is O(log5 n).

Proof. A query BA-next-neighbor(v) at time t is a trivial if at some t′ < t a query
BA-next-neighbor(v) returns n+ 1. Observe that trivial queries take O(logn) deterministic
time, do not use randomness, and do not increase the used space. Since there are less than
n2 non-trivial queries, the theorem follows from Theorem 15 and a union bound. J
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Abstract
We revisit the classic problem of estimating the degree distribution moments of an undirected
graph. Consider an undirected graph G = (V,E) with n (non-isolated) vertices, and define (for
s > 0) µs = 1

n ·
∑

v∈V d
s
v. Our aim is to estimate µs within a multiplicative error of (1 + ε) (for a

given approximation parameter ε > 0) in sublinear time. We consider the sparse graph model that
allows access to: uniform random vertices, queries for the degree of any vertex, and queries for a
neighbor of any vertex. For the case of s = 1 (the average degree), Õ(

√
n) queries suffice for any

constant ε (Feige, SICOMP 06 and Goldreich-Ron, RSA 08). Gonen-Ron-Shavitt (SIDMA 11)
extended this result to all integral s > 0, by designing an algorithms that performs Õ(n1−1/(s+1))
queries. (Strictly speaking, their algorithm approximates the number of star-subgraphs of a given
size, but a slight modification gives an algorithm for moments.)

We design a new, significantly simpler algorithm for this problem. In the worst-case, it exactly
matches the bounds of Gonen-Ron-Shavitt, and has a much simpler proof. More importantly,
the running time of this algorithm is connected to the degeneracy of G. This is (essentially) the
maximum density of an induced subgraph. For the family of graphs with degeneracy at most α,
it has a query complexity of Õ

(
n1−1/s

µ
1/s
s

(
α1/s + min{α, µ1/s

s }
))

= Õ(n1−1/sα/µ
1/s
s ). Thus, for

the class of bounded degeneracy graphs (which includes all minor closed families and preferential
attachment graphs), we can estimate the average degree in Õ(1) queries, and can estimate the
variance of the degree distribution in Õ(

√
n) queries. This is a major improvement over the

previous worst-case bounds. Our key insight is in designing an estimator for µs that has low
variance when G does not have large dense subgraphs.
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7:2 Sublinear Time Estimation of Degree Distribution Moments

1 Introduction

Estimating the mean and moments of a sequence of n integers d1, d2, . . . , dn is a classic
problem in statistics that requires little introduction. In the absence of any knowledge of the
moments of the sequence, it is not possible to prove anything non-trivial. But suppose these
integers formed the degree sequence of a graph. Formally, let G = (V,E) be an undirected
graph over n vertices, and let dv denote the degree of vertex v ∈ V , where we assume
that dv ≥ 1 for every v.1 Feige proved that O∗(

√
n) uniform random vertex degrees (in

expectation) suffice to provide a (2 + ε)-approximation to the average degree [23]. (We use
O∗(·) to suppress poly(logn, 1/ε) factors.) The variance can be as large as n for graphs of
constant average degree (simply consider a star), but the constraints of a degree distribution
allow for non-trivial approximations. Classic theorems of Erdős-Gallai and Havel-Hakimi
characterize such sequences [29, 21, 27].

Again, the star graph shows that the (2 + ε)-approximation cannot be beaten in sublinear
time through pure vertex sampling. Suppose we could also access random neighbors of a
given vertex. In this setting, Goldreich and Ron showed it is possible to obtain a (1 + ε)-
approximation to the average degree in O∗(

√
n) expected time [24].

In a substantial (and complex) generalization, Gonen, Ron, and Shavitt (henceforth,
GRS) gave a sublinear-time algorithm that estimates the higher moments of the degree
distribution [25]. Technically, GRS gave an algorithm for approximating the number of
stars in a graph, but a simple modification yields an algorithm for moments estimation. For
precision, let us formally define this problem. The degree distribution is the distribution
over the degree of a uniform random vertex. The s-th moment of the degree distribution is
µs , 1

n ·
∑
v∈V d

s
v.

The Degree Distribution Moment Estimation (DDME) Problem. Let G = (V,E) be a
graph over n vertices, where n is known. Access to G is provided through the following
queries. We can (i) get the id (label) of a uniform random vertex, (ii) query the degree dv of
any vertex v, (iii) query a uniform random neighbor of any vertex v. Given ε > 0 and s ≥ 1,
output a (1 + ε)-multiplicative approximation to µs with probability2 > 2/3.

The DDME problem has important connections to network science, which is the study
of properties of real-world graphs. There have been numerous results on the significance
of heavy-tailed/power-law degree distributions in such graphs, since the seminal results of
Barabási-Albert [5, 10, 22]. The degree distribution and its moments are commonly used
to characterize and model graphs appearing in varied applications [7, 36, 14, 37, 8]. On
the theoretical side, recent results provide faster algorithms for graphs where the degree
distribution has some specified form [6, 9]. Practical algorithms for specific cases of DDME
have been studied by Dasgupta et al and Chierichetti et al. [17, 13]. (These results requires
bounds on the mixing time of the random walk on G.)

1.1 Results
Letm denote the number of edges in the graph (wherem is not provided to the algorithm). For
the sake of simplicity, we restrict the discussion in the introduction to case when µs ≤ ns−1.

1 The assumption on there being no isolated vertices is made here only for the sake of simplicity of the
presentation, as it ensures a basic lower bound on the moments.

2 The constant 2/3 is a matter of convenience. It can be increased to at least 1 − δ by taking the median
value of log(1/δ) independent invocations.
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As observed by GRS, the complexity of the DDME problem is smaller when µs is significantly
larger. GRS designed an (expected) O∗

(
n1−1/(s+1)/µ

1/(s+1)
s + n1−1/s

)
-query algorithm for

DDME and proved this expression was optimal up to poly(logn, 1/ε) dependencies. (Here
O∗(·) also suppresses additional factors that depend only on s). Note that for a graph
without isolated vertices, µs ≥ 1 for every s > 0, so this yields a worst-case O∗(n1−1/(s+1))
bound. The s = 1 case is estimating the average degree, so this recovers the O∗(

√
n) bounds

of Goldreich-Ron. We mention a recent result by Aliakbarpour et al. [1] for DDME, in
a stronger model that assumes additional access to uniform random edges. They get a
better bound of O∗(m/(nµs)1/s) in this stronger model, for s > 1 (and µs ≤ ns−1). Note
that the main challenge of DDME is in measuring the contribution of high-degree vertices,
which becomes substantially easier when random edges are provided. In the DDME problem
without such samples, it is quite non-trivial to even detect high degree vertices.

All the bounds given above are known to be optimal, up to poly(logn, 1/ε) dependencies,
and at first blush, this problem appears to be solved. We unearth a connection between
DDME and the degeneracy of G. The degeneracy of G is (up to a factor 2) the maximum
density over all subgraphs of G. We design an algorithm that has a nuanced query complexity,
depending on the degeneracy of G. Our result subsumes all existing results, and provides
substantial improvements in many interesting cases. Furthermore, our algorithm and its
analysis are significantly simpler and more concise than in the GRS result.

We begin with a convenient corollary of our main theorem. A tighter, more precise bound
appears as Theorem 3.

I Theorem 1. Consider the family of graphs with degeneracy at most α. The DDME problem
can be solved on this family using O∗

(
n1−1/s

µ
1/s
s

(
α1/s + min{α, µ1/s

s }
))

queries in expectation.
The running time is linear in the number of queries.

Consider the case of bounded degeneracy graphs, where α = O(1). This is a rich class of
graphs. Every minor-closed family of graphs has bounded degeneracy, as do graphs generated
by the Barabási-Albert preferential attachment process [5]. There is a rich theory of bounded
expansion graphs, which spans logic, graph minor theory, and fixed-parameter tractability [32].
All these graph classes have bounded degeneracy. For every such class of graphs, we get a
(1 + ε)-estimate of µs in O∗(n1−1/s/µ

1/s
s ) time. We stress that bounded degeneracy does not

imply any bounds on the maximum degree or the moments. The star graph has degeneracy
1, but has extremely large moments due to the central vertex.

Consider any bounded degeneracy graph without isolated vertices. We can accurately
estimate the average degree (s = 1) in poly(logn) queries, and estimate the variance of the
degree distribution (s = 2) in

√
n · poly(logn) queries. Contrast this with the (worst-case

optimal)
√
n bounds of Feige and Goldreich-Ron for average degree, and the O∗(n2/3) bound

of GRS for variance estimation. For general s, our bound is a significant improvement over
the O∗(n1−1/(s+1)/µ

1/(s+1)
s ) bound of GRS.

The algorithm attaining Theorem 1 requires an upper bound on the degeneracy of the
graph. When an degeneracy bound is not given, the algorithm recovers the bounds of GRS,
with an improvement on the extra poly(logn)/ε factors. More details are in Theorem 3. We
note that the degeneracy-dependent bound in Theorem 1 cannot be attained by an algorithm
that is only given n as a parameter. In particular, if an algorithm is only provided with n
and must work on all graphs with n vertices, then it must perform Ω(

√
n) queries in order

to approximate the average degree even for graphs of constant degeneracy (and constant
average degree). Details are given in Subsection 7.1 in the full version of the paper.
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7:4 Sublinear Time Estimation of Degree Distribution Moments

The bound of Theorem 1 may appear artificial, but we prove that it is optimal when
µs ≤ ns−1. (For the general case, we also have optimal upper and lower bounds.) This
construction is an extension of the lower bound proof of GRS.

I Theorem 2. Consider the family of graphs with degeneracy α and where µs ≤ ns−1. Any
algorithm for the DDME problem on this family requires Ω

(
n1−1/s

µ
1/s
s

·
(
α1/s + min{α, µ1/s

s }
))

queries.

1.2 From degeneracy to moment estimation
We begin with a closer look at the lower bound examples of Feige, Goldreich-Ron, and GRS.
The core idea is quite simple: DDME is hard when the overall graph is sparse, but there are
small dense subgraphs. Consider the case of a clique of size 100

√
n connected to a tree of

size n. The small clique dominates the average degree, but any sublinear algorithm with
access only to random vertices pays Ω(

√
n) for a non-trivial approximation. GRS use more

complex constructions to get an Ω(n1−1/(s+1)) lower bound for general s. This also involves
embedding small dense subgraphs that dominate the moments.

Can we prove a converse to these lower bound constructions? In other words, prove
that the non-existence of dense subgraphs must imply that DDME is easier? A convenient
parameter for this non-existence is the degeneracy.

But the degeneracy is a global parameter, and it is not clear how a sublinear algorithm
can exploit it. Furthermore, DDME algorithms are typically very local; they sample random
vertices, query the degrees of these vertices and maybe also query the degrees of some of
their neighbors. We need a local property that sublinear algorithms can exploit, but can
also be linked to the degeneracy. We achieve this connection via the degree ordering of
G. Consider the DAG obtained by directing all edges from lower to higher degree vertices.
Chiba-Nishizeki related the properties of the out-degree distribution to the degeneracy, and
exploited this for clique counting [12]. Nonetheless, there is no clear link to DDME. (Nor do
we use any of their techniques; we state this result merely to show what led us to use the
degree ordering).

Our main insight is the construction of an estimator for DDME whose variance depends
on the degeneracy of G. This estimator critically uses the degree ordering. Our proof relates
the variance of this estimator to the density of subgraphs in G, which can be bounded by
the degeneracy. We stress that our algorithm is quite simple, and the technicalities are in
the analysis and setting of certain parameters.

1.3 Designing the algorithm
Designate the weight of an edge (u, v) to be ds−1

u + ds−1
v . A simple calculation yields that the

sum of the weights of all edges is exactly Ms ,
∑
v d

s
v = n · µs. Suppose we could sample

uniform random edges (and knew the total number of edges). Then we could hope to estimate
Ms through uniform edge sampling. The variance of the edge weights can be bounded, and
this yields an O∗(m/(nµs)1/s) = O∗(n1−1/s) algorithm (when no vertex is isolated). Indeed,
this is very similar to the approach of Aliakbarpour et al. [1]. Such variance calculations
were also used in the classic Alon-Matias-Szegedy result of frequency moment estimation [3].

Our approach is to simulate uniform edge samples using uniform vertex samples. Suppose
we sampled a set R of uniform random vertices. By querying the degrees of all these vertices,
we can select vertices in R with probability proportional to their degrees, which allows us to
uniformly sample edges that are incident to vertices in R. Now, we simply run the uniform
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edge sampling algorithm on these edges. This algorithmic structure was recently used for
sublinear triangle counting algorithms by Eden et al. [19].

Here lies the core technical challenge. How to bound the number of random vertices that
is sufficient for effectively simulating the random edge algorithm? This boils down to the
behavior of the variance of the “vertex weight" distribution. Let the weight of a vertex be the
sum of weights of its incident edges. The weight distribution over vertices can be extremely
skewed, and this approach would require a forbiddingly large R.

A standard technique from triangle counting (first introduced by Chiba-Nishizeki [12])
helps reduce the variance. Direct all edges from lower degree to higher degree vertices,
breaking ties consistently. Now, set the weight of a vertex to be the sum of weights
on incident out-edges. Thus, a high-degree vertex with lower degree neighbors will have
a significantly reduced weight, reducing overall variance. In the general case (ignoring
degeneracy), a relatively simple argument bounds the maximum weight of a vertex, which
enables us to bound the variance of the weight distribution. This yields a much simpler
algorithm and proof of the GRS bound.

In the case of graphs with bounded degeneracy, we need a more refined approach. Our key
insight is an intimate connection between the variance and the existence of dense subgraphs
in G. We basically show that the main structure that leads to high variance is the existence
of dense subgraphs. Formally, we can translate a small upper bound on the density of any
subgraph to a bound on the variance of the vertex weights. This establishes the connection
to the graph degeneracy.

1.4 Simplicity of our algorithm
Our viewpoint on DDME is quite different from GRS and its precursor [24], which proceed
by bucketing the vertices based on their degree. This leads to a complicated algorithm, which
essentially samples to estimate the size of the buckets, and also the number of edges between
various buckets (and “sub-buckets”). We make use of buckets in out analysis, in order to
obtain the upper bound that depends on the degeneracy α (in order to achieve the GRS
upper bound, our analysis does not use bucketing).

As explained above, our main DDME procedure, Moment-estimator is simple enough
to present in a few lines of pseudocode (see Figure 1). We feel that the structural simplicity
of Moment-estimator is an important contribution of our work.

Moment-estimator takes two sampling parameters r and q. The main result Theorem 3
follows from running Moment-estimator with a standard geometric search for the right
setting of r and q. In Moment-estimator we use id(v) to denote the label of a vertex v,
where vertices have unique ids and there is a complete order over the ids.

1.5 Other related work
As mentioned at the beginning of this section, Aliakbarpour et al. [1] consider the problem
of approximating the number of s-stars for s ≥ 2 when given access to uniformly selected
edges. Given the ability to uniformly select edges, they can select vertices with probability
proportional to their degree (rather than uniformly). This can be used to get an unbiased
estimator of µs (or the s-star count) with low variance. This leads to an O(m/(nµs)1/s)
bound, which is optimal (for µs ≤ ns−1).

Dasgupta, Kumar, and Sarlos give practical algorithms for average degree estimation,
though they assume bounds on the mixing time of the random walk on the graph [17]. A
recent paper of Chierichetti et al. build on these methods to sample nodes according to

ICALP 2017



7:6 Sublinear Time Estimation of Degree Distribution Moments

Moment-estimators(r, q)
1. Select r vertices, uniformly, independently, at random and let the resulting multi-set

be denoted by R. Query the degree of each vertex in R, and let dR =
∑
v∈R dv.

2. For i = 1, . . . , q do:
a. Select a vertex vi with probability proportional to its degree (i.e., with probability
dvi
/dR), and query for a random neighbor ui of vi.

b. If dvi < dui or dvi = dui and id(vi) < id(ui), set Xi = (ds−1
vi

+ ds−1
ui

). Else, set
Xi = 0.

3. Return X = 1
r ·

dR

q ·
q∑
i=1

Xi .

Figure 1 Algorithm Moment-estimators for approximating µs.

powers of their degree (which is closely related to DDME) [13]. Simpson, Seshadhri, and
McGregor give practical algorithms to estimate the entire cumulative degree distribution in
the streaming setting [38]. This is different from the sublinear query model we consider, and
the results are mostly empirical.

In [19], Eden et al. present an algorithm for approximating the number of triangles in a
graph. Although this is a very different problem than DDME, there are similar challenges
regarding high-degree vertices. Indeed, as mentioned earlier, the approach of sampling
random edges through a set of random vertices was used in [19].

The degeneracy is closely related to other “density" notions, such as the arboricity,
thickness, and strength of a graph [4]. There is a rich history of algorithmic results where
run time depends on the degeneracy [31, 12, 2, 20].

Other sublinear algorithms for estimating various graph parameters include: approximat-
ing the size of the minimum-weight spanning tree [11, 16, 15], maximum matching [33, 39]
and of the minimum vertex cover [35, 33, 30, 39, 28, 34].

A Comment regarding this extended abstract
We defer some of the details of the analysis of the algorithm, as well as the lower bound
proof, to the accompanying full version of the paper.

2 The main theorem

I Theorem 3. For every graph G, there exists an algorithm that returns a value Z such
that Z ∈ [(1− ε)µs(G), (1 + ε)µs(G)] with probability at least 2/3. Assume that algorithm is
given α, an upper bound on the degeneracy of G. (If no such bound is provided, the algorithm
assumes a trivial bound of α = ∞.) The expected running time is the minimum of the
following two expressions.

O
(

2s · n1−1/s · log2 n ·
( α
µs

)1/s
+ min

{n1−1/s · α
µ

1/s
s

,
ns−1 · α
µs

})
· s logn · log(s logn)

ε2 (1)

O
(n1−1/(s+1)

µ
1/(s+1)
s

+ min
{
n1−1/s,

ns−1−1/s

µ
1−1/s
s

})
· s logn · log(s logn)

ε2 (2)

Equation (2) is essentially the query complexity of GRS (albeit with a better dependence
on s, logn, and 1/ε). Thus, our algorithm is guaranteed to be at least as good as that. If α is
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exactly the degeneracy of G, then we can prove that Equation (1) is less than Equation (2).
Within each expression, there is a min of two terms. The first term is smaller iff µs ≤ ns−1.

The mechanism of deriving this rather cumbersome running time is the following. The
algorithm of Theorem 3 runs Moment-estimator for geometrically increasing values of r
and q, which is in turn derived from a geometrically decreasing guess of µs. It uses this guess
to set r and q. There is a setting of values depending on α, and a setting independent of it.
The algorithm simply picks the minimum of these settings to achieve the smaller running
time.

3 Sufficient conditions for r and q in Moment-estimator

In this section we provide sufficient conditions on the parameters r and q that are used
by Moment-estimator (Figure 1), in order for the algorithm to return a (1 + ε) estimate
of µs. First we introduce some notations. For a graph G = (V,E) and a vertex v ∈ V ,
let Γ(v) denote the set of neighbors of v in G (so that dv = |Γ(v)|). For any (multi-
)set R of vertices, let ER be the (multi-)set of edges incident to the vertices in R. We
will think of the edges in ER as ordered pairs; thus (v, u) is distinct from (u, v), and so
ER , {(v, u) : v ∈ R, u ∈ Γ(v)}. Observe that dR, as defined in Step 1 of Moment-
estimator equals |ER|. Let Ms = Ms(G) ,

∑
v∈V d

s
v, so that µs = Ms/n. In the analysis

of the algorithm, it is convenient to work with Ms instead of µs.
A critical aspect of our algorithm (and proof) is the degree ordering on vertices. Formally,

we set u ≺ v if du < dv or, du = dv and id(u) < id(v). Given the degree ordering, we let
Γ+(v) , {u ∈ Γ(v) : v ≺ u}, d+

v , |Γ+(v)|, and E+ , {(v, u) : v ∈ V, u ∈ Γ+(v)}. Here
and elsewhere, we use

∑
v as a shorthand for

∑
v∈V .

I Definition 4. We define the weight of an edge e = (v, u) as follows: if v ≺ u define
wt(e) , (ds−1

v + ds−1
u ). Otherwise, wt(e) , 0.

For a vertex v ∈ V , wt(v) ,
∑

u∈Γ(v)
wt((v, u)) =

∑
u∈Γ+(v)

wt((v, u)), and for a (multi-)set of

vertices R, wt(R) ,
∑
v∈R

wt(v).

Observe that given the above notations and definition, Moment-estimator selects uniform
edges from ER and sets each Xi (in Step 2b) to wt((vi, ui)). The next two claims readily
follow from Definition 4 (and the description of the algorithm).

I Claim 5.
∑
v wt(v) = Ms.

I Claim 6. Ex[X] = µs, where X is as defined in Step 3 of the algorithm.

3.1 Conditions on the parameters r and q

We next state two conditions on the parameters r and q, which are used in the algorithm,
and then establish several claims, based on the conditions holding. The conditions are stated
in terms of properties of the graph as well as the approximation parameter ε and a confidence
parameter δ.

1. The vertex condition: r ≥ (120 · n ·
∑
v wt(v)2)/(ε2 · δ ·M2

s ),
2. The edge condition: q ≥ 2000 ·m ·M2s−1/(ε2 · δ3 ·M2

s ) .

ICALP 2017
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I Lemma 7. If Condition 1 holds, then with probability at least 1− δ/2, all the following
hold.
1. wt(R) ∈

[(
1− ε

2
)
· rn ·Ms,

(
1 + ε

2
)
· rn ·Ms

]
.

2. |ER| ≤ 12
δ ·

r
n ·m.

3.
∑

(v,u)∈E+
R

wt ((v, u))2 ≤ 18
δ ·

r
n ·M2s−1.

The proof of the first item in Lemma 7 follows from Chebyshev’s inequality (using Var[wt(R)] ≤
r
n ·
∑
v wt(v)2), and the proofs of the other two items follow from Markov’s inequality (as

well as the definition of M2s−1).

I Theorem 8. If Conditions 1 and 2 hold, then X ∈ [(1− ε)µs, (1 + ε)µs] with probability
at least 1− δ.

Proof. Condition on any choice of R. We have Ex[X|R] = (1/r)wt(R). Turning to the
variance, since the edges (vi, ui) are chosen from ER uniformly at random, it is not hard to
verify that

Var[X|R] =
(

1
r

)2
·
(
|ER|
q

)2
·Var

[
q∑
i=1

Xi

∣∣∣ R] = 1
q
· |ER|

r
·
∑

(v,u)∈E+
R

wt ((v, u))2

r
.

Let us now condition on R such that the bounds of Lemma 7 hold. Note that such an R is
chosen with probability at least 1− δ/2. We get Var[X|R] ≤ 250

δ2 · 1
q ·

m
n ·

M2s−1
n . We apply

Chebyshev’s inequality and invoke Condition 2:

Pr
[∣∣∣(X|R)− Ex[X|R]

∣∣∣ ≤ ε

2 · µs
]
≤ 4 ·Var[X|R]

ε2 · µ2
s

≤ 1
q
· 4 · (250/δ2) ·m ·M2s−1

ε2 ·M2
s

≤ δ

2 .

By Lemma 7, Ex[X|R] = (1/r)wt(R) ∈ [(1− ε/2)µs, (1 + ε/2)µs]. The theorem follows by
applying the union bound. J

4 Satisfying Conditions 1 and 2 in general graphs

We show how to set r and q to satisfy Conditions 1 and 2 in general graphs. Our setting of r
and q will give us the same query complexity as [25] (up to the dependence on 1/ε and logn,
on which we improve, and the exponential dependence on s in [25], which we do not incur).
In the next section we show how the setting of r and q can be improved using a degeneracy
bound.

For cr and cq that are sufficiently large constants, we set

r = cr
ε2 · δ

· n

M
1/(s+1)
s

, q = cq
ε2 · δ3 ·min

{
n1−1/s,

ns−1/s

M
1−1/s
s

}
. (3)

This setting of parameters requires the knowledge of Ms, which is exactly what we are trying
to approximate (up to the normalization factor of n). A simple geometric search argument
alleviates the need to know Ms. For details see Section 6.

In order to assert that r as set in Equation (3) satisfies Condition 1, it suffices to establish
the next lemma.

I Lemma 9 (Condition 1 holds).
∑
v wt(v)2 ≤ 4M2− 1

s+1
s .
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Proof. Let θ = M
1/(s+1)
s be a degree threshold. We define H , {v : dv > θ}, L , V \H.

This partition into “high-degree” vertices (H) and “low-degree” vertices (L) will be useful
in upper bounding the maximum weight wt(v) of a vertex v, and hence upper bounding∑
v wt(v)2. Details follow.
We first observe that |H| ≤M1/(s+1)

s . This is true since otherwise,
∑
v∈H d

s
v > M

1/(s+1)
s ·

M
s

s+1
s = Ms, which is a contradiction. We claim that this upper bound on |H| implies that

max
v

d+
v ≤M1/(s+1)

s . (4)

To verify this, assume, contrary of the claim, that for some v, d+
v > M

1/(s+1)
s . But then

there are at least M1/(s+1)
s vertices u such that du ≥ dv ≥ d+

v > M
1/(s+1)
s . This contradicts

the bound on |H|.
It will also be useful to bound

∑
u∈H d

s−1
u . By Hölder’s inequality with conjugates s and

s/(s− 1) (a statement of Hölder’s inequality can be found in the full version of the paper)
and the bound on |H|,

∑
u∈H

ds−1
u =

∑
u∈H

1 · ds−1
u ≤ |H|1/s

(∑
u∈H

dsu

) s−1
s

≤M
1

s(s+1)
s ·M

s−1
s

s ≤M
s

s+1
s . (5)

We now turn to bounding maxv{wt(v)}. By the definition of wt(v) and the degree
ordering,

wt(v) =
∑

u∈Γ+(v)

(ds−1
v +ds−1

u ) ≤ 2
∑

u∈Γ+(v)

ds−1
u = 2

∑
u∈Γ+(v)∩L

ds−1
u + 2

∑
u∈Γ+(v)∩H

ds−1
u . (6)

For the first term on the right-hand-side of Equation (6), recall that du ≤M1/(s+1)
s for u ∈ L.

Thus, by Equation (4),∑
u∈Γ+(v)∩L

ds−1
u ≤ d+

v ·M
s−1
s+1
s ≤M

s
s+1
s . (7)

For the second term, using Γ+(v) ∩H ⊆ H and applying Equation (5),∑
u∈Γ+(v)∩H

ds−1
u ≤

∑
u∈H

ds−1
u ≤M

s
s+1
s . (8)

Finally,∑
v

wt(v)2 ≤ max
v
{wt(v)} ·

∑
v

wt(v) ≤M2−1/(s+1)
s ,

where the second inequality follows by combining Equations (6)–(8) to get an upper bound
on maxv{wt(v)} and applying Claim 5. J

The next lemma implies that Condition 2 holds for q as set in Equation (3).

I Lemma 10 (Condition 2 holds). min
{
n1−1/s, n

s−1/s

M
1−1/s
s

}
≥ 2m · M2s−1

M2
s

.

Proof. We can bound M2s−1 in two ways. First, by a standard norm inequality, since s ≥ 1,

M2s−1 =
∑
v

d2s−1
v ≤

(∑
v

dsv

)(2s−1)/s

= M2−1/s
s . (9)
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We can also use the trivial bound dv ≤ n and get M2s−1 ≤ ns−1 ·Ms. Thus, M2s−1 ≤
min{M2−1/s

s , ns−1 ·Ms}. By applying Hölder’s inequality with conjugates s/(s− 1) and s
we get that

2m =
∑
v

1 · dv ≤ n(s−1)/s ·

(∑
v

dsv

)1/s

= n1−1/s ·M1/s
s . (10)

We multiply the bound by M2s−1 to complete the proof. J

5 The Degeneracy Connection

The degeneracy, or the coloring number, of a graph G = (V,E) is the maximum value, over
all subgraphs G′ of G, of the minimum degree in G′. In this definition, we can replace
“minimum" by “average” to get a 2-factor approximation to the degeneracy (refer to [26];
Theorem 2.4.4 and Corollary 5.2.3 of [18]). Abusing notation, it will be convenient for us to
define α(G) = maxS⊆V

{
|E(S)|
|S|

}
.

We also make the following observation regarding the relation between α(G) and Ms(G).

I Claim 11. For every graph G, α(G) ≤Ms(G)
1

s+1 .

In this section, we show that the following setting of parameters forMoment-estimators
satisfies Conditions 1 and 2, for every graph G with degeneracy at most α (i.e., α(G) ≤ α),
and for appropriate constants cr and cq.

r = cr
ε2 · δ

·min
{

n

M
1/(s+1)
s

, 2s · n · log2 n ·
(
α

Ms

)1/s
}
, (11)

q = cq
ε2 · δ3 ·min

{
n · α
M

1/s
s

,
ns · α
Ms

, n1−1/s,
ns−1/s

M
1−1/s
s

}
. (12)

Clearly the setting of r and q in Equation (11) and Equation (12) respectively, can only
improve on the setting of r and q for the general case in Equation (3) (Section 4).

Our main challenge is in proving that Condition 1 holds for r as set in Equation (11)
(when the graph has degeneracy at most α). Here too, the goal is to upper bound

∑
v wt(v)2.

However, as opposed to the proof of Lemma 9 in Section 4, where we simply obtained an
upper bound on maxv{wt(v)} (and bounded

∑
v wt(v)2 by maxv{wt(v)} ·Ms), here the

analysis is more refined, and uses the degeneracy bound. For details see the proof of our
main lemma, stated next.

I Lemma 12 (Condition 1 holds). For a sufficiently large constant c,
∑
v wt(v)2 ≤ c · 2s ·

α1/s ·M2−1/s
s · log2 n.

Proof Sketch. In this extended abstract we only provide the high-level structure of the
proof. By the definition of wt(v), and since dv ≤ du for every v and u ∈ Γ+(v),∑

v

wt(v)2 =
∑
v

( ∑
u∈Γ+(v)

(
ds−1
v + ds−1

u

) )2
≤ 4 ·

∑
v

( ∑
u∈Γ+(v)

ds−1
u

)2
. (13)

In order to bound the expression on the right-hand-side of Equation (13) we partition
the vertices (with degree at least 1) according to their degree. Let Ui , {u ∈ V : du ∈
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(2i−1, 2i]} for 0 ≤ i ≤ dlogne, and let Γ+
i (v) be a shorthand for Γ+(v) ∩ Ui. By considering

each Ui separately and applying Hölder’s inequality we get the following bound for every v.∑
u∈Γ+

i
(v)

1 · ds−1
u ≤ |Γ+

i (v)|1/s ·
( ∑
u∈Γ+

i
(v)

dsu

)(s−1)/s
≤ |Γ+

i (v)|1/s ·M (s−1)/s
s . (14)

For each i, we also partition the vertices in V according to the number of outgoing edges
that they have to Ui. Specifically, for 1 ≤ j ≤ dlog(n/α)e, define Vi,j ,

{
v ∈ V : |Γ+

i (v)| ∈(
2j−1α, 2jα

] }
. Also define Vi,0 ,

{
v ∈ V : |Γ+

i (v)| ≤ α
}
. Hence, {Vi,j}dlog(n/α)e

j=0 is a
partition of V for each i.

For a vertex u, let Γ−(u) , {v : u ∈ Γ+(v)}. For two sets of vertices S and T (which are
not necessarily disjoint), let E+(S, T ) , {(u, v) : (u, v) ∈ E+, u ∈ S, v ∈ T}. By applying
Equation (14) (to one term of the square

(∑
u∈Γ+

i
(v) d

s−1
u

)2
), and by the definition of Vi,j ,

it can be shown that

∑
v

( ∑
u∈Γ+

i
(v)

ds−1
u

)2
≤ M (s−1)/s

s ·
dlogne∑
j=0

( ∑
u∈Ui

ds−1
u ·

∑
v∈Γ−(u)∩Vi,j

|Γ+
i (v)|1/s

)
. (15)

For j < 2 we can show that
∑
u∈Ui

ds−1
u

∑
v∈Γ−(u)∩Vi,j

|Γ+
i (v)|1/s ≤ 2 ·α1/s ·Ms. Turning

to j ≥ 2, since all vertices in Ui have degree at most 2i, we get:∑
u∈Ui

ds−1
u ·

∑
v∈Γ−(u)∩Vi,j

|Γ+
i (v)|1/s ≤ 2j/s · α1/s · 2i(s−1) · |E+(Vi,j , Ui)| . (16)

Since G has degeneracy at most α and by the definition of Vi,j , it can be shown that
|E+(Vi,j , Ui)| ≤ 2α · |Ui|, where Ui = Ui ∩

(⋃
v∈Vi,j

Γ+(v)
)
. Furthermore, the definition

of Ui (together with the degeneracy bound and the definition of Ms) implies that |Ui| ≤
Ms ·2−((i−1)(s−1)+j) ·α−1. The lemma follows by combining Equation (13) with Equation (15)
and the above bounds for j < 2 and j ≥ 2. J

The next lemma, which establishes Condition 2, can be proved similarly to Lemma 10.

I Lemma 13 (Condition 2 holds).

min
{
n · α
M

1/s
s

,
ns · α
Ms

, n1−1/s,
ns−1/s

M
1−1/s
s

}
≥ m · M2s−1

M2
s

.

6 Wrapping things up

The proof of our final result, Theorem 3, follows by combining Theorem 8, Lemma 9,
Lemma 12 and Lemma 13, with a geometric search for a factor-2 estimate of Ms (which
determines the correct setting of r and q in the algorithm).
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Abstract
We investigate the problem of testing the equivalence between two discrete histograms. A k-
histogram over [n] is a probability distribution that is piecewise constant over some set of k
intervals over [n]. Histograms have been extensively studied in computer science and statistics.
Given a set of samples from two k-histogram distributions p, q over [n], we want to distinguish
(with high probability) between the cases that p = q and ‖p − q‖1 ≥ ε. The main contribution
of this paper is a new algorithm for this testing problem and a nearly matching information-
theoretic lower bound. Specifically, the sample complexity of our algorithm matches our lower
bound up to a logarithmic factor, improving on previous work by polynomial factors in the
relevant parameters. Our algorithmic approach applies in a more general setting and yields
improved sample upper bounds for testing closeness of other structured distributions as well.
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1 Introduction

In this work, we study the problem of testing equivalence (closeness) between two discrete
structured distributions. Let D be a family of univariate distributions over [n] (or Z). The
problem of closeness testing for D is the following: Given sample access to two unknown
distribution p, q ∈ D, we want to distinguish between the case that p = q versus ‖p− q‖1 ≥ ε.
(Here, ‖p−q‖1 denotes the `1-distance between the distributions p, q.) The sample complexity
of this problem depends on the underlying family D.

For example, if D is the class of all distributions over [n], then it is known [13] that
the optimal sample complexity is Θ(max{n2/3/ε4/3, n1/2/ε2}). This sample bound is best
possible only if the family D includes all possible distributions over [n], and we may be able
to obtain significantly better upper bounds for most natural settings. For example, if both
p, q are promised to be (approximately) log-concave over [n], there is an algorithm to test
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equivalence between them using O(1/ε9/4) samples [25]. This sample bound is independent
of the support size n, and is dramatically better than the worst-case tight bound [13] when
n is large.

More generally, [25] described a framework to obtain sample-efficient equivalence testers
for various families of structured distributions over both continuous and discrete domains.
While the results of [25] are sample-optimal for some families of distributions (in particular,
over continuous domains), it was not known whether they can be improved for natural
families of discrete distributions. In this paper, we work in the framework of [25] and obtain
new nearly-matching algorithms and lower bounds.

Before we state our results in full generality, we describe in detail a concrete application
of our techniques to the case of histograms – a well-studied family of structured discrete
distributions with a plethora of applications.

Testing Closeness of Histograms. A k-histogram over [n] is a probability distribution
p : [n]→ [0, 1] that is piecewise constant over some set of k intervals over [n]. The algorithmic
difficulty in testing properties of such distributions lies in the fact that the location and “size”
of these intervals is a priori unknown. Histograms have been extensively studied in statistics
and computer science. In the database community, histograms [37, 14, 46, 33, 35, 36, 1]
constitute the most common tool for the succinct approximation of data. In statistics, many
methods have been proposed to estimate histogram distributions [44, 32, 45, 40, 21, 48, 38]
in a variety of settings.

In recent years, histogram distributions have attracted renewed interested from the
theoretical computer science community in the context of learning [18, 10, 11, 12, 23, 2, 3, 27]
and testing [36, 17, 26, 8, 9]. Here we study the following testing problem: Given sample
access to two distributions p, q over [n] that are promised to be (approximately) k-histograms,
distinguish between the cases that p = q versus ‖p− q‖1 ≥ ε. As the main application of our
techniques, we give a new testing algorithm and a nearly-matching information-theoretic
lower bound for this problem.

We now provide a summary of previous work on this problem followed by a description
of our new upper and lower bounds. We want to ε-test closeness in `1-distance between two
k-histograms over [n], where k ≤ n. Our goal is to understand the optimal sample complexity
of this problem as a function of k, n, 1/ε. Previous work is summarized as follows:

In [25], the authors gave a closeness tester with sample complexity
O(max{k4/5/ε6/5, k1/2/ε2}).
The best known sample lower bound is Ω(max{k2/3/ε4/3, k1/2/ε2}). This straightfor-
wardly follows from [13], since k-histograms can simulate any support k distribution.

Notably, none of the two bounds depends on the domain size n. Observe that the upper
bound of O(max{k4/5/ε6/5, k1/2/ε2}) cannot be tight for the entire range of parameters.
For example, for n = O(k), the algorithm of [13] for testing closeness between arbitrary
support n distributions has sample size O(max{k2/3/ε4/3, k1/2/ε2}), matching the above
sample complexity lower bound, up to a constant factor.

This simple example might suggest that the Ω(max{k2/3/ε4/3, k1/2/ε2}) lower bound is
tight in general. We prove that this is not the case. The main conceptual message of our
new upper bound and nearly-matching lower bound is the following:

The sample complexity of ε-testing closeness between two k-histograms over [n] depends
in a subtle way on the relation between the relevant parameters k, n and 1/ε.

We find this fact rather surprising because such a phenomenon does not occur for the sample
complexities of closely related problems. Specifically, testing the identity of a k-histogram



I. Diakonikolas, D. Kane, and V. Nikishkin 8:3

over [n] to a fixed distribution has sample complexity Θ(k1/2/ε2) [26]; and learning a k-
histogram over [n] has sample complexity Θ(k/ε2) [11]. Note that both these sample bounds
are independent of n and are known to be tight for the entire range of parameters k, n, 1/ε.

Our main positive result is a new closeness testing algorithm for k-histograms over [n]
with sample complexity O

(
k2/3 · log4/3(2 + n/k) log(k)/ε4/3). Combined with the known

upper bound of [25], we obtain the sample upper bound of

O
(

max
(

min(k4/5/ε6/5, k2/3 log4/3(2 + n/k) log(k)/ε4/3), k1/2 log2(k) log log(k)/ε2
))
.

As our main negative result, we prove a lower bound of Ω(min(k2/3 log1/3(2 + n/k)/ε4/3,

k4/5/ε6/5)). The first term in this expression shows that the “log(2 + n/k)” factor that
appears in the sample complexity of our upper bound is in fact necessary, up to a constant
power. In summary, these bounds provide a nearly-tight characterization of the sample
complexity of our histogram testing problem for the entire range of parameters.

A few observations are in order to interpret the above bounds:
When n goes to infinity, the O(k4/5/ε6/5) upper bound of [25] is tight for k-histograms.
When n = poly(k) and ε is not too small (so that the k1/2/ε2 term does not kick in),
then the right answer for the sample complexity of our problem is (k2/3/ε4/3)polylog(k).
The terms “k4/5/ε6/5” and “k2/3 log4/3(2 + n/k) log(k)/ε4/3” appearing in the sample
complexity become equal when n is exponential in k. Therefore, our new algorithm has
better sample complexity than that of [25] for all n ≤ 2O(k).

In the following subsection, we state our results in a general setting and explain how the
aforementioned applications are obtained from them.

1.1 Our Results and Comparison to Prior Work
For a given family D of discrete distributions over [n], we are interested in designing a closeness
tester for distributions in D. We work in the general framework introduced by [26, 25].
Instead of designing a different tester for any given family D, the approach of [26, 25] proceeds
by designing a generic equivalence tester under a different metric than the `1-distance. This
metric, termed Ak-distance [20], where k ≥ 2 is a positive integer, interpolates between
Kolmogorov distance (when k = 2) and the `1-distance (when k = n). It turns out that, for
a range of structured distribution families D, the Ak-distance can be used as a proxy for the
`1-distance for a value of k � n [11]. For example, if D is the family of k-histograms over [n],
the A2k distance between them is tantamount to their `1 distance. We can thus obtain an `1
closeness tester for D by plugging in the right value of k in a general Ak closeness tester.

To formally state our results, we will need some terminology.

Notation. We will use p, q to denote the probability mass functions of our distributions.
If p is discrete over support [n] := {1, . . . , n}, we denote by pi the probability of element
i in the distribution. For two discrete distributions p, q, their `1 and `2 distances are
‖p−q‖1 =

∑n
i=1 |pi−qi| and ‖p−q‖2 =

√∑n
i=1(pi − qi)2. Fix a partition of the domain I into

disjoint intervals I := (Ii)`
i=1. For such a partition I, the reduced distribution pIr corresponding

to p and I is the discrete distribution over [`] that assigns the i-th “point” the mass that p
assigns to the interval Ii; i.e., for i ∈ [`], pIr (i) = p(Ii). Let Jk be the collection of all partitions
of the domain I into k intervals. For p, q : I → R+ and k ∈ Z+, we define the Ak-distance
between p and q by ‖p−q‖Ak

def= maxI=(Ii)k
i=1∈Jk

∑k
i=1 |p(Ii)−q(Ii)| = maxI∈Jk

‖pIr −qIr ‖1.
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8:4 Near-Optimal Closeness Testing of Discrete Histogram Distributions

In this context, [25] gave a closeness testing algorithm under the Ak-distance using
O(max{k4/5/ε6/5, k1/2/ε2}) samples. It was also shown that this sample bound is information–
theoretically optimal (up to constant factors) for some adversarially constructed continuous
distributions, or discrete distributions of support size n sufficiently large as a function of k.
These results raised two natural questions: (1) What is the optimal sample complexity of
the Ak-closeness testing problem as a function of n, k, 1/ε? (2) Can we obtain tight sample
lower bounds for natural families of structured distributions?

We resolve both these open questions. Our main algorithmic result is the following:

I Theorem 1. Given sample access to distributions p and q on [n] and ε > 0 there exists an
algorithm that takes

O
(

max
(

min
(
k4/5/ε6/5, k2/3 log4/3(2 + n/k) log(2 + k)/ε4/3

)
, k1/2 log2(k) log log(k)/ε2

))
samples from each of p and q and distinguishes with 2/3 probability between the cases that
p = q and ‖p− q‖Ak

≥ ε.

As explained in [26, 25], using Theorem 1 one can obtain testing algorithms for the `1
closeness testing of various distribution families D, by using the Ak distance as a “proxy” for
the `1 distance:

I Fact 2. For a univariate distribution family D and ε > 0, let k = k(D, ε) be the smallest
integer such that for any f1, f2 ∈ D it holds that ‖f1 − f2‖1 ≤ ‖f1 − f2‖Ak

+ ε/2. Then there
exists an `1 closeness testing algorithm for D with the sample complexity of Theorem 1.

Applications

Our upper bound for `1-testing of k-histogram distributions follows from the above by noting
that for any k-histograms p, q we have ‖p − q‖1 = ‖p − q‖A2k

. Also note that our upper
bound is robust: it applies even if p, q are O(ε)-close in `1-norm to being k-histograms.

Finally, we remark that our general Ak closeness tester yields improved upper bounds
for various other families of structured distributions. Consider for example the case that D
consists of all k-mixtures of some simple family (e.g., discrete Gaussians or log-concave),
where the parameter k is large. The algorithm of [25] leads to a tester whose sample
complexity scales with O(k4/5), while Theorem 1 implies a Õ(k2/3) bound.

On the lower bound side, we show:

I Theorem 3. Let p and q be distributions on [n] and let ε > 0 be less than a sufficiently
small constant. Any tester that distinguishes between p = q and ‖p − q‖Ak

≥ ε for some
k ≤ n must use Ω(m) samples for m = min(k2/3 log4/3(2 + n/k)/ε4/3, k4/5/ε6/5).

Furthermore, for m = min(k2/3 log1/3(2 + n/k)/ε4/3, k4/5/ε6/5), any tester that distin-
guishes between p = q and ‖p− q‖Ak

≥ ε must use Ω(m) samples even if p and q are both
guaranteed to be piecewise constant distributions on O(k +m) pieces.

Note that a lower bound of Ω(
√
k/ε2) straightforwardly applies even for p and q being

k-histograms. This dominates the above bounds for ε < k−3/8.
We also note that our general lower bound with respect to the Ak distance is somewhat

stronger, matching the term “log4/3(2 + n/k)” in our upper bound.
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1.2 Related Work
During the past two decades, distribution property testing [5] – whose roots lie in statistical
hypothesis testing [41, 39] – has received considerable attention by the computer science
community, see [43, 7] for two recent surveys. The majority of the early work in this
field has focused on characterizing the sample size needed to test properties of arbitrary
distributions of a given support size. After two decades of study, this “worst-case” regime is
well-understood: for many properties of interest there exist sample-optimal testers (matched
by information-theoretic lower bounds) [42, 13, 47, 26, 24, 22].

In many settings of interest, we know a priori that the underlying distributions have
some “nice structure” (exactly or approximately). The problem of learning a probability
distribution under such structural assumptions is a classical topic in statistics, see [4] for
a classical book, and [34] for a recent book on the topic, that has recently attracted the
interest of computer scientists [18, 19, 10, 16, 11, 12, 1, 30, 31, 28, 15, 3, 27, 29].

On the other hand, the theory of distribution testing under structural assumptions is
less fully developed. More than a decade ago, Batu, Kumar, and Rubinfeld [6] considered a
specific instantiation of this question – testing the equivalence between two unknown discrete
monotone distributions – and obtained a tester whose sample complexity is poly-logarithmic
in the domain size. A recent sequence of works [17, 26, 25] developed a framework to leverage
such structural assumptions and obtained more efficient testers for a number of natural
settings. However, for several natural properties of interest there is still a substantial gap
between known sample upper and lower bounds.

1.3 Overview of Techniques
To prove our upper bound, we use a technique of iteratively reducing the number of bins
(domain elements). In particular, we show that if we merge bins together in consecutive pairs,
this does not significantly affect the Ak distance between the distributions, unless a large
fraction of the discrepancy between our distributions is supported on O(k) bins near the
boundaries in the optimal partition. In order to take advantage of this, we provide a novel
identity tester that requires few samples to distinguish between the cases where p = q and
the case where p and q have a large `1 distance supported on only k of the bins. We are able
to take advantage of the small support essentially because having a discrepancy supported
on few bins implies that the `2 distance between the distributions must be reasonably large.

Our new lower bounds are somewhat more involved. We prove them by exhibiting explicit
families of pairs of distributions, where in one case p = q and in the other p and q have large
Ak distance, but so that it is information-theoretically impossible to distinguish between
these two families with a small number of samples. In both cases, p and q are explicit
piecewise constant distributions with a small number of pieces. In both cases, our domain is
partitioned into a small number of bins and the restrictions of the distributions to different
bins are independent, making our analysis easier. In some bins we will have p = q each with
mass about 1/m (where m is the number of samples). These bins will serve the purpose of
adding “noise” making harder to read the “signal” from the other bins. In the remaining bins,
we will have either that p = q being supported on some interval, or p and q will be supported
on consecutive, non-overlapping intervals. If three samples are obtained from any one of these
intervals, the order of the samples and the distributions that they come from will provide us
with information about which family we came from. Unfortunately, since triple collisions are
relatively uncommon, this will not be useful unless m� max(k4/5/ε6/5, k1/2/ε2). Bins from
which we have one or zero samples will tell us nothing, but bins from which we have exactly
two samples may provide information.
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8:6 Near-Optimal Closeness Testing of Discrete Histogram Distributions

For these bins, it can be seen that we learn nothing from the ordering of the samples,
but we may learn something from their spacing. In particular, in the case where p and q
are supported on disjoint intervals, we would suspect that two samples very close to each
other are far more likely to be taken from the same distribution rather than from opposite
distributions. On the other hand, in order to properly interpret this information, we will
need to know something about the scale of the distributions involved in order to know when
two points should be considered to be “close”. To overcome this difficulty, we will stretch
each of our distributions by a random exponential amount. This will effectively conceal any
information about the scales involved so long as the total support size of our distributions is
exponentially large.

2 A Near-Optimal Closeness Tester over Discrete Domains

2.1 Warmup: A Simpler Algorithm
We start by giving a simpler algorithm establishing a basic version of Theorem 1 with slightly
worse parameters:

I Proposition 4. Given sample access to distributions p and q on [n] and ε > 0 there exists
an algorithm that takes

O
(
k2/3 log4/3(3 + n/k) log log(3 + n/k)/ε4/3 +

√
k log2(3 + n/k) log log(3 + n/k)/ε2

)
samples from each of p and q and distinguishes with 2/3 probability between the cases that
p = q and ‖p− q‖Ak

≥ ε.

The basic idea of our algorithm is the following: From the distributions p and q construct
new distributions p′ and q′ by merging pairs of consecutive buckets. Note that p′ and
q′ each have much smaller domains (of size about n/2). Furthermore, note that the Ak

distance between p and q is
∑

I∈I |p(I) − q(I)| for some partition I into k intervals. By
using essentially the same partition, we can show that ‖p′ − q′‖Ak

should be almost as large
as ‖p− q‖Ak

. This will in fact hold unless much of the error between p and q is supported at
points near the endpoints of intervals in I. If this is the case, it turns out there is an easy
algorithm to detect this discrepancy. We require the following definitions:

I Definition 5. For a discrete distribution p on [n], the merged distribution obtained from
p is the distribution p′ on dn/2e, so that p′(i) def= p(2i) + p(2i+ 1). For a partition I of [n] ,
define the divided partition I ′ of domain dn/2e, so that I ′i ∈ I ′ has the points obtained by
point-wise gluing together odd points and even points.

Note that one can simulate a sample from p′ given a sample from p by letting p′ = dp/2e.

I Definition 6. Let p and q be distributions on [n]. For integers k ≥ 1, let ‖p− q‖1,k be the
sum of the largest k values of |p(i)− q(i)| over i ∈ [n].

We begin by showing that either ‖p′ − q′‖Ak
is close to ‖p− q‖Ak

or ‖p− q‖1,k is large.

I Lemma 7. For any two distributions p and q on [n], let p′ and q′ be the merged distributions.
Then,

‖p− q‖Ak
≤ ‖p′ − q′‖Ak

+ 2‖p− q‖1,k .
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Proof. Let I be the partition of [n] into k intervals so that ‖p− q‖Ak
=
∑

I∈I |p(I)− q(I)|.
Let I ′ be obtained from I by rounding each upper endpoint of each interval except for the
last down to the nearest even integer, and rounding the lower endpoint of each interval up to
the nearest odd integer. Note that∑

I∈I′

|p(I)− q(I)| =
∑
I∈I′

|p′(I/2)− q′(I/2)| ≤ ‖p′ − q′‖Ak
.

The partition I ′ is obtained from I by taking at most k points and moving them from one
interval to another. Therefore, the difference∣∣∣∣∣∑

I∈I
|p(I)− q(I)| −

∑
I∈I′

|p(I)− q(I)|

∣∣∣∣∣ ,
is at most twice the sum of |p(i)− q(i)| over these k points, and therefore at most 2‖p− q‖1,k.
Combing this with the above gives our result. J

Next, we need to show that if two distributions have ‖p − q‖1,k large that this can be
detected easily.

I Lemma 8. Let p and q be distributions on [n]. Let k > 0 be a positive integer, and ε > 0.
There exists an algorithm which takes O(k2/3/ε4/3 +

√
k/ε2) samples from each of p and q and,

with probability at least 2/3, distinguishes between the cases that p = q and ‖p− q‖1,k > ε.

Note that if we needed to distinguish between p = q and ‖p− q‖1 > ε, this would require
Ω(n2/3/ε4/3 +

√
n/ε2) samples. However, the optimal testers for this problem are morally

`2-testers. That is, roughly, they actually distinguish between p = q and ‖p− q‖2 > ε/
√
n.

From this viewpoint, it is clear why it would be easier to test for discrepancies in ‖ − ‖1,k-
distance, since if ‖p− q‖1,k > ε, then ‖p− q‖2 > ε/

√
k, making it easier for our `2-type tester

to detect the difference.
Our general approach will be by way of the techniques developed in [24]. We begin by

giving the definition of a split distribution coming from that paper:

I Definition 9. Given a distribution p on [n] and a multiset S of elements of [n], define the
split distribution pS on [n+ |S|] as follows: For 1 ≤ i ≤ n, let ai denote 1 plus the number of
elements of S that are equal to i. Thus,

∑n
i=1 ai = n+ |S|. We can therefore associate the

elements of [n+ |S|] to elements of the set B = {(i, j) : i ∈ [n], 1 ≤ j ≤ ai}. We now define
a distribution pS with support B, by letting a random sample from pS be given by (i, j),
where i is drawn randomly from p and j is drawn randomly from [ai].

We now recall two basic facts about split distributions:

I Fact 10 ([24]). Let p and q be probability distributions on [n], and S a given multiset of
[n]. Then:
(i) We can simulate a sample from pS or qS by taking a single sample from p or q, respect-

ively.
(ii) It holds ‖pS − qS‖1 = ‖p− q‖1.

I Lemma 11 ([24]). Let p be a distribution on [n]. Then:
(i) For any multisets S ⊆ S′ of [n], ‖pS′‖2 ≤ ‖pS‖2, and
(ii) If S is obtained by taking m samples from p, then E[‖pS‖2

2] ≤ 1/m.

We also recall an optimal `2 closeness tester under the promise that one of the distributions
has smal `2 norm:
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8:8 Near-Optimal Closeness Testing of Discrete Histogram Distributions

I Lemma 12 ([13]). Let p and q be two unknown distributions on [n]. There exists an
algorithm that on input n, b ≥ min{‖p‖2, ‖q‖2} and 0 < ε <

√
2b, draws O(b/ε2) samples

from each of p and q and, with probability at least 2/3, distinguishes between the cases that
p = q and ‖p− q‖2 > ε.

Proof of Lemma 8: We begin by presenting the algorithm:

Algorithm Small-Support-Discrepancy-Tester
Input: sample access to pdf’s p, q : [n]→ [0, 1], k ∈ Z+, and ε > 0.
Output: “YES” if q = p; “NO” if ‖q − p‖1,k ≥ ε.

1. Let m = min(k2/3/ε4/3, k).
2. Let S be the multiset obtained by taking m independent samples from p.
3. Use the `2 tester of Lemma 12 to distinguish between the cases that pS = qS

and ‖pS − qS‖2
2 ≥ k−1ε2/2 and return the result.

The analysis is simple. By Lemma 11, with 90% probability ‖pS‖2 = O(m−1/2), and
therefore the number of samples needed (using the `2 tester from Lemma 12) is O(m +
km−1/2/ε2) = O(k2/3/ε4/3 +

√
k/ε2). If p = q, then pS = qS and the algorithm will return

“YES” with appropriate probability. If ‖q − p‖1,k ≥ ε, then ‖pS − qS‖1,k+m ≥ ε. Since
k + m elements contribute to total `1 error at least ε, by Cauchy-Schwarz, we have that
‖pS − qS‖2

2 ≥ ε2/(k + m) ≥ k−1ε2/2. Therefore, in this case, the algorithm returns “NO”
with appropriate probability. J

Proof of Proposition 4: The basic idea of our algorithm is the following: By Lemma 8, if
‖p − q‖Ak

is large, then so is either ‖p − q‖1,k or ‖p′ − q′‖Ak
. Our algorithm then tests

whether ‖p − q‖1,k is large, and recursively tests whether ‖p′ − q′‖Ak
is large. Since p′, q′

have half the support size, we will only need to do this for log(n/k) rounds, losing only a
poly-logarithmic factor in the sample complexity. We present the algorithm here:

Algorithm Small-Domain-Ak-tester
Input: sample access to pdf’s p, q : [n]→ [0, 1], k ∈ Z+, and ε > 0.
Output: “YES” if q = p; “NO” if ‖q − p‖Ak

≥ ε.

1. For i := 0 to t def= dlog2(n/k)e, let p(i), q(i) be distributions on [d2−ine] defined
by p(i) = d2−ipe and q(i) = d2−iqe.

2. Take Ck2/3 log4/3(3 +n/k) log log(3 +n/k)/ε4/3 samples, for C sufficiently large,
and use these samples to distinguish between the cases p(i) = q(i) and ‖p(i) −
q(i)‖1,k > ε/(4 log2(3+n/k)) with probability of error at most 1/(10 log2(3+n/k))
for each i from 0 to t, using the same samples for each test.

3. If any test yields that p(i) 6= q(i), return “NO”. Otherwise, return “YES”.

We now show correctness. In terms of sample complexity, we note that by taking a
majority over O(log log(3 + n/k)) independent runs of the tester from Lemma 8 we can run
this algorithm with the stated sample complexity. Taking a union bound, we can also assume
that all tests performed in Step 2 returned the correct answer. If p = q then p(i) = q(i) for
all i and thus, our algorithm returns “YES”. Otherwise, we have that ‖p − q‖Ak

≥ ε. By
repeated application of Lemma 7, we have that

‖p− q‖Ak
≤

t−1∑
i=0

2‖p(i) − q(i)‖1,k + ‖p(t) − q(t)‖Ak
≤ 2

t∑
i=0
‖p(i) − q(i)‖1,k ,
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where the last step was because p(t) and q(t) have a support of size at most k and so
‖p(t) − q(t)‖Ak

= ‖p(t) − q(t)‖1 = ‖p(t) − q(t)‖1,k. Therefore, if this is at least ε, it must be
the case that ‖p(i)− q(i)‖1,k > ε/(4 log2(3 +n/k)) for some 0 ≤ i ≤ t, and thus our algorithm
returns “NO”. This completes our proof. J

2.2 Full Algorithm
The improvement to Proposition 4 is somewhat technical. The key idea involves looking
into the analysis of Lemma 8. Generally speaking, choosing a larger value of m (up to
the total sample complexity), will decrease the `2 norm of p, and thus the final complexity.
Unfortunately, taking m > k might lead to problems as it will subdivide the k original bins
on which the error is supported into ω(k) bins. This in turn could worsen the lower bounds
on ‖p− q‖2. However, this will only be the case if the total mass of these bins carrying the
difference is large. Thus, we can obtain an improvement to Lemma 8 when the mass of bins
on which the error is supported is small. The details are deferred to the full version.

3 Nearly Matching Information-Theoretic Lower Bound

We give a lower bound for k-histograms (k-flat distributions), postponing our slightly stronger
construction to the full version. Before moving to the discrete setting, we first establish a
lower bound for continuous histogram distributions. Our bound on discrete distributions
will follow from taking the adversarial distribution from this example and rounding its
values to the nearest integer. In order for this to work, we will need ensure to that our
adversarial distribution does not have its Ak-distance decrease by too much when we apply
this operation. To satisfy this requirement, we will guarantee that our distributions will be
piecewise constant with all the pieces of length at least 1.

I Proposition 13. Let k ∈ Z+, ε > 0 sufficiently small, and W > 2 . Fix

m = min(k2/3 log1/3(W )/ε4/3, k4/5/ε6/5) .

There exist distributions D,D′ over pairs of distributions p and q on [0, 2(m+ k)W ], where p
and q are O(m + k)-flat with pieces of length at least 1, so that: (a) when drawn from D,
we have p = q deterministically, (b) when drawn from D′, we have ‖p− q‖Ak

> ε with 90%
probability, and so that o(m) samples are insufficient to distinguish whether or not the pair
is drawn from D or D′ with better than 2/3 probability.

At a high-level, our lower bound construction proceeds as follows: We will divide our
domain into m+ k bins so that no information about which distributions had samples drawn
from a given bin or the ordering of these samples will help to distinguish between the cases
of p = q and otherwise, unless at least three samples are taken from the bin in question.
Approximately k of these bins will each have mass ε/k and might convey this information if
at least three samples are taken from the bin. However, the other m bins will each have mass
approximately 1/m and will be used to add noise. In all, if we take s samples, we expect to
see approximately s3ε3/k2 of the lighter bins with at least three samples. However, we will
see approximately s3/m2 of our heavy bins with three samples. In order for the signal to
overwhelm the noise, we will need to ensure that we have (s3ε3/k2)2 > s3/m2.

The above intuitive sketch assumes that we cannot obtain information from the bins in
which only two samples are drawn. This naively should not be the case. If p = q, the distance
between two samples drawn from that bin will be independent of whether or not they are
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drawn from the same distribution. However, if p and q are supported on disjoint intervals,
one would expect that points that are close to each other should be far more likely to be
drawn from the same distribution than from different distributions. In order to disguise this,
we will scale the length of the intervals by a random, exponential amount, essentially making
it impossible to determine what is meant by two points being close to each other. In effect,
this will imply that two points drawn from the same bin will only reveal O(1/ log(W )) bits of
information about whether p = q or not. Thus, in order for this information to be sufficient,
we will need that (s2ε2/k)2/ log(W ) > (s2/m). We proceed with the formal proof below.

Proof of Proposition 13: We use ideas from [24] to obtain this lower bound using an in-
formation theoretic argument.

We may assume that ε > k1/2, because otherwise we may employ the standard lower
bound that Ω(

√
k/ε2) samples are required to distinguish two distributions on a support of

size k.
First, we note that it is sufficient to take D and D′ be distributions over pairs of non-

negative, piecewise constant distributions with total mass Θ(1) with 90% probability so that
running a Poisson process with parameter o(m) is insufficient to distinguish a pair from D
from a pair from D′ [24].

We construct these distributions as follows: We divide the domain into m + k bins of
length 2W . For each bin i, we independently generate a random `i, so that log(`i/2) is
uniformly distributed over [0, 2 log(W )/3]. We then produce an interval Ii within bin i of
total length `i and with random offset. In all cases, we will have p and q supported on the
union of the Ii’s.

For each i with probabilitym/(m+k), we have the restrictions of p and q to Ii both uniform
with p(Ii) = q(Ii) = 1/m. The other k/(m+ k) of the time we have p(Ii) = q(Ii) = ε/k. In
this latter case, if p and q are being drawn from D, p and q are each constant on this interval.
If they are being drawn from D′, then p+ q will be constant on the interval, with all of that
mass coming from p on a random half and coming from q on the other half.

Note that in all cases p and q are piecewise constant with O(m+ k) pieces of length at
least 1. It is easy to show that with high probability the total mass of each of p and q is
Θ(1), and that if drawn from D′ that ‖p− q‖Ak

� ε with at least 90% probability.
We will now show that if one is given m samples from each of p and q, taken randomly

from either D or D′, that the shared information between the samples and the source family
will be small. This implies that one is unable to consistently guess whether our pair was
taken from D or D′.

Let X be a random variable that is uniformly at random either 0 or 1. Let A be obtained
by applying a Poisson process with parameter s = o(m) on the pair of distributions p, q
drawn from D if X = 0 or from D′ if X = 1. We note that it suffices to show that the shared
information I(X : A) = o(1). In particular, by Fano’s inequality, we have:

I Lemma 14. If X is a uniform random bit and A is a correlated random variable, then if
f is any function so that f(A) = X with at least 51% probability, then I(X : A) ≥ 2 · 10−4.

Let Ai be the samples of A taken from the ith bin. Note that the Ai are conditionally
independent on X. Therefore, we have that I(X : A) ≤

∑
i I(X : Ai) = (m+ k)I(X : A1) .

We will proceed to bound I(X : A1).
We note that I(X : A1) is at most the integral over pairs of multisets a (representing a

set of samples from q and a set of samples from p), of

O

(
(Pr(A1 = a|X = 0)− Pr(A1 = a|X = 1))2

Pr(A1 = a)

)
.
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Thus,

I(X : A1) =
∞∑

h=0

∫
|a|=h

O

(
(Pr(A1 = a|X = 0)− Pr(A1 = a|X = 1))2

Pr(A1 = a)

)
.

We will split this sum up based on the value of h.
For h = 0, we note that the distributions for p+ q are the same for X = 0 and X = 1.

Therefore, the probability of selecting no samples is the same. Therefore, this contributes 0
to the sum.

For h = 1, we note that the distributions for p + q are the same in both cases, and
conditioning on I1 and (p+ q)(I1) that E[p] and E[q] are the same in each of the cases X = 0
and X = 1. Therefore, again in this case, we have no contribution.

For h ≥ 3, we note that I(X : A1) ≤ I(X : A1, I1) ≤ I(X : A1|I1) , since I1 is independent
of X. We note that Pr(A1 = a|X = 0, p(I1) = 1/m) = Pr(A1 = a|X = 1, p(I1) = 1/m).
Therefore, we have that

Pr(A1 = a|X = 0)− Pr(A1 = a|X = 1)
= Pr(A1 = a|X = 0, p(I1) = ε/k)− Pr(A1 = a|X = 1, p(I1) = ε/k).

If p(I1) = ε/k, the probability that exactly h elements are selected in this bin is at most
k/(m+k)(2sε/k)h/h!, and if they are selected, they are uniformly distributed in I1 (although
which of the sets p and q they are taken from is non-uniform). However, the probability
that h elements are taken from I1 is at least Ω(m/(m+ k)(sm)−h/h!) from the case where
p(I1) = 1/m, and in this case the elements are uniformly distributed in I1 and uniformly
from each of p and q. Therefore, we have that this contribution to our shared information
is at most k2/(m(m+ k))O(sε2m/k2)h/h! . We note that ε2m/k2 < 1. Therefore, the sum
of this over all h ≥ 3 is k2/(m(m+ k))O(sε2m/k2)3. Summing over all m+ k bins, this is
k−4ε6s3m2 = o(1).

It remains to analyze the case where h = 2. Once again, we have that ignoring which of p
and q elements of A1 came from, A1 is identically distributed conditioned on p(I1) = 1/m and
|A1| = 2 as it is conditioned on p(I1) = ε/k and |A1| = 2. Since once again, the distributions
D and D′ are indistinguishable in the former case, we have that the contribution of the h = 2
terms to the shared information is at most

O

(
(k/(k +m)(εs/k)2)2

m/(k +m)(s/m)2

)
dTV ((A1|X = 0, p(I1)ε/k, |A1| = 2),

(A1|X = 1, p(I1) = ε/k, |A1| = 2))

or

O
(
s2mk−2ε4/(k +m)

)
dTV ((A1|X = 0, p(I1) = ε/k, |A1| = 2),

(A1|X = 1, p(I1) = ε/k, |A1| = 2)) .

It will suffice to show that conditioned upon p(I1) = ε/k and |A1| = 2 that

dTV ((A1|X = 0), (A1|X = 1)) = O(1/ log(W )).

Let f be the order preserving linear function from [0, 2] to I1. Notice that conditional on
|A1| = 2 and p(I1) = ε/k that we may sample from A1 as follows:

Pick two points x > y uniformly at random from [0, 2].
Assign the points to p and q as follows:

ICALP 2017
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If X = 0 uniformly randomly assign these points to either distribution p or q.
If X = 1 randomly do either:
∗ Assign points in [0, 1] to q and other points to p.
∗ Assign points in [0, 1] to p and other points to q.

Randomly pick I1 and apply f to x and y to get outputs z = f(x), w = f(y).

Notice that the four cases:
(i) both points coming from p,
(ii) both points coming from q,
(iii) a point from p preceding a point from q,
(iv) a point from q preceding a point from p,
are all equally likely conditioned on either X = 0 or X = 1. However, we will note that this
ordering is no longer independent of the choice of x and y.

Therefore, we can sample from A1 subject to X = 0 and from A1 subject to X = 1 in
such a way that this ordering is the same deterministically. We consider running the above
sampling algorithm to select (x, y) while sampling from X = 0 and (x′, y′) when sampling
from X = 1 so that we are in the same one of the above four cases. We note that

dTV ((A1|X = 0), (A1|X = 1)) ≤ Ex,y,x′,y′ [dTV ((f(x), f(y)), (f(x′), f(y′)))] ,

where the variation distance is over the random choices of f .
To show that this is small, we note that |f(x) − f(y)| is distributed like `1(x − y).

This means that log(|f(x) − f(y)|) is uniform over [log(f(x) − f(y)), log(f(x) − f(y)) +
2 log(W )/3]. Similarly, log(|f ′(x′)− f ′(y′)|) is uniform over [log(f(x′)− f(y′)), log(f(x′)−
f(y′)) + 2 log(W )/3]. These differ in total variation distance by

O

(
| log(f(x)− f(y))|+ | log(f(x′)− f(y′))|

log(W )

)
.

Taking the expectation over x, y, x′, y′ we get O(1/ log(W )). Therefore, we may further
correlate the choices made in selecting our two samples, so that z − w = z′ − w′ except
with probability O(1/ log(W )). We note that after conditioning on this, z and z′ are
both uniformly distributed over subintervals of [0, 2W ] of length at least 2(W − W 2/3).
Therefore, the distributions on z and z′ differ by at most O(W−1/3). Hence, the total
variation distance between A1 conditioned on |A1| = 2, p(I1) = ε/k,X = 0 and conditioned
on |A1| = 2, p(I1) = ε/k,X = 1 is at most O(1/ log(W )) +O(W−1/3) = O(1/ log(W )). This
completes our proof. J

We can now turn this into a lower bound for testing Ak distance on discrete domains.

Proof of second half of Theorem 3: Assume for sake of contradiction that this is not the
case, and that there exists a tester taking o(m) samples. We use this tester to come up with
a continuous tester that violates Proposition 13.

We begin by proving a few technical bounds on the parameters involved. Firstly, note
that we already have a lower bound of Ω(k1/2/ε2), so we may assume that this is much
less than m. We now claim that m = O(min(k2/3 log1/3(3 + n/(m+ k))/ε4/3, k4/5/ε6/5). If
m ≤ k, there is nothing to prove. Otherwise,

k2/3 log1/3(3 + n/(m+ k))/ε4/3 ≥ m(m/k)−1/3 log(3 + n/(m+ k))1/3.

Thus, there is nothing more to prove unless log(3 + n/(m+ k))� m/k. But, in this case,
log(3 + n/(m+ k))� log(m/k) and thus log(3 + n/(m+ k)) = Θ(log(3 + n/k)), and we are
done.
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We now let W = n/(6(m+ k)), and let D and D′ be as specified in Proposition 13. We
claim that we have a tester to distinguish a p, q from D from ones taken from D′ in o(m)
samples. We do this as follows: By rounding p and q down to the nearest third of an integer,
we obtain p′,q′ supported on set of size n. Since p and q were piecewise constant on pieces of
size at least 1, it is not hard to see that ‖p′ − q′‖Ak

≥ ‖p− q‖Ak
/3. Therefore, a tester to

distinguish p′ = q′ from ‖p′−q′‖Ak
≥ ε can be used to distinguish p = q from ‖p−q‖Ak

≥ 3ε.
This is a contradiction and proves our lower bound. J
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Abstract
Analyzing multi-dimensional data is a fundamental problem in various areas of computer science.
As the amount of data is often huge, it is desirable to obtain sublinear time algorithms to
understand local properties of the data.

We focus on the natural problem of testing pattern freeness: given a large d-dimensional array
A and a fixed d-dimensional pattern P over a finite alphabet Γ, we say that A is P -free if it does
not contain a copy of the forbidden pattern P as a consecutive subarray. The distance of A to
P -freeness is the fraction of the entries of A that need to be modified to make it P -free.

For any ε > 0 and any large enough pattern P over any alphabet – other than a very small
set of exceptional patterns – we design a tolerant tester that distinguishes between the case that
the distance is at least ε and the case that the distance is at most adε, with query complexity
and running time cdε−1, where ad < 1 and cd depend only on the dimension d. These testers
only need to access uniformly random blocks of samples from the input A.

To analyze the testers we establish several combinatorial results, including the following d-
dimensional modification lemma, which might be of independent interest: For any large enough
d-dimensional pattern P over any alphabet (excluding a small set of exceptional patterns for the
binary case), and any d-dimensional array A containing a copy of P , one can delete this copy by
modifying one of its locations without creating new P -copies in A.

Our results address an open question of Fischer and Newman, who asked whether there exist
efficient testers for properties related to tight substructures in multi-dimensional structured data.
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1 Introduction

Pattern matching is the algorithmic problem of finding occurrences of a fixed pattern in a given
string. This problem appears in many settings and has applications in diverse domains such as
computational biology, computer vision, natural language processing and web search. There
has been extensive research concerned with developing algorithms that search for patterns in
strings, resulting with a wide range of efficient algorithms [12, 24, 19, 14, 26, 25]. Higher-
dimensional analogues where one searches for a d-dimensional pattern in a d-dimensional
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array have received attention as well. For example, the 2D case arises in analyzing aerial
photographs [7, 8] and the 3D case has applications in medical imaging.

Given a string S of length n and a pattern P of length k ≤ n, any algorithm which
determines whether P occurs in S has running time Ω(n) [13, 29] and a linear lower bound
carries over to higher dimensions. For the 2D case, when an n × n image is concerned,
algorithms whose run time is O(n2) are known [8]. These algorithms have been generalized
to the 3D case to yield running time of O(n3) [18] for n × n × n arrays. Finally it is also
known (e.g., [21]) that for the d-dimensional case it is possible to solve the pattern matching
problem in time O(d2nd logm) (where the pattern is an array of size md). It is natural to ask
which tasks of this type can be performed in sublinear (namely o(nd)) time for d-dimensional
arrays.

The field of property testing [20, 30] deals with decision problems regarding discrete
objects (e.g., graphs, functions, images) that either satisfy a certain property P or are far
from satisfying P. Here, the property P consists of all d-dimensional arrays that avoid a
predetermined pattern P . Tolerant property testing [27] is a useful extension of the standard
notion, in which the tester needs to distinguish between objects that are close to satisfying
the property and those that are far from satisfying it.

A d-dimensional k1× . . .×kd array A over an alphabet Γ is a function from [k1]× . . .× [kd]
to Γ, where for an integer k > 0 we let [k] denote the set {0, . . . , k − 1} and write [k]d =
[k]× . . .× [k]. For simplicity of presentation, all results in this paper are presented for square
arrays in which k1 = . . . = kd, but they generalize to non-square arrays in a straightforward
manner. We consider the (tolerant) pattern-freeness problem. An (ε1, ε2)-tester Q for this
problem is a randomized algorithm that is given access to a d-dimensional array A, as well as
its size and proximity parameters 0 ≤ ε1 < ε2 < 1. Q needs to distinguish with probability
at least 2/3 between the case that A is ε1-close to being P -free and the case that A is ε2-far
from being P -free. The query complexity of Q is the number of queries it makes in A.

Our interest in the pattern-freeness problem stems from several applications. In certain
scenarios of interest, we might be interested in identifying quickly that an array is far from not
containing a given pattern. In the one dimensional case, being far from not containing a given
text may indicate a potential anomaly which requires attention (e.g., an offensive word in
social network media), hence such testing algorithms may provide useful in anomaly detection.
Many computer vision methods for classifying images are feature based; being far from not
containing a certain pattern associated with a feature may be useful in rejection methods
that enable us to quickly discard images that do not possess a certain visual property.

Beyond practical applications, devising property testing algorithms for the pattern
freeness problem is of theoretical interest. In the first place, it leads to a combinatorial
characterization of the distance from being P -free. Such a characterization has proved fruitful
in graph property testing [3, 4] where celebrated graph removal lemmas were developed en
route of devising algorithms for testing subgraph freeness. We encounter a similar phenomena
in studying patterns and arrays: at the core of our approach for testing pattern freeness lies
a modification lemma for patterns which we state next. We believe that this lemma may be
of independent interest and find applications beyond testing algorithms.

For a pattern P of size k × k × . . .× k, an entry whose location in P is in {0, k − 1} ×
. . .× {0, k− 1} is said to be a corner of P . We say that P is almost homogeneous if all of its
entries but one are equal, and the different entry lies in a corner of P . Finally, P is removable
(with respect to the alphabet Γ) if for any d-dimensional array A over Γ and any copy of P in
A, one can destroy the copy by modifying one of its entries without creating new P -copies in
A. The modification lemma states that for any d, and any large enough pattern P , when the
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alphabet is binary it holds that P is removable if and only if it is not almost homogeneous,
and when the alphabet is not binary, P is removable provided that it is large enough.

Recent works [10, 11] have obtained tolerant testers for visual properties. As observed in
these works, tolerance is an attractive property for testing visual properties as real-world
images are often noisy. With the modification lemma at hand, we show that when P is
removable, the (relative) hitting number of P in A, which is the minimal size of a set of entries
that intersects all P -copies in A divided by |A|, differs from the distance of A from P -freeness
by a multiplicative factor that depends only on the dimension d of the array. This relation
allows us to devise very fast (5−dε, ε)-tolerant testers for P -freeness, as the hitting number
of P in A can be well approximated using only a very small sample of blocks of entries from
A. The query complexity of our tester is cd/ε, where cd is a positive constant depending
only on d. Note that our characterization in terms of the hitting number is crucial: Merely
building on the fact that A contains many occurrences of P (as can be derived directly from
the modification lemma) and randomly sampling O(1/ε) possible locations in A, checking
whether the sub-array starting at these locations equals P , would lead to query complexity
of O(kd/ε). Note that our tester is optimal (up to a multiplicative factor that depends on d),
as any tester for this problem must make Ω(1/ε) queries.

The one dimensional setting, where one seeks to determine quickly whether a string S is
ε-far from being P -free is of particular interest. We are able to leverage the modification
lemma and show that the distance of a string S from being P -free for a fixed pattern P

(that is not almost homogeneous) is exactly equal to the hitting number of P in A. For an
arbitrary constant 0 < c < 1, this characterization allows us to devise a ((1− c)ε, ε)-tolerant
tester making Oc(1/ε) queries for this case. For the case of almost homogeneous patterns,
and an arbitrary constant c > 0 , we devise a ((1/(16 + c))ε, ε)-tolerant tester that makes
Oc(1/ε) queries. Whether tolerant testers exist for almost homogenous patterns of dimension
larger than 1 is an open question.

2 Related Work

The problem of testing pattern freeness is related to the study of testing subgraph freeness
(see, for example, [1, 4, 2]). This line of work examines how one can test quickly whether a
given graph G is H-free or ε-far from being H-free, where H is a fixed subgraph. In this
problem, a graph is ε-far from being H-free if at least an ε-fraction of its edges and non-edges
need to be altered in order to ensure that the resulting graph does not contain H as a
(not necessarily induced) subgraph. A key component in these works are removal lemmas:
typically such lemmas imply that if G is ε-far from being H-free, then it contains a large
number of copies of H. For example, the triangle removal lemma asserts that for every ε > 0,
there exists δ = δ(ε) > 0 such that if an n-vertex graph G is ε-far from being triangle free,
then G contains at least δn3 triangles (see, e.g., [6] and the references within).

Alon et. al. [3] studied the problem of testing regular languages. Testing pattern-freeness
(1-dimensional, binary alphabet, constant pattern length k) is a special case of the former,
since the language L of all strings avoiding a fixed pattern is regular. The query complexity of
their tester is O

(
s3

ε · ln
3( 1
ε )
)
, where s is the minimal size of a DFA that accepts the regular

language L. In the case of the regular language considered here a simple pumping-lemma
inspired argument shows that s ≥ Ω(k). Hence the upper bound on testing pattern freeness
implied by their algorithm is O

(
k3

ε · ln
3( 1
ε )
)
. Our 1D tester solves a very restricted case of

the problem the tester of [3] deals with, but it achieves a query complexity of O(1/ε) in this
setting. Moreover, our tester is much simpler and can be applied in the more general high
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9:4 Deleting and Testing Forbidden Patterns in Multi-Dimensional Arrays

dimensional setting, or when the pattern length k is allowed to grow as a function of the
string length n.

The problem of testing submatrix freeness is investigated in [15, 16, 5, 17, 2]. As opposed to
our case, which is concerned with tight submatrices, all of these results deal with submatrices
that are not necessarily tight (i.e. the rows and the columns need not be consecutive).
Quantitatively, the submatrix case is very different from our case: in our case P -freeness can
be testable using O(ε−1) queries, while in the submatrix case, for a binary submatrix of size
k× k a lower bound of ε−Ω(k2) on the needed number of queries is easy to obtain, and in the
non-binary case there exist 2× 2 matrices for which there exists a super polynomial lower
bound of ε−Ω(log 1/ε).

The 2D part of our work adds to a growing literature concerned with testing properties of
images [28, 31, 10]. Ideas and techniques from the property testing literature have recently
been used in the fields of computer vision and pattern recognition [22, 23].

3 Notation and definitions

An (n, d)-array A over an alphabet Γ is a function from [n]d to Γ. The x = (x1, . . . , xd) entry
of A, denoted by Ax, is the value of the function A at location x. Let P be a (k, d)-array
over an alphabet Γ of size at least two. We say that a d-dimensional array A contains a
copy of P (or a P -copy) starting in location x = (x1, . . . , xd) if for any y ∈ [k]d we have
Ax+y = Py. Finally, A is P -free if it does not contain copies of P .

A property P of d-dimensional arrays is simply a family of such arrays over an alphabet
Γ. For an array A and a property P, the absolute distance dP(A) of A to P is the minimal
number of entries that one needs to change in A to get an array that satisfies P . The relative
distance of A to P is δP(A) = dP(A)/|A|, where clearly 0 ≤ δP(A) ≤ 1 for any nontrivial P
and A. We say that A is ε-close to P if δP(A) ≤ ε, and ε-far if δP(A) ≥ ε. In this paper we
consider the property of P -freeness, which consists of all P -free arrays. The absolute and
relative distance to P -freeness are denoted by dP (A) and δP (A), respectively.

For an array A and a pattern P , a deletion set is a set of entries in A whose modification
can turn it to be P -free, and dP (A) is called the deletion number, since it is the size of a
minimal deletion set. Similarly, a given set of entries in A is a hitting set if every P -copy in
A contains at least one of these entries. The hitting number hP (A) is the size of the minimal
hitting set for P in A. For all notation here and above, in the 1-dimensional case we replace
A by S (for String).

We use several definitions from [27]. Let P be a property of arrays and let h1, h2 : [0, 1]→
[0, 1] be two monotone increasing functions. An (h1, h2)-distance approximation algorithm
for P is given query access to an unknown array A. The algorithm outputs an estimate δ̂
to δP (A), such that with probability at least 2/3 it holds that h1(δP (A)) ≤ δ̂ ≤ h2(δP (A)).
For a property P and for 0 ≤ ε1 < ε2 ≤ 1, an (ε1, ε2)-tolerant tester for P is given query
access to an array A. The tester accepts with probability at least 2/3 if A is ε1-close to P,
and rejects with probability at least 2/3 if A is ε2-far from P. In the “standard” notion of
property testing, ε1 = 0. Thus, any tolerant tester is also a tester in the standard notion.
Finally, we define the additive (multiplicative) tolerance of the tester above as ε2 − ε1 (ε2/ε1
respectively).
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Table 1 Summary of results. 0 < τ < 1 and c > 0 are arbitrary constants. αc is a constant that
depends only on c. βd,τ is a constant that depends only on d and τ . ’modification lemma’ specifies
if patterns are classified as removable or not. The ’tester tolerance’ is multiplicative.

dim. template type modification lemma tester query
tolerance complexity

1D general removable for any k 1/(1 − τ) O(1/ετ3)
almost homog. not removable for any k 16 + c αc/ε

2+D general removable for k > 3 · 2d (1 − τ)−dαd βd,τ/ε

almost homog. not removable for any k − −

4 Main Results

The modification lemma presented is central in the study of minimal deletion sets. It classifies
the possible patterns into ones that are removable and ones that are not. The result that
the vast majority of patterns are removable is used extensively throughout the paper in
the design and proofs of algorithms for efficient testing of pattern freeness (in 1 and higher
dimensions).

Our 1-dimensional modification lemma (Lemma 1) gives the following full characterization
of 1-dimensional patterns (i.e. strings). A binary pattern is removable if and only if it is
not almost homogeneous, while any pattern over a larger alphabet is removable. The
multidimensional version of the lemma (Lemma 2) makes the exact same classification, but
for (k, d)-arrays for which k ≥ 3 · 2d.

The fact that most patterns are removable is very important for analyzing the deletion
number. For example, observe that a removable pattern appears at least dP (A) times
(possibly with overlaps) in the array A, so an ε-tester can simply check for the presence of
the d-dimensional pattern in 1/ε random locations in the array, using O(kd/ε) queries.

Another important part of our work makes explicit connections between the deletion
number and the hitting number for both 1 and higher dimensions. These are needed in order
to get improved testers (e.g. for getting rid of k in the sample complexity) in d-dimensions.

In the 1-dimensional removable case we show that the deletion number dP (S) equals the
hitting number hP (S). We derive a ((1− τ)ε, ε)-tolerant tester for any fixed τ > 0 and any
0 < ε ≤ 1, whose number of queries and running time are O(ε−1τ−3) (Corollary 13).

For higher dimensions, we show (Lemma 11) that hP (A) ≤ dP (A) ≤ αdhP (A) ≤ αdk−d,
where αd = 4d + 2d depends only on the dimension d. This bound gives a ((1− τ)dα−1

d ε, ε)-
tolerant tester making Cτ ε−1 queries, where Cτ = O(1/τd(1 − (1 − τ)d)2) (Theorem 15).
The running time here is C ′τ ε−1 where C ′τ depends only on τ .

In the full version of the paper [9], for the 1-dimensional setting we also provide dedicated
algorithms to handle the almost homogeneous (non-removable) patterns, obtaining an O(n)
algorithm for computing the deletion number as well as an (ε/(16 + c), ε)-tolerant tester, for
any constant c > 0, using αcε−1 queries, where αc depends only on c.

Finally, we provide a lower bound of Ω(1/ε) (full proof in can be found in [9]) for any
general tester of pattern freeness. Our main results are summarized in Table 1.

A natural question is what happens if one is concerned with pattern freeness with respect
to several patterns simultaneously. Namely, testing quickly whether an array satisfies the
property of not containing a fixed set of patterns P1, . . . , Pr with r > 1, or is far from
satisfying this property. Our results do not apply to this setting, with the main obstacle
being our modification lemmas. Namely, the difficulty is that for several distinct patterns
P1 . . . Pr, modifying an occurrence of Pi may create an new occurrence of Pj (where i 6= j).
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9:6 Deleting and Testing Forbidden Patterns in Multi-Dimensional Arrays

5 Modification Lemma

We begin with the proof of the 1-dimensional modification lemma. The main strategy here is
to consider the longest streaks of zeros and ones (0s and 1s) in the pattern - a strategy that
cannot be used in higher dimensions.

I Theorem 1 (1D Modification Lemma). For a 1-dimensional pattern P over an alpha-
bet Γ:
1. If |Γ| = 2 then P is removable if and only if it is not almost homogeneous.
2. If |Γ| ≥ 3 then P is removable.

I Remark. The second statement of the theorem can be easily derived from the first statement.
If P does not contain all letters in Γ then it is clearly removable, as changing any of its
entries to any of the missing letters cannot create new P -copies. Otherwise, we can reduce
the problem to the binary case: let σ1, σ2 be the letters in Γ that appear the smallest number
of times in P (specifically, if P is of length 3 and has exactly three different letters, we pick
σ1 and σ2 to be the first letter and the last letter in P , respectively). Consider the following
pattern P ′ over {0, 1}: P ′x = 0 if Px ∈ {σ1, σ2} and P ′x = 1 otherwise. Observe that P ′ is
not almost homogeneous, implying that it is removable. It is not hard to verify now that P
is removable as well.

Proof of Theorem 1. As discussed above, it is enough to consider the binary case. Let
P = P0 . . . Pk−1 be a binary pattern of length k that is not almost homogeneous, and let S
be an arbitrary binary string containing P . We need to show that one can flip one of the
bits of P without creating a new P -copy in S. We assume that P contains both 0s and 1s
(i.e. it is not homogeneous) otherwise flipping any bit would work. We may assume that
k ≥ 3 (since for k = 1, 2 all patterns are homogeneous or almost homogeneous). Let us also
assume that P starts with a 1, i.e. P0 = 1 and let t ≤ k − 1 be the length of the longest
0-streak (sub-string of consecutive 0s) in P . Let i > 0 be the leftmost index in which such a
0-streak of length t begins. Clearly, Pi−1 = 1 and Pi = . . . = Pi+t−1 = 0.

If i+ t ≤ k − 1 (i.e. the streak is not at the end of P ) then Pi+t = 1 and in such a case
if we modify Pi+t to 0, the copy of P is removed without creating new P -copies in S. To
see this, observe that a new copy cannot start at the bit flip location i + t or within the
0-streak at any of its locations i, . . . , i+ t− 1 since the bits in these locations are 0 while the
starting bit of P is 1. Note that flipping Pi+t does not create new P -copies starting after the
location of Pi+t in S. Furthermore, no new copy starting before Pi is created since otherwise
it would contain a 0-streak of length t+ 1.

Thus, we may assume that P contains exactly one 0-streak of length t, lying at its last t
locations, so Pk−1 = 0. Denote by s the length of the longest 1-streak in P ; a symmetric
reasoning shows that P begins with its only 1-streak of length s. If P is not of the form 1s0t,
it can be verified that flipping Ps (the leftmost 0 in P ) to 1 does not create any P -copy. The
only case left is P = 1s0t, where s, t ≥ 2 since P is not almost homogeneous. Consider the
bit of the string S that is to the left of P . If it is a 0 then we flip P1 to 0 and otherwise, we
flip P0 to 0, where in both cases no new copy is created. J

We now turn to proving the high dimensional version of the modification lemma. Here,
as opposed to the 1-dimensional case, there exist patterns that are neither removable nor
almost-homogeneous. However, we show that if a pattern is large enough and not almost
homogeneous then it is removable.
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I Theorem 2 (Modification Lemma). Let d > 1 and let P be a (k, d)-array over the alphabet
Γ where k ≥ 3 · 2d.
1. If |Γ| = 2 then P is removable if and only if it is not almost homogeneous.
2. If |Γ| ≥ 3 then P is removable.

I Remark. Theorem 2 states that any large enough binary pattern which is not almost
homogeneous is removable. The requirement that the pattern is large enough is crucial, as
can be seen from the following 2-dimensional example. The 2× 2 pattern P = [01; 01] is in
the center of the 4× 4 matrix A = [0101; 0011; 0011; 0101] . Flipping any bit in P creates a
new P -copy in A. This example easily generalizes to a 2× . . .× 2 pattern in a 4× . . .× 4
array, while the dependence of k on d is exponential in the statement of Theorem 2. It will
be interesting to understand what is the correct order of magnitude of this dependence.

Proof of Theorem 2. The reduction from a general alphabet to a binary one, described after
the statement of Theorem 1, can be used here as well. Thus, it is enough to prove the first
statement of the theorem. If P is binary and almost homogeneous then it is not removable:
Without loss of generality P(0,...,0) = 1 and Px = 0 for any x 6= (0, . . . , 0). Consider a
(2k, d)-array A such that M(0,...,0) = M(1,...,1) = 1 and A = 0 elsewhere. Modifying any bit
of the P -copy starting at (1, . . . , 1) creates a new P -copy in A, hence P is not removable.

The rest of the proof is dedicated to the other direction. Suppose that P is a binary
(k, d)-array that is not removable. We would like to show that P must be almost homogeneous.
As P is not removable, there exists a binary array A containing a copy of P such that flipping
any single bit in this copy creates a new copy of P in A. This copy of P will be called the
template of P in A.

Clearly, all of the new copies created by flipping bits in the template must intersect the
template, so we may assume that A is of size (3k − 2)d and that the template starts in
location k̃ = (k − 1, . . . , k − 1). For convenience, let I = [k]d denote the set of indices of P .
For any x ∈ I let x̄ = x+ k̃; x̄ is the location in A of bit x of the template.

Roughly speaking, our general strategy for the proof is to show that there exist at most
two “special” entries in P such that when we flip a bit in the template (creating a new copy
of P in A) the flipped bit usually plays the role of one of the special entries in the new copy.
We then show that in fact, there must be exactly one special entry, which must lie in a
corner of P , and that all non-special entries are equal while the special entry is equal to their
negation. This will finish the proof that P is almost homogeneous.

I Definition 3. Let i ≤ d and let δ be positive integers. Let x = (x1, . . . , xd) and y =
(y1, . . . , yd) be d-dimensional points. The pair (x, y) is (i, δ)-related if yi−xi = δ and yj = xj
for any j 6= i. An (i, δ)-related pair (x, y) is said to be an (i, δ)-jump in P if Px 6= Py.

In other words, (x, y) is (i, δ)-related if there is an increasing path of length δ along
coordinate i in the hypergrid graph on [n]d.

I Lemma 4. For any 1 ≤ i ≤ d there exists 0 < ∆i < k/3 such that at most two of the
(i,∆i)-related pairs of points from I are (i,∆)-jumps in P .

Proof. Recall that, by our assumption, flipping any of the K = kd bits of the template creates
a new copy of P in A. Consider the following mapping m : I → [2k−1]d. m(x1, . . . , xd) is the
starting location of a new copy of P created in A as a result of flipping bit x = (x1, . . . , xd)
of the template (which is bit x̄ of A). If more than one copy is created by this flip, then we
choose the starting location of one of the copies arbitrarily.
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9:8 Deleting and Testing Forbidden Patterns in Multi-Dimensional Arrays

Figure 1 Illustration for Lemma 4. A 2-dimensional example, where i is the vertical coordinate:
Flipping the bit (of the template P ) at location ā creates the P -copy Qa at location m(a). Similarly,
the copy Qb is created at location m(b). Note that the pair of points (x̄, ȳ) (which is (x, y) in P )
and the copy locations pair (m(a),m(b)) are both (i,∆i)-related. The values Px and Py (Mx̄ and
Mȳ) must be equal.

Observe that m is injective, and let S be the image of m, where |S| = K. Let 1 ≤ i ≤ d
and consider the collection of (1-dimensional) lines

Li =
{
{x1} × . . .× {xi−1} × [2k − 1]× {xi+1} × . . .× {xd} | ∀j 6= i : xj ∈ [2k − 1]

}
.

Clearly
∑
`∈Li
|S∩`| = K. On the other hand, |Li| =

∏
j 6=i(2k−1) < 2d−1∏

j 6=i k = 2d−1K/k,
so there exists a line ` ∈ Li for which |S ∩ `| > k/2d−1 ≥ 6. Hence |S ∩ `| ≥ 7. Let
α1 < . . . < α7 be the smallest i-indices of elements in S ∩ `. Since α7 − α1 < 2k − 1 there
exists some 1 ≤ l ≤ 6 such that αl+1 − αl < k/3. That is, S contains an (i,∆i)-related pair
with 0 < ∆i < k/3. In other words, there are two points a, b ∈ I such that flipping ā (b̄)
would create a new P -copy, denoted by Qa (Qb respectively), which starts in location m(a)
(m(b) respectively) in A, and (m(a),m(b)) is an (i,∆i)-related pair.

The following claim finishes the proof of the lemma and will also be useful later on.

I Claim 5. For a and b as above, let (x, y) be a pair of points from I that are (i,∆i)-related
and suppose that y 6= ā−m(a) and that x 6= b̄−m(b). Then Px = Py.

Proof. The bits that were flipped in A to create Qa and Qb are ā, b̄ respectively. Since
y + m(a) 6= ā, the entry My+m(a) serves as the entry of the P -copy Qa in location y, so
Py = My+m(a). Similarly, since x+m(b) 6= b̄, we have Px = Mx+m(b). But since both pairs
(x, y) and (m(a),m(b)) are (i,∆i)-related, we get that m(b)−m(a) = y − x, implying that
x+m(b) = y +m(a), and therefore Px = Mx+m(b) = My+m(a) = Py, as desired. J

Clearly, the number of (i,∆i)-related pairs that do not satisfy the conditions of the claim
is at most two, finishing the proof of Lemma 4. J

Let ∆ = (∆1, . . . ,∆d) where for any 1 ≤ i ≤ d, we take ∆i that satisfies the statement of
Lemma 4 (its specific value will be determined later).

I Definition 6. Let x ∈ I. The set of ∆-neighbours of x is

Nx =
{
y ∈ I

∣∣ ∃i : (x, y) is (i,∆i)-related or (y, x) is (i,∆i)-related
}
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Figure 2 Illustration for Definition 8. Recall that flipping a bit ā in A creates a new P -copy Qa
(which contains ā), located at the point m(a) in the coordinates of A. The bits x and a are mapped
to y and f(a) respectively.

and the number of ∆-neighbours of x is nx = |Nx|, where d ≤ nx ≤ 2d. We say that x
is a ∆-corner if nx(∆) = d and that it is ∆-internal if nx(∆) = 2d. Furthermore, x is
(∆, P )-isolated if Px 6= Py for any y ∈ Nx, while it is (∆, P )-generic if Px = Py for any
y ∈ Nx.

When using the above notation, we sometimes omit the parameters (e.g. simply writing
isolated instead of (∆, P )-isolated) as the context is usually clear.

The definition imposes a symmetric neighborhood relation, that is, x ∈ Ny holds if
and only if y ∈ Nx. If x ∈ Ny we say that x and y are ∆-neighbours. Note that a point
x = (x1, . . . , xd) ∈ I is a ∆-corner if xi < ∆i or xi ≥ k −∆i for any 1 ≤ i ≤ d, and that x is
∆-internal if ∆i ≤ xi < k −∆i for any 1 ≤ i ≤ d.

I Claim 7. Two (∆, P )-isolated points in I cannot be ∆-neighbors.

Proof. Suppose towards contradiction that x = (x1, . . . , xd) and y = (y1, . . . , yd) are two
distinct (∆, P )-isolated points and that (x, y) is (i,∆i)-related for some 1 ≤ i ≤ d. Since
∆i < k/3, at least one of x or y participates in two different (i,∆i)-related pairs: if xi < k/3
then yi + ∆i = xi + 2∆i < k so y is in two such pairs, and otherwise xi ≥ ∆i, meaning that x
participates in two such pairs. Assume without loss of generality that the two (i,∆i)-related
pairs are (t, x) and (x, y), then Pt 6= Px and Px 6= Py as x is isolated. By Lemma 4, these
are the only (i,∆i)-jumps in P .

Choose an arbitrary j 6= i and take v = (v1, . . . , vd) where vj = ∆j and vl = 0 for any
l 6= j. Recall that ∆j < k/3, implying that either xj + vj < k or xj − vj ≥ 0. Without
loss of generality assume the former, and let x′ = x+ v and y′ = y + v. Since x and y are
(∆, P )-isolated, and since x′ ∈ Nx and y′ ∈ Ny, we get that Px′ 6= Px 6= Py 6= Py′ , and thus
Px′ 6= Py′ (as the alphabet is binary). Therefore, (x′, y′) is also an (i,∆i)-jump in P , a
contradiction. J

I Definition 8. For three points x, y, a ∈ I, we say that x is mapped to y as a result of
the flipping of a if x̄ = m(a) + y. Moreover, define the function f : I → I as follows:
f(x) = x̄−m(x) is the location to which x is mapped as a result of flipping x.

In other words, x is mapped to y as a result of flipping the bit a if bit x̄ of A “plays the
role” of bit y in the new P -copy Qa that is created by flipping a. Note that

If x̄ −m(a) /∈ I then x is not mapped to any point. However, this cannot hold when
x = a, so the function f is well defined.
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For a fixed a, the mapping as a result of flipping a is linear: if x and y are mapped to x′
and y′ respectively, then y− x = y′ − x′. In particular, if (x, y) is (i,∆i)-related for some
1 ≤ i ≤ d then (x′, y′) is also (i,∆i)-related.
If x is mapped to y as a result of flipping a and x 6= a, then Px = Py.
On the other hand, we always have Px 6= Pf(x).
If x is ∆-internal and (∆, P )-generic, then f(x) must be (∆, P )-isolated.

The first four statements are easy to verify. To verify the last one, suppose that x is internal
and generic and let z ∈ Nf(x); we will show that Pf(x) 6= Pz. Since x is internal, there exists
y ∈ Nx such that y − x = z − f(x). Then y is mapped to z as a result of flipping x, since
ȳ = y+ k̃ = z + (x+ k̃)− f(x) = z + x̄− f(x) = z +m(x). Therefore Py = Pz. On the other
hand, Px = Py as x is generic and Px 6= Pf(x), and we conclude that Pz 6= Pf(x).

I Lemma 9. There is exactly one (∆, P )-isolated point in I.

Proof. Let S be the set of isolated points; our goal is to show that |S| = 1. Consider the set

C = {(x, y) : x, y ∈ I, (x, y) is an (i,∆i)-jump for some 1 ≤ i ≤ d}.

Clearly, each point in S is contained in at least d pairs from C. By claim 7 no pair of
isolated points are ∆-neighbours and therefore every pair in C contains at most one point
from S. By Lemma 4, |C| ≤ 2d which implies that |S| ≤ 2. On the other hand we have
|S| ≥ 1. To see this, observe that the number of (∆, P )-internal points in I is greater than∏d
i=1 k/3 ≥ 2d2 , while the number of non-∆-generic points is at most 2|C| ≤ 4d, implying

that at least 2d2 − 4d > 0 of the internal points are generic. Therefore, pick an internal
generic point z ∈ I. As we have seen before, f(z) must be isolated.

To complete the proof it remains to rule out the possibility that |S| = 2. If two
different (∆, P )-isolated points a = (a1, . . . , ad) and b = (b1, . . . , bd) exist, each of them must
participate in exactly d pairs in C. This implies that both of them are ∆-corners with d
neighbors. It follows that every ∆-internal point z must be generic (since an internal point
and a corner point cannot be neighbours), implying that either f(z) = a or f(z) = b.

Let 1 ≤ i ≤ d and define δi > 0 to be the smallest integer such that there exists an
(i, δi)-related pair (x, y) of generic internal points with f(x) = f(y). For this choice of x and
y we have m(y) −m(x) = ȳ − f(y) − (x̄ − f(x)) = ȳ − x̄ = y − x, so (m(x),m(y)) is also
(i, δi)-related. In particular, we may take ∆i = δi (Recall that until now, we only used the
fact that ∆i < k/3, without committing to a specific value). Without loss of generality we
may assume that f(x) = f(y) = a. By Claim 5, any pair (s, t) of (i,∆i)-related points for
which s 6= ȳ −m(y) = f(y) = a and t 6= x̄−m(x) = f(x) = a is not an (i,∆i)-jump. Since b
is not a ∆-neighbour of a, it does not participate in any (i,∆i)-jump, contradicting the fact
that it is (∆, P )-isolated. This finishes the proof of the lemma. J

Finally, we are ready to show that P is almost homogeneous. Let a = (a1, . . . , ad) be the
single (∆, P )-isolated point in I. Consider the set

J = {x = (x1, . . . , xd) ∈ I : ∆i ≤ xi < ∆i + 2d for any 1 ≤ i ≤ d}

and note that all points in J are ∆-internal. Let 1 ≤ i ≤ d and partition J into (i, 1)-related
pairs of points. There are 2d2−1 ≥ 4d pairs in the partition. On the other hand, the number
of non-generic points in J is at most 2|C| − (d − 1) < 4d (to see it, count the number of
elements in pairs from C and recall that a is contained in at least d pairs). Therefore, there
exists a pair (x, y) in the above partition such that x and y are both generic. As before,
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f(x) and f(y) must be isolated, and thus f(x) = f(y) = a, implying that ∆i = δi = 1. We
conclude that ∆ = (1, . . . , 1).

Claim 5 now implies that any pair (s, t) of (i, 1)-related points for which s 6= ȳ −m(y) =
f(y) = a and t 6= x̄−m(x) = f(x) = a is not an (i, 1)-jump. That is, for any two neighbouring
points s, t 6= a in I, Ps = Pt, implying that Px = Py for any x, y 6= a (since ∆ = (1, . . . , 1),
a ∆-neighbour is a neighbour in the usual sense). To see this, observe that for any two
points x, y 6= a there exists a path x0x1 . . . xt in I where xj and xj+1 are neighbours for any
0 ≤ j ≤ t− 1, the endpoints are x0 = x and xt = y, and xj 6= a for any 0 < j < t. Since a is
isolated, it is also true that Pa 6= Px for any x 6= a.

To finish the proof that P is almost homogeneous, it remains to show that a is a corner.
Suppose to the contrary that 0 < ai < k − 1 for some 1 ≤ i ≤ d and let b, c ∈ I be the
unique points such that (a, b) and (c, a) are (i, 1)-related, respectively. Clearly f(b) = a, so a
is mapped to ā −m(b) = ā − b̄ + f(b) = c − a + a = c as a result of flipping b, which is a
contradiction - as Pa 6= Pc and b 6= a, c. This finishes the proof. J

6 From Deletion to Testing

We use the modification lemmas of Section 5 to investigate combinatorial characterizations
of the deletion number, which in turn allow efficient approximation and testing of pattern
freeness for removable patterns. In particular, we prove that minimal deletion sets and
minimal hitting sets are closely related. Due to space considerations, the proofs of all results
in this Section do not appear here, and are given in the full version of this paper [9].

The characterizations for almost homogeneous 1-dimensional patterns are also given in
the full version of the paper [9], along with an optimal tester for pattern freeness in that
case. The rest of this section deals with removable patterns, for both the 1-dimensional and
multi-dimensional settings.

In the 1-dimensional case, we show that for any removable pattern there exist certain
minimal hitting sets which are in fact minimal deletion sets. These are sets where none of
the flips create new occurrences. Our constructive proof shows how to build such a set.

I Theorem 10 (dP (S) equals hP (S)). For a binary string S of length n and a binary pattern
P of length k that is removable, the deletion number dP (S) equals the hitting number hP (S).

For the multidimensional case, we show that when P is removable, the hitting number
hP (A) of A approximates the deletion number up to a multiplicative constant that depends
only on the dimension d. This is done in two stages, the first of which involves the analysis
of a procedure that proves the existence of a large collection of P -copies with small pairwise
overlaps, among the set of all P -copies in A. This procedure heavily relies on the fact that P
is removable. The second stage shows that since these copies have small overlaps, their hitting
number cannot be much different than their deletion number. The result is summarized in
Lemma 11.

I Lemma 11 (Relation between distance and hitting number). Let P be a removable (k, d)-
array over an alphabet Γ, and let A be an (n, d)-array over Γ. Let αd = 4d + 2d. It holds
that: hP (A) ≤ dP (A) ≤ αdhP (A) ≤ αd(n/k)d.

We describe efficient distance approximation algorithms and testers for both the 1-
dimensional and the d-dimensional removable patterns. The tolerance of the testers depends
only on d, and the query complexity is linear in ε−1 where the constant depends only on d
(and not on k; using a completely naive tester, it can be seen that the tolerance and the query
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complexity depend on k). The distance approximation algorithms and the testers essentially
estimate the hitting number by sampling a small set of O(k)× . . .×O(k) uniformly chosen
consecutive subarrays of the input array, and calculating the hitting number of the pattern
P in each of these samples.

I Theorem 12 (Approximating the deletion number in 1-dimension). Let P be a removable string
of length k and fix constants 0 < τ < 1, 0 < δ < 1/k. Let h1, h2 : [0, 1] → [0, 1] be defined
as h1(ε) = (1− τ)ε− δ and h2(ε) = ε+ δ. There exists an (h1, h2)-distance approximation
algorithm for P -freeness with query complexity and running time of O(1/kτδ2).

Note that dP (S) = hP (S) ≤ n/k always holds, so having an additive error parameter of
δ ≥ 1/k is pointless. The proof of Theorem 12 can be adapted to derive an (ε1, ε2)-tolerant
tester for any 0 ≤ ε1 < ε2 ≤ 1, yielding the following multiplicative-error tester.

I Corollary 13 (Multiplicative tolerant tester for pattern freeness in 1-dimension). Fix 0 < τ < 1.
For any 0 < ε ≤ 1 there exists a ((1 − τ)ε, ε)-tolerant tester whose number of queries and
running time are O(ε−1τ−3).

For the multidimensional case, our distance approximation algorithm and tolerant tester
for P -freeness are given in Theorems 14 and 15.

I Theorem 14 (Approximating the deletion number in multidimensional arrays). Let P be a
removable (k, d)-array and fix constants 0 < τ ≤ 1, 0 ≤ δ ≤ 1/kd. Let h1, h2 : [0, 1]→ [0, 1]
be defined as h1(ε) = (1− τ)dα−1

d ε− δ and h2(ε) = ε+ δ. There exists an (h1, h2)-distance
approximation algorithm for P -freeness making at most γ/kdτdδ2 queries, where γ > 0 is an
absolute constant, and has running time ζτ/kdδ2 where ζτ is a constant depending only on τ .

I Theorem 15 (Multiplicative tolerant tester for pattern freeness in multidimensional arrays).
Fix 0 < τ ≤ 1 and let P be a removable (k, d)-array. For any 0 < ε ≤ 1 there exists a
((1− τ)dα−1

d ε, ε)-tolerant tester making Cτ ε−1 queries, where Cτ = O(1/τd(1− (1− τ)d)2).
The running time is C ′τ ε−1 where C ′τ depends only on τ .

7 Discussion and Open Questions

We have provided efficient algorithms for testing whether high-dimensional arrays do not
contain P for any fixed removable pattern P . The results suggest several interesting open
questions on the problem of pattern-freeness and more generally, on local properties - where
we say that a property P is k-local (for k � n) if for any array A not satisfying P, there
exists a consecutive subarray of A of size at most k× . . .× k which does not satisfy P as well.
That is, a property is local if any array not satisfying P contains a small ‘proof’ for this fact.
Note that P -freeness is indeed k-local where k is the side length of P , and that a property
P is k-local if and only if there exists a family F of arrays of size at most k × . . .× k each,
such that A satisfies P if and only if it does not contain any consecutive sub-array from F .
That is, to understand the general problem of testing local properties of arrays we will need
to understand the testing of F-freeness, where F is a family of forbidden patterns (rather
than a single forbidden pattern). As mentioned, it is not clear how to apply our methods to
develop testers for families of patterns. Devising testers for this case is an interesting open
question.

The problem of approximate pattern matching is of interest as well. The family of
forbidden patterns for this problem might consist of a pattern and all patterns that are
close enough to it, and the distance measures between patterns might also differ from the
Hamming distance (e.g., `1 distance for grey-scale patterns).
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Finally, it is desirable to settle the problem of testing pattern freeness for the almost
homogenous case by either finding an efficient tester for the almost homogeneous multi-
dimensional case, or proving that an efficient tester cannot exist for such patterns. It is also
of interest to examine which of the [k]d patterns with k < 3 · 2d are removable.
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Abstract
People tend to behave inconsistently over time due to an inherent present bias. As this may
impair performance, social and economic settings need to be adapted accordingly. Common
tools to reduce the impact of time-inconsistent behavior are penalties and prohibition. Such tools
are called commitment devices. In recent work Kleinberg and Oren [5] connect the design of a
prohibition-based commitment device to a combinatorial problem in which edges are removed
from a task graph G with n nodes. However, this problem is NP-hard to approximate within a
ratio less than

√
n/3 [2]. To address this issue, we propose a penalty-based commitment device

that does not delete edges, but raises their cost. The benefits of our approach are twofold. On the
conceptual side, we show that penalties are up to 1/β times more efficient than prohibition, where
β ∈ (0, 1] parameterizes the present bias. On the computational side, we improve approximability
by presenting a 2-approximation algorithm for allocating penalties. To complement this result,
we prove that optimal penalties are NP-hard to approximate within a ratio of 1.08192.
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1 Introduction

Most people make long term plans. They intend to eat healthy, save money, prepare for
exams, exercise regularly and so on. Curiously, the same people often change their plans
at a later point in time. They indulge in fast food, squander their money, fail to study and
skip workouts. Although change may be necessary due to unforeseen events, people often
change their plans even if the circumstances stay the same. This type of time-inconsistent
behavior is a well-known phenomenon in behavioral economics and might impair a person’s
performance in social or economic domains [1, 8].

A sensible explanation for time-inconsistent behavior is that people are present biased
and assign disproportionately greater value to the present than to the future. Consider, for
instance, a scenario in which a student named Alice attends a course over several weeks.
To pass the course, Alice either needs to solve a homework exercise each week or give a
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presentation once. The presentation incurs a onetime effort of 3, whereas each homework
exercise incurs an effort of 1. Furthermore, we assume that Alice immediately fails if she
misses a homework assignment before she has given a presentation. If the course lasts for
more than 3 weeks, she clearly minimizes her effort by giving a presentation in the first week.
Paradoxically, if Alice is present biased, she may solve all homework exercises instead. The
reason for this is the following:

Suppose Alice perceives present effort accurately, but discounts future effort by a factor
of β = 1/3. In the first week Alice must decide between solving the homework exercise or
giving a presentation. Remember that she automatically fails if she does neither of the two.
Clearly, the homework incurs less immediate effort than the presentation. Furthermore, Alice
can still give a presentation later on. Her perceived effort for doing the homework this week
and giving the presentation the week after is 1 + β3 = 2. To Alice this plan appears more
convenient than giving the presentation right away. Consequently, she does the homework.
However, come next week she changes this plan and postpones the presentation once more.
Her reasoning is the same as in the first week. Due to her time-inconsistent behavior, Alice
continues to postpone the presentation and ends up doing all the homework assignments.

Previous Work. Time-inconsistent behavior has been studied extensively in behavioral eco-
nomics. For an introduction to the topic refer for example to [1]. Alice’s scenario demonstrates
how time-inconsistency arises whenever people are present biased. Alice evaluates her prefer-
ences based on a well-established discounting model called quasi-hyperbolic-discounting [7].
As her story shows, quasi-hyperbolic-discounting tempts people to make poor decisions. To
prevent poor decisions, social and economic settings need to be adapted accordingly. De-
pending on the domain, such adaptations might be implemented by governments, companies,
teachers or people themselves. We call these entities designers and their motivation can be
benevolent or self-serving. In either case, the designer’s objective is to commit people to a
certain goal. Their tools are called commitment devices and may include rewards, penalty
fees and strict prohibition [3, 9].

Until recently, the study of time-inconsistent behavior lacked a unifying and expressive
framework. However, groundbreaking work by Kleinberg and Oren closed this gap by reducing
the behavior of a quasi-hyperbolic-discounting person to a simple planning problem in task
graphs [5]. Their framework has helped to identify various structural properties of social and
economic settings that affect the performance of present biased individuals [5, 10]. It has also
been extended to people whose present bias varies over time [4] as well as people who are
aware of their present bias and act accordingly [6]. We will formally introduce the framework
in Section 2. A significant part of Kleinberg and Oren’s work is concerned with the study
of a simple yet powerful commitment device based on prohibition [5]. In particular, they
demonstrate how performance can be improved by removing a strategically chosen set of
edges from the task graph. The drawback of their approach is its computational complexity.
As it turns out, an optimal commitment device is NP-hard to approximate within a ratio less
than

√
n/3, where n denotes the number nodes in the task graph [2]. Currently, the only

known polynomial-time algorithms achieve approximation ratios of 1/β and 1 + β/n, which
in combination yields a 1+

√
n approximation [2]. It should be mentioned that Kleinberg and

Oren’s framework has also been used to analyze reward-based commitment devices [2, 10].
Unfortunately, the computational complexity of such commitment devices does not permit a
polynomial-time approximation within a finite ratio unless P = NP [2].

Our Contribution. To circumvent the theoretical limitations mentioned above, we propose a
natural generalization of Kleinberg and Oren’s work. Instead of prohibition, our commitment
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device is based on penalty fees, a standard tool in the economic literature [3, 9]. This means
that the designer is free to raise the cost of arbitrary edges in the task graph. We call such
an assignment of penalties a cost configuration. The designer’s objective is to construct cost
configurations that are as efficient as possible.

In Section 3 we conduct a quantitative comparison between the efficiency of penalty fees
and prohibition. Assuming that optimal commitment devices can be computed, we show that
penalties are strictly more powerful than prohibition. In particular, we show that penalties
may outperform prohibition by a factor of 1/β where β parameterizes the present bias. This
result is tight. In Section 4 we investigate the computational complexity of our commitment
device. Using a reduction from 3-SAT, we argue that the construction of an efficient cost
configuration is NP-hard when posed as a decision problem. A generalization of this reduction
proves NP-hardness for approximations within a ratio of 1.08192. Unless P = NP, this
dismisses the existence of a polynomial-time approximation scheme. While analyzing the
complexity of our commitment device we also point to a remarkable structural property.
More specifically, we show that every cost configuration admits another cost configuration of
comparable efficiency that assigns its cost entirely along a single path. Assuming that the
path is known in advance, we provide an algorithm for constructing such a cost configuration
in polynomial-time. This result is important for the design of exact algorithms as it reduces
the search space to the set of paths through the task graph. Finally, Section 5 introduces
a 2-approximation algorithm for our commitment device. This is our main result and a
considerable improvement to the

√
n/3 approximability of the prohibition-based commitment

device [2]. It is interesting to note that the 1/β approximation algorithm of [2] can also be
applied to penalty fees. As a result, our penalty-based approach is particularly interesting
for highly present biased agents with β < 1/2.

2 The Formal Framework

In the following, we introduce Kleinberg and Oren’s framework [5]. Let G = (V,E) be a
directed acyclic graph with n nodes that models a given long-term project. The edges of
G correspond to the tasks of the project and the nodes represent the states. In particular,
there exists a start state s and a target state t. Each path from s to t corresponds to a
valid sequence of tasks to complete the project. The effort of a specific task is captured by a
non-negative cost c(e) assigned to the associated edge e.

To complete the project, an agent with a present bias of β ∈ (0, 1] incrementally constructs
a path from s to t as follows: At any node v different from t, the agent evaluates her lowest
perceived cost. For this purpose she considers all paths P leading from v to t. However, she
only anticipates the cost of the first edge of P correctly; all other edges of P are discounted by
her present bias. More formally, let d(w) denote the cost of a cheapest path from node w to t.
The agent’s lowest perceived cost at v is defined as ζ(v) = min{c(v, w) + βd(w) | (v, w) ∈ E}.
We assume that she only traverses edges (v, w) that minimize her anticipated cost, i.e. edges
for which c(v, w) + βd(w) = ζ(v). Ties are broken arbitrarily. For convenience, we define
the perceived cost of (v, w) as η(v, w) = c(v, w) + βd(w). The agent is motivated by an
intrinsic or extrinsic reward r collected at t. As she receives this reward in the future, she
perceives its value as βr at each node different from t. When located at v, she compares her
lowest perceived cost to the anticipated reward and continues moving if and only if ζ(v) ≤ βr.
Otherwise, if ζ(v) > βr, we assume she abandons the project. We call G motivating if she
does not abandon while constructing her path from s to t. Note that in some graphs the
agent can take several paths from s to t due to ties between incident edges. In this case, G
is considered motivating if she does not abandon on any of these paths.

ICALP 2017
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For the sake of a clear presentation, we will assume throughout this work that each node
of G is located on a path from s to t. This assumption is sensible for the following reason:
Clearly, the agent can only visit nodes that are reachable from s. Furthermore, she is not
willing to enter nodes that do not lead to the reward. Consequently, only nodes that are on
a path from s to t are relevant to her behavior. Note that all nodes that do not satisfy this
property can be removed from G in a simple preprocessing step.

To illustrate the model, we revisit Alice’s scenario from Section 1. Assume that the course
takes m weeks. We represent each week i by a distinct node vi and set s = v1. Furthermore,
we introduce a target node t that marks the passing of the course. Each week i < m Alice
can either give a presentation or proceed with the homework. We model the first case by an
edge (vi, t) of cost 3 and the latter case by an edge (vi, vi+1) of cost 1. In the last week, i.e.
i = m, Alice’s only sensible choice is to do the homework. Therefore, edge (vm, t) is of cost
1. Recall that Alice’s present bias is β = 1/3. Moreover, assume that her intrinsic reward for
passing is r = 6. For i < m her perceived cost of the edges (vi, t) is η(vi, t) = c(vi, t) = 3.
As this is less than her perceived reward, which is β6 = 2, she is never motivated to give
a presentation right away. However, her perceived cost of the edges (vi, vi+1) is at most
η(vi, vi+1) ≤ c(vi, vi+1) + βc(vi+1, t) ≤ 2. This matches her perceived reward. As a result,
she walks from v1 to vm along the edge (vi, vi+1). Once she reaches vm she traverses the
only remaining edge for a perceived cost of η(vm, t) = c(vm, t) = 1 and passes the course.
This matches our analysis from Section 1.

3 Prohibition versus Penalties

In this section we demonstrate how the designer can modify a given project to help the agent
reach t. For this purpose, the designer may have several commitment devices at her disposal.
A straightforward approach is to increase the reward that the agent collects at t. Although
this may keep the agent from abandoning the project prematurely, it has no influence on the
path taken by the agent. Furthermore, increasing the reward may be costly for the designer.
As a result, the designer has two conflicting objectives. On the one hand, she must ensure
that the agent reaches t. On the other hand, she needs to minimize the resources spent. To
deal with this dilemma, Kleinberg and Oren allow the designer to prohibit a strategically
chosen set of tasks [5]. This commitment device is readily implemented in their framework.
In fact, it is sufficient to remove all edges of prohibited tasks. The result is a subgraph G′
that may significantly reduce the reward required to motivate the agent. Unfortunately, an
optimal subgraph G′ is NP-hard to approximate within a ratio less than

√
n/3 [2].

To circumvent this theoretical limitation, we propose a different approach. Instead of
prohibiting certain tasks we allow the designer to charge penalty fees. Such fees could be
implemented in several ways; for instance in the form of donations to charity. Our only
assumption is that the designer does not benefit from the fees, i.e. there is no incentive to
maximize the fees payed by the agent. Similar to the prohibition-based commitment device,
our commitment device is readily implemented in Kleinberg and Oren’s framework. The
designer simply assigns a positive extra cost c̃(e) to the desired edges e. The new cost of e
is equal to c(e) + c̃(e). We call c̃ a cost configuration. Applying a cost configuration to G
yields a new task graph with increased edge cost. All concepts of the original framework
carry over immediately. Sometimes it will be necessary to compare different commitment
devices with each other. To clarify which commitment device we are talking about, we use
the following notation whenever necessary: If we consider a subgraph G′, we write dG′ , ηG′

and ζG′ . Similarly, if we consider a cost configuration c̃, we write dc̃, ηc̃ and ζc̃. Moreover,
we denote the trivial cost configuration, i.e. the one that assigns no extra cost, by 0̃.
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Figure 1 Graph maximizing the ratio between the efficiency of subgraphs and cost configurations.

It is interesting to think of penalty fees as a natural generalization of prohibition. This
becomes particularly apparent in the context of Kleinberg and Oren’s framework as we can
recreate the properties of any subgraph G′ by a cost configuration c̃. For this purpose, it is
sufficient to assign an extra cost of c̃(e) = r+1 to any edge e not contained in G′. As a result,
the agent’s perceived cost of paths along e certainly exceeds her perceived reward. However,
this means that e is irrelevant to the agent’s planning and could be deleted from G altogether.
Consequently, penalties are at least as powerful as prohibition. But how much more efficient
are penalties in the best case? As the following theorem suggests, cost configurations may
outperform subgraphs by a factor of almost 1/β.

I Theorem 1. The ratio between the minimum reward r that admits a motivating subgraph
and the reward q of a motivating cost configuration is at most 1/β. This bound is tight.

Proof. To see that r/q ≤ 1/β, let G be an arbitrary task graph and consider a subgraph G′
whose only edges are those of a cheapest path P from s to t. Recall that d(s) denotes the cost
of P . In G′ the agent’s only choice is to follow P . Because her perceived cost is a discounted
version of the actual cost, she never perceives a cost greater than d(s) in G′. Consequently,
d(s)/β is an upper bound on r. Next, consider an arbitrary cost configuration c̃. As c̃ only
increases edge cost, the agent’s lowest perceived cost at s is at least βd(s). We conclude that
q must be at least d(s) to be motivating. This yields the desired ratio.

It remains to show the tightness of the result. For this purpose, we construct a task
graph G such that: (a) The minimum reward that admits a motivating subgraph is 1/β2.
(b) There exists a cost configuration that is motivating for a reward of (1 + ε)/β, where ε is
a positive value strictly less than 1. Our construction is a modified version of Alice’s task
graph. Let m = dβ−2(1− β)−1ε−2e and assume that G contains a path v1, . . . , v2m+1 whose
edges are all of cost (1− β)ε2. We call this the main path and set s = v1 and t = v2m+1. In
addition to the main path, each vi with i ≤ 2m has a shortcut to t via a common node w.
The edges (vi, w) are free, whereas (w, t) is of cost 1/β. Figure 1 illustrates the structure
of G. Note that the drawing merges some of the edges (vi, w) for a concise representation.

We proceed to argue that G satisfies (a). For the sake of contradiction, assume the
existence of a subgraph G′ that is motivating for a reward r < 1/β2. In this case the
agent must not take shortcuts as her perceived cost at w exceeds her perceived reward.
Therefore, she must follow the main path. In particular, she must visit each node vi on the
first half of the path, i.e. i ≤ m + 1. At each of these nodes, her lowest perceived cost is
realized along the edge (vi, vi+1). Essentially, there are two ways she can come up with this
cost. First, she might plan to take a shortcut at a later point in time. As a result, we get
ηG′(vi, vi+1) ≥ c(vi, vi+1) + βc(w, t) > 1. Secondly, she might plan to stay on the main path.
In this case she must traverse at least m edges, each of which contributes β(1− β)ε2 or more
to ηG′(vi, vi+1). Consequently, we get ηG′(vi, vi+1) ≥ mβ(1− β)ε2 ≥ 1/β ≥ 1. Either way
her perceived cost for taking the main path is at least 1. As this tempts her to take the
shortcut at vi, all of the first m+ 1 shortcuts must be interrupted in G′. This means she
must walk along at least m edges of the main path before taking the first shortcut. As a
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Algorithm 1: PathAndFence
Input: Task graph G, present bias β, path P = v1, . . . , vm, positive value ε
Output: Cost configuration c̃

1 c̃← 0̃;
2 for i from m− 1 to 1 do
3 foreach w ∈ {w′ | (vi, w′) ∈ E} do
4 if w 6= vi+1 then c̃(vi, w)← max{0, ηc̃(vi, vi+1)− ηc̃(vi, w) + βε/(m− 2)};

5 return c̃;

result, her lowest perceived cost at v1 is at least ζG′(v1) ≥ mβ(1 − β)ε2 ≥ 1/β. This is a
contradiction to the assumption that r is motivating.

Next we show how to construct a cost configuration c̃ that satisfies (b). For this purpose it
is sufficient to add an extra cost of ε to all edges (vi, w). To upper bound the agent’s perceived
cost of (vi, vi+1), assume she plans to take a shortcut in the next step, i.e. at vi+1. For
i < 2m we get ηc̃(vi, vi+1) ≤ c(vi, vi+1) + β(c̃(vi+1, w) + c(w, t)) = (1− β)ε2 + βε+ 1 < 1 + ε.
In the special case of i = 2m, the inequality ηc̃(vi, vi+1) < 1 + ε is still satisfied, this time via
the direct edge (v2m, t). In contrast, the agent’s perceived cost of an immediate shortcut is
ηc̃(vi, t) = ε+ βc(w, t) = 1 + ε for all i ≤ 2m. Therefore, she is never tempted to divert from
the main path. Furthermore, a reward of q = (1+ε)/β is sufficient to keep her motivated. J

4 Computing Motivating Cost Configurations

We now turn our attention to the computational aspects of designing efficient penalty fees.
In this section, we assume that the agent’s reward is fixed to some value r > 0. Our goal is
to compute cost configurations that are motivating for r whenever they exist. Similar to the
prohibition-based commitment device [2], this task is NP-hard whenever the agent is present
biased, i.e. β 6= 1. We will prove this claim at the end of the section. But first, assume that
we already have partial knowledge of the solution. More precisely, assume we know one of
the paths the agent might take in a motivating cost configuration provided a motivating
cost configuration exists. We call this path P . Based on P , Algorithm 1 constructs a cost
configuration c̃ that is motivating for a slightly larger reward r + ε.

The basic idea of Algorithm 1 is simple. Starting with vm−1, it considers all nodes vi of P in
reverse order. For each vi it assigns an extra cost of max{0, ηc̃(vi, vi+1)−ηc̃(vi, w)+βε/(m−2)}
to the edges (vi, w) that leave P , i.e. edges different from (vi, vi+1). As a result, the agent’s
perceived cost of (vi, w) is greater than that of (vi, vi+1) by at least βε/(m−2). Consequently,
she has no incentive to divert from P at vi. Since the algorithm runs in reverse order, extra
cost assigned in iteration i has no effect on the agent’s behavior at later nodes, i.e. nodes
vj with j > i. Figuratively speaking, the algorithm builds a fence of penalty fees along P
preventing the agent from leaving P . For this reason, we call the algorithm PathAndFence.
As the next proposition suggests, cost configurations of this particular fence structure can
achieve almost the same efficiency as any other cost configuration. Due to space constraints,
refer to the full version of this work for a proof.

I Proposition 2. Let P be the agent’s path from s to t with respect to a cost configuration
c̃∗ that is motivating for a reward r. PathAndFence constructs a cost configuration c̃ that
is motivating for a reward of r + ε, where ε is an arbitrary small but positive quantity.

Proposition 2 has some interesting implications. The first one is of conceptual nature.
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Note that PathAndFence constructs a cost configuration that never actually charges the
agent any extra cost. This suggests the existence of an efficient penalty-based commitment
device that does not require the designer to enforce penalties. The mere threat of repercussions
appears to be sufficient. The second implication is computational. Clearly, PathAndFence
runs in polynomial-time with respect to n. In particular, the number of iterations does
not depend on the choice of ε. Consequently, PathAndFence can be combined with an
exhaustive search algorithm that considers all paths from s to t to search for a motivating
cost configuration. Although the number of such paths can be exponential in n, this approach
still reduces the size of the search space considerably. Finally, it should be noted that a
similar result for the prohibition-based commitment device is unlikely to exist. The reason is
that subgraphs remain hard to approximate even if the agent’s optimal path is known [2],
indicating a favorable computational complexity for the design of penalty fees. Of course there
is another potential source of hardness: the computation of P . To prove that this is a limiting
factor, we introduce the decision problem MOTIVATING COST CONFIGURATION:

I Definition 3 (MCC). Given a task graph G, a reward r > 0 and a present bias β ∈ (0, 1],
decide the existence of a motivating cost configuration.

We propose a reduction from 3-SAT to show that MCC is NP-complete for arbitrary
β ∈ (0, 1). At a later point we will use the same reduction to establish a hardness of
approximation result.

I Theorem 4. MCC is NP-complete for any present bias β ∈ (0, 1).

Proof. According to [2], whether or not a given task graph is motivating for a fixed reward
can be verified in polynomial-time. Of course, this remains valid if the edges are assigned
extra cost. Consequently, any motivating cost configuration is a suitable certificate for a
“yes”-instance of MCC. We conclude that MCC is in NP. In the following, we present a
reduction from 3-SAT to show that MCC is also NP-hard. This establishes the theorem.

Let I be an arbitrary instance of 3-SAT consisting of ` clauses c1, . . . , c` over m variables
x1, . . . , xm. We construct a MCC instance J such that its task graph G admits a motivating
cost configuration for a reward of r = 1/β if and only if I has a satisfying variable assignment.
Figure 2 depicts G for a small sample instance of I. In general, G consists of a source s, a
target t and five nodes u1, . . . , u5. Depending on I, G also contains some extra nodes. For
each variable xk, there are two variable nodes wk,T and wk,F . The idea is to interpret xk as
true whenever the agent visits wk,T and as false whenever she visits wk,F . As a result, the
agent’s walk through G yields a variable assignment τ . Furthermore, for each clause ci there
is a literal node vi,j corresponding to the j-th literal of ci. Our goal is to construct G in such
a way that every motivating cost configuration guides the agent along literal nodes that are
satisfied with respect to τ .

All nodes vi,j and wk,y are connected via so-called forward edges. More specifically, for
all 1 ≤ i < ` and 1 ≤ j, j′ ≤ 3 there is a forward edge from vi,j to vi+1,j′ . Similarly, there
is a forward edge from wk,y to wk+1,y′ for all 1 ≤ k < m and y, y′ ∈ {T, F}. We also have
forward edges from s to each v1,j , from each v`,j to u1, from u2 to each w1,y and from each
wm,y to u3. For the sake of readability, some forward edges are merged in Figure 2. The
price of each forward edge is (1− β)3 − ε, where the encoding length of β is assumed to be
polynomial in I. Furthermore, ε denotes a small but positive quantity such that

ε < min
{

(1− β)2,
β(1− β)3

1 + β
,
β(1− β)2

1 + β

}
.
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s

v1,1 v1,2 v1,3 v2,1 v2,2 v2,3 v3,1 v3,2 v3,3

w1,T w1,F w2,T w2,F w3,T w3,F

u1u2

u3 u4 u5
t

(1− β)3 − ε (1− β)3 − ε (1− β)3 − ε

(1− β)3 − ε(1− β)2(1− β)3 − ε

(1− β)3 − ε (1− β)3 − ε (1− β)3 − ε (1− β)2 (1− β) 1

Figure 2 Reduction from the 3-SAT instance: (x̄1 ∨ x2 ∨ x3) ∧ (x1 ∨ x̄2 ∨ x̄3) ∧ (x1 ∨ x̄2 ∨ x3).

In addition to the forward edges, there are three types of shortcuts. The first type, which is
depicted as dashed edges in Figure 2, connects each literal node vi,j to a distinct variable
node via a single edge of cost (1−β)2. If the j-th literal of ci is equal to xk, the shortcut goes
to wk,F . Otherwise, if the literal is negated, i.e. x̄k, the shortcut goes to wk,T . The second
type of shortcut goes from u2 to t along a single edge of cost 2− β. For clear representation,
this shortcut is omitted in Figure 2. The third type of shortcut connects each variable node
wk,y to t via a distinct intermediate node. The first edge is free while the second costs 2− β.
Again, shortcuts of this type are omitted in Figure 2 to keep the drawing simple. Finally,
there are four more edges (u1, u2), (u3, u4), (u4, u5) and (u5, t) of cost (1 − β)2, (1 − β)2,
1− β and 1 respectively. Note that G is acyclic and its encoding length is polynomial in I.

To establish the theorem, we must show that I has a satisfying variable assignment if
and only if J has a motivating cost configuration. A detailed argument is described in the
full version of this work. At this point we only sketch the main ideas. For this purpose let c̃
be a cost configuration that is motivating for a reward of 1/β and let P be the agent’s path
through G with respect to c̃. Note that P cannot contain shortcuts of the second or third
type as their edges are too expensive. Furthermore, P cannot contain a shortcut of the first
type because the agent either perceives it as too expensive or is tempted to enter a shortcut of
the third type immediately afterwards. As a result, P contains exactly one of the two nodes
wk,T and wk,F for each variable xk. Let τ : {x1, . . . , xm} → {T, F} be the corresponding
variable assignment. To keep the agent on P , c̃ must assign extra cost to all shortcuts that
start at a variable node satisfied by τ . However, this raises the perceived cost of all paths via
literal nodes not satisfied by τ to values that are not motivating. Consequently, P cannot
contain such literal nodes. But P must contain exactly one literal node of each clause because
P takes no shortcuts. This means that τ satisfies at least one literal in each clause and is
therefore a feasible solution of I. Conversely, whenever I has a feasible solution τ , we can
construct a motivating cost configuration c̃ as follows: First, assign an appropriate extra cost,
e.g. (1− β)2, to the shortcuts of type three starting at the variable nodes wk,τ(xk). Secondly,
block the forward edges into the variable nodes wk,τ(x̄k) with high extra cost of e.g. 1. J

5 Approximating Motivating Cost Configurations

The previous section suggests that an optimal assignment of penalty fees is NP-hard to
compute. This section therefore focuses on an optimization version of the problem. Our goal
is to construct cost configurations that require the designer to raise the reward at t as little
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s
v1 v2 v3 v4

t

w

(1− β)3 (1− β)3 (1− β)2 1− β 1

(1− β)2 2− β

Figure 3 Task graph with no optimal cost configuration.

Algorithm 2: MinMaxPathApprox
Input: Task graph G, present bias β
Output: Cost configuration c̃

1 P ← minmax path from s to t with respect to η0̃;
2 %← max{η0̃(e) | e ∈ P};
3 foreach v ∈ V \ {t} do
4 ς(v)← successor node of v on a cheapest path from v to t;
5 foreach (v, w) ∈ E do
6 if (v, w) ∈ P ∨ (ς(v) = w ∧ v /∈ P ) then c̃(v, w)← 0;
7 else if (v, w) 6= P ∧ ς(v) 6= w then c̃(v, w)← 3%/β;
8 else
9 P ′ ← v, ς(v), ς(ς(v)), . . . , t;

10 u← first node of P ′ different from v that is also a node of P ;
11 e← most expensive edge of P ′, between v and u;
12 c̃(v, w)← c(e);

13 return c̃;

as possible. However, before we provide a formal definition of the problem we should consider
a curious technical detail; namely, not all task graphs admit an optimal cost configuration.

Consider, for instance, the task graph in Figure 3. At v1 the agent is indifferent between
the edges (v1, v2) and (v1, w). In both cases her perceived cost is 1. If she chooses (v1, w),
she faces a perceived cost of 2 − β at w. Conversely, if she chooses (v1, v2), she perceives
a cost of 1 at v2, v3 and v4. Assuming that β < 1, (v1, v2) is the better choice. To break
the tie between (v1, w) and (v1, v2) we must place a positive extra cost of ε onto the upper
path. However, when located at s the agent’s perceived cost of the upper path is 1 + βε. In
contrast, her perceived cost of the lower path is 1 + β(1− β)3. Assuming that ε < (1− β)3,
she prefers the upper path. Consequently, we can construct a cost configuration that is
motivating for a reward arbitrarily close to 1/β, but no cost configuration is motivating for a
reward of exactly 1/β. To account for the potential lack of an optimal solution, we compare
our results to the infimum of all rewards that admit a motivating cost configuration. The
optimization problem MCC-OPT is defined accordingly:

I Definition 5 (MCC-OPT). Given a task graph G and a present bias β ∈ (0, 1), determine
the infimum of all rewards for which a motivating cost configuration exists.

We are now ready to introduce Algorithm 2. This algorithm enables us to construct
cost configurations that approximate MCC-OPT within a factor of 2. At a high level, the
algorithm proceeds in two phases. First, it computes a value % such that %/β is a lower
bound for any reward that admits a motivating cost configuration. Secondly, it constructs
a cost configuration c̃ that is motivating for a reward of 2%/β. This yields the promised
approximation ratio of 2.
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For a more detailed discussion of Algorithm 2 assume that each edge e is labeled with
its perceived cost η0̃(e). Furthermore, let c̃′ be an arbitrary cost configuration and P ′ the
agent’s corresponding path from s to t. Our goal is to lower bound the minimum reward that
is motivating for c̃′ by some value %/β. For this purpose, it is instructive to observe that any
motivating reward must be at least max{ηc̃′(e) | e ∈ P ′}/β ≥ max{η0̃(e) | e ∈ P ′}/β. Since
P ′ can be an arbitrary path from s to t, we set

% = min
{

max{η0̃(e) | e ∈ P}
∣∣ P is a path from s to t

}
.

In other words, % is the maximum edge cost of a minmax path P from s to t with respect to η0̃.
Note that P can be computed in polynomial-time by adding the edges of G in non-decreasing
order of perceived cost to an initially empty set E′ until s and t become connected for the
first time. Any path from s to t that only uses edges of E′ is a suitable minmax path.

We continue with the construction of c̃. To facilitate this task, Algorithm 2 sets up a
cheapest path successor relation ς. More precisely, it assigns a distinct successor node ς(v)
to each v ∈ V \ {t}. The successor is chosen in such a way that (v, ς(v)) is the initial edge
of a cheapest path from v to t. Since we may assume that t is reachable from each node
of G, all v 6= t must have at least one suitable successor. By construction of ς, any path
P ′ = v, ς(v), ς(ς(v)), . . . , t is a cheapest path from v to t. We call P ′ the ς-path of v.

Once ς has been created, Algorithm 2 starts to assign an appropriate extra cost to all
edges of G. The idea behind this assignment is to either keep the agent on P or guide her
along a suitable ς-path. For this reason, we also call the algorithm MinMaxPathApprox.
While iterating through the edges (v, w) of G the algorithm distinguishes between three
types of edges: First, (v, w) might be an edge of P or an edge of a ς-path. In the latter
case v must not be a node of P . Any (v, w) that satisfies these requirements is an edge we
want the agent to traverse or use in her plans. Consequently, (v, w) is assigned no extra cost.
Secondly, (v, w) might neither be an edge of P nor of a ς-path. Since we do not want the
agent to traverse or plan along such an edge, the algorithm assigns an extra cost of 3%/β
to (v, w). This is sufficiently expensive for the agent to lose interest in (v, w) provided that
the reward is 2%/β. Thirdly, (v, w) might not be an edge of P but of a ς-path such that v
is a node of P . This is the most involved case. To find an appropriate cost for (v, w), the
algorithm considers the ς-path P ′ of v. Let u be the first common node between P and P ′
that is different from v. Because P and P ′ both end in t, such a node must exist. Moreover,
let e be the most expensive edge of P ′ between v and u. The algorithm assigns an extra cost
of c(e) to (v, w). As we will show in Theorem 6, this cost is either high enough to keep the
agent on P or she travels to u along P ′ without encountering edges that are too expensive.

Clearly, Algorithm 2 can be implemented to run in polynomial-time with respect to
the size of G. It remains to show that the algorithm returns a cost configuration c̃ that
approximates MCC-OPT within a factor of 2.

I Theorem 6. MinMaxPathApprox has an approximation ratio of 2.

Proof. Recall that % denotes the maximum perceived edge cost along the minmax path P .
From the above description of MinMaxPathApprox, it should be evident that %/β is a
lower bound on the minimum motivating reward of any cost configuration. To prove the
theorem, we need to show that the algorithm returns a cost configuration c̃ that is motivating
for a reward of 2%/β.

As our first step we argue that the cost of a cheapest path from any node v to t with
respect to c̃ is at most twice the cost of a cheapest path with respect to 0̃. More formally,
we prove that dc̃(v) ≤ 2d0̃(v). For this purpose let P ′ be the ς-path of v. By construction
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of ς, P ′ is a cheapest path from v to t. It is crucial to observe that MinMaxApprox only
assigns extra cost to an edge (v′, ς(v′)) of P ′ if v′ is located on P . Consequently, there is
at most one edge with extra cost between any two consecutive intersections of P and P ′.
Furthermore, this extra cost is equal to the cost of an edge on P ′ between v′ and the next
intersection of P and P ′. Therefore, each edge of P ′ can contribute at most once to the total
extra cost assigned to P ′. This means that the price of P ′ with respect to c̃ is at most twice
the price of P ′ with respect to 0̃. Because the price of P ′ is an upper bound for dc̃(v), we
have shown that dc̃(v) ≤ 2d0̃(v).

We proceed to investigate the agent’s walk through G. Our goal is to show that her
lowest perceived cost is at most 2% at every node v on her way. This establishes the theorem.
Our analysis is based on the following case distinction: First, assume that v is located on P .
The immediate successor of v on P is denoted by w. Remember that c̃ assigns no extra cost
to (v, w). Using the result from the previous paragraph, we get

ζc̃(v) ≤ ηc̃(v, w) = c(v, w) + βdc̃(w) ≤ c(v, w) + β2d0̃(w) ≤ 2
(
c(v, w) + βd0̃(w)

)
= 2η0̃(v, w) ≤ 2%.

The last inequality is valid by definition of %.
Secondly, assume that v is not located on P and consider the last node v′ on P the agent

visited before v. Because she traversed (v′, ς(v′)) to get to v, we know that ηc̃(v′, ς(v′)) ≤ 2%
and dc̃(ς(v′)) ≤ 2%/β. We also know that she faces an extra cost of 3%/β whenever she tries
to leave the ς-path P ′ of v′ before the next intersection of P and P ′. Since she is not willing
to pay this much, v must be located on P ′. In particular, all paths from ς(v′) to t either
visit ς(v) or cross an edge that charges an extra cost of 3%/β. Consequently, a cheapest
path from ς(v′) to t with respect to c̃ costs at least dc̃(ς(v′)) ≥ min{3%/β, dc̃(ς(v))}. As
dc̃(ς(v′)) ≤ 2%/β, this implies that dc̃(ς(v′)) ≥ dc̃(ς(v)). Our proof is almost complete. For
the final part, recall that (v, ς(v)) is located on P ′ between v′ and the next intersection of P
and P ′. By construction of c̃ we have c̃(v′, ς(v′)) ≥ c(v, ς(v)). Furthermore, (v, ς(v)) has no
extra cost. Putting all the pieces together we get

ζc̃(v) ≤ ηc̃(v, ς(v)) = c(v, ς(v)) + βdc̃(ς(v)) ≤ c̃(v′, ς(v′)) + βdc̃(ς(v′))
≤ c(v′, ς(v′)) + c̃(v′, ς(v′)) + βdc̃(ς(v′)) = ηc̃(v′, ς(v′)) ≤ 2%. J

To complement this result, we argue that MCC-OPT is NP-hard to approximate within
any ratio of 1 + β(1 − β)4 or less. Choosing β = 1/5 maximizes this term and yields
inapproximability for constant ratios of 1.08192 or less. In particular, assuming that P 6= NP
this rules out the existence of a polynomial-time approximation scheme.

I Theorem 7. MCC-OPT is NP-hard to approximate within a ratio less or equal to 1.08192.

Proof. To establish the theorem, a reduction similar to the one from Theorem 4 can be used.
In fact, given a 3-SAT instance I we can construct the corresponding MCC-OPT instance J
the same way as in the proof of Theorem 4. The only difference is that our choice of ε is
slightly more restrictive as we require

ε < min
{
β(1− β)3, β(1− β)2(2− β), β

2(1− β)3

1 + β
,
β2(1− β)2(2− β)

1 + β

}
.

The proof can be structured around the following properties of J : (a) If I has a solution,
J admits a motivating cost configuration for a reward of 1/β. (b) If I has no solution, J
admits no motivating cost configuration for a reward of (1+β(1−β)4)/β or less. Consequently,
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any algorithm that approximates MCC-OPT within a ratio of 1 + β(1− β)4 or less must also
solve I. To maximize this ratio we choose β = 1/5 and obtain the desired approximability
bound, namely 1 + (1 − 1/5)4/5 = 1.08192. All that remains to show is that J indeed
satisfies (a) and (b). The correctness of (a) is an immediate consequence of the proof of
Theorem 4. A detailed proof of (b) can be found in the full version of this work. J

6 Conclusion

In this work we have used Kleinberg and Oren’s graph theoretic framework [5] to provide
a systematic analysis of a penalty-based commitment device. We have shown that penalty
fees are strictly more powerful than prohibition. In particular, we have shown that penalties
may outperform prohibition by a factor of up to 1/β. We have also been able to obtain
some of the first positive computational results for the algorithmic design of commitment
devices. We have given a polynomial-time algorithm to construct penalty fees that match
an optimal solution by a factor of 2. This is significant progress when compared to the
prohibition-based commitment device, whose approximation is known to be NP-hard within
a factor less than

√
n/3 [2]. Due to its versatility, expressiveness and favorable computational

properties, we believe that our penalty-based commitment device will prove to be a valuable
tool for addressing time-inconsistent behavior in complex social and economic settings.
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11:2 Efficient Approximations for the Online Dispersion Problem

1 Introduction

The problem of assigning elements to locations in a given area comes up only too often in
real life: where to seat the customers in a restaurant, where to put certain facilities in a city,
where to build nuclear power stations in a country, etc. Different problems have different
features and constraints, but one common feature that appears in many of them is not to
locate the elements too close to each other : for people’s privacy, for environmental safety,
and/or for serving more users. Another feature is also common in many applications: that is,
not to locate the elements too close to the boundary of the area. Indeed, for security reasons,
important national industrial facilities in many countries are built at a safe distance away
from the border. Such problems have been widely studied in computational geometry and
facility location; see, e.g., [32, 3, 2, 4]. In particular, in the dispersion problem defined by [2],
there is a k-dimensional polytope P and an integer n, and the goal is to locate n points in P
so as to maximize the minimum distance among them and from them to the boundary of P .

However, there is another important feature in all the scenarios mentioned above and
many other real-world scenarios: the presence of elements is time-dependent and decisions
need to be made along time, without knowing when the elements will come and go in the
future. Indeed, it may be hard to move an element once it is located, making it infeasible
for the decision maker to relocate all the present elements according to the optimal static
solution when an arrival/departure event occurs. Online dispersion and facility location
problems have been studied when the underlying locations are vertices of a graph [28, 17, 27].
In this paper we consider, for the first time in the literature, the online dispersion problem
in Euclidean space. The arriving and departure times of points are chosen by an adversary
who knows everything and works adaptively. An online dispersion algorithm decides where
to locate a point upon its arrival, without any knowledge about future events.

1.1 Main Results
We focus on two natural objectives for the online problem: the all-time worst-case (ATWC)
problem, which aims at maximizing the minimum distance that ever appears at any time;
and the cumulative distance (CD) problem, which aims at maximizing the integral of the
minimum distance throughout the whole time interval. Although polynomial-time constant
approximations have been given when time is not involved [2, 4], nothing was known about
the online problem. As we will show, solutions for the online problem are already complex
even on a segment. For cumulative distance, even when the problem is time-dependent but
offline, with all the arriving and departure times given in advance, it remains unclear how to
efficiently compute the optimal solution. We formally define the problem in Section 2 and
summarize our results in Table 1 below.

The most technical parts are the online ATWC problem and the offline time-dependent
CD problem. Interestingly, we provide an efficient reduction from the offline CD problem
to the online ATWC problem, and show that in order to solve the former, one can use an
algorithm for the latter as a black-box. For the online ATWC problem, it is not hard to
see that a natural greedy algorithm provides a 2-competitive ratio. Our main contributions
for this problem are to provide an efficient algorithm that is optimal for the 1-dimensional
case, improve the competitive ratio and prove a lower-bound for squares, and provide an
efficient implementation of the greedy algorithm for the general case. We also prove a simple
lower-bound for the general case.

To establish our results, we show interesting new connections between dispersion and
ball-packing – both uniform packing (i.e., with balls of identical radius) and non-uniform
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Table 1 Online and offline time-dependent dispersion problems in a k-dimensional polytope P .

Online Offline time-dependent

ATWC

k = 1: a 2 ln 2 (≈ 1.386) lower-bound and
an optimal algorithm; see Theorems 5 and 8.
k = 2: a 1.183 lower-bound and a 1.591-
competitive algorithm for squares; see Theor-
ems 11 and 12.
k ≥ 2: a 7

6 lower-bound and a 2
1−ε -

competitive algorithm for arbitrary poly-
topes P ; see Theorems 13 and 14.

Equivalent to dispersion without
time; see Claim 2.

CD No constant competitive algorithm even when
k = 1; see Claim 1.

A black-box reduction to online
ATWC for arbitrary k and P , with
the competitive ratio scaling up by
at most 2; see Theorem 15.

packing (i.e., with balls of different radii). All our algorithms are deterministic and of
polynomial time. Some of them take an arbitrarily small constant ε as a parameter and the
running time is polynomial in 1

ε . All inapproximability results hold even when running time
is not a concern. Due to lack of space, most proofs are given in the full version [8].

Discussion and future directions. An algorithm for high-dimensional polytopes may not
be directly applicable in dimension 1, because all locations are on the boundary when a
segment is treated as a high-dimensional polytope, and the minimum distance is always 0.
Accordingly, we do not know whether the lower-bound for dimension 1 carries through to
higher dimensions, and proving better lower-bounds will be an interesting problem for future
studies. In [8], we consider online dispersion without the boundary constraint, where the
lower-bound for dimension 1 indeed carries through. We show all our algorithms can be
adapted for this setting. Another important future direction is to understand the role of
randomized algorithms in the online dispersion problem. Finally, improving the (deterministic
or randomized) algorithms’ competitive ratios in various classes of polytopes is certainly a
long-lasting theme for the online dispersion problem. Special classes such as regular polytopes
and uniform polytopes may be reasonable starting points. Given the connections between
dispersion and ball-packing, it is conceivable that new competitive algorithms for online
dispersion may stem from and also imply new findings on ball-packing.

1.2 Related Work
Dispersion without time. In dispersion problems in general, the possible locations can be
either a continuous region or a set of discrete candidates. Two objectives have been studied
in the literature: the max-min distance as considered in this paper, and the maximum total
distance. In continuous settings, the authors of [2] consider the max-min distance with the
boundary condition. Under L∞-norm, they give a polynomial-time 1.5-approximation in
rectilinear polygons1 and show that a 14

13 -approximation in arbitrary polygons is NP-hard.
Moreover, they show there is no PTAS under any norm unless P=NP. [4] considers a similar
boundary condition under L2-norm and provides a 1.5-approximation in polygons with

1 A rectilinear polygon is a 2-dimensional polytope whose edges are axis-parallel.
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11:4 Efficient Approximations for the Online Dispersion Problem

obstacles. [11] considers the problem of selecting n points in n given unit-disks, one per disk,
and the objective is to maximize the minimum distance.

In discrete settings, [32, 5] show that, if the distances among the candidate locations do
not satisfy triangle inequality, then there is no polynomial-time constant approximation for
either objective, unless P=NP; while if triangle inequality is satisfied, then there are efficient
2-approximations for both objectives. If the goal is to maximize total distance and the
candidate locations are in a k-dimensional space, [15] gives a PTAS under L1-norm; and [6, 7]
provide PTASes when locations need to satisfy matroid constraints. Finally, [3, 31, 25, 1]
consider various dispersion problems in obnoxious facility allocation.

Packing without time. It is well known that dispersion and packing are “dual” problems
of each other [26]. In this paper we show interesting new connections between them and
use several important results for packing in our analysis. Thus we briefly introduce this
literature. Indeed, the packing problem is one of the most extensively studied problems in
geometric optimization, and a huge amount of work has been done on different variants of
the problem; see [30, 21] for surveys on this topic.

One important problem is to pack circles with identical radius, as many as possible, in
a bounded region. [18] shows this problem to be strongly NP-hard and [22] gives a PTAS
for it. An APTAS for the circle bin packing problem is given in [29]. The dispersal packing
problem tries to maximize the radius of a given number of circles packed in a square. A lot
of effort has been made in finding the optimal radius and the corresponding packing when
the number of circles is a small constant; see [36, 35, 37, 30]. Heuristic methods have also
been used in finding approximations when the number of circles gets large [24, 41]. Finally,
an important packing problem is to understand the packing density: that is, the maximum
fraction of an infinite space covered by a packing of unit circles/spheres. The packing density
is solved for dimension 2 in [14] and for dimension 3 in [20]. Very recently, [42] and [9] solve
it for dimensions 8 and 24, respectively. Asymptotic lower bounds (as the dimension grows)
for the density of the densest packing are provided in [33].

Online geometric optimization. Many important geometric optimization problems have
been studied in online settings, although the settings and objectives are quite different from
ours. In particular, the seminal work of [38] provides a nearly-optimal competitive algorithm
for the classic online bin-packing problem. Algorithms for variants of the problem have been
considered ever since, such as a constant competitive ratio for packing circles in square bins
[23], and constant competitive ratios for bin-packing in higher dimensions [12, 13].

In online facility location [28], it is the demands rather than the facilities that come along
time. The facilities have open costs and the goal is to minimize the total open cost and the
total distance between demands and facilities. As shown in [28], when the demands arrive
adversarially, there is a randomized polynomial-time O(logn)-competitive algorithm, and a
constant competitive ratio is impossible. A deterministic O( logn

log logn )-competitive algorithm
and a matching lower-bound are provided in [17]. In incremental facility location [16], the
facilities can be opened, closed or merged, depending on the arriving demands. In [27, 34],
there is a cost for each location configuration and the goal is to minimize the cost when the
facilities arrive online. A constant competitive algorithm for this problem is provided in [27],
and [34] gives a reduction from the online problem to the offline version of the problem.

Dynamic resource division. Fair resource division is an important problem in economics
[39, 10, 40]. When the resource is 1-dimensional and homogenous, dynamic fair division
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is in some sense the “dual” of online dispersion: locating n points as far as possible from
each other and from the boundary is the same as partitioning the segment into n+ 1 pieces
as evenly as possible. [19] provides an optimal d-disruptive mechanism for 1-dimensional
homogenous resource. Interestingly, our algorithm for the 1-dimensional case provides an
optimal mechanism when d = 1, although the techniques are quite different. Optimal
mechanisms for heterogenous or high-dimensional resource remain unknown. It would be
interesting to see if our techniques for dispersion can be used in resource division in general.

2 The Online Dispersion Problem

Given a k-dimensional polytope P , the dispersion problem [2] takes as input a positive
integer n and outputs n locations, X1, . . . , Xn ∈ P , for n points. For each point i, let
dis(Xi, ∂P ) be the distance from Xi to ∂P , the boundary of P , measured by L2-norm. Also,
let dis(Xi, Xj) be the distance between Xi and Xj for any i 6= j. The objective is

Disp(n;P ) , max
X1,...,Xn∈P

min
i,j∈[n]

{dis(Xi, ∂P ), dis(Xi, Xj)}.

In [8], we also consider the dispersion problem where the distances to the boundary are not
taken into consideration. Most of our techniques can be applied there.

We now define the online dispersion problem, where each point i arrives at time si and
departs at time di, with di > si. Without loss of generality, 0 = s1 ≤ s2 ≤ · · · ≤ sn. An
online algorithm is notified upon an arrival/departure event. It must decide the location Xi

for i upon its arrival, knowing neither the future events nor the number n. An adversary
knows how the algorithm works and chooses future events after seeing the algorithm’s output
so far. In the time-dependent offline version of the problem, the times of all events, denoted
by a vector S = ((s1, d1), . . . , (sn, dn)), is given to the algorithm in advance.

Given such a vector S, let T = maxi∈[n] di be the last departure time. Moreover, given
locations X = (X1, . . . , Xn), for any t ≤ T , let

dmin(t;X) = min
i,j∈[n]:si≤t≤di,sj≤t≤di

{dis(Xi, ∂P ), dis(Xi, Xj)}

be the minimum distance corresponding to the points that are present at time t. When X is
clear from the context, we may write dmin(t) for short. We consider two natural objectives:
the all-time worst-case (ATWC) problem, where the objective is

OPTA(S;P ) , max
X1,...,Xn

min
t≤T

dmin(t);

and the cumulative distance (CD) problem, where the objective is

OPTC(S;P ) , max
X1,...,Xn

∫ T

0
dmin(t)dt.

Note that both objectives are defined to be the optimum of the corresponding offline problems,
the same as the ex-post optimum for the online problems. Below we provide two simple
observations about the objectives.

I Claim 1. For the CD problem, even when k = 1 and P is the unit segment, no (randomized)
online algorithm achieves a competitive ratio to OPTC better than Ω(n).

Next, given any ex-post instance S = ((s1, d1), . . . , (sn, dn)), let m be the maximum number
of points simultaneously present at any time t: that is, m = maxt≤T |{i : si ≤ t ≤ di}|.
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11:6 Efficient Approximations for the Online Dispersion Problem

I Claim 2. ∀ S = ((s1, d1), . . . , (sn, dn)), letting m = maxt≤T |{i : si ≤ t ≤ di}|, we have
OPTA(S;P ) = Disp(m;P ).

In light of the claims above, the online CD problem is highly inapproximable and the offline
ATWC problem is equivalent to the dispersion problem without time. Thus we will focus on
the online ATWC problem and the offline CD problem, especially the former. Our results
imply a simple O(n)-competitive algorithm for the online CD problem (see [8]), matching
the lower-bound in Claim 1.

Below we point out some connections between dispersion and ball-packing: they are
not hard to show, and similar results for the dispersion problem without the boundary
condition have been pointed out in [26]. More precisely, the (uniform) ball-packing problem
[22] in a polytope P takes as input a non-negative value r and outputs an integer n, the
maximum number of balls of radius r that can be packed non-overlappingly in P , together
with a corresponding packing. We denote the solution by Pack(r;P ). The dispersal packing
problem [2] is a “mixture” of dispersion and packing: it takes as input an integer n and
outputs the maximum radius for n balls with identical radius that can be packed in P ,
together with a corresponding packing. That is, DP (n;P ) , max{r : Pack(r;P ) ≥ n}.

Recall that a k-dimensional convex polytope P has an insphere if the largest ball contained
wholly in P is tangent to all the facets (i.e., (k − 1)-faces) of P . Such a ball, if it exists,
is unique. It is referred to as the insphere of P . The center of the insphere maximizes the
minimum distance for any point in P to its facets, and has the same distance to all facets –
the radius of the insphere. We have the following two claims.

I Claim 3. For any k ≥ 1 and any k-dimensional convex polytope P with an insphere,
letting x be the radius of the insphere, we have Disp(n;P ) = 2xDP (n;P )

x+DP (n;P ) .

I Claim 4. For any k ≥ 1 and any k-dimensional convex polytope P with an insphere, given
the radius of the insphere,
(1) any polynomial-time algorithm for Disp(n;P ) implies such an algorithm for Pack(r;P );
(2) any polynomial-time algorithm for Pack(r;P ) implies an FPTAS for Disp(n;P ).

To the best of our knowledge, it is still unknown whether ball-packing in regular polytopes
(which is a special case of convex polytopes with an insphere) is NP-hard or not. Therefore
the complexity of dispersion in regular polytopes remains open. Note that ball-packing in
arbitrary polytopes is NP-hard [18], so is a 14

13 -approximation for dispersion in rectilinear
polygons [2]. Moreover, a claim similar to Claim 4 applies to DP (n;P ) and Pack(r;P ) in
arbitrary polytopes. The relation between dispersion and packing in arbitrary polytopes is
not so clear and worth further investigation: for example, it would be interesting to know if
there exists a counterpart of Claim 4 when the polytope does not have an insphere.

Finally, the insert-only model, where all points have the same departure time, is a special
case of our general model. Interestingly, as will become clear in our analysis, the difficulty of
the general online ATWC problem is captured by the problem under this special model. The
insert-only model was also considered by [27, 34] in settings different from ours and with a
different objective function. We further discuss this model in [8].

3 The 1-Dimensional Online All-Time Worst-Case Problem

Note that a 1-dimensional polytope is simply a segment. Without loss of generality, we
consider the unit segment P = [0, 1]. Below we first provide a lower bound for the competitive
ratio of any algorithm, even computationally unbounded ones.
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Figure 1 The pre-fixed positions in Q for dimension 1.

3.1 The Lower Bound
I Theorem 5. No online algorithm achieves a competitive ratio better than 2 ln 2 (≈ 1.386)
for the 1-dimensional ATWC problem.

Proof Ideas. Letting σ′r =
∑2r
i=r+1

1
i for any positive integer r, we show that no algorithm

achieves a competitive ratio better than 2σ′r. Roughly speaking, we construct an instance
(i.e., an adversary) for the online ATWC problem with three stages. In the first stage, r − 1
points arrive simultaneously; in the second stage, r new points arrive one by one; and finally,
all 2r − 1 points depart simultaneously. If an algorithm A is α-competitive to OPTA with
α < 2σ′r, it must be α-competitive after the arrival of each point, as it does not know the
total number of points. Thus for each arriving point, there must exist an interval long enough
such that putting the new point inside the interval does not violate the competitive ratio. We
show that in order for A to do so, the segment must be longer than P itself, a contradiction.
Theorem 5 holds by setting r →∞. The complete proof is in [8]. J

3.2 A Polynomial-Time Online Algorithm
Next, we provide a deterministic polynomial-time online algorithm whose competitive ratio
to OPTA can be arbitrarily close to 2 ln 2. Intuitively, a good algorithm should disperse the
points as evenly as possible. However, if at some point of time with m points present, the
resulting m+ 1 intervals on the segment have almost the same length, then the next arriving
point will force the minimum distance to drop by a factor of 2, while the optimum only
changes from 1

m+1 to 1
m+2 , causing the competitive ratio to drop by almost 2. To overcome

this problem, the algorithm must find a balance between two consecutive points, choosing a
sub-optimal solution for the former so as to leave enough space for the latter. The difficulty,
as for online algorithms in general, is that this balance needs to be kept for arbitrarily many
pairs of consecutive point, as the sequence of points is chosen by an adversary who observes
the algorithm’s output. Inspired by our lower bound, roughly speaking, our algorithm uses a
parameter r to pre-fix the locations of the first r points and the resulting r + 1 intervals,
and then inserts the next r + 1 points in the middle of these intervals. The idea is that,
when done properly, after these 2r + 1 points, the resulting configuration is almost the same
as if the algorithm has used parameter 2r + 1 to pre-fix the first 2r + 2 intervals: then the
procedure can repeat for arbitrary sequences.

More specifically, given a positive integer r, let Q = {q1, . . . , qr} be a set of positions
on the segment, such that the length ratios of the r + 1 intervals sliced by them are

1
r+1 : 1

r+2 : · · · : 1
2r+1 . That is, letting σr =

∑2r+1
i=r+1

1
i , the lengths of the intervals are

1
σr(r+1) ,

1
σr(r+2) , · · · ,

1
σr(2r+1) , and qi = 1

σr

∑r+i
j=r+1

1
j for each i ∈ [r], as illustrated by

Figure 1, with q0 = 0 and qr+1 = 1. Note that σr differs from σ′r in Theorem 5 by 1
2r+1 . Also,

σr is strictly decreasing in r and limr→∞ σr = ln 2. Moreover, for any two intervals (qj−1, qj)
and (qj′−1, qj′) with j < j′ ≤ r + 1, we have |(qj′−1, qj′)| < |(qj−1, qj)| < 2|(qj′−1, qj′)|.

Our algorithm, Algorithm 1, also takes as parameter an ordering for the positions in Q,
denoted by τ = (τ1, τ2, . . . , τr). We have the following two lemmas, whose main ideas are
sketched below. Recall that, given S = ((s1, d1), . . . , (sn, dn)), m is the maximum number of
points simultaneously present at any time t.
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11:8 Efficient Approximations for the Online Dispersion Problem

Algorithm 1. A polynomial-time algorithm for the 1-dimensional online ATWC problem.
Parameter: A positive integer r, the corresponding set Q = {q1, . . . , qr}, and an ordering τ

for Q.
Input: A sequence of points arriving and departing along time.
1: Denote by Q̂ the set of positions ever occupied by a point. At any point of time, a

position in Q̂ is labeled occupied if currently there is a point there and vacant otherwise.
Initially Q̂ = ∅.

2: When a point i leaves, change the label of its position in Q̂ from occupied to vacant.
3: When a point i arrives:
4: if Q̂ = ∅ or all positions in Q̂ are labelled occupied then
5: if Q 6⊆ Q̂ then
6: Choose the first position q according to τ with q ∈ Q \ Q̂, add it to Q̂ and label it

occupied.
7: Put i at position q.
8: else
9: Find position q which is the middle of the largest interval created by the positions

in Q̂.
10: Put i at position q, add q to Q̂ and label it occupied.
11: end if
12: else
13: Arbitrarily choose a vacant position q from Q̂ and label it occupied.
14: Put i at position q.
15: end if

I Lemma 6. ∀ r and τ , Algorithm 1 is 2σr-competitive to OPTA for any S with m > r.

Proof Ideas. Since Algorithm 1 only creates a new position when the number of points
simultaneously present on the line increases, for any time t, the number of positions created
is exactly the maximum number of points that has appeared simultaneously on the line.
Thus only m positions is created for instance S. We prove that when m > r, the minimum
distance produced by our algorithm, denoted by dmin(m), is 1

2l+1σr(r+i) , where l, i are the
unique integers such that l ≥ 0, 0 ≤ i ≤ r + 1 and 2l(r + 1) + 2l(i− 1) ≤ m < 2l(r + 1) + 2li.
Note that the minimum distance only depends on m. By comparing OPTA with dmin(m),
we show that the competitive ratio 2σr holds for all m > r. J

I Lemma 7. For any integer l > 0 and r = 2l − 1, there exists an ordering τ for the
corresponding set Q, s.t. Algorithm 1 is 2σr-competitive to OPTA for any S with m ≤ r.

Proof Ideas. Interestingly, due to the structure of Algorithm 1, we only need to consider the
instance S = ((1, r + 1), (2, r + 1), . . . , (r, r + 1)). We construct an ordering τ = {τd}d∈[r] for
Q such that the competitive ratio at any time d ∈ [r] is smaller than 2σr. To do so, we fill in
a complete binary tree with r nodes as in Figure 2, and τ is obtained by traversing the tree in
a breadth-first manner starting from the root. Given any d = 2i + s with i ∈ {0, 1, . . . , l− 1}
and s ∈ {0, 1, . . . , 2i − 1}, we have τd = q2l−i−1(2s+1). Denoting the competitive ratio at time
d by apx(d), we prove that

apx(d) = σr

(2i + s+ 1) ·
∑2l−1+2l−i−1(2s+2)
j=2l+2l−i−1(2s+1)

1
j

.
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Figure 2 The left-hand side shows the top three levels of the binary tree for a general l,
with τ = (q2l−1 , q2l−2 , q3×2l−2 , q2l−3 , q3×2l−3 , q5×2l−3 , q7×2l−3 , . . . ). The right-hand side shows the
complete binary tree for l = 3, with τ = (q4, q2, q6, q1, q3, q5, q7).

Writing apx(d) as apx(i, s), we prove that, fixing i, apx(i, s) is strictly increasing in s; and
letting s = 2i− 1, apx(i, s) is strictly increasing in i. Thus the worst competitive ratio occurs
at i = l− 1 and s = 2l−1− 1. As apx(l− 1, 2l−1− 1) = (2− 1

2l )σr < 2σr, Lemma 7 holds. J

The theorem below follows easily from the above two lemmas.

I Theorem 8. There exists a deterministic polynomial-time online algorithm for the ATWC
problem, whose competitive ratio can be arbitrarily close to 2 ln 2. Moreover, the running
time is polynomial in 1

ε for competitive ratio 2 ln 2 + ε.

Remark. When the number of points is large but the maximum number m of simultaneously
present points is small, the running time of the algorithm for each arriving point is polynomial
in m and can be much faster than being polynomial in the size of the input.

Following Theorem 5, Algorithm 1 is essentially optimal. Inspired by our constructions of
Q and τ , we actually characterize the optimal solution for the online ATWC problem, whose
competitive ratio is exactly 2 ln 2: see Theorem 9. However, this solution involves irrational
numbers and cannot be exactly computed in polynomial time.

I Theorem 9. For any integer d = 2i+s with i ≥ 0 and 0 ≤ s ≤ 2i−1, let τd = log2(1+ 2s+1
2i+1 ).

If Algorithm 1 creates the d-th new position in Q̂ to be τd, the competitive ratio is 2 ln 2.

4 The 2-Dimensional Online All-Time Worst-Case Problem

We now consider the 2-dimensional online ATWC problem in a square – without loss of
generality, P = [0, 1]2. One difficulty is that, different from the 1-dimensional problem where
it is trivial to have Disp(n;P ) = 1

n+1 for any n ≥ 1, here neither Disp(n;P ) nor Pack(r;P )
has a known closed-form optimal solution (whether polynomial-time computable or not).
Accordingly, our lower-bound and our competitive algorithm must rely on some proper upper-
and lower-bounds for Disp(n;P ), which is part of the reason why the resulting bounds are
not tight. In particular, we have the following.

I Lemma 10. For any n ≥ 1, 2
5+
√

2
√

3n
≤ Disp(n;P ) ≤ 2

2+
√

2
√

3n
.

4.1 The Lower Bound
Interestingly, not only the dispersion problem is closely related to uniform packing (i.e., the
disks all have the same radius) as we have seen in Section 2, but we also obtain a lower bound
for the online ATWC problem by carefully fitting a non-uniform packing into the square.
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Figure 3 The set of pre-fixed positions, Q = {q1, . . . , q36}, and the grid created by Q. A grid
point labelled by i indicates the position qi. The colored areas are used in the algorithm’s description.
More specifically, denoting a rectangle by the position in Q at its lower-left corner, the green area
is (3, 10, 2; 18, 5, 9; 1, 19, 4); the two pink areas are (23, 6, 20; 28, 27, 26) and (34, 21; 33, 7; 32, 22);
the red area is (31, 8; 30, 29); the two blue areas are (35, 36) and (24, 25); the orange area is
(17, 16, 15, 11, 12, 13, 14); and finally the yellow area contains all the remaining rectangles: that is,
rectangles adjacent to the left boundary and the bottom boundary.

The idea is to imagine each position created in an online algorithm as a disk centered at that
position. The radius of each disk is a function of the algorithm’s competitive ratio and the
optimal solutions to specific dispersion problems without time. Note that the area covered
by the disks is upper-bounded by the area of the square containing them. Combining these
relations together gives us the following theorem.

I Theorem 11. No online algorithm achieves a competitive ratio better than 1.183 for the
2-dimensional ATWC problem in a square.

4.2 A Polynomial-Time Online Algorithm
Now we provide a deterministic polynomial-time online algorithm which is 1.591-competitive
to OPTA. Similar to Algorithm 1, we construct a set Q of pre-fixed positions. However, it is
unclear how to define Q of arbitrary size in the square, and we construct a set of 36 positions,
denoted by Q = {q1, . . . , q36}. It depends on a parameter 1 < c <

√
2 and x = 1

3+4c , as in
Figure 3. The qi’s indices specify the order according to which they should be occupied, thus
we do not need an extra ordering τ . Note these positions create a grid in P and split it into
multiple rectangles. The choice of c (and x, Q) will become clear in the analysis.

Whenever a new position needs to be created, we pick the first position in Q that has
never been occupied yet. When all positions in Q are occupied, we may (1) create a new
position in the center of a current rectangle with the largest area, split this rectangle into four
smaller ones accordingly, and add the vertices of the new rectangles into the grid; or (2) create
a new position at a grid point that has never been occupied yet. The main Algorithm 2 is
similar to Algorithm 1. It uses in Step 8 a sub-routine to implement (1) and (2) above: the
Position Creation Phase, as defined in [8], where we further provide some intuition on the
choices of Q, x, and c. Setting c = 1.271, we have the following.
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Algorithm 2. A polynomial-time online algorithm for the ATWC problem in a square.

Parameter: c such that 1 < c <
√

2, the corresponding x = 1
3+4c , and Q.

Input: A sequence of points arriving and departing along time.
1: Denote by Q̂ the set of positions ever occupied by a point. At any point of time, a

position in Q̂ is labeled occupied if currently there is a point there and vacant otherwise.
Initially Q̂ = ∅.

2: When a point w leaves, change the label of its position in Q̂ from occupied to vacant.
3: When a point w arrives:
4: if Q̂ = ∅ or all positions in Q̂ are labelled occupied then
5: if |Q̂| < 36 then
6: Put w at position q|Q̂|+1, add this position to Q̂ and label it occupied.
7: else
8: Compute a position q according to the Position Creation Phase defined in [8].
9: Put w at position q, add q to Q̂ and label it occupied.

10: end if
11: else
12: Arbitrarily choose a vacant position q from Q̂ and label it occupied.
13: Put w at position q.
14: end if

I Theorem 12. Algorithm 2 runs in polynomial time and is 1.591-competitive for the
2-dimensional online ATWC problem in a square.

Note that the upper-bound for Disp(n;P ) in Lemma 10 is not tight when n is small.
With better upper-bounds for Disp(n;P ), better competitive ratios for our algorithm can be
directly obtained via a similar analysis. Moreover, we believe the competitive ratio can be
improved by using a larger set Q and the best ordering for positions in Q. Such a Q and a
rigorous analysis based on it are left for future studies. Finally, similar techniques can be
used when P is a rectangle, but the gap between the lower- and upper-bounds will be even
larger, and the analysis will be more complicated without adding much new insight to the
problem. Thus we leave a thorough study on rectangles for the future.

5 The General k-Dimensional Online ATWC Problem

Although the literature gives us little understanding about the optimal dispersion/packing
problem in an arbitrary k-dimensional polytope P with k ≥ 2, we are still able to provide a
simple lower-bound and a simple polynomial-time algorithm for the online ATWC problem.
Below we only state the theorems.

I Theorem 13. For any k ≥ 2, no online algorithm achieves a competitive ratio better than
7
6 for the ATWC problem for arbitrary polytopes.

For any polytope P , letting the covering rate be the ratio between the edge-lengths
of the maximum inscribed cube and the minimum bounding cube, we have the following
theorem. Note that, although a natural greedy algorithm provides a 2-competitive ratio,
the exact greedy solution may not be computable in polynomial time. Here we show the
greedy algorithm can be efficiently approximated arbitrarily closely. The geometric problems
of finding the minimum bounding cube, deciding whether a position is in P , and finding the
distance between a point in P and the boundary of P are given as oracles.
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Algorithm 3. Algorithm AI for computing I = {I1, I2} satisfying properties Φ.1 and Φ.2.
Input: A sequence S = ((s1, d1), . . . , (sn, dn)).
1: Let I1 = I2 = ∅, s = −1, d = 0 and T = maxi∈[n] di. (s and d are end-points of a

“sliding window” for the arriving times under consideration.)
2: Let index = 1.
3: while d 6= T do
4: Let Ŝ = {i|i ∈ S, si > s, si ≤ d, di > d}.
5: if Ŝ 6= ∅ then
6: Arbitrarily choose j ∈ arg max

i∈Ŝ
di and add j to Iindex; s = d; then d = dj .

7: else
8: s = d; then d = min

i∈S,si>d
si.

9: end if
10: index = 3− index.
11: end while
12: Output I = {I1, I2}.

I Theorem 14. For any constants γ, ε > 0, integer k ≥ 2 and k-dimensional polytope P
with covering rate at least γ, there exists a deterministic polynomial-time online algorithm
for the ATWC problem, with competitive ratio 2

1−ε and running time polynomial in 1
(γε)k .

6 The General k-Dimensional Offline CD Problem

By Claim 1, no online algorithm provides a good competitive ratio for the CD problem, thus
we focus on the offline problem. Given an input sequence S = ((s1, d1), . . . , (sn, dn)), we
first slice the whole time interval [0, T ] into smaller ones by the arriving time si and the
departure time di of each point i ∈ [n]. Thus the set of present points only changes at the
end-points of the intervals and stays the same within an interval. Our algorithm will be such
that, in each time interval, the minimum distance is a good approximation to the optimal
dispersion problem without time, for the points present in this interval.

Interestingly, this is achieved by reducing the offline CD problem to the online ATWC
problem, for any dimension k and polytope P . To carry out this idea, we first provide a
polynomial-time algorithm AI (Algorithm 3) that, given a sequence S, selects a subset I of
points from S. The set I satisfies the following properties, as proved in [8].
(Φ.1) I can be partitioned into two groups I1 and I2 such that the points in the same group

have disjoint time intervals.
(Φ.2) For any time 0 ≤ t ≤ T , if there are points in S present at time t, then at least one of

them is selected to I.

The offline CD algorithm ACD uses algorithm AI to select I from its input S, eliminates
the selected points from S, and repeats on the remaining S. Recall that m is the maximum
number of points simultaneously present at any time. By property Φ.2, this procedure
ends in at most m iterations. Based on the partitions constructed by AI , ACD constructs
an instance of the online ATWC problem and uses any online algorithm AATWC for the
latter as a black-box, so as to decide how to locate the points. Algorithm ACD is defined in
Algorithm 4 and we have the following theorem. Below we sketch the main ideas.
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Algorithm 4. ACD
Input: A sequence S = ((s1, d1), . . . , (sn, dn)).
1: Let r = 0.
2: while S 6= ∅ do
3: Run AI on S to obtain two disjoint sets I2r+1, I2r+2 ⊆ S.
4: S = S \ (I2r+1 ∪ I2r+2).
5: r = r + 1.
6: end while
7: Run AATWC on the following online sequence of 2r points: for all i ∈ {0, 1, . . . , r − 1},

points 2i+ 1 and 2i+ 2 arrive at time i. All points depart at time r.
8: Letting x2i+1, x2i+2 be the two positions returned by AATWC at time i, assign all points

in I2i+1 to x2i+1 and all points in I2i+2 to x2i+2.

I Theorem 15. ∀ k ≥ 1 and k-dimensional polytope P , given any polynomial-time σ-
competitive online algorithm AATWC for ATWC, there is a polynomial-time offline algorithm
ACD for CD with competitive ratio σmax

i≥1
Disp(i;P )
Disp(2i;P ) ≤ 2σ, using AATWC as a black-box.

Proof Ideas. Given an input sequence S, we slice the whole time interval [0, T ] into smaller
ones according to the arriving time and the departure time of each point. Denote these small
intervals by T1, . . . , Tl, where l is the number of small intervals created. For each interval Ti,
let Si be the set of points that overlap with Ti and ni = |Si|. By properties Φ.1 and Φ.2, all
points in Si are eliminated from S in the first ni iterations of AI , thus are located at the
first 2ni positions created by AATWC . The minimum distance among points in Ti (and to
the boundary) is at least Disp(2ni;P )

σ , since algorithm AATWC has competitive ratio σ. Thus,
within each Ti, the competitive ratio to the optimal solution is upper-bounded by σDisp(ni;P )

Disp(2ni;P ) .
Taking summation over all Ti’s, the competitive ratio is upper-bounded by σmax

i≥1
Disp(i;P )

Disp(2i;P ) .

Finally, we prove max
i≥1

Disp(i;P )
Disp(2i;P ) ≤ 2, finishing the proof of Theorem 15. J
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Abstract
We consider fractional online covering problems with ¸

q

-norm objectives. The problem of interest
is of the form min{f(x) : Ax Ø 1, x Ø 0} where f(x) =

q
e

c
e

Îx(S
e

)Î
qe is the weighted

sum of ¸
q

-norms and A is a non-negative matrix. The rows of A (i.e. covering constraints)
arrive online over time. We provide an online O(log d + log fl)-competitive algorithm where
fl = max aij

min aij
and d is the maximum of the row sparsity of A and max |S

e

|. This is based on the
online primal-dual framework where we use the dual of the above convex program. Our result
expands the class of convex objectives that admit good online algorithms: prior results required
a monotonicity condition on the objective f which is not satisfied here. This result is nearly tight
even for the linear special case. As direct applications we obtain (i) improved online algorithms
for non-uniform buy-at-bulk network design and (ii) the first online algorithm for throughput
maximization under ¸

p

-norm edge capacities.
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Keywords and phrases online algorithm, covering/packing problem, convex, buy-at-bulk,
throughput maximization
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1 Introduction

The online primal-dual approach is a widely used approach for online problems. This involves
solving a discrete optimization problem online as follows (i) formulate a linear programming
relaxation and obtain a primal-dual online algorithm for it; (ii) obtain an online rounding
algorithm for the resulting fractional solution. While this is similar to a linear programming
(LP) based approach for o�ine optimization problems, a key di�erence is that solving the LP
relaxation in the online setting is highly non-trivial. (Recall that there are general polynomial
time algorithms for solving LPs o�ine.) So there has been a lot of e�ort in obtaining good
online algorithms for various classes of LPs: see [1, 13, 23] for pure covering LPs, [13] for
pure packing LPs and [5] for certain mixed packing/covering LPs. Such online LP solvers
have been useful in obtaining online algorithms for various problems, eg. set cover [2], facility
location [1], machine scheduling [5], caching [8] and buy-at-bulk network design [21].

Recently, [6] initiated a systematic study of online fractional covering and packing with
convex objectives; see also the full versions [7, 11, 15]. These papers obtained good online
algorithms for a large class of fractional convex covering problems. They also demonstrated
the utility of this approach via many applications that could not be solved using just online
LPs. However these results were limited to convex objectives f : Rn

+

æ R
+

satisfying a
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monotone gradient property, i.e. Òf(z) Ø Òf(y) pointwise for all z, y œ Rn with z Ø y. There
are however many natural convex functions that do not satisfy such a gradient monotonicity
condition. Note that this condition requires the Hessian Ò2f(x) to be pointwise non-negative
in addition to convexity which only requires Ò2f(x) to be positive semidefinite.

In this paper, we focus on convex functions f that are sums of di�erent ¸
q

-norms. This is
a canonical class of convex functions with non-monotone gradients and prior results are not
applicable; see Section 1.1 for a more detailed comparison. We show that sum of ¸

q

-norm
functions admit a logarithmic competitive online algorithm. This result is nearly tight because
there is a logarithmic lower bound even for online covering LPs (which corresponds to an ¸

1

norm objective). We also provide two applications of our result (i) improved competitive
ratios (by two logarithmic factors) for some online non-uniform buy-at-bulk problems studied
in [21], and (ii) the first online algorithm for throughput maximization with ¸

p

-norm edge
capacities (the competitive ratio is logarithmic which is known to be best possible even in
the special case of individual edge capacities).

Given that we achieve log-competitive online algorithms for sums of ¸
q

-norms, a natural
question is whether such a result holds for all norms. Recall that any norm is a convex
function. It turns out that a log-competitive algorithm is not possible for general norms.
This follows from a result in [7] which shows an �(q log d) lower bound for minimizing the
objective ÎBxÎ

q

under covering constraints (where B is a non-negative matrix). It is still an
interesting open question to identify the correct competitive ratio for general norm functions.

1.1 Our Results and Techniques
We consider the online covering problem

min
I

rÿ

e=1

c
e

Îx(S
e

)Î
qe : Ax Ø 1, x œ Rn

+

J
, (1)

where each S
e

™ [n] := {1, 2, · · · n}, q
e

Ø 1, c
e

Ø 0 and A is a non-negative m ◊ n matrix.
For any S ™ [n] and q Ø 1 we use the standard notation Îx(S)Î

q

=
!q

iœS

xq

i

"
1/q. We also

consider the dual of this convex program, which is the following packing problem:

max
I

mÿ

k=1

y
k

: AT y = µ,

rÿ

e=1

µ
e

= µ, Îµ
e

(S
e

)Î
pe Æ c

e

’e œ [r], y Ø 0
J

. (2)

The values p
e

above satisfy 1

pe
+ 1

qe
= 1; so Î · Î

pe is the dual norm of Î · Î
qe . This dual can

be derived from (1) using Lagrangian duality.
Our framework captures the classic setting of packing/covering LPs when r = n and for

each e œ [n] we have S
e

= {e} and q
e

= 1. Our main result is:

I Theorem 1. There is an O(log d + log fl)-competitive online algorithm for (1) and (2)
where the covering constraints in (1) and variables y in (2) arrive over time. Here d is the
maximum of the row-sparsity of A and maxr

e=1

|S
e

| and fl = max{aij}
min{aij} .

We note that this bound is also the best possible, even in the linear case [13]. For just the
covering problem, a better O(log d) bound is known in the linear case [23] as well as for
convex functions with monotone gradients [6].

The algorithm in Theorem 1 is the natural extension of the primal-dual approach for
online LPs [13]. We use the gradient Òf(x) at the current primal solution x as the cost
function, and use this to define a multiplicative update for the primal. Simultaneously, the
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dual solution y is increased additively. This algorithm is in fact identical to the one in [6] for
convex functions with monotone gradients. See Algorithm 1 for the formal description. The
contribution of this paper is in the analysis of this algorithm, which requires new ideas to
deal with non-monotone gradients.

Limitations of previous approaches [6]

Recall that the general convex covering problem is

min
)

f(x) : Ax Ø 1, x œ Rn

+

*
,

where f : Rn

+

æ R
+

is a convex function. Its dual is:

max
I

mÿ

k=1

y
k

≠ fú(µ) : AT y = µ, y Ø 0
J

,

where fú(µ) = max
xœRn

+
{µT x ≠ f(x)} is the Fenchel conjugate of f . When f is the sum of

¸
q

-norms, these primal-dual convex programs reduce to (1) and (2).
We restrict the discussion of prior techniques to functions f with max

xœRn
+

x

T Òf(x)

f(x)

Æ 1
because this condition is satisfied by sums of ¸

q

norms.1 At a high level, the analysis in [6]
uses the gradient monotonicity to prove a pointwise upper bound AT y Æ Òf(x̄) where x̄ is
the final primal solution. This allows them to lower bound the dual objective by

q
m

k=1

y
k

because fú(Òf(x̄)) Æ 0 for any x̄ (see Lemma 4(d) in [6]). Moreover, proving the pointwise
upper bound AT y Æ Òf(x̄) is similar to the task of showing dual feasibility in the linear
case [13, 23] where Òf(x̄) corresponds to the (fixed) primal cost coe�cients.

Below we give a simple example with an ¸
q

-norm objective where the pointwise upper
bound AT y Æ Òf(x̄) is not satisfied by the online primal-dual algorithm unless the dual
solution y is scaled down by a large (i.e. polynomial) factor. This means that one cannot
obtain a sub-polynomial competitive ratio for (1) using this approach directly.

Consider an instance with objective function f(x) = ÎxÎ
2

=
q

n

i=1

x2

i

. There are
m =

Ô
n covering constraints, where the kth constraint is

q
km

i=k(m≠1)+1

x
i

Ø 1. Note that
each variable appears in only one constraint. Let P be the value of primal objective and D

be the value of dual objective at any time. Suppose that the rate of increase of the primal
objective is at most – times that of the dual; – corresponds to the competitive ratio in the
online primal-dual algorithm. Upon arrival of any constraint k, it follows from the primal
updates that all the variables {x

i

}km

i=k(m≠1)+1

increase from 0 to 1

m

. So the increase in P due
to constraint k is (

Ô
k ≠

Ô
k ≠ 1) 1Ô

m

for iteration k. This means that the increase in D is at
least 1

–

(
Ô

k ≠
Ô

k ≠ 1) 1Ô
m

, and so y
k

Ø 1

–

(
Ô

k ≠
Ô

k ≠ 1) 1Ô
m

. Finally, since x̄ = 1

m

1, we know
that Òf(x̄) = 1

m

1 (recall n = m2). On the other hand, (AT y)
1

= y
1

Ø 1

–

Ô
m

. Therefore, in
order to guarantee AT y Æ Òf(x̄) we must have – Ø

Ô
m = n1/4.

Our approach

First, we show that by duplicating variables and using an online separation oracle approach
(as in [1]) one can ensure that the sets {S

e

}r

e=1

are disjoint. This allows for a simple

1
The result in [6] also applies to other convex functions with monotone gradients, but the competitive

ratio depends exponentially on max

xœRn
+

x

T Òf(x)
f(x) .
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12:4 Online Covering with Sum of ¸q-Norm Objectives

expression for Òf which is useful in the later analysis. Then we utilize the specific form of
the primal-dual convex programs (1) and (2) and an explicit expression for Òf to show that
the dual y is approximately feasible. In particular we show that ÎyT A(S

e

)Î
pe Æ O(log dfl) · c

e

for each e œ [r]; here A(S
e

) denotes the submatrix of A with columns from S
e

. Note that
this is a weaker requirement than upper bounding AT y pointwise by Òf(x̄).

In order to bound ÎyT A(S
e

)Î
pe , we analyze each e œ [r] separately. We partition the steps

of the algorithm into phases where phase j corresponds to steps where �
e

=
q

iœSe
xqe

i

¥ ◊j ;
here ◊ > 1 is a parameter that depends on q

e

. The number of phases can be bounded
using the fact that �

e

is monotonically increasing. By triangle inequality we upper bound
ÎyT A(S

e

)Î
pe by

q
j

ÎyT

(j)

A(S
e

)Î
pe where y

(j)

denotes the dual variables that arrive in phase
j. And in each phase j, we can upper bound ÎyT

(j)

A(S
e

)Î
pe using the di�erential equations

for the primal and dual updates.

Applications

We also provide two applications of Theorem 1.

Non-uniform multicommodity buy-at-bulk. This is a well-studied network design problem
in the o�ine setting [16, 17]. For its online version, the first poly-logarithmic competitive
ratio was obtained recently in [21]. A key step in this result was a fractional online algorithm
for a certain mixed packing-covering LP. We improve the competitive ratio of this step from
O(log3 n) to O(log n) which leads to a corresponding improvement in the final result of [21].
See Theorem 6.

Throughput maximization with ¸p-norm capacities. The online problem of maximizing
throughput subject to edge capacities is well studied and a tight logarithmic competitive ratio
is known [4, 13]. We consider the generalization where instead of individual edge capacities,
we can have capacity constraints on subsets as follows. A ¸

p

-norm capacity of c for some
subset S of edges means that the ¸

p

-norm of the loads on edges of S must be at most c. We
show that one can obtain a randomized log-competitive algorithm even in this setting, which
generalizes the case with edge-capacities. See Theorem 7.

1.2 Related Work
The online primal-dual framework for linear programs [14] is fairly well understood. Tight
results are known for the class of packing and covering LPs [13, 23], with competitive ratio
O(log d) for covering LPs and O(log dfl) for packing LPs; here d is the row-sparsity and fl is
the ratio of the maximum to minimum entries in the constraint matrix. Such LPs are very
useful because they correspond to the LP relaxations of many combinatorial optimization
problems. Combining the online LP solver with suitable online rounding schemes, good
online algorithms have been obtained for many problems, eg. set cover [2], group Steiner
tree [1], caching [8] and ad-auctions [12]. Online algorithms for LPs with mixed packing and
covering constraints were obtained in [5]; the competitive ratio was improved in [6]. Such
mixed packing/covering LPs were also used to obtain an online algorithm for capacitated
facility location [5]. A more complex mixed packing/covering LP was used recently in [21]
to obtain online algorithms for non-uniform buy-at-bulk network design: as an application
of our result, we obtain a simpler and better (by two log-factors) online algorithm for this
problem.
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There have also been a number of results utilizing the online primal-dual framework
with convex objectives for specific problems, eg. matching [19], caching [25], energy-e�cient
scheduling [18, 22] and welfare maximization [10, 24]. All of these results involve separable
convex/concave functions. Recently, [6] considered packing/covering problems with general
(non-separable) convex objectives, but (as discussed previously) this result requires a monotone
gradient assumption on the convex function. The sum of ¸

q

-norm objectives considered in
this paper does not satisfy this condition. While our primal-dual algorithm is identical to [6],
we need new techniques in the analysis.

All the results above (as well as ours) involve convex objectives and linear constraints. We
note that [20] obtained online primal-dual algorithms for certain semidefinite programs (i.e. in-
volving non-linear constraints). While both our result and [20] generalize packing/covering
LPs, they are not directly comparable.

We also note that online algorithms with ¸
q

-norm objectives have been studied previously
for many scheduling problems, eg. [3, 9]. These results use di�erent approaches and are
not directly comparable to ours. More recently [7] used ideas from the online primal-dual
approach in an online algorithm for unrelated machine scheduling with ¸

p

-norm objectives as
well as startup costs. However, the algorithm in [7] was tailored to their scheduling setting
and we do not currently see a connection between our result and [7].

2 Preliminaries

Recall the primal covering problem (1) and its dual packing problem (2). In the online
setting, the constraints in the primal and variables in the dual arrive over time. We need to
maintain monotonically increasing primal (x) and dual (y) solutions. The following lemma
shows that one can assume that the sets {S

e

}r

e=1

are disjoint without loss of generality. We
defer the proof of the lemma to the full version. This leads to a much simpler expression for
Òf that will be used in Section 3.

I Lemma 2. If there is a poly-time –-competitive algorithm for instances with disjoint S
e

,
then there is a poly-time O(–)-competitive algorithm for general instances.

Henceforth we will assume that the sets {S
e

}r

e=1

are disjoint. The dual program (2) in
this case reduces to:

max
I

mÿ

k=1

y
k

: AT y = µ, Îµ(S
e

)Î
pe Æ c

e

’e œ [r], y Ø 0
J

. (3)

It is easy to see that weak duality holds (Lemma 3). Strong duality also holds because (1)
satisfies Slater’s condition; however we do not use this fact.

I Lemma 3. For any pair of feasible solutions x to (1) and (y, µ) to (3), we have
rÿ

e=1

c
e

Îx(S
e

)Î
qe Ø

mÿ

k=1

y
k

.

Proof. This follows from the following inequalities:
mÿ

k=1

y
k

= yT

1 Æ yT Ax = µT x Æ
rÿ

e=1

ÿ

iœSe

µ
i

·x
i

Æ
rÿ

e=1

Îµ(S
e

)Î
pe ·Îx(S

e

)Î
qe Æ

rÿ

e=1

c
e

·Îx(S
e

)Î
qe .

The first inequality is by primal feasibility; the second and last are by dual feasibility; the
fourth is by Hölder’s inequality. J
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When the kth request
q

n

i=1

a
ki

x
i

Ø 1 arrives
Let · be a continuous variable denoting the current time.;
while the constraint is unsatisfied, i.e.,

q
n

i=1

a
ki

x
i

< 1 do

For each i with a
ki

> 0, increase x
i

at rate ˆxi
ˆ·

= akixi+

1
d

Òif(x)

= akixi+

1
d

cex

qe≠1
i

Îx(S
e

)Îqe≠1

qe
;

Increase y
k

at rate ˆyk

ˆ·

= 1;
Set µ = AT y;

end

Algorithm 1: Algorithm for ¸
q

-norm packing/covering.

3 Algorithm and analysis

Let f(x) =
q

r

e=1

c
e

Îx(S
e

)Î
qe denote the primal objective in (1).

In order to ensure that the gradient Òf is positive, the primal solution x starts o� as
” · 1 where ” > 0 is arbitrarily small. So we assume that the initial primal value is zero.

It is clear that the algorithm maintains a feasible and monotonically non-decreasing
primal solution x. The dual solution (y, µ) is also monotonically non-decreasing, but not
necessarily feasible. We will show that (y, µ) is O(log fld)-approximately feasible, i.e. the
packing constraints in (3) are violated by at most an O(log fld) factor.

I Lemma 4. The primal objective f(x) is at most twice the dual objective
q

m

k=1

y
k

.

Proof. We will show that the rate of increase of the primal is at most twice that of the dual.
Consider the algorithm upon the arrival of some constraint k. Then

df(x)
d·

=
ÿ

i:aki>0

Ò
i

f(x) · ˆx
i

ˆ·
=

ÿ

i:aki>0

(a
ki

x
i

+ 1
d

) Æ 2.

The inequality comes from the fact that (i) the process for the kth constraint is terminated
when

q
i

a
ki

x
i

= 1 and (ii) the number of non-zeroes in constraint k is at most d. Also it is
clear that the dual objective increases at rate one, which finishes the proof. J

I Lemma 5. The dual solution (y, µ) is O(log fld)-approximately feasible, i.e.

Îµ(S
e

)Î
pe Æ O(log fld) · c

e

, ’e œ [r].

Proof. Fix any e œ [r]. When q
e

= 1 the analysis is simple (details are deferred to the full
version). Here we only consider q

e

> 1 which is the main part of the analysis. In order to
prove the desired upper bound on Îµ(S

e

)Î
pe we use a potential function � =

q
iœSe

(xqe
i

).
Let phase zero denote the period where � Æ ’ := ( 1

max{aij}·d2 )qe , and for each j Ø 1, phase j

is the period where ◊j≠1 · ’ Æ � < ◊j · ’. Here ◊ > 1 is a parameter depending on q
e

that
will be determined later. Note that � Æ d( 1

min{aij} )qe as variable x
i

will never be increased
beyond 1/ minm

j=1

a
ij

. So the number of phases is at most 3q
e

· log(dfl)/ log ◊. Next, we bound
the increase in Îµ(S

e

)Î
pe for each phase separately.

For any phase, we have the following equalities

ˆx
i

ˆ·
=

a
ki

x
i

+ 1

d

c
e

xqe≠1

i

Îx(S
e

)Îqe≠1

qe
,

ˆy
k

ˆ·
= 1,

ˆµ
i

ˆ·
= a

ki

∆ dµ
i

= c
e

a
ki

xqe≠1

i

(
q

jœSe
xqe

j

)1≠ 1
qe (a

ki

x
i

+ 1

d

)
dx

i

(4)
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Phase zero. Suppose that each x
i

increases to –
i

in phase zero. From (4) we have

dµ
i

Æ d c
e

a
ki

xqe≠1

i

(
q

jœSe
xqe

j

)1≠ 1
qe

dx
i

∆ 1
d c

e

a
ki

dµ
i

Æ xqe≠1

i

(
q

jœSe
xqe

j

)1≠ 1
qe

dx
i

.

This means that the increase �µ
i

in µ
i

can be bounded as:

1
d c

e

a
ki

�µ
i

Æ
⁄

–i

”

xqe≠1

i

(
q

jœSe
xqe

j

)1≠ 1
qe

dx
i

Æ
⁄

–i

0

1dx
i

Æ –
i

.

Since in phase zero, � Æ ( 1

max{aij}·d2 )qe , we know that each –
i

Æ 1

max{aij}·d2 . So �µ
i

Æ ce
d

and at the end of phase zero, we have Îµ(S
e

)Î
pe Æ Îµ(S

e

)Î
1

Æ c
e

. The last inequality is
because d Ø max

e

|S
e

|.

Phase j Ø 1. Let �
0

and �
1

be the value of � at the beginning and end of this phase
respectively. In phase j, suppose that each x

i

increases from s
i

to t
i

. Then,

dµ
i

= c
e

a
ki

xqe≠1

i

(
q

jœSe
xqe

j

)1≠ 1
qe (a

ki

x
i

+ 1

d

)
dx

i

Æ c
e

xqe≠2

i

(
q

jœSe
xqe

j

)1≠ 1
qe

dx
i

.

So the increase �µ
i

in µ
i

during this phase is:

�µ
i

Æ
⁄

ti

si

c
e

xqe≠2

i

(
q

jœSe
xqe

j

)1≠ 1
qe

dx
i

.

Note that variables x
i

Õ for iÕ ”= i can also increase in this phase: so we cannot directly
bound the above integral. This is precisely where the potential � is useful. We know that
throughout this phase,

q
iœSe

xqe
i

Ø �
0

. So,

�µ
i

Æ c
e

⁄
ti

si

xqe≠2

i

�1≠ 1
qe

0

dx
i

= c
e

tqe≠1

i

≠ sqe≠1

i

(q
e

≠ 1)�1≠ 1
qe

0

= c
e

tqe≠1

i

≠ sqe≠1

i

(q
e

≠ 1)�
1

pe
0

.

Above we used the assumption that q
e

> 1 in evaluating the integral. Now,

(�µ
i

)pe Æ cpe
e

(q
e

≠ 1)pe �
0

·
1

tqe≠1

i

≠ sqe≠1

i

2
pe

Æ cpe
e

(q
e

≠ 1)pe �
0

·
1

t
(qe≠1)pe

i

≠ s
(qe≠1)pe

i

2

= cpe
e

(q
e

≠ 1)pe �
0

· (tqe
i

≠ sqe
i

) .

The first inequality above uses the fact that (z
1

+ z
2

)pe Ø zpe
1

+ zpe
2

for any p
e

Ø 1 and
z

1

, z
2

Ø 0, with z
1

= sqe≠1

i

and z
2

= tqe≠1

i

≠ sqe≠1

i

. The last equality uses 1

pe
+ 1

qe
= 1.

We can now bound
ÿ

iœSe

(�µ
i

)pe Æ cpe
e

(q
e

≠ 1)pe �
0

·
ÿ

iœSe

(tqe
i

≠ sqe
i

) = cpe
e

(q
e

≠ 1)pe �
0

(�
1

≠ �
0

) Æ cpe
e

(q
e

≠ 1)pe
(◊≠1) .

Let µ
j

œ R|Se| denote the increase in µ(S
e

) during phase j. It follows from the above
that Îµ

j

Î
pe Æ ce

qe≠1

(◊ ≠ 1)1/pe .
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Combining across phases. Note that µ =
q

jØ0

µ
j

. By triangle inequality, we have

ÎµÎ
pe Æ

ÿ

jØ0

Îµ
j

Î
pe Æ c

e

+
ÿ

jØ1

Îµ
j

Î
pe Æ c

e

3
1 + 3q

e

(◊ ≠ 1)1/pe

(q
e

≠ 1) log ◊
· log(dfl)

4
. (5)

To complete the proof we show next that for any q
e

> 1, there is some choice of ◊ > 1 such
that the right-hand-side above is O(log(dfl)) · c

e

.
If q

e

Ø 2 then setting ◊ = 2, we have 3qe

(qe≠1)

(◊ ≠ 1)1/pe/ log ◊ Æ 6.
If 1 < q

e

< 2 then set ◊ = 1 + (q
e

≠ 1)≠‘pe , where ‘ = 1

≠ log(qe≠1)

> 0. We have

(◊ ≠ 1)
1

pe

log ◊
Æ (◊ ≠ 1)

1
pe

log(q
e

≠ 1)≠‘pe
= (q

e

≠ 1)≠‘

log(q
e

≠ 1)≠‘pe
= (q

e

≠ 1)≠‘

≠‘p
e

log(q
e

≠ 1) = (q
e

≠ 1)≠‘

p
e

= 2
p

e

.

The first inequality above uses that ◊ ≠ 1 = (q
e

≠ 1)≠‘pe > 1. Thus we have

3q
e

(◊ ≠ 1)1/pe

(q
e

≠ 1) log ◊
Æ 6q

e

(q
e

≠ 1)p
e

= 6,

where the last equality uses 1

pe
+ 1

qe
= 1.

So in either case we have that the right-hand-side of (5) is at most (1 + 6 log(dfl)) · c
e

. J

Combining Lemmas 3, 4 and 5, we obtain Theorem 1.

4 Applications

4.1 Online Buy-at-Bulk Network Design

In the non-uniform buy-at-bulk problem, we are given a directed graph G = (V, E) with
a monotone subadditive cost function g

e

: R
+

æ R
+

on each edge e œ E and a collection
{(s

i

, t
i

)}m

i=1

of m source/destination pairs. The goal is to find an s
i

≠ t
i

path P
i

for each
i œ [m] such that the objective

q
eœE

g
e

(load
e

) is minimized; here load
e

is the number of
paths using e. An equivalent view of this problem involves two costs c

e

and ¸
e

for each edge
e œ E and the objective

q
eœfiPi

c
e

+
q

eœE

¸
e

· load
e

. In the online setting, the pairs (s
i

, t
i

)
arrive over time and we need to decide on the path P

i

immediately after the ith pair arrives.
Recently, [21] gave a modular online algorithm for non-uniform buy-at-bulk with competitive
ratio O(–—“ · log5 n) where:

– is the “junction tree” approximation ratio,
— is the integrality gap of the natural LP for single-sink instances,
“ is the competitive ratio of an online algorithm for single-sink instances.

See [21] for more details. One of the main components in this result was an O(log3 n)-
competitive fractional online algorithm for a certain mixed packing/covering LP. Here we
show that Theorem 1 can be used to provide a better (and tight) O(log n)-competitive ratio.
This leads to the following improvement:

I Theorem 6. There is an O(–—“ · log3 n)-competitive ratio for non-uniform buy-at-bulk,
where –, —, “ are as above.
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The LP relaxation. Let T = {s
i

, t
i

: i œ [m]} denote the set of all sources/destinations.
For each i œ [m] and root r œ V variable z

ir

denotes the extent to which both s
i

and t
i

route
to/from r. For each r œ V and e œ E, variable x

er

denotes the extent to which edge e is
used in the routing to root r. For each r œ V and u œ T , variables {f

r,u,e

: e œ E} represent
a flow between r and u. [21] relied on solving the following LP:

min
ÿ

rœV

ÿ

eœE

c
e

· x
e,r

+
ÿ

rœV

ÿ

eœE

¸
e

·
ÿ

uœT
f

r,u,e

s.t.
ÿ

rœV

z
ir

Ø 1, ’i œ [m]

{f
r,si,e

: e œ E} is a flow from s
i

to r of z
ir

units, ’r œ V, i œ [m]
{f

r,ti,e

: e œ E} is a flow from r to t
i

of z
ir

units, ’r œ V, i œ [m]
f

r,u,e

Æ x
e,r

, ’u œ T , e œ E

x, f, z Ø 0

The online algorithm in [21] for this LP has competitive ratio O(D · log n) w.r.t. the optimal
integral solution; here D is an upper bound on the length of any s

i

≠ t
i

path (note that D can
be as large as n). Using a height reduction operation, they could ensure that D = O(log n)
while incurring an additional O(log n)-factor loss in the objective. This lead to the O(log3 n)
factor for the fractional online algorithm. Here we provide an improved O(log n)-competitive
algorithm for this LP which does not require any bound on the path-lengths.

For any r œ V and u œ T , let MC(r, u) denote the u ≠ r (resp. r ≠ u) minimum cut in
the graph with edge capacities {f

r,u,e

: e œ E} if u is a source (resp. destination). By the
max-flow min-cut theorem, it follows that z

ir

Æ min {MC(r, s
i

) , MC(r, t
i

)}. Using this, we
can combine the first three constraints of the above LP into the following:

ÿ

rœV

min {MC(r, s
i

) , MC(r, t
i

)} Ø 1, ’i œ [m].

For a fixed i œ [m], this constraint is equivalent to the following. For each r œ V , pick either
an s

i

≠ r cut (under capacities f
r,si,ı

) or an r ≠ t
i

cut (under capacities f
r,ti,ı

), and check
if the total cost of these cuts is at least 1. This leads to the following reformulation that
eliminates the x and z variables.

min
ÿ

rœV

ÿ

eœE

c
e

·
3

max
uœT

f
r,u,e

4
+

ÿ

rœV

ÿ

eœE

¸
e

·
ÿ

uœT
f

r,u,e

s.t.
ÿ

rœRs

f
r,si(Sr

) +
ÿ

rœRt

f
r,ti(Tr

) Ø 1, ’i œ [m], ’(R
s

, R
t

) partition of V,

’S
r

: s
i

≠ r cut, ’r œ R
s

, ’T
r

: r ≠ t
i

cut, ’r œ R
t

f Ø 0.

Note that ¸
log(n)

-norm is a constant approximation for ¸Œ. Therefore we can reformulate
the above objective function (at the loss of a constant factor) as the sum of ¸

log(n)

and
¸

1

norms. Our fractional solver applies to this convex covering problem, and yields an
O(log n)-competitive ratio (note that fl = 1 for this instance). In order to get a polynomial
running time, we can use the natural “separation oracle” approach to produce violated
covering constraints.

Each iteration above runs in polynomial time since the minimum cuts can be computed
in polynomial time. In order to bound the number of iterations, consider the potential
Â =

q
eœE

(f
r,si,e

+ f
r,ti,e

). Note that 0 Æ Â Æ 2|E| and each iteration increases Â by at
least 1

2

. So the number of iterations is at most 4|E|.
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When the ith request (s
i

, t
i

) arrives
repeat

For each r œ V , compute MC(r, s
i

) and MC(r, t
i

) and the respective cuts S
r

and T
r

;
Let R

s

= {r œ V : MC(r, s
i

) Æ MC(r, t
i

)} and R
t

= V \ R
s

;
Run Algorithm 1 with constraint

q
rœRs

f
r,si(Sr

) +
q

rœRt
f

r,ti(Tr

) Ø 1;
until

q
rœV

min {MC(r, s
i

) , MC(r, t
i

)} Ø 1

2

;
Algorithm 2: Separation Oracle Based Algorithm for Buy-at-Bulk.

4.2 Throughput Maximization with ¸p-norm Capacities

The online problem of maximizing multicommodity flow was studied in [4, 13]. In this
problem, we are given a directed graph with edge capacities u(e). Requests (s

i

, t
i

) arrive
in an online fashion. The algorithm should choose a path between s

i

and t
i

and allocate a
bandwidth of 1 on the path to serve request i. The total bandwidth allocated on any edge
is not allowed to exceed its capacity. This is the simplest version of the multicommodity
routing problem. Here we consider an extension with ¸

p

-norm capacity constraints on subsets
of edges. This can be used to model situations where edges are provided by multiple agents.
Each agent j owns a subset S

j

of edges and it requires the ¸
pj -norm of the bandwidths of

these edges to be at most c
j

. In this section we assume the S
j

are disjoint. Our result also
applies to general S

j

via a reduction to disjoint instances.

I Theorem 7. Assume that c
j

= �(log m) · |S
j

|1/pj for each j. Then there is a randomized
O(log m)-competitive online algorithm for throughput maximization with ¸

p

-norm capacities,
where m is the number of edges in the graph.

We note that a similar “high capacity” assumption is also needed in the linear special
case [4, 13] where each |S

j

| = 1.

In a fractional version of the problem, a request can be satisfied by several paths and the
allocation of bandwidth can be in range [0, 1] instead of being restricted from {0, 1}. For
request (s

i

, t
i

), let P
i

be the set of simple paths between s
i

and t
i

. Variable f
i,P

is defined
to be the amount of flow on the path P for request (s

i

, t
i

). The total profit of algorithm is
the (fractional) number of requests served and the performance is measured with respect to
the maximum number of requests that could be served if the requests are known beforehand.
We describe the problem as a packing problem:

max
ÿ

i

ÿ

P œPi

f
i,P

(6)

s.t.
ÿ

P œPi

f
i,P

Æ 1, ’i (7)

ÿ

i

ÿ

P œPi:eœP

f
i,P

= µ
e

, ’e (8)

Îµ(S
j

)Î
pj Æ c

j

, ’j (9)
f œ Rn

+
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Note that single edge capacity is a special case of (9) with |S
j

| = 1 and any p
j

. The
corresponding primal problem is the following.

min
ÿ

j

c
j

Îx(S
j

)Î
qj +

ÿ

i

z
i

(10)

s.t. z
i

+
ÿ

eœP

x
e

Ø 1, ’i, P œ P
i

(11)

x, z œ Rn

+

where z is the dual variable of constraints (7) and x is the dual variable of constraints (8)
to (9). This formulation falls in the form of (1). Combining our algorithm with online
rounding techniques, we can prove Theorem 7. A formal proof appears in the full version.
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Abstract
In this paper, we construct a deterministic 4-competitive algorithm for the online file migration
problem, beating the currently best 20-year old, 4.086-competitive Mtlm algorithm by Bartal
et al. (SODA 1997). Like Mtlm, our algorithm also operates in phases, but it adapts their
lengths dynamically depending on the geometry of requests seen so far. The improvement was
obtained by carefully analyzing a linear model (factor-revealing LP) of a single phase of the
algorithm. We also show that if an online algorithm operates in phases of fixed length and the
adversary is able to modify the graph between phases, no algorithm can beat the competitive
ratio of 4.086.
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1 Introduction

Consider the problem of managing a shared data item among sets of processors. For example,
in a distributed program running in a network, nodes want to have access to shared files,
objects or databases. Such a file can be stored in the local memory of one of the processors
and when another processor wants to access (read from or write to) this file, it has to
contact the processor holding the file. Such a transaction incurs a certain cost. Moreover,
access patterns to this file may change frequently and unpredictably, which renders any static
placement of the file inefficient. Hence, the goal is to minimize the total cost of communication
by moving the file in response to such accesses, so that the requesting processors find the file
“nearby” in the network.

The file migration problem serves as the theoretical underpinning of the application
scenario described above. The problem was coined by Black and Sleator [13] and was initially
called page migration, as the original motivation concerned managing a set of memory pages
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in a multiprocessor system. There the data item was a single memory page held at a local
memory of a single processor.

Most subsequent work referred to this problem as file migration and we will stick to this
convention in this paper. The file migration problem assumes the non-uniform model, where
the shared file is much larger than a portion accessed in a single time step. This is typical
when in one step a processor wants to read a single unit of data from a file or a record from
a database. On the other hand, to reduce the maintenance overhead, it is assumed that the
shared file is indivisible, and can be migrated between nodes only as a whole. This makes
the file migration much more expensive than a single access to the file. As the knowledge
of future accesses is either partial or completely non-existing, the accesses to the file can
be naturally modeled as an online problem, where the input sequence consists of processor
identifiers, which sequentially try to access pieces of the shared file.

1.1 The Model
The studied network is modeled as an edge-weighted graph or, more generally, as a metric
space (X , d) whose point set X corresponds to processors and d defines the distances between
them. There is a large indivisible file (historically called page) of size D stored at a point
of X . An input is a sequence of space points r1, r2, r3, . . . denoting processors requesting
access to the file. This sequence is presented in an online manner to an algorithm. More
precisely, we assume that the time is slotted into steps numbered from 1. Let algt denote
the position of the file at the end of step t and alg0 be the initial position of the file. In
step t ≥ 1, the following happens:
1. A requesting point rt is presented to the algorithm.
2. The algorithm pays d(algt−1, rt) for serving the request.
3. The algorithm chooses a new position algt for the file (possibly algt = algt−1) and

moves the file to algt paying D · d(algt−1,algt).

After the t-th request, the algorithm has to make its decision (where to migrate the file)
exclusively on the basis of the sequence up to step t. To measure the performance of an online
strategy, we use the standard competitive ratio metric [14]: an online deterministic algorithm
Alg is c-competitive if there exists a constant γ, such that for any input sequence I, it
holds that CALG(I) ≤ c · COPT(I) + γ, where CALG and COPT denote the costs of Alg
and Opt (optimal offline algorithm) on I, respectively. The minimum c for which Alg is
c-competitive is called the competitive ratio of Alg.

1.2 Previous Work
The problem was stated by Black and Sleator [13], who gave 3-competitive deterministic
algorithms for uniform metrics and trees and conjectured that 3-competitive deterministic
algorithms were possible for any metric space.

Westbrook [26] constructed randomized strategies: a 3-competitive algorithm against
adaptive-online adversaries and a (1 + φ)-competitive algorithm (for D tending to infinity)
against oblivious adversaries, where φ ≈ 1.618 denotes the golden ratio. By the result
of Ben-David et al. [10] this asserted the existence of a deterministic algorithm with the
competitive ratio at most 3 · (1 + φ) ≈ 7.854.

The first explicit deterministic construction was the 7-competitive algorithm Move-To-
Min (Mtm) by Awerbuch et al. [2]. Mtm operates in phases of length D, during which the
algorithm remains at a fixed position. In the last step of a phase, Mtm migrates the file to
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a point that minimizes the sum of distances to all requests r1, r2, . . . , rD presented in the
phase, i.e., to a minimizer of the function fMTM(x) =

∑D
i=1 d(x, ri).

The ratio has been subsequently improved by the algorithm Move-To-Local-Min
(Mtlm) by Bartal et al. [8]. Mtlm works similarly to Mtm, but it changes the phase
duration to c0 ·D for a constant c0, and when computing the new position for the file, it
also takes the migration distance into consideration. Namely, it chooses to migrate the file
to a point that minimizes the function

fMTLM(x) = D · d(vMTLM, x) + c0+1
c0

∑c0·D
i=1 d(x, ri) ,

where vMTLM denotes the point at which Mtlm keeps its file during the phase. The algorithm
is optimized by setting c0 ≈ 1.841 being the only positive root of the equation 3c3−8c−4 = 0.
For such c, the competitive ratio of Mtlm is R0 ≈ 4.086, where R0 is the largest (real) root
of the equation R3 − 5R2 + 3R+ 3 = 0. Their analysis is tight.

It is worth noting that most of the competitive ratios given above hold when D tends to
infinity. In particular, for Mtlm we assume that c0 ·D is an integer and the ratio of 1 + φ of
Westbrook’s algorithm [26] is achieved only in the limit.

Better deterministic algorithms are known only for some specific graph topologies. There
are 3-competitive algorithms for uniform metrics and trees [13], and (3 + 1/D)-competitive
strategies for three-point metrics [23]. Chrobak et al. [15] showed 2 + 1/(2D)-competitive
strategies for continuous trees and products of trees, e.g., for Rn with `1 norm. Furthermore,
a (1 + φ)-competitive algorithm for Rn under any norm was also given in [15].

A straightforward lower bound of 3 for deterministic algorithms was given by Black and
Sleator [13] and later adapted to randomized algorithms against adaptive-online adversaries
by Westbrook [26]. The currently best lower bound for deterministic algorithms is due to
Matsubayashi [22], who showed a lower bound of 3 + ε that holds for any value of D, where
ε is a constant that does not depend on D. This renders the file migration problem one
of the few natural problems, where a known lower bound on the competitive ratio of any
deterministic algorithm is strictly larger than the competitive ratio of a randomized algorithm
against an adaptive-online adversary.

Finally, improved results were given for a simplified model where D = 1: the competitive
ratio for deterministic algorithms is then known to be between 3.164 and 3.414 [21].

1.3 Our Contribution
We propose a new deterministic algorithm that dynamically decides on the length of the
phase based on the geometry of requests received in the initial part of each phase. This
improves the 20-years old result of Bartal et al. [8].

The improvement was obtained by carefully analyzing a linear model (factor revealing
LP) of a single phase of the algorithm. It allowed us to identify some key tight examples
for the previous analysis, suggested a nontrivial construction of the new algorithm, and
facilitated a systematic search within the design parameter space.

More precisely, for a fixed algorithm Alg (from a relatively broad class), we create
a maximization LP with the following property: if the competitive ratio of Alg is at least R,
then so is the value of LP. A solution to the LP contains a succinct description of a metric
space along with a short description of a single-phase input, both constituting a lower bound
for Alg. Hence, the value of LP is an upper bound on Alg’s competitiveness. We discuss
the details of the LP approach in Section 4.

The way the algorithm was obtained is perhaps unintuitive. Nevertheless, the final
algorithm is an elegant construction involving only essentially integral constants. By studying
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the dual solution, we managed to extract a compact, human-readable, combinatorial upper
bound based on path-packing arguments and to obtain the following result.

I Theorem 1. There exists a deterministic 4-competitive algorithm for the file migration
problem.

We also show that improvement of Mtlm would not be possible by just selecting different
parameters for a phase-based algorithm operating with a fixed phase length. Our construction
shows that an analysis that treats each phase separately (e.g., the one employed for Mtlm [8])
cannot give better bounds on the competitive ratio than 4.086. (A weaker lower bound of
3.847 for algorithms that use fixed phase length was given by Bartal et al. [8].)

I Theorem 2. Fix any algorithm Alg that operates in phases of fixed length. Assume
that between the phases, the adversary can arbitrarily modify the graph while keeping the
distance between the files of Opt and Alg unchanged. Then, the competitive ratio of Alg
is at least R0 (for D tending to infinity), where R0 ≈ 4.086 is the competitive ratio of
algorithm Mtlm.

1.4 Other Related Work
The file migration problem has been generalized in a few directions. When we lift the
restriction that the file can only be migrated and not copied, the resulting problem is called
file allocation [9, 2, 18]. It makes sense especially when we differentiate read and write
requests to the file; for the former, we need to contact only one replica of the file; for the
latter all copies need to be updated. The attainable competitive ratios become then worse:
the best deterministic algorithm is O(logn)-competitive [2]; the lower bound of Ω(logn)
holds even for randomized algorithms and follows by a reduction from the online Steiner tree
problem [9, 17].

The file migration problem has been also extended to accommodate memory capacity
constraints at nodes (when more than one file is used) [1, 3, 4, 6], dynamically changing
networks [4, 12], and different objective functions (e.g., minimizing congestion) [19, 25]. For
a more systematic treatment of the file migration and related problems, see surveys [7, 11].
For more applied approaches, see the survey [16] and the references therein.

2 4-Competitive Algorithm Dynamic-Local-Min

We start with an insight concerning the hard inputs for the Mtlm algorithm [8]. We identified
two classes of tight instances for Mtlm: bipartite and linear (cf. Figure 1). It can be shown
that if the algorithm knew in advance on which instance it was run, it could improve its
performance by changing the phase length. Namely, for bipartite instances a longer phase
would help the algorithm, whereas a shorter phase would be beneficial for linear instances.

To decide the length of the phase, we need to measure the level of request concentration as
compared to the distance from the current position of an algorithm to the center of requests.
Intuitively, observing that (from some time) requests are concentrated around a certain
point motivates the algorithm to shorten the phase and quickly move to the “center of the
requests”. If, on the other hand, requests are scattered and the current algorithm’s position
is essentially in the middle of the observed requests, it appears reasonable to wait longer
before moving the file. This rule agrees with the desired behavior of the algorithm on linear
and bipartite instances.

Turning the above intuition into an effective phase extension rule is not trivial. We
present an algorithm based on a rule that we have extracted from an optimization process



M. Bienkowski, J. Byrka, and M. Mucha 13:5

Q

a

S

a b

Figure 1 The geometries of selected tight instances for Mtlm. In both cases, the algorithm
starts at point a. In the linear instance (on the right), the requests are initially given at a and then
later at b, and the algorithm is expected to migrate the file to point b. In the bipartite instance (on
the left) the requests are given at nodes from set S and the algorithm is expected to migrate the file
to one of the nodes from set Q.

using a natural linear model of the amortized phase-based analysis. This linear model is quite
complex and we present it in Section 4. It can be seen as an alternative (computer-based)
proof for the performance guarantee of our algorithm. Such proof technique might be
interesting on its own and useful for analyzing other online games played on metric spaces.

2.1 Notation
For succinctness, we introduce the following notions. For any two points v1, v2 ∈ X , let
[v1, v2] = D · d(v1, v2). We extend this notation to sequences of points, i.e., [v1, v2, . . . , vj ] =
[v1, v2] + [v2, v3] + . . .+ [vj−1, vj ]. Moreover, if v ∈ X is a point and S ⊆ X is a multiset of
points, then

[v, S] = [S, v] = D · 1
|S|

∑
x∈S d(v, x) ,

i.e., [v, S] is the average distance from v to a point of S times D. We extend the sequence
notation introduced above to sequences of points and multisets of points, e.g., [v, S, u, T ] =
[v, S] + [S, u] + [u, T ]. The symbol [S, T ] is not defined for multisets S, T ; we will only use
this notation for sequences that do not contain two consecutive multisets.

Observe that the sequence notation allows for easy expressing of the triangle inequality:
[v1, v2] ≤ [v1, v3, v2]; we will extensively use this property. Note that the following “multiset”
version of the triangle inequality also holds: [v1, v2] ≤ [v1, S, v2].

2.2 Algorithm definition
We propose a new phase-based algorithm that dynamically decides on the length of the
current phase, which we call Dynamic-Local-Min (Dlm). Dlm operates in phases, but it
chooses their lengths depending on the geometry of requests seen in the initial part of the
phase. Roughly speaking, when it recognizes that the currently seen requests more closely
resemble a linear tight example for Mtlm, it ends the phase after 1.75D steps. Otherwise,
it assumes that the presented graph is more in the flavor of the bipartite construction, and
ends the phase only after 2.25D steps.

For any step t, we denote the position of Dlm’s file at the end of step t by dlmt and
that of Opt by opt. We identify the requests with the points where they are issued.

Assume a phase starts in step t + 1; that is, dlmt is the position of Dlm at the very
beginning of a phase. Within the phase, Dlm waits 1.75D steps and at step t+ 1.75D, it
finds a node vg that minimizes the function

g(v) = [dlmt, v,R1, v,R2] = [dlmt, v] + 2 · [v,R1] + [v,R2] ,
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where R1 is the multiset of the requests from steps t+ 1, . . . , t+D and R2 is the multiset of
the subsequent requests from steps t+D + 1, . . . , t+ 1.75D.

If g(vg) ≤ 1.5 · [dlmt,R2], the algorithm moves its file to vg, and ends the current phase.
Intuitively, this condition corresponds to detecting if there exists a point that is substantially
closer to the first 1.75D requests of the phase than the current position. The condition is
constructed in a way to be conclusive for each of the possible outcomes. If indeed such point
exists, then by moving the file to this point, we get much closer to the file of Opt. If there is
no such good point, then also the optimal solution is experiencing some request related costs.
Then, we may afford to wait a little longer and meanwhile get a more accurate estimation of
the possible location of the file of Opt.

That is, if g(vg) > 1.5 · [dlmt,R2], Dlm waits the next 0.5D steps and (in step t+2.25D)
it moves its file to the point vh, where vh is the minimizer of the function

h(v) = [dlmt, v] + [v,R1] + 1.25 · [v,R2] + 0.75 · [v,R3] .

R3 is the multiset of the last 0.5D requests from the prolonged phase (from steps t+1.75D+
1, . . . , t+ 2.25D). Also in this case, the next phase starts right after the file movement.

Note that the short phase consists of D requests denoted R1 followed by 0.75D requests
denoted R2, while the long phase consists additionally of 0.5D requests denoted R3. We
will say that the short phase consists of two parts, R1 and R2, and the long phase consists
of three parts, R1, R2 and R3.

2.3 DLM Analysis
We start with a lower bound on Opt. The following bound is an extension of the bound
given implicitly in [8]; its proof is given in the full version of the paper.

I Lemma 3. Let R be a subsequence of at most 2D consecutive requests from the input
issued at steps t+ 1, t+ 2, . . . , t+ |R|. Then, 4 · COPT(R) ≥ (2|R|/D) · [opt,R,opt+|R|] +
(4− 2|R|/D) · [opt,opt+|R|].

We define a potential function at (the end of) step t as Φt = 3 · [dlmt,opt]. It suffices to
show that in any (short or long) phase consisting of steps t+ 1, t+ 2, . . . , t+ `, during which
requests R are given, it holds that

CALG(R) + Φt+` ≤ 4 · COPT(R) + Φt . (1)

Theorem 1 follows immediately by summing the above bound over all phases of the input.

2.3.1 Proof for a short phase
We consider any short phase R consisting of part R1, spanning steps t+ 1, . . . , t+D, and
part R2, spanning steps t+D + 1, . . . , t+ 1.75D. For succinctness, we define op0 = opt,
op1 = opt+D and op2 = opt+1.75 D. By Lemma 3 applied to R1 and R2,

4 · COPT(R) + Φt = 3 · [dlmt,op0] + 4 · COPT(R1) + 4 · COPT(R2)
≥ 3 · [dlmt,op0] + 2 · [op0,op1] + 2 · [op0,R1,op1] (2)

+ 2.5 · [op1,op2] + 1.5 · [op1,R2,op2] .

We treat the amount (2) as our budget. This is illustrated below; the coefficients are written
as edge weights.
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op0 op1

R1 R2

dlmt op2

3 2 2.5

2 2 1.5 1.5

xxxxxxxxxxxxxxxxxxxxxx

Budget = 4 OPT
+ initial potential
(short phase case)

Now, we bound CALG(R) + Φt+1.75 D using the definition of Alg and the triangle inequality.

CALG(R) + Φt+1.75 D

= CALG(R1) + CALG(R2) + 3[vg,op2]
≤ [dlmt,R1] + 0.75 · [dlmt,R2] + [dlmt, vg] + 3 · [vg,op2]
≤ [dlmt,R1] + 0.75 · [dlmt,R2] + [dlmt, vg] + 2 · [vg,R1,op2] + [vg,R2,op2]
= [dlmt,R1] + 0.75 · [dlmt,R2] + 2 · [op2,R1] + [op2,R2]

+ [dlmt, vg] + 2 · [vg,R1] + [vg,R2]
= [dlmt,R1] + 0.75 · [dlmt,R2] + 2 · [op2,R1] + [op2,R2] + g(vg) . (3)

The first four summands of (3) can be bounded as

[dlmt,R1] + 0.75 · [dlmt,R2] + 2 · [op2,R1] + [op2,R2] (4)
≤ [dlmt,op0,R1] + 0.75 · [dlmt,op0,op1,R2] + 2 · [op2,op1,R1] + [op2,R2] ,

and their total weights in the final expression are depicted below.
op0 op1

R1 R2

dlmt op2

1.75 0.75 2

1 2 0.75 1

xxxxxxxxxxxxxxxxxxxxxx

DLM cost
+ final potential
(part 1, short phase)

For the last summand of (3), g(vg), we use the fact that vg is a minimizer of the function g
(and hence g(vg) ≤ g(op0)), and the property of the short phase (g(vg) ≤ 1.5 · [dlmt,R2]).
Therefore,

g(vg) ≤ 0.5 · g(op0) + 0.75 · [dlmt,R2]
≤ 0.5 · [dlmt,op0,R1,op0,R2] + 0.75 · [dlmt,R2] (5)
≤ 0.5 · [dlmt,op0,R1,op0,op1,op2,R2] + 0.75 · [dlmt,op0,op1,R2] .

op0 op1

R1 R2

dlmt op2

1.25 1.25 0.5

1 0.75 0.5

xxxxxxxxxxxxxxxxxxxxxx

DLM cost
+ final potential
(part 2, short phase)

By combining (3), (4) and (5) (or simply adding the edge coefficients on the last two figures)
we observe that the budget ((2), i.e., the edge coefficients on the first figure) is not exceeded.
This implies 4-competitiveness, i.e., that (1) holds for any short phase.

2.3.2 Proof for a long phase
We consider any long phase R consisting of part R1, spanning steps t+ 1, . . . , t+D; part R2,
spanning steps t+D+ 1, . . . , t+ 1.75 ·D; and part R3, spanning steps t+ 1.75 ·D+ 1, . . . , t+
2.25 · D. Similarly to the proof for a short phase, we define op0 = opt, op1 = opt+D,
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op2 = opt+1.75 D, and op3 = opt+2.25 D. We emphasize that the positions of Opt in a long
and a short phase can be completely different.

By Lemma 3, we obtain a bound very similar to that for a short phase; again, we treat it
as a budget and depict its coefficients as edge weights.

4 · COPT(R) + Φt = 3 · [dlmt,op0] + 4 · COPT(R1) + 4 · COPT(R2) + 4 · COPT(R3)
≥ 3 · [dlmt,op0] + 2 · [op0,op1] + 2 · [op0,R1,op1] (6)

+ 2.5 · [op1,op2] + 1.5 · [op1,R2,op2]
+ 3 · [op2,op3] + [op2,R3,op2] .

op0 op1

R1 R2

dlmt op2

3 2 2.5

2 2 1.5 1.5

op3

1 1

3

R3
xxxxxxxxxxxxxxxxxxxxxx

Budget = 4 OPT
+ initial potential
(long phase case)

Now, we bound CALG(R) + Φt+2.25 D, using the definition of Alg and the triangle inequality.

CALG(R) + Φt+2.25 D

= CALG(R1) + CALG(R2) + CALG(R3) + 3 · [vh,op3]
= [dlmt,R1] + 0.75 · [dlmt,R2] + 0.5 · [dlmt,R3] + [dlmt, vh] + 3 · [vh,op3]
≤ [dlmt,R1] + 0.75 · [dlmt,R2] + 0.5 · [dlmt,R3] + [dlmt, vh]

+ [vh,R1,op3] + 1.25 · [vh,R2,op3] + 0.75 · [vh,R3,op3]
= [dlmt,R1] + 0.75 · [dlmt,R2] + 0.5 · [dlmt,R3] (7)

+ [op3,R1] + 1.25 · [op3,R2] + 0.75 · [op3,R3] + h(vh) .

Since Dlm has not migrated the file after the first two parts, g(v) ≥ 1.5 · [dlmt,R2] for
any node v. Therefore 0.75 · [dlmt,R2] ≤ 0.5 · g(op0) = 0.5 · [dlmt,op0,R1,op0,R2] ≤
0.5 · [dlmt,op0,R1,op0,op1,R2]. Using this and the triangle inequality, the first three
summands of (7) can be bounded and depicted as follows:

[dlmt,R1] + 0.75 · [dlmt,R2] + 0.5 · [dlmt,R3]
≤ [dlmt,op0,R1] + 0.5 · [dlmt,op0,R1,op0,op1,R2] (8)

+ 0.5 · [dlmt,op0,op1,op2,R3] .

op0 op1

R1 R2

dlmt op2

2 1 0.5

2 0.5

op3

0.5

R3
xxxxxxxxxxxxxxxxxxxxxx

DLM cost
+ final potential
(part1, long phase)

The next three summands of (7) can be also bounded appropriately:

[op3,R1] + 1.25 · [op3,R2] + 0.75 · [op3,R3]
≤ [op3,op2,op1,R1] + 1.25 · [op3,op2,R2] + 0.75 · [op3,R3] . (9)

op0 op1

R1 R2

dlmt op2

2.251

1

op3

0.75

R3
xxxxxxxxxxxxxxxxxxxxxx

DLM cost
+ final potential
(part 2, long phase)1.25
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Lastly, for bounding h(vh), we use the fact that vh is a minimizer of h, and hence

h(vh) ≤ h(op1)
= [op1,dlmt] + [op1,R1] + 1.25 · [op1,R2] + 0.75 · [op1,R3]
≤ [op1,op0,dlmt] + [op1,R1] + [op1,R2] + 0.25 · [op1,op2,R2] (10)

+ 0.5 · [op1,op2,R3] + 0.25 · [op1,op2,op3,R3] .

Note that in (10) we split some of the paths and choose the longer ones, so that the budgets
on edges are not violated. Bound (10) is depicted on the figure below.

op0 op1

R1 R2

dlmt op2

0.251

1

op3

0.25

R3
xxxxxxxxxxxxxxxxxxxxxx

DLM cost
+ final potential
(part 3, long phase)0.25

1

0.51

1

By combining (7), (8), (9) and (10) (or simply adding edge coefficients on the last three
figures), we observe that the budget ((6), i.e., the edge coefficients on the first figure) is
not exceeded. This implies 4-competitiveness, i.e., that (1) holds for any long phase and
concludes the proof of Theorem 1.

3 Lower Bound for Phase-Based Algorithms

A fixed-phase algorithm chooses phase length c ·D and after every c ·D requests it makes
a migration decision solely on the basis of its current position and the last c ·D requests.
We now proceed to argue that no fixed-phase algorithm Alg can beat the competitive ratio
R0 ≈ 4.086 achieved by Mtlm [8] (cf. Theorem 2). As already stated in the introduction,
to ensure that the algorithm cannot base its choices on the previous phases, we will give
the adversary an additional power: it may modify the graph between the phases of Alg,
as long as the distance between nodes keeping the files of Alg and Opt (valg and vopt,
respectively) is preserved. We emphasize that the analysis of Mtlm [8] essentially uses this
model: each phase is analyzed completely separately from others. The full proof is given in
the full version of the paper; here we informally highlight its key ideas.

The adversarial construction consists of many epochs, each consisting of some number
of phases. At the beginning and at the end of an epoch, Alg and Opt keep their files at
the same node. We define three adversarial strategies, called plays: linear, bipartite, and
finishing. Each play consists of one or more phases. A prerequisite for each given play is
a particular distance between valg and vopt. Each play will have some properties: it will
incur some cost on Alg and Opt and will end with valg and vopt in a specific distance.

In the first phase of an epoch, when initially valg = vopt, the adversary uses the linear
play (the generated graph is a single edge of length 1), so that at the end of the phase,
d(valg, vopt) = 1. For such phase P , we have CALG(P ) ≥ R0 · COPT(P )− (1/(1− 2α)) ·D,
where α = 1/(R0 − 1). Note that in this phase alone, the adversary does not enforce the
desired competitive ratio of R0, but it increases the distance between vopt and valg.

In each of the next L phases, the adversary employs the bipartite play; the graph used
corresponds to a tight bipartite example for Mtlm, cf. Figure 1). Let f be the value of
d(valg, vopt) at the beginning of a phase. If the algorithm plays well, then at the end of
the phase this distance decreases to 2α · f . Furthermore, neglecting lower order terms,
for such phase P , it holds that CALG(P ) ≥ R0 · COPT(P ) + f · D, i.e., the inequality
CALG(P ) ≥ R0 · COPT(P ) holds with the slack f ·D. The sum of these slacks over L phases
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is
∑L−1

i=0 (2α)i ·D, which tends to (1/(1 − 2α)) ·D when L grows. Hence, after one linear
and L bipartite phases (for a large L and neglecting lower order terms again), the cost paid
by Alg is at least R0 times the cost paid by Opt and the distance between their files is
negligible.

Finally, to decrease the distance between valg and vopt to zero, the adversary uses a third
type of play, the finishing one. This play incurs a negligible cost and it forces the positions
of Alg and Opt files to coincide, which ends an epoch.

4 Linear Program for File Migration

In this section, we present a linear programming model for the analysis of both algorithm
Mtlm by Bartal et al. [8] and our algorithm Dlm.

4.1 LP analysis of MTLM-like algorithms
In our approach, we analyze any Mtlm-like algorithm Alg. We use our notion of distances
from Section 2.1. Alg will be a variant of Mtlm parameterized with two values β and δ.
The length of its phase is δ ·D and the initial point of Alg is denoted by A0. We denote
the set of requests within a phase by R. At the end of a phase, Alg migrates the file to
a point A1 that minimizes the function

f(x) = [A0, x] + β · [x,R] .

As in the amortized analysis of the algorithm Mtlm [8], we will use a potential function
equal to φ times the distance between the files of Alg and Opt, where φ is a parameter
used in the analysis. We let O0 and O1 denote the initial and final position of Opt during
the studied phase, respectively. Then, the amortized cost of Alg in a single phase is
CALG = δ · [A0,R] + [A0, A1] + φ([A1, O1]− [A0, O0]).

The following factor-revealing LP mimics the proof given in [8]. Namely, it encodes
inequalities that are true for any phase and a graph on which Alg can be run. Its goal is to
maximize the ratio between CALG and COPT: as an instance can be scaled, we set COPT = 1
and we maximize CALG. Let V = {A0, A1, O0, O1} and V ′ = V ∪ {R}.

maximize CALG

subject to:
CALG = δ · [A0,R] + [A0, A1] + φ · ([A1, O1]− [A0, O0])
COPT = 1
COPT = Creq

OPT + Cmove
OPT

Cmove
OPT ≥ [O0, O1]

2 · Creq
OPT + δ · Cmove

OPT ≥ δ · [O0,R] + δ · [O1,R]
f(A1) ≤ f(v) for all v ∈ V
0 ≤ [v1, v3] ≤ [v1, v2] + [v2, v3] for all v1, v2, v3 ∈ V ′

As R is a set of requests, it does not necessarily correspond to a single point in the
studied metric. Nevertheless, our notion of average distances (i.e., [v1, v2]) allows us to write
the triangle inequalities for any pair of objects from set V ∪ {R}.

In the LP above, Creq
OPT, Cmove

OPT denote the cost of Opt for serving the request and the
cost of Opt for migrating the file, respectively. The inequality 2 · Creq

OPT + δ · Cmove
OPT ≥

δ · [O0,R] + δ · [O1,R] is a counterpart of the relation guaranteed by Lemma 3.
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For any choice of parameters β, δ, and φ, the LP above finds an instance that maximizes
the competitive ratio of Alg. Note that such instance is not necessarily a certificate that
Alg indeed performs poorly: in particular, inequalities that lower-bound the cost of Opt
might not be tight. However, the opposite is true: if the value of CALG returned by the LP
is ξ, then for any possible instance the ratio is at most ξ.

Let c0 = 1.841 be the phase length of Mtlm. Setting δ = c0 and β = φ = 1 + c0 yields
that the optimal value of the LP is R0 ≈ 4.086, which can be interpreted as a numerical
counterpart of the original analysis in [8]. To obtain a formal mathematical proof, one may
take a dual solution to the LP. It gives the coefficients that multiplied by the corresponding
LP inequalities and summed over all inequalities yield a proof that the amortized cost of
Mtlm in any phase is at most R0 times the cost of Opt. Summed over all phases, this
implies that Mtlm is R0-competitive.

Among other advantages, this approach allows us to numerically find the instances that
are tight for the current analysis (cf. Section 2 and Figure 1): linear and bipartite instances
can be obtained this way.

4.2 LP analysis of DLM-like algorithms
Now we show how to adapt the LP from the previous section to analyze Dlm-type algorithms.
Recall that after 1.75D requests, Dlm evaluates the geometry of the so-far-received requests
and decides whether to continue this phase or not. Although the final parameters of Dlm are
elegant numbers (multiplicities of 1/4), they were obtained by a tedious optimization process
using the LP we present below. Furthermore, the LP below does not give us an explicit rule
for continuing the phase; it only tells that Dlm is successful either in a short or in a long
phase.

Recall that in a phase, Dlm considers three groups of consecutive δi ·D requests: R1,
R2, and R3, where δ1, δ2, and δ3 are parameters of Dlm. First, assume that Dlm always
processes three parts and afterwards it moves the file to a point A3 that minimizes the
function

h(x) = [A0, x] + β1 · [x,R1] + β2 · [x,R2] + β3 · [x,R3] ,

where βi are parameters that we choose later. We denote the strategy of an optimal algorithm
by OptL (short for Opt-Long). Let OL

0 , OL
1 , OL

2 and OL
3 denote the trajectory of OptL

(OL
0 is the initial position of the OptL’s file at the beginning of the phase, and OL

i is its
position right after the i-th part of the phase). Analogously to the previous section, we
obtain the following LP.

maximize CALGL

subject to:
CALGL = [A0, A3] +

∑
i=1,2,3 δi · [A0,Ri] + φ · ([A3, O

L
3 ]− [A0, O

L
0 ])

COPTL = 1
COPTL =

∑
i=1,2,3 (Creq

OPTL(i) + Cmove
OPTL(i))

Cmove
OPTL(i) ≥ [OL

i−1, O
L
i ] for i = 1, 2, 3

2 · Creq
OPTL(i) + δ · Cmove

OPTL(i) ≥ δi · [OL
i−1,Ri] + δi · [OL

i ,Ri] for i = 1, 2, 3
h(A3) ≤ h(v) for all v ∈ V
0 ≤ [v1, v3] ≤ [v1, v2] + [v2, v3] for all v1, v2, v3 ∈ V ′

This time V = {A0, A3, O
L
0 , O

L
1 , O

L
2 , O

L
3 } and V ′ = V ∪ {R1,R2,R3}.
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We note that such parameterization alone does not improve the competitive ratio, i.e., for
any choice of parameters δi and βi, the objective value of the LP above is at least R0 ≈ 4.086.

However, as stated in Section 2.1, Dlm verifies if after two parts it can migrate its file to
a node A2 being the minimizer of the function

g(x) = [A0, x] + β′1 · [x,R1] + β′2 · [x,R2] ,

where β′i are parameters that we choose later.
In our analysis, we gave an explicit rule whether the migration to A2 should take place.

However, for our LP-based approach, we follow a slightly different scheme. Namely, if the
migration to A2 guarantees that the amortized cost in the short phase (the first two parts)
is at most 4 times the cost of any strategy for the short phase, then Dlm may move to A2
and we immediately achieve competitive ratio 4 on the short phase. Otherwise, we may
add additional constraints to the LP, stating that the competitive ratio of an algorithm
which moves to A2 is at least 4 (against any chosen strategy OptS). Analogously to OptL,
the trajectory of OptS is described by three points: OS

0 , OS
1 , and OS

2 . This allows us to
strengthen our LP by adding the following inequalities:

CALGS = [A0, A2] +
∑

i=1,2 δi · [A0,Ri] + φ · ([A2, O
S
2 ]− [A0, O

S
0 ])

COPTS =
∑

i=1,2 (Creq
OPTS(i) + Cmove

OPTS(i))
Cmove
OPTS(i) ≥ [OS

i−1, O
S
i ] for i = 1, 2

2 · Creq
OPTS(i) + δ · Cmove

OPTS(i) ≥ δi · [OS
i−1,Ri] + δi · [OS

i ,Ri] for i = 1, 2
g(A2) ≤ g(v) for all v ∈ V
CALGS ≥ 4 · COPTS

We also change V to {A0, A3, O
L
0 , O

L
1 , O

L
2 , O

L
3 , O

S
0 , O

S
1 , O

S
2 }, both in new and in old inequal-

ities.
When we choose φ = 3, fix phase length parameters to be δ1 = 1, δ2 = 0.75, δ3 = 0.5 and

parameters for functions g and h to be β′1 = 2, β′2 = 1, β1 = 1, β2 = 0.25 and β3 = 0.75, we
obtain that the value of the above LP is 4. Again, this can be interpreted as a numerical
argument that Dlm is indeed a 4-competitive algorithm.

5 Conclusions

While in the last decade factor-revealing LPs became a standard tool for analysis of approxi-
mation algorithms, their application to online algorithms so far have been limited to online
bipartite matching and its variants (see, e.g., [24, 20]) and for showing lower bounds [5]. In
this paper, we successfully used the factor-revealing LP to bound the competitive ratio of
an algorithm for an online problem defined on an arbitrary metric space. We believe that
similar approaches could yield improvements also for other online graph problems.
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Abstract
We study a variant of the k-server problem, the infinite server problem, in which infinitely many
servers reside initially at a particular point of the metric space and serve a sequence of requests.
In the framework of competitive analysis, we show a surprisingly tight connection between this
problem and the (h, k)-server problem, in which an online algorithm with k servers competes
against an offline algorithm with h servers. Specifically, we show that the infinite server problem
has bounded competitive ratio if and only if the (h, k)-server problem has bounded competitive
ratio for some k = O(h). We give a lower bound of 3.146 for the competitive ratio of the infinite
server problem, which implies the same lower bound for the (h, k)-server problem even when
k/h → ∞ and holds also for the line metric; the previous known bounds were 2.4 for general
metric spaces and 2 for the line. For weighted trees and layered graphs we obtain upper bounds,
although they depend on the depth. Of particular interest is the infinite server problem on the
line, which we show to be equivalent to the seemingly easier case in which all requests are in
a fixed bounded interval away from the original position of the servers. This is a special case
of a more general reduction from arbitrary metric spaces to bounded subspaces. Unfortunately,
classical approaches (double coverage and generalizations, work function algorithm, balancing
algorithms) fail even for this special case.
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source1. At first glance it may appear that the lower bound of k for the k-server problem
would imply an unbounded competitive ratio for the infinite server problem. But consider,
for example, the version of the k-server problem on uniform metric spaces (i. e. the distance
between any two points is 1), and observe that the infinite server problem has competitive
ratio 1 for this case.

The infinite server problem is closely related to the (h, k)-server problem, the resource
augmentation version of the k-server problem in which the online algorithm has k servers
and competes against an offline algorithm for h ≤ k servers. This model is also known as
weak adversaries [2, 15]. One major open problem in competitive analysis is whether the
(h, k)-server problem has bounded competitive ratio when k � h. Here we show a, perhaps
surprising, tight connection between the infinite server problem and the (h, k)-server problem,
which also allows us to improve lower bounds for the latter.

The infinite server problem is also a considerable generalization of the ski-rental problem,
since the ski-rental problem is essentially a special case of the infinite server problem when
the metric space is an isosceles triangle.

Besides its theoretical appeal, our three main reasons for investigating the infinite server
problem are the following. First, the competitive ratio of the k-server problem goes to infinity
as k →∞, but for k =∞ it goes back to a small constant at least on some metric spaces.
This suggests that the high competitive ratio of the k-server problem is somewhat artificial.
Second, the problem allows to model applications where the number of servers is so high that
it is not a limitation in practice, or where more servers can be bought. A price for buying
new servers can be modeled easily by appropriate placement of the source in the metric space.
Third, the relationship between the infinite server problem and the (h, k)-server problem
allows for new ways to tackle the latter.

1.1 Previous Work
The k-server problem was first formulated by Manasse et al. [19], to generalize a variety of
online settings whose stepwise cost had a ‘metric’-like structure. They built on previous work
by Sleator and Tarjan [20], the genesis of competitive analysis, on the paging problem. This
problem can be easily recast as a k-server instance for the uniform metric and was already
known to be k-competitive.

Manasse et al. [19] also showed that the competitive ratio of the k-server problem is at
least k on any metric space with more than k points. They then proposed the renowned
k-server conjecture, stating that this bound is tight. This has been shown to be true for k = 2
[19] and for several special metric spaces [6, 7, 18, 19, 20]. A stream of refinements [12, 3] led
to better competitive ratios for general metric spaces until [17] showed that a competitive
ratio of 2k − 1 can be achieved on any metric space. Chasing the competitive ratio for the
deterministic (and randomized) k-server problem has been pivotal for the development of
competitive analysis. For a more in depth view on the history of the k-server problem and
further related work, we refer to [16].

In the weak adversaries setting, significantly less is known. For the (h, k)-server problem,
the exact competitive ratio is k

k−h+1 on uniform metrics (equivalent to paging) [20] and
weighted stars (equivalent to weighted paging) [21]. Bansal et al. [1] showed recently for
weighted trees that the competitive ratio as k/h→∞ is bounded by a constant depending on
the depth of the tree. On general metrics, the (h, k)-server problem is still poorly understood.

1 We first learned about this problem from Kamal Jain [14].
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No algorithm is known for general metrics that performs better than disabling the k − h
extra servers and using h servers only. In fact, for the line it was shown [2, 1] that the Double
Coverage Algorithm and the Work Function Algorithm – despite achieving the optimal
competitive ratio of h if k = h [6, 4] – perform strictly worse in the resource augmentation
setting than disabling the k − h extra servers and applying the same algorithm to h servers
only. For the case that h is not fixed, the Work Function Algorithm was shown to be
2h-competitive simultaneously against any number h ≤ k of offline servers [15].

In terms of lower bounds, it is known that unlike for (weighted) paging, the competitive
ratio does not converge to 1 on general metrics even as k/h→∞. Prior to this work, the
best known lower bounds were 2 on the line, due to Bar-Noy and Schieber (see [5, p. 175]),
and 2.4 for general metrics as shown recently by Bansal et al. [1].

The closest publication to this work is by Csirik et al. [10], which studies a problem that
is essentially the special case of the infinite server problem on the uniform metric space
augmented by a far away source. It is cast as a paging problem where new cache slots can
be bought at a fixed price per unit and gives matching upper and lower bounds of ≈ 3.146
on the competitive ratio.

1.2 Our Results

Our main result is an equivalence theorem between the infinite server problem and the
(h, k)-server problem, presented in Section 2. It states that the infinite server problem is
competitive on every metric space if and only if the (h, k)-server problem is O(1)-competitive
on every metric space as k/h → ∞. We show further that it is not even necessary to let
k/h tend to infinity because in the positive case, there must also exist some k = O(h). The
theorem holds also if “every metric space” is replaced by “the real line”.

In Section 3 we present upper and lower bounds on the competitive ratio of the infinite
server problem on a variety of metric spaces. Extending the work in [10], we present a tight
lower bound for non-discrete spaces, which is then turned into a 3.146 lower bound for the
(h, k) setting. To our knowledge, this is the largest bound on the weak adversaries setting
for any metric space, as k/h → ∞. We show how recent work by Bansal et al. [1] can be
adapted to give an upper bound on the competitive ratio of the infinite server problem on
bounded-depth weighted trees. We also consider layered graph metrics, which are equivalent
(up to a factor of 2) to general graph metrics. We have not settled the case for their
competitive ratio, but we present a natural algorithm with tight analysis and pose challenges
for further research. The main open problem is whether there exists a metric space on which
the infinite server problem is not competitive.

In Section 4 we show how a variety of known algorithms such as the work function and
balancing algorithms fail for the infinite server problem, even on the real line. We focus in
particular on a class of speed-adjusted variants of the well-known double coverage algorithm.

Finally, we present a useful reduction from arbitrary metric spaces to bounded subspaces
in Section 5. In particular, the infinite server problem on the line is competitive if and only
if it is competitive for the special case where requests are restricted to some bounded interval
further away from the source.

1.3 Preliminaries

Let M = (M,d) be a metric space and let s be a point of M . In the infinite server problem
on (M, s), an unbounded number of servers starts at point s and serves a finite sequence
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σ = (σ0 = s, σ1, σ2, . . . , σm) of requests σi ∈M . Serving a request entails moving one of the
servers to it. The goal is to minimize the total distance traveled by the servers.

We drop s in the notation if the location of the source is not relevant or understood.
We refer to the action of moving a server from the source to another point as spawning.
Throughout this work we use the letter d for the metric associated with the metric space.

In the online setting, the requests are revealed one by one and need to be served
immediately without knowledge of future requests. All algorithms considered in this paper
are deterministic. An algorithm is called lazy if it moves only one server to serve a request
at an unoccupied point and moves no server if the requested point is already covered. An
algorithm is called local [9] if it moves a server from a to b only if there is no server at some
other point c on a shortest path from a to b, i. e. with d(a, b) = d(a, c) + d(c, b). It is easy to
see that any algorithm can be turned into a lazy and local algorithm without increasing its
cost (i. e. the total distance traveled by all servers).

For an algorithm ALG, we denote by ALG(σ) its cost on the request sequence σ. Similarly,
we write OPT(σ) for the optimal (offline) cost.

An online algorithm ALG is ρ-competitive for ρ ≥ 1 if ALG(σ) ≤ ρOPT(σ) + c for all σ,
where c is a constant independent of σ. The competitive ratio of an algorithm is the infimum
of all such ρ. We say that an algorithm is competitive if it is ρ-competitive for some ρ. We also
call an online problem itself (ρ-)competitive if it admits such an algorithm. If the additive
term c in the definition is 0, then the algorithm is also called strictly ρ-competitive [11].

The (h, k)-server problem on M is defined like the infinite server problem except that
the number of servers is k for the online algorithm and h for the optimal (offline) algorithm
against whom it is compared in the definition of competitiveness. For this problem, the
servers are not required to start at the same point, although a different initial configuration
would only affect the additive term c. The problem is interesting only when k ≥ h. The case
h = k is the standard k-server problem and the case k ≥ h is known as the weak adversaries
model. One major open problem is to determine the competitive ratio of the (h, k)-server
problem as k tends to infinity.

We will sometimes write OPTh and OPT∞ for the optimal offline algorithm, where the
index specifies the number of servers available.

The following two propositions will be useful later in the paper.

I Proposition 1. If for every metric space there exists a competitive algorithm for the infinite
server problem, then there exists a universal competitive ratio ρ such that the infinite server
problem is strictly ρ-competitive on every metric space.

Proof. We first show the existence of ρ such that the infinite server problem is ρ-competitive
(strictly or not) on every metric space. Suppose such ρ does not exist, then for every n ∈ N
we can find a metric space Mn containing some point sn such that the infinite server problem
on (Mn, sn) is not n-competitive. Consider the metric space obtained by taking the disjoint
union of all spaces Mn and gluing all the points sn together. The infinite server problem
would not be competitive on this metric space, in contradiction to the assumption.

Analogously we can also find a universal constant c that works for all metric spaces as
additive constant in the definition of ρ-competitiveness. A scaling argument shows that also
c = 0 works. J

With a very similar argument we get:

I Proposition 2. Let k = k(h) be a function of h. Suppose that for every metric space M
and for all h there exists an O(1)-competitive algorithm for the (h, k)-server problem on M .
Then there exists a universal competitive ratio ρ such that the (h, k)-server problem is strictly
ρ-competitive on every metric space if all servers start at the same point.
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2 Equivalence of Infinite Servers and Weak Adversaries

The main result of this section is the following tight connection between the infinite server
problem and the weak adversaries model.

I Theorem 3. The following are equivalent:
1. The infinite server problem is competitive.
2. The (h, k)-server problem is O(1)-competitive as k/h→∞.
3. For each h there exists k = O(h) so that the (h, k)-server problem is O(1)-competitive.
The three statements above are also equivalent if we fix the metric space to be the real line.

The implication “3 =⇒ 2” is trivial. The proof of the equivalence theorem consists in its
core of two reductions. Theorem 4 contains the easier of the two reductions, which is from
the infinite server problem to the k-server problem against weak adversaries (“2 =⇒ 1”). By
Propositions 1 and 2, it suffices to consider only strictly competitive algorithms. Theorem 5
proves essentially the inverse for general metric spaces, and Theorem 8 specializes it to the
line (“1 =⇒ 3”).

As a corollary of the theorem we get the non-trivial implication “2 =⇒ 3”, a potentially
useful statement towards resolving the major open problem about weak adversaries: “Is
Statement 2 true?” This highlights the importance of the infinite server problem.

I Theorem 4. Fix a metric space M and consider algorithms with all servers starting at
some s ∈M . If for every h there exists k = k(h) such that the (h, k)-server problem on M
is strictly ρ-competitive, for some constant ρ, then there exists a strictly ρ-competitive online
strategy for the infinite server problem on M .

Proof. Let ALGk(h) denote an online algorithm with k(h) servers that is strictly ρ-competitive
against an optimal algorithm OPTh for h servers, i. e.

ALGk(h)(σ) ≤ ρOPTh(σ) (1)

for every request sequence σ. Without loss of generality, algorithm ALGk(h) is lazy.
For every request sequence σ, consider the equivalence relation ≡σ on natural numbers in

which h ≡σ h′ if and only if ALGk(h)(σ) and ALGk(h′)(σ) serve σ in exactly the same way
(i. e. , make exactly the same moves). To every σ, we associate an equivalence class H(σ) of
≡σ that satisfies

H(σ) is infinite,
H(σr) ⊆ H(σ), for every request r.

This is done inductively in the length of σ (in a manner reminiscent of König’s lemma)
as follows: For the base case when σ is the empty request sequence, H(σ) = N. For the
induction step, suppose that we have defined H(σ). Consider the equivalence classes of ≡σr,
a refinement of the equivalence classes of ≡σ. Since there are only finitely many possible
ways to serve r, they partition H(σ) into finitely many parts. At least one of these parts
is infinite and we select it to be H(σr); if there is more than one such sets, we select one
arbitrarily, say the lexicographically first.

Given such a mapping H, we define the online algorithm ALG∞ which serves every σ in
the same way as all the online algorithms ALGk(h) for h ∈ H(σ). The second property of H
guarantees that ALG∞ is a well-defined online algorithm.

By construction, ALG∞(σ) = ALGk(h)(σ) for every h ∈ H(σ). To finish the proof,
observe that since H(σ) is infinite, it contains some h greater than the length of σ, and for
such an h we have OPT∞(σ) = OPTh(σ). Substituting these to (1), we see that ALG∞ is
strictly ρ-competitive. J
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We now show the reduction from the k-server problem against weak adversaries to the
infinite server problem on general metric spaces.

I Theorem 5. If the infinite server problem on general metric spaces is strictly ρ̃-competitive,
then there exists a constant ρ such that the (h, k)-server problem is ρ-competitive, for k = O(h).
In particular, for every ε > 0, we can take ρ = (3 + ε)ρ̃ and any k ≥ (1 + 1/ε)ρ̃h.

Proof. Fix some metric spaceM and a point s ∈M . We will describe a strictly ρ-competitive
algorithm for the (h, k)-server problem on M for the case that all servers start at s. This
implies a (not necessarily strictly) ρ-competitive algorithm for any initial configuration.

The idea is to simulate a strictly ρ̃-competitive infinite server algorithm, but whenever
it would spawn a (k + 1)-st server, we bring all servers back to the origin and restart the
algorithm. The problem is that the overhead cost for returning the servers to the origin,
may be very high. To compensate for this, we assume that every time the servers return to
the origin, they pretend to start from a different point further away from the origin. This
motivates the following notation:

I Definition 6. Given a metric M , a point s ∈ M , and a value w ≥ 0, we will use the
notation Ms⊕w to denote the metric derived from M when we increase the distance of s from
every other point by w; we will also denote the relocated point by s⊕ w.

Let ALG∞ denote a strictly ρ̃-competitive online algorithm for the infinite server problem.
We now define an online algorithm ALGk for k servers (all starting at s). We will make use
of the notation A(σ; s) to denote the cost of algorithm A to serve the request sequence σ
when all servers start at s.

I Definition 7 (ALGk derived from ALG∞). Algorithm ALGk runs in phases with the initial
phase being the 0th phase. At the beginning of every phase, all servers of ALGk are at s. In
every phase i, the algorithm simulates the infinite server algorithm ALG∞, whose servers
start at s ⊕ wi for some wi ≥ 0. The parameters wi are determined online, and initially
w0 = 0. Whenever ALG∞ spawns a server from s ⊕ wi, algorithm ALGk spawns a server
from s.

The phase ends just before ALG∞ spawns its (k + 1)-st server or when the request
sequence ends. In the former case, all servers of ALGk return to s to start the (i + 1)-st
phase. To determine the starting point of the simulated algorithm of the next phase, we set

wi+1 = ε
OPTh(σi; s)

h
, (2)

where σi is the sequence of requests during phase i.

Let n be the number of phases. The cost of ALGk for the requests in phase i < n is
ALG∞(σi; s⊕ wi)− kwi; the last term is subtracted because the k servers do not have to
actually travel the distance between s⊕ wi and s. However for the last phase no such term
can be subtracted since we do not know how many servers are spawned during the phase,
and we can only bound the cost from above by ALG∞(σn; s⊕ wn). The cost of returning
the servers to s at the end of a phase can at most double the cost during the phase.

From this, we see that the total cost of ALGk in phase i is

costi ≤
{

2 (ALG∞(σi; s⊕ wi)− kwi) for i < n

ALG∞(σn; s⊕ wn) for i = n .
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Since ALG∞ is strictly ρ̃-competitive, we have

ALG∞(σi; s⊕ wi) ≤ ρ̃OPT∞(σi; s⊕ wi)
≤ ρ̃OPTh(σi; s⊕ wi)
≤ ρ̃ (OPTh(σi; s) + hwi)

and substituting this in the expression for the cost, we can bound the total cost by

ALGk(σ; s) =
n∑
i=0

costi ≤ 2
n−1∑
i=0

(ρ̃(OPTh(σi; s) + hwi)− kwi) + ρ̃(OPTh(σn; s) + hwn)

= 2
n−1∑
i=0

(ρ̃OPTh(σi; s)− (k − ρ̃h)wi) + ρ̃OPTh(σn; s) + ρ̃hwn .

The parameters wi and k were selected so that the summation telescopes, and we are left
with

ALGk(σ; s) ≤ 2 ρ̃OPTh(σn−1; s) + ρ̃OPTh(σn; s) + ρ̃ εOPTh(σn−1; s)
≤ (3 + ε) ρ̃OPTh(σ; s) . J

The previous reduction requires the infinite server problem to be competitive on every
metric space. The following variant only requires the infinite server problem to be competitive
on the line.

I Theorem 8. If the infinite server problem on the line is ρ-competitive, then for every
h ∈ N and ε > 0, the (h, k)-server problem on the line is (3 + ε)ρ-competitive, when
k ≥ 2d(1 + 1/ε)ρhe.

Proof. A straightforward adaptation of the proof of the previous lemma, shows the existence
of a (3 + ε)ρ-competitive algorithm for the interval [0,∞), when k ≥ 2(1 + 1/ε)ρh. By
doubling the number of online servers so that half of them are used in each half-line, we get
a (3 + ε)ρ-competitive algorithm for the entire line, when k ≥ 2d(1 + 1/ε)ρhe.

Note that the proof assumes strictly competitive algorithms. But, by a straightforward
scaling argument, if the infinite server problem on the line is ρ-competitive, then it is also
strictly ρ-competitive. This in turn implies a strictly ρ-competitive online algorithm for
M0⊕w, since this space is isometric to the subspace {−w} ∪ (0,∞) of the line. J

In the next section we look at some particular metric spaces and give upper and lower
bounds on the competitive ratio.

3 Upper and Lower Bounds

Unlike the k-server problem, which is 1-competitive if and only if the metric spaces has at
most k points and conjectured k-competitive otherwise, the situation is more diverse for the
infinite server problem. For example, on uniform metric spaces (where all distances are the
same) the problem is trivially 1-competitive even if the metric space consists of uncountably
many points. This is because an optimal strategy in this case is to spawn a server to every
requested point. More generally, this strategy achieves a finite competitive ratio on any
metric space where distances are bounded from below and above by positive constants. This
suggests that statements about the competitive ratio for the infinite server problem cannot
be as simple as the (conjectured) dichotomy for the k-server problem, which depends only on
the number of points of the metric space. In this section we derive bounds on the competitive
ratio for particular classes of metric spaces.
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3.1 Weighted Trees
We consider the infinite server problem on metric spaces that can be modeled by edge-
weighted trees. The points of the metric space are the nodes of the tree, and the distance
between two nodes is the sum of edge weights along their connecting path. We choose the
source of the metric space as the root of the tree, and define the depth of the tree as the
maximal number of edges from the root to a leaf. The number of nodes can be infinite
(otherwise the infinite server problem is trivially 1-competitive), but we assume the depth to
be finite.

An upper bound on the competitive ratio of such trees follows easily from an upper bound
for the (h, k)-server on such trees [1] and the equivalence theorem:

I Theorem 9. The competitive ratio of the infinite server problem on trees of depth d is at
most O(2d · d).

Proof. Bansal et al. [1, Theorem 1.3] showed that the competitive ratio of the (h, k)-server
problem on trees of depth d is at most O(2d ·d) provided that k/h is large enough. Inspection
of the proof in [1] shows that if all servers start at the root, it is in fact strictly O(2d · d)-
competitive. Thus, Theorem 4 implies the result for the infinite server problem. J

3.2 Non-Discrete Spaces and Spaces with Small Infinite Subspaces
The following theorem gives a lower bound of 3.146 on the competitive ratio of the infinite
server problem on any metric space containing an infinite subspace of a diameter that is small
compared to the subspace’s distance from the source. For example, every non-discrete metric
space has this property (unless the source is the only non-discrete point), since non-discrete
metric spaces contain infinite subspaces of arbitrarily small diameter. The theorem is a
generalization of such a lower bound established in [10] for a variant of the paging problem
where cache cells can be bought. Crucial parts of the subsequent proof are as in [10].

I Theorem 10. Let M be a metric space containing an infinite subspace M0 ⊂M of finite
diameter δ and a point s ∈ M \M0 such that the infimum ∆ of distances between s and
points in M0 is positive. Let λ > 3.146 be the largest real solution to

λ = 2 + lnλ . (3)

The competitive ratio of any deterministic online algorithm for the infinite server problem on
(M, s) is bounded from below by a value that converges to λ as ∆/δ →∞. In particular, the
competitive ratio is at least λ if M \ {s} contains a non-discrete part.

Proof. By scaling the metric, we can assume that δ = 1. Let p1, p2, p3, . . . be infinitely many
distinct points in M0.

Fix some lazy deterministic online algorithm ALG. We consider the request sequence
that always requests the point pi with i minimal such that pi is not occupied by a server
of ALG. We call a move of a server between two points in M0 local (i. e. every move that
does not spawn is local). Let fj be the cumulative cost of local moves incurred to ALG until
it spawns its jth server. Let σk be this request sequence that is stopped right after ALG
spawns its kth server, for some large k. The total online cost is

ALG(σk) ≥ k∆ + fk . (4)

Let h = dk/λe. We consider several offline algorithms that start behaving the same way,
so we think of it as one algorithm initially that is forked into several algorithms later. The
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offline algorithms make use of only h servers and they begin by spawning them to the points
p1, . . . , ph. They do not need to move any servers until ALG spawns its hth server. Whenever
ALG spawns its jth server for some j ≥ h, every offline algorithm is forked to h distinct
algorithms: Each of them moves a different server to pj+1 (to prepare for the next request,
which will be at pj+1). We will keep the invariant that each offline algorithm already has a
server at the next request. To this end, whenever ALG does a local move from p to p′, every
offline algorithm that does not have a server at p moves a server from p′ to p; note that the
algorithm had a server at p′ by the invariant, and the next request will be at p.

When ALG has j spawned servers (j ≥ h), the offline algorithms are in
(
j

h−1
)
different

configurations, each of which occurs equally often among them. If ALG does a local move
from p to p′, there are

(
j−1
h−1
)
different offline configurations for which a local move is made in

the opposite direction. Thus, for each local move by ALG while having j servers in total, a
portion

(
j−1
h−1
)
/
(
j

h−1
)

= j−h+1
j of the offline algorithms move a server in the opposite direction

for the same cost.
We use the average cost of all offline algorithms we considered as an upper bound on the

optimal cost. The cost of spawning h servers is at most h(∆ + 1), and the average cost while
ALG has j spawned servers (for j = h, . . . , k − 1) is at most j−h+1

j (fj+1 − fj) + 1 (with the
“+1” coming from the move when offline algorithms fork). Hence,

OPT(σk) ≤ h(∆ + 1) + k − h+
k−1∑
j=h

j − h+ 1
j

(fj+1 − fj) ,

≤ h∆ + k + k − h
k − 1 fk −

fh
h
−

k−1∑
j=h+1

h− 1
j(j − 1)fj ,

Note that fk

k is bounded from above because otherwise ALG would not be competitive, and
it is bounded from below by 0. Thus, L = lim infk→∞ fk

k exists. In the following we use the
asymptotic notation o(1) for terms that disappear as k →∞. We can choose arbitrarily large
values of k such that fk

k = L+ o(1). Since h = dk/λe, we have fj

j ≥ L+ o(1) for all j ≥ h.
Moreover,

∑k−1
j=h+1

1
j−1 = ln(λ) + o(1). This allows us to simplify the previous bound to

OPT(σk) ≤ k

λ

(
∆ + λ+

(
λ− 1− ln(λ)

)
L+ o(1)

)
= k

λ

(
∆ + L+ λ+ o(1)

)
,

where the last step uses equation (3).
The competitive ratio is at least

ALG(σk) +O(1)
OPT(σk) ≥ k∆ + fk +O(1)

k
λ

(
∆ + L+ λ+ o(1)

)
= λ · ∆ + L

∆ + L+ λ
+ o(1) .

The fraction in the last term tends to 1 as ∆→∞. J

This bound is tight due to a matching upper bound in [10] that shows (translated to the
terminology of the infinite server problem) that a competitive ratio of λ can be achieved
on metric spaces where all pairwise distances are 1 except that the source is at some larger
distance ∆ from the other points.

The previous theorem together with the equivalence theorem also allows us to obtain a
new lower bound for the k-server problem against weak adversaries.

ICALP 2017
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I Corollary 11. For sufficiently large h, there is no 3.146-competitive algorithm for the
(h, k)-server problem on the line, even if k →∞.

Proof. By a scaling argument it is easy to see that if the infinite server problem on the line
is ρ-competitive, then it is also strictly ρ-competitive. Thus, the statement follows from
Theorems 4 and 10. J

This improves upon both the previous best known lower bounds of 2 for this problem on
the line [5, p. 175] and 2.4 on general metric spaces [1].

3.3 Layered Graphs
A layered graph of depth D is a graph whose (potentially infinitely many) nodes can be
arranged in layers 0, 1, . . . , D so that all edges run between adjacent layers and each node –
except for a single node in layer 0 – is connected to at least one node of the previous layer.
The induced metric space is the set of nodes with the distance being the minimal number of
edges of a connecting path. For the purposes of the infinite server problem, the single node
in layer 0 is the source. We assume D ≥ 2 to avoid trivial cases.

Note that a connected graph is layered if and only if it is bipartite. Moreover, any graph
can be embedded into a bipartite graph by adding a new node in the middle of each edge.
So essentially, layered graphs capture all graph metrics.

Let Move Only Outwards (MOO) be some lazy and local algorithm for the infinite server
problem on layered graphs that moves servers along edges only in the direction away from
the source. Not surprisingly, the competitive ratio of this simple algorithm is quite bad
and we show that it is exactly D − 1/2. Nonetheless, at least for D ≤ 3 this is actually the
optimal competitive ratio.

I Theorem 12. The competitive ratio of MOO is exactly D − 1
2 .

I Theorem 13. The competitive ratio of the infinite server problem on layered graphs of
depth D is exactly 1.5 for D = 2, exactly 2.5 for D = 3 and at least 3 for D ≥ 4.

Both theorems are proved in the full version of this paper. It remains an open problem
to close the gap between the lower bound of 3 and the upper bound of 3.5 for D = 4. More
importantly, we are interested in the question whether an algorithm better than MOO exists
for large D, achieving a competitive ratio of less than D− 1/2 on any layered graph of depth
D. Note that if no algorithm with a competitive ratio of O(1) as D →∞ exists, then the
infinite server problem on general metric spaces would not be competitive.

For large D, the lower bound of 3 is certainly not tight: Consider a layered graph where
each layer contains one node except that the bottom layer contains infinitely many nodes.
By Theorem 10 (and a matching upper bound shown in [10]), the competitive ratio on this
graph converges to λ ≈ 3.146 as D →∞.

4 Algorithms with Unbounded Competitive Ratio

We examine the performance of classical algorithms known for the k-server problem when
applied to the infinite server problem, focusing on the line as a particularly appealing metric
space. We also consider a generalization of the Double Coverage algorithm for the line with
adjusted server speeds. This idea has proved successful for the (h, k)-server problem (and
hence the infinite server problem) on weighted trees [1]. However, neither of these algorithms
is competitive for the infinite server problem on the line. Proofs of the results of this section
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as well as the definitions of the algorithms of the following theorem can be found in the full
version of this paper.

I Theorem 14. The Work Function Algorithm [8, 17], Balance [19] and Balance2 [13] are
not competitive for the infinite server problem on the line.

Perhaps more surprising than for the above three algorithms is that a class of algorithms
extending the Double Coverage (DC) algorithm [6] is also not competitive for the infinite
server problem. The basic DC algorithm on the line serves each request by an adjacent server.
If the request lies between two servers, both servers move towards it at equal speed until
one of them reaches the request. A sensible extension of this algorithm seems to be to give
different speeds to servers, so that they move away from the source faster than towards it.

We consider here only the half-line [0,∞) with the source at the left border 0. Let xi be
the position of the ith server from the right. We use the notation xi both for its position and
for the server itself. As servers do not overtake each other, xi is the ith spawned server. Let
S = {si ≥ 1 | i ∈ N and i ≥ 2} for a monotonic (non-decreasing or non-increasing) sequence
of speeds si. The algorithm S-DC is defined as follows:

If there exist servers xi+1 and xi to the left and right of the request, move them towards
it with speeds si+1 and 1 respectively until one of the two reaches it.
If a request does not have a server to its right, move the rightmost server to the request.

If si = 1 for all i, this is precisely the original DC algorithm.

I Theorem 15. Algorithm S-DC is not competitive for any S.

The intuitive reason is that servers move to the right either too slowly or too fast: Imagine
repeatedly requesting the same n points in some small interval away from the source, until
S-DC covers all n points. One case is that S-DC spawns too slowly and is therefore defeated
by an adversary covering these n positions immediately with n servers. In the other case,
the adversary will also use n servers to cover the initial group of requests and then shift its
group of servers slowly towards the source, always making requests at the new positions of
these offline servers. As S-DC tries to cover the new requests, it is tricked into spawning too
many servers. Both cases lead to an unbounded competitive ratio.

5 Reduction to Bounded Spaces

In this section we show a reduction from the infinite server problem on general metric spaces
to bounded subspaces. Specifically, a metric space can be partitioned into “rings” of points
whose distance from the source is between rn and rn+1, where r > 1 is fixed and n ∈ Z.
We show that if the infinite server problem is strictly ρ-competitive on each ring, then it is
competitive on the entire metric space.

I Theorem 16. Let M be a metric space and s ∈ M and let r > 1. For n ∈ Z let
Mn = {s} ∪ {p ∈ M | d(s, p) ∈ [rn, rn+1)}. If for each n the infinite server problem on
(Mn, s) is strictly ρ-competitive, then on (M, s) it is strictly 4r−1

r−1 ρ-competitive.

Proof. Let ALGn be a ρ-competitive algorithm for the infinite server problem on (Mn, s).
For a request sequence σ, let σn be the subsequence of requests in Mn. Let ALG be the

algorithm for (M, s) that uses different servers for each of the subsequences σn and serves
them independently according to ALGn.
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The total online cost is ALG(σ) =
∑
nALGn(σn) ≤ ρ

∑
nOPT(σn). To finish the proof,

it suffices to show that∑
n

OPT(σn) ≤ 4r − 1
r − 1 OPT(σ) . (5)

Thus, we only need to analyze the offline cost. We do this for each offline server separately.
Fix some offline server x. Let N0 and N1 be the minimal and maximal values of n such
that x visits Mn. We can assume without loss of generality (by adding virtual points to the
metric space) that whenever x moves from Mn to Mn′ for some n < n′, it travels across
points pn+1, pn+2, . . . , pn′ with d(s, pi) = ri, and similarly for n > n′.

The movements of server x can be tracked by many servers, one server xn in every set
Mn for N0 ≤ n ≤ N1. When server x is in Mn, server xn is exactly at the same position
tracking the movement of x. When server x exits Mn at some point p at the boundary to
Mn−1 or Mn+1, server xn freezes at p. The movement cost of xn can be partitioned into the
cost of deploying xn at the first point visited in Mn, the tracking cost within Mn, and the
cost of of relocating xn whenever x re-enters Mn at a location different from the last exiting
location.

The total tracking cost of all servers xn is bounded by the distance traveled by x. The
cost of deploying all servers xn is

∑N1
n=N0

rn ≤
∑N1
n=−∞ rn = rN1+1/(r− 1), which is at most

r
r−1 times the total movement of server x, because the latter is at least rN1 .

To bound the relocating cost, say x exitsMn at p and re-enters it at p′. Then p and p′ are at
the boundary ofMn andMn+u for u ∈ {−1,+1}. Let b be the distance traveled by x inMn+u
between the times when it is entered at p and when it is next exited. If this exiting is at p′, then
the relocating cost d(p, p′) is at most b by the triangle inequality. Otherwise, x exits Mn+u at
a point p′′ at the boundary of Mn+u and Mn+2u. If u = 1, then d(p, p′) ≤ d(s, p) + d(s, p′) =
2rn+1 and b ≥ d(p, p′′) ≥ d(s, p′′) − d(s, p) = rn+2 − rn+1 = (r − 1)rn+1. If u = −1, then
d(p, p′) ≤ d(s, p) + d(s, p′) = 2rn and b ≥ d(p, p′′) ≥ d(s, p)− d(s, p′′) = rn − rn−1 = r−1

r rn.
In both cases, the relocating cost d(p, p′) is at most 2r

r−1b. Thus, the total relocating cost of
all servers xn is at most 2r

r−1 times the total distance traveled by x.
Thus, the sum of deployment, tracking and relocating cost of the servers xn is at most 4r−1

r−1
times the distance traveled by x. This shows (5), giving the statement of the theorem. J

The last theorem can also be slightly generalized to the case where instead of strict
ρ-competitiveness, an additive term proportional to rn is allowed. It is not difficult to
show the following specialization for the line, where the premise can be weakened to require
competitiveness only on a single interval:

I Corollary 17. Let 0 < a < b. The infinite server problem is competitive on the line if and
only if it is competitive on ({0} ∪ [a, b], 0).

6 Open Problems

The most obvious open problem is whether the infinite server problem is competitive on
general metric spaces. A challenging special case is to resolve the question for the real line.
Similarly, improving the MOO algorithm and settling the question for layered graphs remains
open. It would also be interesting to find a metric space with a competitive ratio greater
than 3.146 for the infinite server problem or the (h, k)-server problem when k � h. Another
possible line of research is to consider randomized algorithms.
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Abstract
Aaronson and Drucker (2011) asked whether there exists a quantum finite automaton that can
distinguish fair coin tosses from biased ones by spending significantly more time in accepting
states, on average, given an infinite sequence of tosses. We answer this question negatively.
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1 Introduction

In a 2011 work, Aaronson and Drucker [2] investigated the ability of a finite automaton to
distinguish, given an infinite sequence of coin tosses, whether the coins are fair or ( 1

2 ± ε)-
biased. There are several axes of consideration discussed in [2], three of which we state
here:
1. Whether the automaton is classical (and probabilistic), or quantum.
2. Whether ε > 0 is “known” or not; i.e., whether the automaton can depend on ε.
3. The mechanism by which the automaton makes its decision. One possibility is that the

automaton guesses “biased” by halting, and guesses “fair” by running forever. A laxer
possibility is that the automaton always runs forever, with each of its states designated
“biased” or “fair”; its final decision is based on the limiting time-average it spends in
“biased” vs. “fair” states. We refer to the two mechanisms as “one-sided halting” and
“limiting acceptance”.

For example, an old result of Hellman and Cover [5] is that even when ε is known and limiting
acceptance is allowed, a classical automaton needs Ω(1/ε) states to solve the problem. On
the other hand, Aaronson and Drucker made the interesting observation that for every fixed
known ε, there’s a quantum automaton with just 2 states that solves the problem using
one-sided halting. They also showed no quantum automaton with a fixed number of states
can solve the problem for every unknown ε, if the decision mechanism is one-sided halting.

Aaronson and Drucker asked whether the same negative result holds even if the automaton
is allowed to use the limiting acceptance decision mechanism. Indeed, for the 48 different
variations of the problem they considered, this was the only variant that remained unsolved.
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In 2014, Aaronson called this question one of the “Ten Most Annoying Problems in Quantum
Computing” [1].

In this work, we make the world of quantum computing 10% less annoying by resolving
the problem in the negative. Stated informally, our main theorem is the following (a precise
phrasing appears below after we give some formal definitions):

I Theorem 1. There is no quantum finite automaton that has the following property,
simultaneously for every ε ∈ [− 1

2 ,
1
2 ] \ {0}: Given access to an infinite sequence of coin tosses,

if the coin is ( 1
2 + ε)-biased then the automaton spends at least 2/3 of its time guessing

“biased”, and if the coin is fair then the automaton spends at least 2/3 of its time guessing
“fair”.

Proving this theorem involves a careful understanding of the fixed points of quantum channels.

2 Classical and quantum automata

In this section we review the definitions of probabilistic and quantum finite state automata.
Although we are ultimately only concerned with quantum automata, we feel it is instructive
to also discuss probabilistic automata at the same time. All of our automata will have input
alphabet Σ = {0, 1}, which may be thought of as {tails, heads}.

A classical deterministic automaton on alphabet Σ = {0, 1} has some d basic-states,1 an
initial basic-state i0 ∈ [d], and transition rules f0, f1 : [d]→ [d]. Given a sequence of input
symbols w1, w2, w3, · · · ∈ {0, 1}, the automaton operates as follows: It starts in basic-state i0
at time 0. Then, if it is in basic-state it at time t ∈ N, it transitions to basic-state fwt+1(it)
at time t+1. Automata also typically have their basic-states classified as “accept” or “reject”;
we discuss this more later.

One can also consider classical probabilistic automata. These have randomized transitions,
which can be encoded by a pair of d× d stochastic matrices S0, S1. Now at any time t the
automaton can be in a “probabilistic-state”, represented by a length-d probability vector πt.
(An initial probabilistic-state π0 is also specified.) On reading symbol wt+1, the automaton
transitions to the probabilistic-state πt+1 = Swt+1πt.

Finally, the setting for a quantum automaton is a d-dimensional Hilbert space H (which
we may think of as having an orthonormal basis of “basic-state vectors” |1〉 , . . . , |d〉). At
any time t, the automaton has a “quantum-state”, which is a density operator ρt ∈ B(H).
Here B(H) denotes the set of linear operators on H, and a density operator means a positive
semidefinite operator of trace 1. (Probabilistic-states are the special case of quantum-states
in which ρt is diagonal with respect to |1〉 , . . . , |d〉.) The transition rules are now any two
allowable quantum transformations Φ0,Φ1; i.e., they are quantum channels (superoperators)
on B(H). Here a quantum channel means a linear map Φ : B(H)→ B(H) that is completely
positive and trace-preserving; an equivalent condition is that there exist (non-unique) Kraus
operators K1, . . . ,Kr ∈ B(H) with

∑r
i=1 K

†
iKi = 1 such that Φ(ρ) =

∑r
i=1 KiρK

†
i . (For

more on quantum channels, see e.g. [7].) Again, an initial quantum-state ρ0 is given, and on
reading symbol wt+1, the automaton transitions from quantum-state ρt to quantum-state
ρt+1 = Φwt+1(ρt).

1 There is an unfortunate terminology clash involving the word “state” – in automata theory, “states” are
the basic vertices in automaton graphs, whereas in quantum mechanics a “state” usually means the
“mixed quantum state” or “density operator” of a given system. Throughout we’ll refer to the former as
“basic-states” and the latter as “quantum-states”.
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Automata with random inputs

This paper is concerned with automata whose inputs are infinite sequences of p-biased coin
tosses, p ∈ [0, 1]. More formally, we always assume the input symbols w1, w2, w3, · · · ∈ {0, 1}
are chosen independently at random with Pr[wt = 1] = p. Because of this assumption, we
can give a simplified formalization of probabilistic and quantum automata. In the case of
probabilistic automata, at each time step (independently) we apply S1 with probability p and
S0 with probability 1− p. It is clear that this is equivalent to simply applying the stochastic
matrix Sp := pS1 + (1− p)S0 at each time step. In other words, the probabilistic-state of a
probabilistic automaton after t time steps is simply St

pπ0. The setup is precisely equivalent
to a Markov chain on [d] with transition matrix Sp.

Similarly for quantum automata, at each time step we apply Φ1 with probability p

and Φ0 with probability 1− p; this is physically equivalent to simply applying the channel
Φp := pΦ1 + (1− p)Φ0 at each time step. (This is ultimately because being in quantum-state
ρ with probability p and quantum-state ρ′ with probability 1− p is physically equivalent to
being in quantum-state pρ+ (1− p)ρ′.) Thus the quantum-state of a probabilistic automaton
after t time steps is simply Φt

p(ρ0); we have here the quantum analogue of a Markov chain.

Automaton acceptance probability

As discussed in Section 1, we will be considering “limiting acceptance”, the most relaxed
possible notion for automaton acceptance. We first define this in the context of probabilistic
automata. Here, each basic-state in [d] is classified as either guessing “Fair” or “Biased”.
We write efair ∈ Rd for the 0-1 indicator of the Fair states. Thus if the automaton is in
probabilistic-state π ∈ Rd, the probability it is in a Fair basic-state is 〈efair, π〉. We then
consider, for a sequence of T coin tosses, the average probability with which the automaton
is in a Fair basic-state:

fT (p) := 1
T

T∑
t=1
〈efair, St

pπ0〉 =
〈
efair,

( 1
T

T∑
t=1

St
p

)
π0

〉
.

Finally, we consider the limiting value of this probability:

f(p) := lim
T→∞

fT (p) = 〈efair, S∞p π0〉, where S∞p := lim
T→∞

1
T

T∑
t=1

St
p.

Here we relied on the well-known fact that the limiting matrix S∞p exists. (In fact, S∞p is
also a stochastic matrix, and it acts by projection onto the 1-eigenspace of Sp; we discuss this
further in Section 3.) One may then say that the probabilistic automaton “guesses Fair in
the limit” if f(p) ≥ 2

3 , and “guesses Biased in the limit” if f(p) ≤ 1
3 . (It may be considered

“indecisive” otherwise.)
The definitions for a quantum automaton are extremely similar. The automaton is assumed

to come equipped with an “acceptance POVM”, {Efair,1−Efair}. (Here Efair ∈ B(H) is any
operator satisfying 0 � Efair � 1, and 1 denotes the identity operator.) If the automaton is
in quantum-state ρ, the probability of it measuring “Fair” is 〈Efair, ρ〉 := tr(E†fairρ). We can
then again define the limiting average probability of guessing “Fair” via

fT (p) := 1
T

T∑
t=1
〈Efair,Φt

pπ0〉 =
〈
Efair,

( 1
T

T∑
t=1

Φt
p

)
π0

〉
,

f(p) := lim
T→∞

fT (p) = 〈Efair,Φ∞p π0〉, where Φ∞p := lim
T→∞

1
T

T∑
t=1

Φt
p. (1)

ICALP 2017



15:4 Quantum Automata Cannot Detect Biased Coins, Even in the Limit

Again, it is known that the limiting operator Φ∞p exists; this is explicitly discussed in Section 3.
As before, one may say that the quantum automaton “guesses Fair in the limit” if f(p) ≥ 2

3 ,
and “guesses Biased in the limit” if f(p) ≤ 1

3 .
We may now state the main theorem of this paper:

I Theorem 2. In the setting of quantum automata reading p-biased bits (as described above),
the function f from (1) is a continuous function of p ∈ (0, 1).

This theorem is a formal strengthening of Theorem 1, our negative result for coin distinguishing
stated in Section 1. For example, it implies that if an automaton guesses “Fair” in the limit”
for p = 1

2 , then for all sufficiently small ε it cannot guess “Biased” in the limit for p = 1
2 ± ε.

In fact, we get the inability of quantum automata to distinguish p-biased and (p± ε)-biased
coins with limiting acceptance for any fixed p ∈ (0, 1). As noted in [2], this is sharp in the
sense that there is a trivial 2-state deterministic classical automaton that distinguishes a
0-biased coin from any ε-biased coin, even with one-sided halting.

3 Outline of the proof

Here we give an outline of the proof of Theorem 2. At the same time, it will be instructive
to outline the analogous proof in the special case of probabilistic automata. To prove that
the limiting acceptance probability f(p) from (1) is continuous for p ∈ (0, 1), it is enough to
prove the following:

I Theorem 3. Φ∞p is continuous for p ∈ (0, 1).

Here for definiteness we can take the metric on channels induced by the operator norm
on B(H); Theorem 2 then follows because matrix multiplication and inner product are
continuous.

Now is a good time to review the properties of Φ∞p . In general, let Φ denote any
channel on B(H). Then the following are known [7, Prop. 6.3] (and easy) facts: First,
Φ∞ := limT→∞

1
T

∑T
t=1 Φt exists and is itself a channel. Second, as an operator, Φ∞ acts as

projection onto the fixed points V1(Φ) of Φ. Here we are using the following notation:

I Notation 4. For any operator A we write V1(A) for the eigenspace of A with eigenvalue 1,
i.e., the invariant subspace for A.

As mentioned earlier, the analogous statements are true regarding S∞, when S is a stochastic
operator. (In both the probabilistic and quantum cases, the essential point is that the
operator in question has spectral radius 1.)

Returning to Theorem 3, certainly Φp = pΦ1 + (1− p)Φ0 varies continuously for p ∈ [0, 1].
But what we need to prove is that the invariant subspace V1(Φp) of Φp varies continuously
for p ∈ (0, 1). There is one obvious potential obstruction: the dimension of V1(Φp) might
change as p varies. (As we will see, this is actually the only obstruction.) Now in general,
slightly perturbing a matrix can change the dimension of its 1-eigenspace. However we are
not concerned with completely general perturbations: we are just considering all the convex
combinations of two fixed channels Φ0,Φ1. The main technical theorem in our paper will be
the following:

I Theorem 5. For any channels Φ0,Φ1, the dimension dimV1(Φp) is the same for all
p ∈ (0, 1).
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We will discuss the intuition for this theorem below. But first we will observe that Theorem 3
is an elementary linear-algebraic consequence of Theorem 5. This deduction of Theorem 3
from Theorem 5 is a little more familiar if we consider 1 − Φp rather than Φp. Then Φ∞p
is the projection onto the kernel of 1− Φp, and it is elementary that, given a continuously-
parameterized family of matrices like p 7→ 1−Φp, the kernel varies continuously wherever the
nullity (in this case, dimV1(Φp)) is locally constant. For a simple explicit proof see, e.g., [6].

Thus all that remains in this work is to prove Theorem 5. We will do this in Section 4,
but first we provide some intuition and introduce a key definition, that of combinatorially
equivalent channels.

3.1 Intuition for Theorem 5
All of our discussion so far applies equally to probabilistic automata defined by stochastic
matrices S0, S1. So let us first consider the analogue of Theorem 5 in this case. Here we have a
family of Markov chains defined by Sp = pS1+(1−p)S0 and we want to consider the dimension
of their invariant subspaces. It is well known that the invariant subspace V1(S) of the Markov
chain defined by S is spanned by a linearly independent set of invariant probabilistic-states.
Thus dimV1(S) is equal to the number of linearly independent (“fundamentally different”,
one might say) invariant distributions.

In the study of Markov chains, it’s popular to focus on the irreducible case, in which
case there is a unique invariant probability distribution; i.e., dimV1(S) = 1. However in
general we must consider reducible Markov chains (the “mathematically annoying case”, as
Hellman and Cover [5] put it). Fortunately, the theory of reducible Markov chains is well
developed, and it is known that there is one linearly independent invariant distribution per
every communication class of the Markov chain. Here the “communication classes” of the
Markov chain defined by S are precisely the strongly connected components of the underlying
digraph on [d]; i.e., the graph which has a directed edge (i, j) whenever Sij 6= 0. Given this
theory, it is easy to deduce the analogue of Theorem 5; the point is that for any fixed S0, S1,
the underlying digraph of Sp is the same for all p ∈ (0, 1). Since Sp = pS1 + (1− p)S0, an
edge (i, j) is present in Sp if and only if it is present in either S0 or S1. Thus Sp has the
same set (hence number) of communication classes for all p ∈ (0, 1), as needed.

In this paper, we show there is an analogous sequence of ideas in the quantum case, using
some of the recently developed theory of fixed points of quantum channels. Given a quantum
channel Φ, it is known [7, Cor. 6.5] that V1(Φ) is always spanned by linearly independent
quantum-states. The analogous notion to communication classes is that of minimal enclosures.
Further, similar to how the communication classes of a Markov chain are determined only by
the nonzero pattern of its transition matrix, the minimal enclosures of a quantum channel
are determined only by its Kraus operators. We then make use of the fact that all the
convex combinations Φp of two channels Φ0,Φ1 have related Kraus operators. Specifically,
we introduce the following notion:

I Definition 6. We will say that two channels Φ and Φ̂ (with the same Hilbert space H)
are combinatorially equivalent if there are Kraus operators K1, . . . ,Kr for Φ and K̂1, . . . , K̂r̂

for Φ̂ such that each Ki is proportional to some K̂i′ and vice versa.

Given channels Φ0,Φ1 with Kraus operators {K(0)
i : i ∈ [r0]}, {K(1)

j : j ∈ [r1]} respectively,
the channel Φp = pΦ1 + (1− p)Φ0 has Kraus operators {

√
1− pK(0)

i : i ∈ [r0]} ∪ {√pK(1)
j :

j ∈ [r1]}. Thus the channels Φp are all pairwise combinatorially equivalent for p ∈ (0, 1)
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(though not necessarily for p ∈ {0, 1}). To show Theorem 5, it therefore suffices to show the
following more general result:

I Theorem 7. Suppose Φ and Φ̂ are combinatorially equivalent. Then dimV1(Φ) =
dimV1(Φ̂).

4 The last step: proof of Theorem 7

To prove Theorem 7, we use some known results concerning the decomposition of a quantum
channel into irreducible components, and the structure of its invariant quantum-states. We
will specifically use the key decomposition theorem appearing variously as [7, Theorem 6.14],
[3, Theorem 7], [4, Theorem 7.2].

Let Φ denote a quantum channel on B(H) with Kraus operators K1, . . . ,Kr. We are
interested in m = dimV1(Φ), the dimension of the space of Φ’s fixed points. As Φ is a
quantum channel, it is known [7, Prop. 6.1] that its spectral radius is 1 and that it has at
least one eigenvalue equal to 1; thus m ≥ 1. As mentioned, it is also known [7, Cor. 6.5] that
V1(Φ) is always spanned by some m linearly independent quantum-states.

If ρ is a quantum-state, its support supp(ρ) is simply the range of ρ as a subspace of H.
The recurrent subspace for Φ is the subspace of H defined by

R = span{supp(ρ) : ρ is an invariant quantum-state}.

The orthogonal complement of R in H is denoted D; this is the decaying (or transient)
subspace. A subspace V ⊆ H is called an enclosure if supp(ρ) ⊆ V =⇒ supp(Φ(ρ)) ⊆ V
for all quantum-states ρ. We can relate this concept to Kraus operators via the following
equivalence:

I Fact 8 ([4, Proposition 4.4]). V is an enclosure if and only if KiV ⊆ V for all Kraus
operators Ki.

An enclosure V is called minimal if it is nonzero and all enclosures V ′ ⊆ V are equal to either
{0} or V. It is also known [3, Prop. 15] that a subspace of H is a minimal enclosure if and
only if it is the support of an extremal invariant quantum-state, meaning one that cannot be
written as a nontrivial convex combination of two distinct invariant quantum-states. One
consequence is that

R = span{supp(ρ) : ρ is an extremal invariant quantum-state}
= span{V : V is a minimal enclosure}. (2)

The theorems [7, Theorem 6.14], [3, Theorem 7], [4, Theorem 7.2] characterize V1(Φ) and
the quantum-states therein in slightly different ways. To explain, we make some definitions.

I Definition 9. (In this definition, k, m1, . . . ,mk, d1, . . . , dk denote positive integers.)
Given Φ, we define a minimal enclosure decomposition to be an orthogonal decomposition

of H into subspaces

H = D ⊕
k⊕

i=1
Wi, where Wi =

mi⊕
j=1
Vi,j (3)

for which the following properties hold:
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1. D is the decaying subspace for Φ.
2. Each Vi,j is a minimal enclosure.
3. Each dimVi,j = di for all 1 ≤ j ≤ mi.
4. For any minimal enclosure X of Φ and any 1 ≤ i ≤ k, if X is not orthogonal to Wi then
X ⊆ Wi. (In particular, if mi = 1 then X must equal Wi.)

5. The decomposition (3) is maximal, in the sense that it is not possible to increase k.

I Remark. In fact, one can show there is always a unique minimal enclosure decomposition.
However, we have not found this exact statement appearing in the literature, and in this
paper we will prefer to simply cite known results.

I Definition 10. Suppose we have a minimal enclosure decomposition for Φ as above. Fix any
ordered orthogonal basis for H compatible with (3) (meaning the first dimD elements span
D, the next m1d1 elements come in m1 groups of d1 spanning V1,1, . . . ,V1,m1 respectively,
etc.). Let X ∈ B(H), and think of X in its matrix form with respect to the ordered basis.

Then we say that X respects the minimal enclosure decomposition if X is block-diagonal
with blocks corresponding to D, W1, . . . ,Wk, and furthermore X is 0 on the D-block and
is of the form Ai ⊗ ρi on the Wi-block for some Ai ∈ Cmi×mi and some strictly positive
density matrix ρi ∈ Cdi×di . In symbols,

X = 0⊕
k⊕

i=1
Ai ⊗ ρi.

(We remark that the property of respecting the minimal enclosure decomposition does not
depend on the choice of the compatible orthogonal basis.)

In combination, [7, Theorem 6.14], [3, Theorem 7] state the following:2

I Theorem 11. Given any channel Φ, there exists a minimal enclosure decomposition as
in (3) such that V1(Φ) consists precisely of all X ∈ B(H) that respect the decomposition. (An
immediate consequence is that m = dimV1(Φ) =

∑
i m

2
i .) Finally, the quantum-states that

are invariant are precisely all such X with Ai = λiσi, where σ1, . . . , σk are density matrices
and λ1, . . . , λk are nonnegative reals summing to 1.

The statement of [4, Theorem 7.2] is slightly different:3

I Theorem 12. Given any channel Φ, at least one minimal enclosure decomposition exists.
Furthermore, given any minimal enclosure decomposition

H = D ⊕
k̂⊕

i=1
Ŵi, where Ŵi =

m̂
k̂⊕

j=1
V̂i,j ,

every invariant quantum-state for Φ respects it. (As an immediate consequence, we have
m = dimV1(Φ) ≤

∑
i m̂

2
i .)

2 [7] deals with the invariant subspace whereas [3] deals with the invariant quantum-states. The fact that
the ρi’s are strictly positive is in [7]. Finally, [3] does not explicitly show that the minimal enclosure
decomposition satisfies condition (4) in Definition 9. However, it’s implicit and it’s easy to deduce: we
know that any minimal enclosure X is the support of some extremal invariant quantum-state ρ, and it’s
clear that if this support is not entirely within a single Wi-block then ρ would not be extremal.

3 The first statement of this theorem is [4, Proposition 7.1], except that that Proposition does not include
either condition (4) of Definition 9 for those i with mi = 1. However it is evident from the proof that
this is an oversight; a personal communication from the authors confirmed this. Also, [4, Proposition 7.1]
does not explicitly state condition (5) of Definition 9, but it is obtained by the proof, and is in fact
needed for correctness of the proof.
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We are now able to give the proof of Theorem 7.

Proof of Theorem 7. Write m = dimV1(Φ) and m̂ = dimV1(Φ̂). Since Φ and Φ̂ play
symmetric roles, it suffices to show m̂ ≤ m. Apply Theorem 11 to Φ, obtaining a minimal
enclosure decomposition as in (3). We have m =

∑k
i=1 m

2
i . We claim that this decomposition

is also a minimal enclosure decomposition for Φ̂. This will finish the proof of m̂ ≤ m, by
Theorem 12.

To see the claim, we first observe that every enclosure V for Φ is an enclosure for Φ̂
(and vice versa). This follows from Fact 8: V satisfies KiV ⊆ V for each Kraus operator
Ki of Φ, and hence the same is true for the Kraus operators K̂i′ of Φ̂, by combinatorial
equivalence of Φ and Φ̂. It then follows by definition that every minimal enclosure for Φ is
also a minimal enclosure for Φ̂ (and vice versa). Finally, the claim now follows because Φ and
Φ̂ have the same decaying subspace (by (2)) and because Definition 9 of minimal enclosure
decompositions depends only on which subspaces of H are minimal enclosures. J
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A New Holant Dichotomy Inspired by Quantum
Computation∗†
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m.backens@bristol.ac.uk

Abstract
Holant problems are a framework for the analysis of counting complexity problems on graphs.
This framework is simultaneously general enough to encompass many counting problems on
graphs and specific enough to allow the derivation of dichotomy results, partitioning all problems
into those which are in FP and those which are #P-hard. The Holant framework is based on
the theory of holographic algorithms, which was originally inspired by concepts from quantum
computation, but this connection appears not to have been explored before.

Here, we employ quantum information theory to explain existing results in a concise way and
to derive a dichotomy for a new family of problems, which we call Holant+. This family sits
in between the known families of Holant∗, for which a full dichotomy is known, and Holantc,
for which only a restricted dichotomy is known. Using knowledge from entanglement theory –
both previously existing work and new results of our own – we prove a full dichotomy theorem
for Holant+, which is very similar to the restricted Holantc dichotomy and may thus be a
stepping stone to a full dichotomy for that family.

1998 ACM Subject Classification G.2.1 [Combinatorics] Counting Problems, F.2.m [Analysis
of Algorithms and Problem Complexity] Miscellaneous

Keywords and phrases computational complexity, counting complexity, Holant, dichotomy, en-
tanglement
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1 Introduction

Quantum computation (QC) provided the inspiration for holographic algorithms [30], which
in turn inspired the Holant framework [11]. While Holant problems are an area of active
research, so far there appear to have been no attempts to apply knowledge from quantum
information theory (QIT) or QC to their analysis. Yet, as we show in the following, QIT
and QC offer promising new avenues of research into Holant problems.

The Holant framework encompasses a wide range of counting complexity problems on
graphs, parameterised by sets of functions F . Here, we consider functions of Boolean inputs
taking values in the set of algebraic complex numbers. Each vertex in the graph is assigned
a function from F , with each edge incident on the vertex corresponding to an input of the
function. This structure is associated with a complex number, the Holant, computed by
multiplying the function values together and summing over all possible input assignments
for each edge (for the full definition, see Section 2). The associated counting problem
Holant (F) is the following: given a graph and an assignment of functions from F to
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vertices, find the value of the Holant [11]. From a QIT perspective, each function can be
considered as a tensor with one index for each input, making Holant (F) the evaluation of
a tensor network contraction.

The Holant framework is general enough to include problems such as counting matchings
or perfect matchings, counting vertex covers [11], or counting Eulerian orientations [21]. It
also encompasses other counting complexity frameworks like counting constraint satisfaction
problems (#CSP) or counting graph homomorphisms [11]. On the other hand, the Holant
framework is specific enough to allow the derivation of dichotomy theorems, which state
that for function sets F within certain classes, the Holant problem is either in FP or it is
#P-hard. By an analogue of Ladner’s Theorem about NP-intermediate problems [23], such a
dichotomy is not expected to hold for general counting problems [6].

One example of such a dichotomy is that for Holant∗. The problem Holant∗(F) is
equal to Holant (F ∪ U), where U is the set of all unary functions [6]. Another example
is the dichotomy for symmetric Holantc, where all function sets considered must contain
the unary functions pinning edges to values 0 or 1, respectively. Additionally, all functions
are required to be symmetric, meaning their value depends only on the Hamming weight of
the input [10]. Further dichotomies exist, but these, too, assume the availability of certain
functions [12] or restrict the function sets, e.g. to symmetric or real-valued functions only
[9, 27]. A full dichotomy for all Holant problems, as well as a full dichotomy for Holantc,
have so far remained elusive.

Here, we use knowledge from QC and QIT to make a step towards a full dichotomy
for Holantc. First, we analyse existing dichotomies in quantum terms, finding natural
characterisations of the Holant∗ and symmetric Holantc dichotomies. The former can
be described in terms of the entanglement classes of the allowed functions. Entanglement
is a core concept in quantum theory: a quantum state of multiple systems is entangled if
it cannot be written as a tensor product of states of subsystems. For states of more than
two systems, there are different classes of entanglement which can be used for different QIT
tasks [28]; their classification is an area of ongoing research [15, 31, 24, 25, 2]. We also find
that the tractable class of affine functions arising in the dichotomy for symmetric Holantc
(see Section 3.2) is well-known in QIT as stabilizer states [20].

Motivated by this, we define a new class of Holant problems, which we call Holant+.
This class encompasses Holant problems where function sets are required to contain four
specific unary functions, including the two that are available in Holantc. In this way,
Holant+ fits between Holant∗, for which there is a full dichotomy, and Holantc, for
which there is no full dichotomy. These four unary functions enable the use of a known result
from entanglement theory about producing two-system entangled states from many-system
ones via projections [29, 18]: this corresponds to the ability to produce non-degenerate
binary functions via gadgets. In fact, we prove an extension of that result about constructing
three-qubit entangled states, or equivalently ternary functions. Using this, we derive our
dichotomy theorem for Holant+, whose tractable classes are very similar to those of the
dichotomy for symmetric Holantc [11]. Our dichotomy is the first full Holant dichotomy
with no restrictions on the type of functions and where only a finite number of functions are
assumed available, except for the dichotomy for #R3-CSP [12].

In the following, Section 2 contains a more detailed introduction to the Holant problem
and associated concepts. In Section 3, we recap the relevant existing dichotomies and
results. The quantum perspective on Holant problems, together with important notions from
entanglement theory, is introduced in Section 4. We define and motivate the new family of
Holant problems, called Holant+, and prove the dichotomy theorem in Section 5.
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2 Holant problems

Holant problems are a framework for counting complexity problems on graphs, introduced by
Cai et al. [11], and based on the theory of holographic algorithms developed by Valiant [30].
Let F be a set of complex-valued functions with Boolean inputs, also called signatures, and
let G = (V,E) be an undirected graph with vertices V and edges E. Throughout, graphs
are allowed to have parallel edges and self-loops. All complex numbers are assumed to be
algebraic [7]. A signature grid is a tuple Ω = (G,F , π) where π is a function that assigns to
each n-ary vertex v ∈ V a function fv : {0, 1}n → C in F , specifying which edge corresponds
to which input. The Holant for a signature grid Ω is:

HolantΩ =
∑

σ:E→{0,1}

∏
v∈V

fv(σ|E(v)), (1)

where σ is an assignment of Boolean values to each edge and σ|E(v) is the restriction of σ to
the edges incident on v.

I Definition 1. The Holant problem for a set of signatures F , denoted by Holant(F), is
defined as follows:

Input: a signature grid Ω = (G,F , π) over the signature set F ,
Output: HolantΩ.

A symmetric signature is a function that depends only on the Hamming weight of the
input. An n-ary symmetric signature is often written as f = [f0, f1, . . . , fn], where fk is
the value f takes on inputs of Hamming weight k for k ∈ {0, . . . , n}. A signature is called
degenerate if it is a product of unary signatures. Any signature that cannot be expressed as a
product of unary signatures is called non-degenerate. Multiplying a signature by a non-zero
constant does not change the complexity of evaluating the Holant, so we will usually identify
functions that are equal up to non-zero scalar factor.

Given a bipartite graph, we can define a bipartite signature grid by specifying two
signature sets F and G and assigning signatures from F (G) to vertices from the first (second)
partition. A bipartite signature grid is denoted by a tuple (G,F | G, π). The corresponding
bipartite Holant problem is Holant(F | G). Any signature grid can be made bipartite by
inserting a new vertex carrying the binary equality signature in the middle of each edge.

2.1 Signature grids in terms of vectors
As noted in [8], any signature f : {0, 1}n → C can be considered as a complex vector of 2n
components indexed by {0, 1}n. Let {|x〉}x∈{0,1}n be an orthonormal basis1 for C2n . The
vector corresponding to the signature f is then denoted by |f〉 =

∑
x∈{0,1}n f(x) |x〉.

Suppose Ω = (G,F | G, π) is a bipartite signature grid, where G = (V,W,E) has vertex
partitions V and W . Then the Holant for Ω can be written as:

HolantΩ =
(⊗
w∈W

(|gw〉)T
)(⊗

v∈V
|fv〉

)
=
(⊗
v∈V

(|fv〉)T
)(⊗

w∈W
|gw〉

)
, (2)

where the tensor products are assumed to be ordered such that, in each inner product, two
systems associated with the same edge meet.

1 In using this notation for vectors, called Dirac notation and common in QC and QIT, we anticipate the
interpretation of the vectors associated with signatures as quantum states, cf. Section 4.
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2.2 Reductions
Holographic transformations are the origin of the name ‘Holant problems’. Let M be a 2 by
2 complex matrix. For any f : {0, 1}n → C, write M ◦ f for the function corresponding to
the vector M⊗n |f〉. Furthermore, for any signature set F , write M ◦ F := {M ◦ f | f ∈ F}.

I Theorem 2 (Valiant’s Holant Theorem, [30]). Suppose F and G are two sets of signatures,
M an invertible 2 by 2 complex matrix, and Ω = (G,F | G, π) a signature grid. Let Ω′ =
(G,M ◦ F | (M−1)T ◦ G, π′) be the signature grid resulting from Ω by replacing each fv
or gw by M ◦ fv or (M−1)T ◦ gw, respectively. Then HolantΩ = HolantΩ′ and therefore
Holant (F | G) ≡T Holant

(
M ◦ F | (M−1)T ◦ G

)
.

Here, ≡T means the two problems have the same complexity. For non-bipartite signature
grids, Theorem 2 implies that Holant (F) ≡T Holant (O ◦ F), where O is any orthogonal
2 by 2 complex matrix [30]. Going from a signature set F | G to M ◦F | (M−1)T ◦ G or from
F to O ◦ F is a holographic reduction.

A gadget over a signature set F (also called F-gate) is a fragment of a signature grid
with some ‘dangling’ edges. Any gadget can be assigned an effective signature g. If g is the
effective signature of some gadget over F , g is said to be realisable over F .

I Lemma 3 ([6]). Suppose F is some signature set and g is realisable over F . Then
Holant (F ∪ {g}) ≡T Holant (F).

Following [27], we define for any signature set F , S(F) = {g | g is realisable over F}.
Then Lemma 3 implies that Holant (S(F)) ≡T Holant (F).

If g /∈ S(F), in certain cases it is nevertheless possible to show a result like Lemma 3
by analysing a family of signature grids that differ in specific ways. This process is called
polynomial interpolation and will not be used here, though it is a crucial ingredient in some
of the results we build upon. The interested reader can find a discussion of polynomial
interpolation in [11].

3 Existing results about the Holant problem

We now introduce the existing families of Holant problems and the associated dichotomy
results. Gadget constructions, which are at the heart of many reductions, are easier the more
signatures are known to be available. As a result, several families of Holant problems have
been defined, in which certain sets of signatures are freely available – i.e. have to be included
in any set F – and can thus be used in gadget constructions and polynomial interpolation.

3.1 Holant∗

The Holant problem in which all unary signatures are freely available is Holant∗ (F) =
Holant (F ∪ U), where U is the set of all unary signatures [11, 6].

We begin with some definitions. Given a bit string x, let x̄ be its bit-wise complement.
Denote by 〈F〉 the closure of a signature set F under tensor products. Furthermore, let:
T be the set of all binary signatures,
E the set of signatures which are non-zero only on two inputs x and x̄, and
M the set of signatures which are non-zero only on inputs of Hamming weight at most 1.

Finally, define K =
( 1 1
i −i

)
and X = ( 0 1

1 0 ). The matrix K satisfies KTK
.= X, where .=

denotes equality up to non-zero scalar factor. In fact, up to multiplication by a diagonal
matrix or by X itself, K is the only solution to this equation (see the full version of this
paper at [1]).
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I Theorem 4 ([6]). Let F be any set of complex valued functions in Boolean variables. The
problem Holant∗ (F) is polynomial time computable if:
F ⊆ 〈T 〉, or
F ⊆ 〈O ◦ E〉, where O is a complex orthogonal 2 by 2 matrix, or
F ⊆ 〈K ◦ E〉, or
F ⊆ 〈K ◦M〉 or F ⊆ 〈KX ◦M〉.

In all other cases, Holant∗ (F) is #P-hard. The dichotomy is still valid even if the inputs
are restricted to planar graphs.

3.2 Holantc

Holantc is the Holant problem in which only the unary signatures pinning edges to 0 or
1 are freely available [11, 10], i.e. Holantc (F) = Holant (F ∪ {δ0, δ1}) with δ0 = [1, 0]
and δ1 = [0, 1]. There is no full dichotomy for Holantc yet, though there is a dichotomy
that applies to sets of symmetric signatures only. This dichotomy features a new family of
tractable signatures, which do not appear in the Holant∗ dichotomy.

I Definition 5. A signature f : {0, 1}n → C is called affine if it has the form:

f(x) = cil(x)(−1)q(x)χAx=b(x), (3)

where c ∈ C, i2 = −1, l : {0, 1}n → Z2 is a linear function, q : {0, 1}n → Z2 is a quadratic
function, A is an m by n matrix with Boolean entries for some 0 ≤ m ≤ n, b ∈ {0, 1}m, and
χ is an indicator function which takes value 1 on inputs satisfying Ax = b, and 0 otherwise.

The set of all affine signatures is denoted by A; this is already closed under tensor
products. For the reader familiar with quantum information theory, the affine signatures
correspond – up to a scalar factor – to stabilizer states (cf. Section 4.2).

I Theorem 6 ([10]). Let F be a set of complex symmetric signatures. Holantc (F) is
#P-hard unless F satisfies one of the following conditions, in which case it is in FP:

Holant∗ (F) is polynomial-time computable (cf. Theorem 4), or
there exists a T ∈ I such that F ⊆ T ◦ A, where:

I =
{
T
∣∣∣ (T−1)T ◦ {=2, δ0, δ1} ⊂ A

}
. (4)

3.3 Other Holant problems
Complex-weighted Boolean #CSP (the counting constraint satisfaction problem) corresponds
to a Holant problem in which equality functions of any arity are freely available. Formally,
#CSP(F) = Holant (F ∪ G), where G = {=1,=2,=3, . . .} with =1 being the function that
is equal to 1 on both inputs [11, 10, 12].

I Theorem 7 ([12]). Suppose F is a class of functions mapping Boolean inputs to complex
numbers. If F ⊆ A or F ⊆ 〈E〉, then #CSP(F) is computable in polynomial time. Otherwise,
#CSP(F) is #P-hard.

The same dichotomy also holds for #R3-CSP, which corresponds to the bipartite Holant
problem Holant (F | {=1,=2,=3}) [12]. This dichotomy follows immediately from that
for #CSP if F contains the binary (or indeed any non-unary) equality function, but it is
non-trivial if F does not contain any non-unary equality functions.

In the case of Holant with no free signatures, there exists a dichotomy for complex-
valued symmetric signatures [9] and a dichotomy for (not necessarily symmetric) signatures
taking non-negative real values [27]. We will not explore those results in any detail here.
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3.4 Results about ternary symmetric signatures
The hardness of problems of the form Holant ({[y0, y1, y2]} | {[x0, x1, x2, x3]}) has been
fully determined. If [x0, x1, x2, x3] is degenerate, the problem is tractable by the first case
of Theorem 4. If [x0, x1, x2, x3] is non-degenerate, it can always be mapped to [1, 0, 0, 1] or
[1, 1, 0, 0] by a holographic transformation [10]. By Theorem 2, it thus suffices to consider
the cases {[y0, y1, y2]} | {[1, 0, 0, 1]} and {[y0, y1, y2]} | {[1, 1, 0, 0]}.

There are holographic transformations which leave the signature [1, 0, 0, 1] invariant: in
particular, ( 1 0

0 ω ) ◦ [1, 0, 0, 1] = [1, 0, 0, 1] if ω3 = 1 [10]. Thus, by Theorem 2:

Holant ({[y0, y1, y2]} | {[1, 0, 0, 1]}) ≡T Holant
(
{[y0, ωy1, ω

2y2]} | {[1, 0, 0, 1]}
)
. (5)

This relationship can be used to reduce the number of symmetric binary signatures to be
considered. Following [10], a signature of the form [y0, y1, y2] is called ω-normalised if y0 = 0,
or there does not exist a primitive (3t)-th root of unity λ, where gcd(t, 3) = 1, such that
y2 = λy0. Similarly, a unary signature [a, b] is ω-normalised if a = 0, or there does not exist
a primitive (3t)-th root of unity λ, where gcd(t, 3) = 1, such that b = λa.

I Theorem 8 ([10]). Let G1,G2 be two sets of signatures and let [y0, y1, y2] be a ω-normalised
and non-degenerate signature. In the case of y0 = y2 = 0, further assume that G1 contains a
unary signature [a, b] which is ω-normalised and satisfies ab 6= 0. Then:

Holant ({[y0, y1, y2]} ∪ G1 | {[1, 0, 0, 1]} ∪ G2) ≡T #CSP({[y0, y1, y2]} ∪ G1 ∪ G2). (6)

More specifically, Holant ({[y0, y1, y2]} ∪ G1 | {[1, 0, 0, 1]} ∪ G2) is #P-hard unless:
{[y0, y1, y2]} ∪ G1 ∪ G2 ⊆ 〈E〉, or
{[y0, y1, y2]} ∪ G1 ∪ G2 ⊆ A,

in which cases the problem is in FP.

I Theorem 9 ([10]). Holant ({[y0, y1, y2]} | {[x0, x1, x2, x3]}) is #P-hard unless [y0, y1, y2]
and [x0, x1, x2, x3] satisfy one of the following conditions, in which case the problem is in FP:

[x0, x1, x2, x3] is degenerate, or
there is a 2 by 2 matrix M such that:

[x0, x1, x2, x3] = M ◦ [1, 0, 0, 1] and MT ◦ [y0, y1, y2] is in A ∪ 〈E〉,
[x0, x1, x2, x3] = M ◦ [1, 1, 0, 0] and [y0, y1, y2] = (M−1)T ◦ [0, a, b] for some a, b ∈ C.

4 The quantum state perspective on signature grids

In Section 2.1, we introduced the idea of considering signatures as complex vectors. This
perspective is useful for proving Valiant’s Holant Theorem, which is at the heart of the theory
of Holant problems. It also gives a connection to the theory of QC.

In QC and QIT, the basic system of interest is a qubit (quantum bit), which takes the
place of the usual bit in standard computer science. The state of a qubit is described by a
vector2 in C2. State spaces compose by tensor product, i.e. the state of n qubits is described
by a vector in

(
C2)⊗n, which is isomorphic to C2n . Thus, the vector associated with an

n-ary signature can be considered to be an (unnormalised) quantum state of n qubits.

2 Strictly speaking, vectors only describe pure quantum states: there are also mixed states, which need to
be described differently; but we do not consider those here.
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Let {|0〉 , |1〉} be an orthonormal basis for C2. We call this the computational basis. The
induced basis on

(
C2)⊗n is labelled by {|x〉}x∈{0,1}n as a short-hand, e.g. we write |00 . . . 0〉

instead of |0〉⊗ |0〉⊗ . . .⊗ |0〉. This is exactly the same as the basis introduced in Section 2.1.
Holographic transformations also have a natural interpretation in quantum information

theory: going from an n-qubit state |f〉 to M⊗n |f〉, where M is some invertible 2 by 2
matrix, is a ‘stochastic local operation with classical communication’ (SLOCC) [4, 15]. These
are physical operations that can be applied locally (without needing access to more than one
qubit at a time) using classical (i.e. non-quantum) communication between the sites where
the different qubits are held, and which succeed with non-zero probability. Unlike holographic
transformations, SLOCC operations do not need to be symmetric under interchange of the
qubits: the most general SLOCC operation on an n-qubit state is given byM1⊗M2⊗. . .⊗Mn,
where M1,M2, . . .Mn are invertible complex 2 by 2 matrices [15].

From now on, we will use standard Holant terminology (or notation) and quantum
terminology (or notation) interchangeably, and sometimes mix the two.

4.1 Entanglement and its classification
One major difference between quantum theory and preceding theories of physics (known as
‘classical physics’) is the possibility of entanglement in states of multiple systems.

I Definition 10. A state of multiple systems is entangled if it cannot be written as a tensor
product of states of individual systems.

Where a state involves more than two systems, it is possible for some of the systems to be
entangled with each other and for other systems to be in a product state with respect to the
former. We sometimes use the term genuinely entangled state to refer to a state in which no
subsystem is in a product state with the others. The term multipartite entanglement refers
to entangled states in which more than two qubits are mutually entangled. Non-degenerate
signatures correspond to (not necessarily genuinely) entangled states.

Entanglement is an important resource in QC, where it has been shown that quantum
speedups are impossible without the presence of unboundedly growing amounts of entan-
glement [22]. Similarly, it is a resource in QIT [28], featuring in protocols such as quantum
teleportation [3] and quantum key distribution [16]. Many QIT protocols have the property
that two quantum states can be used to perform the same task if one can be transformed
into the other by SLOCC, motivating the following equivalence relation.

I Definition 11. Two n-qubit states are equivalent under SLOCC if one can be transformed
into the other using SLOCC. More formally: suppose |f〉 and |g〉 are two n-qubit states. Then
|f〉 ∼SLOCC |g〉 if and only if there exist invertible complex 2 by 2 matrices M1,M2, . . . ,Mn

such that (M1 ⊗M2 ⊗ . . .⊗Mn) |f〉 = |g〉.

The equivalence classes of this relation are called entanglement classes or SLOCC classes.
For two qubits, there is only one class of entangled states, i.e. all entangled two-qubit

states are equivalent to |00〉+ |11〉 under SLOCC. For three qubits, there are two classes of
genuinely entangled states [15], called the GHZ class and the W class. The former contains
states that are equivalent under SLOCC to the GHZ state |GHZ〉 := |000〉 + |111〉, the
latter those equivalent to the W state |W 〉 := |001〉 + |010〉 + |100〉. Given an arbitrary
three-qubit state expressed in the computational basis, it is straightforward to determine
its entanglement class [26]. For more than three qubits, there are infinitely many SLOCC
classes. It is possible to partition these into families which share similar properties. Yet, so
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far, there is no consensus on how to partition the classes: there are different schemes for
partitioning even the four-qubit entanglement classes, yielding different families [31, 25, 2].

It is sometimes useful to generalise the definitions of GHZ and W states to n-qubit
states. The generalised GHZ state on n qubits is |GHZn〉 := |0〉⊗n + |1〉⊗n, i.e. it is the state
corresponding to the n-ary equality signature. The generalised W state on n qubits is defined
as |W1〉 := |1〉 and |Wn〉 := |1〉 ⊗ |0〉⊗n−1 + |0〉 ⊗ |Wn−1〉 for n > 1, i.e. |Wn〉 corresponds
to the n-ary indicator function for inputs of Hamming weight 1. We sometimes drop the
word ‘generalised’ when talking about generalised GHZ or W states. It should be clear from
context whether or not we mean the three-qubit state specifically.

4.2 The existing results in the quantum picture
Several of the existing dichotomies have straightforward descriptions in the quantum picture.
The tractable cases of the Holant∗ dichotomy (cf. Section 3.1) can be described as follows:

either there is no multipartite entanglement – this corresponds to the case F ⊆ 〈T 〉, or
there is GHZ-type multipartite entanglement but it is impossible to realise W -type
multipartite entanglement – this corresponds to the cases F ⊆ 〈O ◦ E〉 or F ⊆ 〈K ◦ E〉, or
there is W -type multipartite entanglement and it is impossible to realise GHZ-type
multipartite entanglement – this corresponds to the case F ⊆ 〈K ◦M〉 or F ⊆ 〈KX ◦M〉.

By GHZ-type entanglement we mean states that are equivalent to generalised GHZ states
under SLOCC, and similarly for W -type entanglement.

The tractable case of Holantc (cf. Section 3.2) that does not appear in Holant∗ also
has a natural description: in QIT, the states corresponding to affine signatures are known as
stabilizer states [13]. These states and the associated operations play an important role in
the context of quantum error-correcting codes [20] and are thus at the core of most attempts
to build large-scale quantum computers [14]. The fragment of quantum theory consisting of
stabilizer states and operations that preserve the set of stabilizer states can be efficiently
simulated on a classical computer [20]; this result is known as the Gottesman-Knill theorem.

Thus, the Holant problem and QIT are linked not only by quantum algorithms being
an inspiration for holographic ones: instead, the known tractable signature sets of various
Holant problems correspond to state sets that are of independent interest in QC and QIT.

The restriction to algebraic numbers is not a problem from the quantum perspective, not
even when considering the question of universal QC: there exist (approximately) universal
sets of quantum operations where each operation can be described using algebraic complex
coefficients. One such example is the Clifford+T gate set [5, 19].

5 Holant+

Our new family of Holant problems, called Holant+, sits in between Holant∗ and Holantc.
It has a small number of freely available signatures, which are all unary. Yet, using results
from QIT, these can be shown to be sufficient for constructing the gadgets required to reduce
to the dichotomies in Section 3.4. Formally:

Holant+ (F) = Holant (F ∪ {|0〉 , |1〉 , |+〉 , |−〉}) , (7)

where |+〉 := |0〉+ |1〉 corresponds to the ‘unary equality function’ and |−〉 := |0〉 − |1〉 is
a vector that is orthogonal to |+〉. In quantum theory, the set {|+〉 , |−〉} is known as the
Hadamard basis, since they are related to the computational basis vectors by a Hadamard
transformation (up to scalar factor): {|+〉 , |−〉} .= H ◦ {|0〉 , |1〉}, where H = 1√

2

( 1 1
1 −1

)
.



M. Backens 16:9

5.1 Why these free signatures?
The definition of Holant+ is motivated by the following result from quantum theory.

I Theorem 12 ([29],[18]). Let |Ψ〉 be an n-system entangled state. For any two of the n
systems, there exists a projection, onto a tensor product of states of the other (n− 2) systems,
that leaves the two systems in an entangled state.

Here, ‘projection’ means a (partial) inner product between |Ψ〉 and the tensor product of
single-system states. The original proof of this statement in [29] was flawed but it was
recently corrected [18]. The following corollary is not stated explicitly in either paper, but
can be seen to hold by inspecting the proof in [18].

I Corollary 13. Let |Ψ〉 be an n-qubit entangled state. For any two of the n qubits, there
exists a projection of the other (n − 2) qubits onto a tensor product of computational and
Hadamard basis states that leaves the two qubits in an entangled state.

In other words, Theorem 12 holds when the systems are restricted to qubits and the
projectors are restricted to products of computational and Hadamard basis states. Here,
it is crucial to have projectors taken from two bases that are linked by the Hadamard
transformation: the corollary works only in that case. We extend this result as follows.

I Theorem 14. Let |Ψ〉 be an n-qubit entangled state with n ≥ 3. There exists some choice
of three of the n qubits and a projection of the other (n− 3) qubits onto a tensor product of
computational and Hadamard basis states that leaves the three qubits in a genuinely entangled
state.

Proof (Sketch). If n = 3, |Ψ〉 itself is the desired state. For larger n, the theorem is proved
inductively: we show that, given an n-qubit entangled state with n > 3, it is possible to
project (n− 3) qubits in the desired way, assuming the same holds for all k-qubit genuinely
entangled states with 3 ≤ k ≤ n. The induction step is then proved by contradiction,
employing the assumption that Theorem 14 does not hold for (n + 1)-qubit states while
Theorem 12 does. The full proof can be found in [1]. J

This result, which was not previously known in the QIT literature, is stronger than
Theorem 12 in that we construct entangled three-qubit states rather than two-qubit ones.
On the other hand, our result may not hold for all choices of three qubits: all we show is
that there exists some choice of three qubits for which it does hold. The original proof of
Theorem 14 in an earlier version of this paper was long and involved; this new shorter proof
was suggested by Gachechiladze and Gühne [17].

5.2 The dichotomy theorem
Using Theorem 14, as well as Theorems 8 and 9, we prove our main result: a dichotomy for
Holant+ applying to complex, not necessarily symmetric signatures.

I Theorem 15. Let F be a set of complex signatures. Holant+ (F) is in FP if F satisfies
one of the following conditions:

Holant∗ (F) is in FP, or
F ⊆ A.

In all other cases, the problem is #P-hard.
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The tractable cases are almost the same as those for symmetric Holantc (Theorem 6), now
without the symmetry restriction. The only difference is that the holographic transformations
allowed in the affine case of the Holantc dichotomy are trivial in the case of Holant+:
any transformation that maps {|=2〉 , |0〉 , |1〉 , |+〉 , |−〉} to a subset of A must itself be in A.

The tractability proof follows immediately by reduction to Holant∗ or #CSP, respect-
ively. For the hardness proof, we use Theorem 14 to construct signatures corresponding
to three-qubit entangled states. We then show that, unless we are in one of the tractable
cases, it is possible to construct ternary gadgets with non-degenerate symmetric signatures.
If the ternary symmetric signature is in the GHZ class, Theorem 8 applies. If the ternary
symmetric signature is in the W class but not in K ◦M or KX ◦M, we use Theorem 9.
Finally, if the ternary symmetric signature is contained in K ◦M, then by assumption the
set of available signatures F must contain some signature that is not in K ◦M – otherwise,
the problem is already known to be tractable. We show how to use such a signature to
construct a binary symmetric signature that is not in K ◦M. Then the desired result follows
by Theorem 9. An analogous result holds with KX ◦M instead.

The gadget constructions for ternary symmetric signatures are given in Section 5.3. The
gadget construction for a symmetric binary signature that is not in K ◦M (or KX ◦M)
follows in Section 5.4. Section 5.5 contains the hardness proof itself.

5.3 Symmetrising ternary signatures
The dichotomies given in Section 3.4 apply to symmetric ternary entangled signatures. The
signatures constructed according to Theorem 14 are ternary and entangled, but they are not
generally symmetric. Yet, these general ternary entangled signatures can be used to realise
symmetric ones, possibly with the help of an additional binary non-degenerate signature.
We prove this by distinguishing cases according to whether the ternary entangled signature
constructed using Theorem 14 is in the GHZ or the W entanglement class.

First, consider a general GHZ-class state |ψ〉. By definition, there exist invertible complex
2 by 2 matrices A,B,C such that |ψ〉 = (A ⊗ B ⊗ C) |GHZ〉. We can draw the signature
associated with |ψ〉 as the ‘virtual gadget’ shown in Figure 1a. The ‘boxes’ denoting the
matrices are non-symmetric to indicate that A,B,C are not in general symmetric. The
white dot represents the GHZ state. This notation is not meant to imply that the signatures
A,B,C or the ternary equality signature are available on their own. Thinking of the signature
as such a composite will simply make future arguments more straightforward. A similar
argument can be applied if |ψ〉 is a W -class state, in which case the white dots in Figure 1
should be thought of as having signature |W 〉.

In both cases, three vertices with the same ternary entangled signature can be connected
to form the rotationally symmetric gadget shown in Figure 1b. In fact, the signature for
that gadget is fully symmetric: its value depends only on the Hamming weight of the inputs.
On the other hand, it may not be entangled or it may have the all-zero signature. For a
general non-symmetric |ψ〉 there are three such symmetric gadgets that can be constructed
by permuting the roles of A, B, and C in Figure 1b – in particular, which of the three ends
up on the external edge of the gadget. This idea leads to the following lemmas.

I Lemma 16. Let |ψ〉 be a three-qubit GHZ-class state, i.e. |ψ〉 = (A⊗B⊗C) |GHZ〉 for some
invertible 2 by 2 matrices A,B,C. Then at least one of the three possible symmetric gadgets
resulting from permutations of A,B,C in Figure 1b is non-degenerate unless |ψ〉 ∈ K ◦ E and
is furthermore already symmetric.
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Figure 1 (a) A ‘virtual gadget’ for an entangled ternary signature based on the idea of SLOCC
classes. (b) A symmetric gadget constructed from three copies of that ternary signature.

I Lemma 17. Let |ψ〉 be a three-qubit W-class state, i.e. |ψ〉 = (A⊗B ⊗ C) |W 〉 for some
invertible 2 by 2 matrices A,B,C. If |ψ〉 ∈ K ◦M (or |ψ〉 ∈ KX ◦M), assume that we also
have a two-qubit entangled state |φ〉 that is not in K ◦M (or KX ◦M, respectively). Then
we can realise a symmetric three-qubit entangled state.

5.4 Constructing binary signatures
We have shown in the previous section that it is possible to realise a non-degenerate ternary
symmetric signature under some mild assumptions. Now, we show that if the full signature
set F is not a subset of K ◦ M (or KX ◦ M), it is possible to construct a symmetric
binary gadget over F ∪ {|0〉 , |1〉 , |+〉 , |−〉} whose signature is not in K ◦M (or KX ◦M,
respectively). This signature can be used in Lemma 17, and a symmetric signature realised
from it can also be used for a hardness proof according to Theorem 9.

I Lemma 18. Suppose |ψ〉 is a genuinely entangled n-qubit state with n ≥ 2, and |ψ〉 /∈ K◦M.
Then there exists a non-degenerate binary gadget over {|ψ〉 , |0〉 , |1〉 , |+〉 , |−〉} with signature
|ϕ〉 /∈ K ◦M.

The binary signature required in Lemma 17 is not required to be symmetric, only non-
degenerate. The one in Theorem 9, on the other hand, does need to be symmetric.

I Lemma 19. Suppose |ψ〉 ∈ K ◦M is a three-qubit symmetric entangled state and |φ〉 /∈
K ◦M is a two-qubit entangled state. Then there exists a gadget over {|ψ〉 , |φ〉 , |0〉 , |1〉 , |±〉}
such that its signature |ϕ〉 is a two-qubit symmetric entangled state and |ϕ〉 /∈ K ◦M.

An analogous argument holds with KX instead of K. Hence, we can construct a non-
degenerate symmetric binary signature satisfying the required properties whenever needed.

5.5 Sketch of the hardness proof
Suppose F is not in one of the tractable cases. Then, in particular, F 6⊆ 〈T 〉, i.e. F must
contain multipartite entanglement (cf. Section 3.1). We can therefore use Theorem 14 to
realise a ternary entangled signature. The quantum state associated with this signature must
be in either the GHZ or the W SLOCC class.

In the GHZ case, either the state is already symmetric or it is possible to realise a
non-degenerate symmetric ternary signature by Lemma 16. In the W case, if the ternary
signature is not in K ◦M or KX ◦M, it can be used to realise a non-degenerate ternary
symmetric signature by Lemma 17. If the ternary signature is in K ◦M, by Lemma 18, we
can realise a binary signature that is not in K ◦M since by assumption F 6⊆ K ◦M; and
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similarly with KX instead of K. This then enables the use of Lemma 17. Hence if F is not
one of the tractable sets, it is always possible to realise a non-degenerate symmetric ternary
signature. Again, the quantum state associated with this signature must be in either the
GHZ or the W SLOCC class.

If it is a GHZ class state, use the following lemma and corollary to reduce the problem to
Theorem 8. This theorem yields #P-hardness unless F is a subset of 〈O ◦ E〉 or A, which we
assumed it was not.

I Lemma 20. Let f be a signature and G a set of signatures. Then:

Holant({f} ∪ G) ≡T Holant({f, [1, 0, 1]} | G ∪ {[1, 0, 1]}). (8)

I Corollary 21. Let f be a signature and G a set of signatures, and let M be an invertible 2
by 2 matrix. Then:

Holant({M ◦ f} ∪ G) ≡T Holant
({
f,M−1 ◦ [1, 0, 1]

} ∣∣ (G ∪ {[1, 0, 1]}) ◦MT
)
. (9)

The corollary follows immediately from Lemma 20 and Theorem 2.
If the non-degenerate symmetric ternary signature |ψ〉 realised according to Section 5.3

is in the W class, then, by Theorem 9, the problem is #P-hard unless the signature is in
K ◦M (or KX ◦M). In the latter case, as by assumption F 6⊆ K ◦M (or F 6⊆ KX ◦M),
we can use Lemmas 18 and 19 to construct a symmetric binary signature |ϕ〉 that is not in
K ◦M (or KX ◦M, respectively).

Now, Holant ({|ϕ〉} | {|ψ〉}) ≤T Holant ({|ϕ〉 , |ψ〉} ∪ G}) for any set G. But if |ψ〉 ∈
K ◦ M and |ϕ〉 /∈ K ◦ M, then Holant ({|ϕ〉} | {|ψ〉}) is #P-hard by Theorem 9, and
similarly with KX instead of K. Thus Holant+ (F) is #P-hard whenever such |ψ〉 and
|ϕ〉 are realisable over F .

This concludes the investigation of all cases. We have therefore shown that Holant+ is
#P-hard in all but the listed cases. A full proof of this result can be found in [1].

6 Conclusions

Applying knowledge from QIT to Holant problems, we find that several tractable classes of
existing dichotomies have concise descriptions in the framework of quantum entanglement.
Motivated by this and by existing results in entanglement theory, we define a new Holant
family, Holant+, fitting between the known families Holant∗ and Holantc. We derive
a full dichotomy for this family, which is closely related to the dichotomy for symmetric
Holantc [10]. It may therefore be a useful stepping stone towards a full Holantc dichotomy,
and thus to a full dichotomy for all Holant problems.

We also prove a new result in entanglement theory: given any n-qubit genuinely entangled
state, it is possible to find some subset of (n− 3) qubits and a projector which is a tensor
product of (n− 3) computational and Hadamard basis states such that the projection leaves
the remaining three qubits in a genuinely entangled state. This is a generalisation of a similar
result about constructing two-qubit entangled states [29, 18], though our result is slightly
weaker in some aspects, which it may be possible to strengthen in future work.

We expect that further analysis of Holant problems using methods from QIT and QC
will lead to further new insights, both into the complexity of Holant problems and into
entanglement or other areas of quantum theory.
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Abstract
We consider the natural generalization of the Schrödinger equation to Markovian open system
dynamics: the so-called the Lindblad equation. We give a quantum algorithm for simulating
the evolution of an n-qubit system for time t within precision ε. If the Lindbladian consists of
poly(n) operators that can each be expressed as a linear combination of poly(n) tensor products
of Pauli operators then the gate cost of our algorithm is O(t polylog(t/ε)poly(n)). We also obtain
similar bounds for the cases where the Lindbladian consists of local operators, and where the
Lindbladian consists of sparse operators. This is remarkable in light of evidence that we provide
indicating that the above efficiency is impossible to attain by first expressing Lindblad evolution
as Schrödinger evolution on a larger system and tracing out the ancillary system: the cost of
such a reduction incurs an efficiency overhead of O(t2/ε) even before the Hamiltonian evolution
simulation begins. Instead, the approach of our algorithm is to use a novel variation of the “linear
combinations of unitaries” construction that pertains to channels.
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1 Introduction

The problem of simulating the evolution of closed systems (captured by the Schrödinger
equation) was proposed by Feynman [12] in 1982 as a motivation for building quantum
computers. Since then, several quantum algorithms have appeared for this problem (see
section 1.1 for references to these algorithms). However, many quantum systems of interest
are not closed but are well-captured by the Lindblad Master equation [21, 13]. Examples exist
in quantum physics [20, 32], quantum chemistry [25, 27], and quantum biology [11, 14, 26].
Lindblad evolution also arises in quantum computing and quantum information in the
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Figure 1 Lindblad evolution for time t approximated by unitary operations. There are N
iterations and δ = t/N . This converges to Lindblad evolution as N → ∞.

context of entanglement preparation [19, 16, 29], thermal state preparation [15], quantum
state engineering [31], and studying the noise of quantum circuits [24].

We consider the computational cost of simulating the evolution of an n-qubit quantum
state for time t under the Lindblad Master equation

ρ̇ = −i[H, ρ] +
m∑
j=1

(
LjρL

†
j −

1
2L
†
jLjρ−

1
2ρL

†
jLj

)
, (1)

(representing Markovian open system dynamics), where H is a Hamiltonian and L1, . . . , Lm
are linear operators. By simulate the evolution, we mean: provide a quantum circuit that
computes the quantum channel corresponding to evolution by Eq. (1) for time t within
precision ε. The quantum circuit must be independent of the input state, which is presumed
to be unknown. When L1 = · · · = Lm = 0, Eq. (1) is the Schrödinger equation.

Eq. (1) can be viewed as an idealization of the frequently occurring physical scenario
where a quantum system evolves jointly with a large external environment in a manner
where information dissipates from the system into the environment. In quantum information
theoretic terms, Lindblad evolution is a continuous-time process that, for any evolution time,
is a quantum channel. Moreover, Lindblad evolution is Markovian in the sense that, for any
δ > 0, the state at time t+ δ is a function of the state at time t alone (i.e., is independent of
the state before time t).

Lindblad evolution can be intuitively thought of as Hamiltonian evolution in a larger
system that includes an ancilla register, but where the ancilla register is being continually
reset to its initial state. To make this more precise, consider a time interval [0, t], and divide
it into N subintervals of length t

N each. At the beginning of each subinterval, reset the state
of the ancilla register to its initial state, and then let the joint system-ancilla evolve under a
Hamiltonian J and the system itself evolve under H. Let the evolution time for J be

√
t/N

and the evolution time for H be t/N . This process, illustrated in Fig. 1, converges to true
Lindblad evolution as N approaches ∞.

For the specific evolution described by Eq. (1), it suffices to set the ancilla register to
Cm+1 and the Hamiltonian J to the block matrix

J =


0 L†1 · · · L†m
L1 0 · · · 0
...

...
. . .

...
Lm 0 · · · 0

 . (2)

A remarkable property of this way of representing Lindblad evolution is that the rate
at which the Hamiltonian J evolves is effectively infinite: Lindblad evolution for time t/N
is simulated by a process that includes evolution by J for time

√
t/N , so the rate of the
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evolution scales as√
t/N

t/N
=
√
N

t
, (3)

which diverges as N →∞. Moreover, the total Hamiltonian evolution time of J in Fig. 1
is N

√
t/N =

√
Nt, which also diverges. In the Appendix A we prove that, in general, the

above scaling phenomenon is necessary for simulating time-independent Lindblad evolution
in terms of time-independent Hamiltonian evolution along the lines of the overall structure
of Fig. 1. In this sense, exact Lindblad evolution for finite time does not directly correspond
to Hamiltonian evolution for any finite time. On the other hand, it can be shown that if
the scaling of N is at least t3/ε2 then the final state is an approximation within ε. Note
that then the corresponding total evolution time for J scales as

√
(t3/ε2)t = t2/ε. Therefore,

quantum algorithms that simulate Lindblad evolution by first applying the above reduction
to Hamiltonian evolution and then efficiently simulating the Hamiltonian evolution are likely
to incur scaling that is at least t2/ε.

Here we are interested in whether much more efficient simulations of Lindblad evolution
are possible, such as O(t polylog(t/ε)).

1.1 Previous work
Simulating Hamiltonian evolution. Hamiltonian evolution (a.k.a. Schrödinger evolution)
is the special case of Eq. (1) where Lj = 0 for all j. This simulation problem has received
considerable attention since Feynman [12] proposed this as a motivation for building quantum
computers; see for example [22, 1, 8, 2, 3, 5, 4, 18, 23, 28, 6]. Some of the recent methods
obtain a scaling that is O(t polylog(t/ε)poly(n)), thereby exceeding what can be accomplished
by the longstanding Trotter-Suzuki methods [30].

Simulating Lindblad evolution. The natural generalization from closed systems to Markovian
open systems in terms of the Lindblad equation has received much less attention. Kliesch
et al. [17] give a quantum algorithm for simulating Lindblad evolution in the case where
each of H,L1, . . . , Lm can be expressed as a sum of local operators (i.e., which act on a
constant number of qubits). The cost of this algorithm with respect to t and ε (omitting
factors of poly(n)) is O(t2/ε). Childs and Li [9] improve this to O(t1.5/

√
ε) and also give an

O((t2/ε)polylog(t/ε)) query algorithm for the case where the operators in Eq. (1) are sparse
and represented in terms of an oracle. Another result in [9] is an Ω(t) lower bound for the
query complexity for time t when Eq. (1) has H = 0 and m = 1.

As far as we know, none of the previous algorithms for simulating Lindblad evolution
has cost O(t polylog(t/ε)poly(n)), which is the performance that we attain. Our results are
summarized precisely in the next subsection (subsection 1.2).

We note that there are simulation algorithms that solve problems that are related to but
different from ours, such as [7], which does not produce the final state; rather it simulates
the expectation of an observable applied to the final state. We do not know how to adapt
these techniques to produce the unmeasured final state instead.

Finally, we note that there are interesting classical algorithmic techniques for simulating
Lindblad evolution that are feasible when the dimension of the Hilbert space (which is 2n, for
n qubits) is not too large—but these do not carry over to the context of quantum algorithms
(where n can be large). In the classical setting, since the state is known (and stored) explicitly,
various “unravellings” of the process that are state-dependent can be simulated. For example,
the random variable corresponding to “the next jump time” (which is highly state-dependent)
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can be simulated. In the context of quantum algorithms, the input state is unknown and
cannot be measured without affecting it.

1.2 New results

Eq. (1) can be written as ρ̇ = L[ρ], where L is a Lindbladian, defined as a mapping of the
form

L[ρ] = −i[H, ρ] +
m∑
j=1

(
LjρL

†
j −

1
2L
†
jLjρ−

1
2ρL

†
jLj

)
, (4)

for operators H,L1, . . . , Lm on the Hilbert space H = C2n (n qubits) with H Hermitian.
Evolution under Eq. (1) for time t corresponds to the quantum map eLt (which is a channel
for any t ≥ 0).

Each of the operators H,L1, . . . , Lm corresponds to a 2n × 2n matrix. The simulation
algorithm is based on a succinct specification of these matrices. Our succinct specification is
as a linear combination of q Paulis, defined as

H =
q−1∑
k=0

β0kV0k (5)

Lj =
q−1∑
k=0

βjkVjk, (6)

where, for each j ∈ {0, . . . ,m} and k ∈ {0, . . . , q − 1}, Vjk is an n-fold tensor product of
Paulis (I, σx, σy, σz) and a scalar phase eiθ (θ ∈ [0, 2π]), and βjk ≥ 0.

In the evolution eLt, it is possible to scale up L by some factor while reducing t by the
same factor, i.e., eLt[ρ] = e(cL) t

c [ρ] for any c > 01. This reduces the simulation time but
transfers the cost into the magnitude of L. To normalize this cost, we define a norm based
on the specification of L.

Define the norm2 of a specification of a Lindbladian L as a linear product of Paulis as

‖L‖pauli =
q−1∑
k=0

β0k +
m∑
j=1

( q−1∑
k=0

βjk

)2
. (7)

Our main result is the following theorem.

I Theorem 1. Let L be a Lindbladian presented as a linear combination of q Paulis. Then,
for any t > 0 and ε > 0, there exists a quantum circuit of size

O

(
m2q2τ

(log(mqτ/ε) + n) log(τ/ε)
log log(τ/ε)

)
(8)

that implements a quantum channel N , such that
∥∥N − eLt∥∥� ≤ ε, where τ = t ‖L‖pauli.

1 cL denotes the mapping obtained from L with H multiplied by c and each Lj multiplied by
√
c.

2 For simplicity we use the terminology ‖L‖pauli even though the quantity is not directly a function of
the mapping L. However, ‖cL‖pauli = c‖L‖pauli if cL denotes the expression in Eq. (4) with the factor c
multiplied through.
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Remarks

1. The proof of Theorem 1 is sketched in section 4 and is shown in the full version of this
paper [10]. A main novel ingredient of the proof is Lemma 3, concerning a variant of the
“linear combination of unitaries” construction that is suitable for channels (explained in
sections 2 and 3).

2. The factor ‖L‖pauli corresponding to the coefficients of the specification as a linear
combination of Paulis is a natural generalization to the case of Lindbladians of a similar
factor for Hamiltonians that appears in [3].

3. When m, q ∈ poly(n), the gate complexity in Theorem 1 simplifies to

O

(
τ

log(τ/ε)2

log log(τ/ε) poly(n)
)
. (9)

4. A Lindbladian L is local if

H =
m′∑
j=1

Hj , (10)

where H1, . . . ,Hm′ and also L1, . . . , Lm are local (i.e., they each act on a constant number
of qubits). A local specification of L is as H1, . . . ,Hm′ , L1, . . . , Lm and we define its norm
as

‖L‖local =
m′∑
j=1
‖Hj‖+

m∑
j=1
‖Lj‖2. (11)

For local Lindbladians, Theorem 1 reduces to the following.

I Corollary 2. If L is a local Lindbladian then the gate complexity for simulating eLt with
precision ε is

O

(
(m+m′) τ log((m+m′)τ/ε) log(τ/ε)

log log(τ/ε)

)
, (12)

where τ = t ‖L‖local.

5. We also consider sparse Lindbladians (see [9] for various definitions, extending definitions
and specifications of sparse Hamiltonians [1]). Here, we define a Lindbladian to have d-
sparse operators if H,L1, . . . , Lm each have at most d non-zero entries in each row/column.
A sparse specification of such a Lindbladian L is as a black-box that provides the positions
and values of the non-zero entries of each row/column of H,L1, . . . , Lm via queries.
Define the norm of any specification of a Lindbladian in terms of operators H,L1, . . . , Lm
as

‖L‖ops = ‖H‖+
m∑
j=1
‖Lj‖2. (13)

The query complexity and gate complexity for simulating d-sparse Lindbladians L are

O
(
τ polylog(mqτ/ε)poly(d, n)

)
, (14)

where τ = t‖L‖ops. We sketch the analysis in the full version of this paper [10].
6. We expect some of the methodologies in [3, 4, 23, 28] to be adaptable to the Lindblad

evolution simulation problem (in conjunction with our variant of the LCU construction
and oblivious amplitude amplification), but have not investigated this.
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2 Brief summary of novel techniques

As noted in subsection 1.1, for the case of Hamiltonian evolution, a series of recent quantum
algorithms whose scaling is O(t polylog(t/ε)) have been discovered which improve on what
has been accomplished using the longstanding Trotter-Suzuki decomposition. One of the
main tools that these algorithms employ is a remarkable circuit construction that is based
on a certain decomposition of unitary operations (or near-unitary operations) into a linear
combination of unitaries. We refer to this construction as the standard LCU method.

For the case of Lindblad evolution, the operations that arise are channels that are
not generally unitary. Some channels are mixed unitary, which means that they can be
expressed as a randomly chosen unitary (say with probabilities p0, . . . , pm−1 on the unitaries
U0, . . . , Um−1). For such channels, the standard LCU method can be adapted along the
lines of first randomly sampling j ∈ {0, . . . ,m − 1} and then applying the standard LCU
method to the unitary Uj . However, there exist channels that are not mixed unitary—and
such channels can arise from the Lindblad equation. A different reductionist approach is to
express these channels in the Stinespring form, as unitary operations that act on a larger
system, and then apply the standard LCU method to those unitaries; however, as we explain
in subsection 2.1, this approach performs poorly. We take a different approach that does
not involve a reduction to the unitary case: we have developed a new variant of the LCU
method that is for channels. This is explained in section 3.

Another new technique that we employ is an Oblivious Amplitude Amplification algorithm
for isometries (as opposed to unitaries), which is noteworthy because a reductionist approach
based on extending isometries to unitaries does not work. Roughly speaking, this is because
our LCU construction turns out to produce an isometry (corresponding to a purification of
the channel); however, it does not produce a unitary extension of that isometry.

2.1 The standard LCU method performs poorly on Stinespring dilations
Here we show in some technical detail why the standard LCU method performs poorly
for Stinespring dilations of channels. The standard LCU method (explained in detail
in Sec. 2.1 of [18]) for a unitary V expressible as a linear combination of unitaries as
V = α0U0 + · · ·+ αm−1Um−1 is a circuit construction W that has the property

W |0〉|ψ〉 = √p|0〉V |ψ〉+
√

1− p|Φ⊥〉 (15)

where |Φ⊥〉 has zero amplitude in states with first register |0〉 (i.e., (|0〉〈0| ⊗ I)|Φ⊥〉 = 0) and

p = 1
(
∑m−1
j=0 αj)2

(16)

is the success probability (that arises if the first indicator register is measured).
Consider the amplitude damping channel, which has two Kraus operators with the

following LCU decompositions

A0 =
[
1 0
0
√

1− δ

]
= α00

[
1 0
0 1

]
+ α01

[
1 0
0 −1

]
A1 =

[
0
√
δ

0 0

]
= α10

[
0 1
1 0

]
+ α11

[
0 1
−1 0

]
,

where α00 = 1+
√

1−δ
2 , α01 = 1−

√
1−δ

2 , α10 =
√
δ

2 , α11 =
√
δ

2 . Evolving an amplitude damping
process for time t yields this channel with δ = 1− e−t. When t� 1, δ ≈ t, α00 ≈ 1− t/4,
and α01 ≈ t/4.



R. Cleve and C. Wang 17:7

A Stinespring dilation of V and its LCU decomposition can be derived from the above
LCU decompositions of A0 and A1 as

V =


1 0 0 0
0
√

1− δ −
√
δ 0

0
√
δ

√
1− δ 0

0 0 0 1

 = α00


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

+ α01


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1



+ α10


0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0

+ α11


0 0 0 1
0 0 −1 0
0 1 0 0
−1 0 0 0

 .
Applying the standard LCU method here results in a success probability (computed from
Eq. (16)) of

1(
α00 + α01 + α10 + α11

)2 = 1(
1 +
√
δ
)2 = 1− 2

√
δ + Θ(δ).

For small time evolution t, the failure probability is Θ(
√
t), which is prohibitively expensive.

It means that the process can be repeated at most Θ(1/
√
t) times until the cumulative failure

probability becomes a constant. The amount of evolution time (of the amplitude damping
process) that this corresponds to is

Θ
( 1√

t

)
· t = Θ(

√
t),

which is subconstant as t→ 0. This creates a problem in the general Lindblad simulation.
Our new LCU method for channels (explained in section 3) achieves the higher success

probability

1(
α00 + α01

)2 +
(
α10 + α11

)2 = 1
1 + δ

= 1− δ + Θ(δ2).

For small time evolution t, the failure probability is Θ(t). Now, the process can be repeated
Θ(1/t) times until the cumulative failure probability becomes a constant, which corresponds
to evolution time

Θ
(1
t

)
· t = Θ(1),

which is constant as t → 0. Since this is consistent with what arises in the algorithm of
simulating Hamiltonian evolution in [2, 3], the methodologies used therein, with various
adjustments, can be used to obtain the simulation bounds.

3 New LCU method for channels and completely positive maps

Let A0, . . . , Am−1, linear operators on C2n (n-qubit states), be the Kraus operators of a
channel. Suppose that, for each j ∈ {0, . . . ,m − 1}, we have a decomposition of Aj as a
linear combination of unitaries in the form

Aj =
q−1∑
k=0

αjkUjk, (17)

ICALP 2017
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|0〉 B B†

|µ〉

|ψ〉 U

Figure 2 The circuit W for simulating a channel using the new LCU method.

where, for each j ∈ {0, . . . ,m− 1} and k ∈ {0, . . . , q − 1}, αjk ≥ 0 and Ujk is unitary.
The objective is to implement the channel in terms of the implementations of Ujk’s. We

will describe a circuit W and fixed state |µ〉 such that, for any n-qubit state |ψ〉,

W |0〉|µ〉|ψ〉 = √p|0〉

m−1∑
j=0
|j〉Aj |ψ〉

+
√

1− p|Φ⊥〉, (18)

where (|0〉〈0| ⊗ I ⊗ I)|Φ⊥〉 = 0 and

p = 1∑m−1
j=0 (

∑q−1
k=0 αjk)2

(19)

is called the success probability parameter (which is realized if the first register is measured).
Note that the isometry |ψ〉 7→

∑m−1
j=0 |j〉Aj |ψ〉 is the channel in purified form.

The circuit W is in terms of two gates. One gate is a multiplexed-U gate, denoted by
multi-U such that, for all j ∈ {0, . . . ,m− 1} and k ∈ {0, . . . , q − 1},

multi-U |k〉|j〉|ψ〉 = |k〉|j〉Ujk|ψ〉. (20)

The other gate is a multiplexed-B gate, denoted by multi-B, such that, for all j ∈ {0, . . . ,m−
1},

multi-B|0〉|j〉 =
(

1
√
sj

q−1∑
k=0

√
αjk|k〉

)
|j〉, (21)

where

sj =
q−1∑
k=0

αjk. (22)

Define the state |µ〉 (in terms of s0, . . . , sm−1 from Eq. (22))

|µ〉 = 1√∑m−1
j=1 s2

j

m−1∑
j=0

sj |j〉. (23)

Define the circuit W (acting on Cq ⊗ Cm ⊗ C2n) as

W = (multi-B† ⊗ I)multi-U(multi-B ⊗ I). (24)

The LCU construction with the circuit W with its initial state |0〉 ⊗ |µ〉 ⊗ |ψ〉 is illustrated
in Fig. 2.

In this figure, we refer to the first register as the indicator register (as it indicates whether
the computation succeeds at the end of this operation), the second register as the purifier
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register (as it is used to purify the channel when the computation succeeds), and the third
register as the system register (as it contains the state being evolved).

In the following lemma, Eq. (18) is shown to apply where A0, . . . , Am−1 are arbitrary
linear operators (i.e., Kraus operators of a completely positive map that is not necessarily
trace preserving). If the map is also trace preserving then

∑m−1
j=0 |j〉Aj |ψ〉 and |Φ⊥〉 are

normalized states and the success probability parameter p is the actual success probability
realized if the first register is measured; otherwise, these need not be the case. In subsequent
sections, we will apply this lemma in a context where the trace preserving condition is
approximately satisfied.

I Lemma 3. Let A0, . . . , Am−1 be the Kraus operators of a completely positive map. Suppose
that each Aj can be written in the form of Eq. (17). Let multi-U , multi-B, W , and |µ〉 be
defined as above. Then applying the unitary operator W on any state of the form |0〉|µ〉|ψ〉
produces the state

√
p|0〉

m−1∑
j=0
|j〉Aj |ψ〉

+
√

1− p|Φ⊥〉,

where (|0〉〈0| ⊗ I ⊗ I)|Φ⊥〉 = 0, and

p = 1∑m−1
j=0

(∑q−1
k=0 αjk

)2 .

Proof. First consider the state |0〉|j〉|ψ〉 for any j ∈ {0, . . . ,m − 1}. Applying W on this
state is the standard LCU method [18]:

W |0〉|j〉|ψ〉 =(multi-B† ⊗ I)multi-U(multi-B ⊗ I)|0〉|j〉|ψ〉 (25)

= 1
√
sj

(multi-B† ⊗ I)multi-U
(
q−1∑
k=0

√
αjk|k〉

)
|j〉|ψ〉 (26)

= 1
√
sj

(multi-B† ⊗ I)
(
q−1∑
k=0

√
αjk|k〉|j〉Ujk|ψ〉

)
(27)

= 1
sj
|0〉|j〉

(
q−1∑
k=0

αjkUjk|ψ〉

)
+√γj |Φ⊥j 〉 (28)

= 1
sj
|0〉|j〉Aj |ψ〉+√γj |Φ⊥j 〉, (29)

where |Φ⊥j 〉 is a state satisfying (|0〉〈0| ⊗ I ⊗ I)|Φ⊥j 〉 = 0 and γj is some normalization factor.
Up to this point, if the indicator register were measured and |0〉 were observed as the

“success” case as in the standard LCU method, then the state of the purifier and the system
register collapses to |j〉Aj |ψ〉. However, this is not a meaningful quantum sate, as it only
captures one Kraus operator of a quantum map. Now we use this specially designed quantum
state |µ〉 to obtain the desired purification state. We use the superposition |µ〉 instead of |j〉
in the second register then, by linearity, we have

W |0〉|µ〉|ψ〉 = √p|0〉

m−1∑
j=0
|j〉Aj |ψ〉

+
√

1− p|Φ⊥〉, (30)

where (|0〉〈0| ⊗ I ⊗ I)|Φ⊥〉 = 0 and p = 1∑m−1
j=0

s2
j

. J
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4 Overview of the main result, Theorem 1

In this section we briefly sketch how to apply our new LCU method in order to prove our
main result, Theorem 1. The overall structure is similar to that in [2] and [3], with the main
novel ingredient being our variant of the LCU construction (explained in section 3) and
also a variant of oblivious amplitude amplification for isometries. For clarity, the details are
organized into section 4 of the full version of this paper [10], whose content is summarized as:
1. In Sec. 4.1 of [10], we describe a simple mappingMδ in terms of Kraus operators that

are based on the operators in L. For small δ,Mδ is a good approximation of eLδ.
2. In Sec. 4.2 of [10], we show how to simulate the mappingMδ in the sense of Lemma 3,

with success probability parameter 1−O(δ).
3. In Sec. 4.3 of [10], we show how to combine r simulations of MO(1/r) so as to obtain

cumulative success probability parameter 1/4. Conditional on success, this produces a
good approximation of constant-time Lindblad evolution.

4. In Sec. 4.4 of [10], we show how to apply a modified version of oblivious amplitude
amplification to unconditionally simulate an approximation of constant-time Lindblad
evolution.

5. In Sec. 4.5 of [10], we show how to reduce the number of multiplexed Pauli gates by a
concentration bound on the amplitudes associated with nontrivial Pauli gates.

6. In Sec. 4.6 of [10], we bound the total number of gates and combine the simulations for
segments in order to complete the proof of Theorem 1.

Acknowledgments. We thank Andrew Childs, Patrick Hayden, Martin Kliesch, Tongyang
Li, Hans Massen, Barry Sanders, and Rolando Somma for helpful discussions.
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Figure 3 N -stage ε-precision discretization of the trajectory resulting from L. For each k ∈
{1, . . . , N}, after k stages, the channel should be within ε of exp

(
kT
N

L
)
.

A Cost of expressing Lindblad evolution as Hamiltonian evolution

Let L be a Lindbladian acting on an n-qubit register H over a time interval [0, T ]. For each
initial state, L associates a trajectory, consisting of a density operator ρ(t) for each t ∈ [0, T ].
Here we show that if this is simulated by Hamiltonian evolution in a larger system with an
ancillary register that is continually reset (expressed as a limiting case when N →∞ in the
process illustrated in Figure 3) then the total evolution time for this Hamiltonian can be
necessarily infinite.

I Definition 4. Define an N-stage ε-precision discretization of L for interval [0, T ] as an
ancillary register K, a Hamiltonian H (with ‖H‖ = 1) acting on the joint system K⊗H, and
δ ≥ 0 such that the channel NHδ defined as

NHδ[ρ] = TrK
(
e−iHδ(|0〉〈0| ⊗ ρ)eiHδ

)
(31)

has the following property. NHδ approximates evolution under L in the sense that, for each
j ∈ {1, . . . , N},∥∥(NHδ)k − exp

(
kT
N L

)∥∥
� ≤ ε. (32)

That is, the N points generated by NHδ, (NHδ)2, . . . , (NHδ)N approximate the corresponding
points on the trajectory determined by L.

Our lower bound is for the amplitude damping process on a 1-qubit system is the time-
evolution described by the Lindbladian L, where

L[ρ] = LρL† − 1
2 (L†Lρ+ ρL†L), (33)

and L =
(

0 1
0 0

)
.

I Theorem 5. Any 1
4 -precision N-stage approximation of the amplitude damping process

over the time interval [0, ln 2] has the property that the total evolution time of H is Ω(
√
N).

(Note that this lower bound is independent of the dimension of the ancillary system.)

To prove Theorem 5, we first prove the following Local Hamiltonian Approximation lemma.
This concerns a scenario where H is a Hamiltonian acting on a joint system of two registers, a
system register H and an ancillary register K, and where K is traced out after this evolution.
Informally, the lemma states that, if the initial state is a product state and the evolution
time is short, then this process can be approximated by the evolution of another Hamiltonian
G that acts on H alone. This is illustrated in figure 4.
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|0〉
e−iHδ

trace out
≈

input output

|0〉 trace out

input e−iGδ output

Figure 4 The Local Hamiltonian Approximation Lemma. The first register is d-dimensional, the
second register contains n qubits, and the approximation is within O(δ2) (independent of d and n).

I Lemma 6 (Local Hamiltonian approximation). Let H be an n-qubit register and K a d-
dimensional register. Let H be a Hamiltonian (with ‖H‖ = 1) acting on the joint system
K ⊗H. Define the n-qubit channel NHδ as

NHδ[ρ] = TrK
(
e−iHδ(|0〉〈0| ⊗ ρ)eiHδ

)
. (34)

Then there exists a Hamiltonian G (with ‖G‖ = 1), acting on H alone, such that NGδ defined
as

NGδ[ρ] = e−iGδρ eiGδ (35)

satisfies ‖NHδ−NGδ‖1 ∈ O(δ2). (The notation ‖ · ‖1 indicates the trace-induced norm, which
is sufficient for our purposes because our application is a lower bound.)

Proof. Viewing H as a d× d block matrix, we have

H =
d−1∑
j=0

d−1∑
k=0
|j〉〈k| ⊗Hjk (36)

and we refer to Hjk as the (j, k) block. Define D as the diagonal blocks of H, namely

D =
d−1∑
j=0
|j〉〈j| ⊗Hjj , (37)

and set J = H − D (the off-diagonal blocks). Note that ‖D‖, ‖J‖ ≤ 1 and ‖e−iHδ −
e−iDδe−iJδ‖ ≤ δ2, for δ > 0, which permits us to consider the effect of J and D separately.

Now consider the state e−iJδ|0〉⊗|ψ〉. We will show that, if the measurement corresponding
to projectors |0〉〈0| and I − |0〉〈0| is performed on register K, then the residual state has
trace distance O(δ2) from |0〉 ⊗ |ψ〉. Since the (0, 0) block of J is 0,

Jδ |0〉 ⊗ |ψ〉 = δ′|Ψ⊥〉, (38)

where |Ψ⊥〉 is a state such that (|0〉〈0| ⊗ I)|Ψ⊥〉 = 0 and 0 ≤ δ′ ≤ δ. Therefore,

e−iJδ|0〉 ⊗ |ψ〉 =
∞∑
r=0

(−iJδ)r

r! |0〉 ⊗ |ψ〉 (39)

= |0〉 ⊗ |ψ〉 − iδ′|Ψ⊥〉+ δ′′|Φ〉, (40)

where 0 ≤ δ′′ ≤ eδ− 1− δ ∈ O(δ2). It follows that, if the above measurement is performed on
register K, then the probability of measurement outcome I − |0〉〈0| is at most (δ′)2 + (δ′′)2 ∈
O(δ2). This implies that the state when register K of e−iJδ|0〉 ⊗ |ψ〉 is traced out, namely

TrK
(
e−iJδ(|0〉〈0| ⊗ |ψ〉〈ψ|)eiJδ

)
, (41)

has trace distance O(δ2) from the original state |ψ〉〈ψ|.
Therefore, for states of the form |0〉 ⊗ |ψ〉, the operation e−iHδ can be approximated

by e−iDδ at the cost of an error of O(δ2) in trace distance. The result follows by setting
G = H00 (the (0, 0) block of D). J
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Proof of Theorem 5. It is straightforward to check that, starting with the initial state |1〉〈1|
and evolving by the amplitude damping process for time T = ln 2 produces the maximally
mixed state.

Consider any 1
4 -precision N -stage discretization of this process, with Hamiltonian H

and δ > 0. We can apply the Local Hamiltonian Approximation Lemma (Lemma 6) to
approximate each of the N evolutions of H with evolution by a Hamiltonian G that is local
to the qubit. The result is unitary evolution of the qubit that approximates the amplitude
damping process within trace distance error at most O(Nδ2).

Unitary evolution applied to |1〉〈1| results in a pure state, and the trace distance between
any pure state and the maximally mixed state is 1

2 . Therefore, to avoid a contradiction, we
must have Nδ2 ∈ Ω(1), which implies that δ ∈ Ω(1/

√
N). Therefore, the total evolution time

of H is Nδ ∈ Ω(
√
N). J
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Abstract
We propose a new framework for turning quantum search algorithms that decide into quantum
algorithms for finding a solution. Consider we are given an abstract quantum search algorithm
A that can determine whether a target g exists or not. We give a general construction of another
operator U that both determines and finds the target, whenever one exists. Our amplification
method at most doubles the cost over using A, has little overhead, and works by controlling the
evolution of A. This is the first known general framework to the open question of turning abstract
quantum search algorithms into quantum algorithms for finding a solution.

We next apply the framework to random walks. We develop a new classical algorithm and
a new quantum algorithm for finding a unique marked element. Our new random walk finds a
unique marked element using H update operations and 1/ε checking operations. Here H is the
hitting time, and ε is the probability that the stationary distribution of the walk is in the marked
state. Our classical walk is derived via quantum arguments. Our new quantum algorithm
finds a unique marked element using

√
H update operations and

√
1/ε checking operations,

up to logarithmic factors. This is the first known quantum algorithm being simultaneously
quadratically faster in both parameters. We also show that the framework can simulate Grover’s
quantum search algorithm, amplitude amplification, Szegedy’s quantum walks, and quantum
interpolated walks.
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18:2 Controlled Quantum Amplification

the target state |g〉, using the operator W. The standard approach in quantum algorithmics
for doing so is to use operator A = W · G [5].

Much work on search problems on quantum computers has been specifically developed
within quantum walks. The operator W is often derived from a random walk, in which case
it is referred to as the walk or update operator. The cost of the quantum search algorithm is
then typically phrased in terms of the spectral gap δ or the hitting time of the associated
random walk.

The study of quantum walks has been a highly successful and active line of research,
with recent results such as a quantum algorithm for triangle finding [13] using only O(n5/4)
queries. Other applications of quantum walks include verification of matrix products [9],
testing group commutativity [27], formula evaluation [4], subgraph finding [10], triangle
finding [26, 13, 14], and 3-distinctness [7].

These and other applications were found after the seminal works of Ambainis [3] and
Szegedy [30]. Ambainis [3] gave a quantum walk for element distinctness, and Szegedy [30]
gave a general method for obtaining an quantum search algorithm from any symmetric
random walk [30]. Magniez et al. [25] gave a quantum algorithm that finds a unique marked
element for any reversible random walk2 of cost in the order of S +

√
1/(εδ)U +

√
1/εC. Here

S, U, and C are the setup, update and checking costs of the quantum walk, δ the spectral gap
of the walk, and ε the probability that the stationary state is in the marked state [29, 28].

Magniez et al. [23] gave a quantum algorithm that finds a unique marked element for
any state-transitive random walk of cost in the order of S +

√
HU +

√
HC. Here H is the

hitting time of the random walk. Krovi et al. [22] introduced the novel idea of interpolating
walks. Krovi et al. show in [20, 21] that interpolated walks can find a marked element for any
reversible random walk. Their algorithm works for multiple marked elements and has cost in
the order of S +

√
H+U +

√
H+C, where H+ is a quantity introduced in [21] and referred to

as the extended hitting time. When there is a unique marked element, the extended hitting
time and hitting time coincide, H+ = H. When there are multiple marked elements, the
extended hitting time is bounded by H ≤ H+ ≤ 1

εδ . Excellent surveys on quantum walks,
their history and applications, include [2, 18, 29, 32, 28].

In this work, we propose a new framework for the general setting of search problems.
Our framework does not require that the operator W is derived from a random walk and it
makes no explicit use of properties of quantum walks or random walks. The most obvious
application of our framework is naturally to random walks, but is not limited to such cases.
We will assume that W has only real entries, and that our target |g〉 has real coordinates in
a canonical orthogonal basis for the space acted upon by W. This assumption is fulfilled in
all the applications we consider here, including quantum walks.

Our framework consists of several parts. We give a new generic quantum algorithm for
solving search problems. Our algorithm is based on a circuit U which controls the search,
and we refer to this process as controlled quantum amplification. We prove that whenever
the operator A = W · G determines whether a target |g〉 exists or not, in some number of
iterations T , with constant success probability, then our circuit U both determines and finds
the target using at most 2T iterations, with constant success probability.

We apply our analysis to quantum walks and prove that we can obtain a quadratic speedup
for reversible random walks. We show that our framework can simulate quantum interpolated

2 A Markov chain P with a unique stationary distribution π = (πx) is said to be reversible if πxPy,x =
πyPx,y for all states x, y. All Markov chains obtained from a random walk on undirected graphs are
reversible. We will below use the wording “random walk” and “Markov chain” interchangeably.
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0̃ 0

G W

Figure 1 Our circuit U for controlled quantum amplification, expressed in terms of the reflection
operator G and the unitary W, here given in its simplest form. We apply circuit U successively to
the initial state |0〉|init〉, say T times, thus producing the final state UT |0〉|init〉, which we measure.
If the outcome of the measurement is |1̃〉|g〉, the circuit has successfully found the marked state g.

walks [21], thus eliminating the need for running an interpolation of a random walk and its
absorbing analog. We prove a relation between the operator W and the operator A, and
we use this relation to construct a new quantum algorithm that, up to a logarithmic factor,
finds a unique marked element in cost S +

√
HU +

√
1/εC. This is superior to the existing

algorithms. We also use this relation to construct a new classical algorithm that finds a
unique marked element in cost S +HU + 1/εC. Our classical walk is derived using quantum
arguments.

2 Controlled quantum amplification

In a quantum search problem, we are given an arbitrary unitary operator W, through which
we would like to extract some unknown target state |g〉. The operator W can be given as a
black box, which we can apply to any state |ψ〉, producing the state W|ψ〉. An application of
W has some cost, which is called the update cost.

We are also given a reflection operator G = 1− 2ΠG, where ΠG = |g〉〈g| is a projection on
the target state |g〉. Operator G permits us to distinguish the target state |g〉 from any other
orthogonal state. The operator G can be given as a black box as well. An application of G
has some cost, which is called the checking cost.

Our first step is to prepare the initial state |init〉. Preparing this state has a cost, which
is called the setup cost. We then measure whether the initial state contains the target state
or not by applying the measurement {ΠG, 1− ΠG}. The probability by which we measure
|g〉 is some ε = sin2(θ) where sin(θ) = 〈g|init〉. Let |g〉 and this initial angle θ be so that
0 ≤ θ ≤ π/2. If θ = 0, our initial success probability is zero and the quantum search
algorithm A = W · G will not amplify this. If θ = π/2, our initial state is the target state
and there is nothing to be amplified. We shall therefore assume that 0 < θ < π/2. Typically
θ is very close to zero, corresponding to that the non-amplified success probability ε is small.

If our initial measurement yields the outcome |g〉, we terminate the algorithm as we have
produced our target state |g〉. Otherwise, our initial state becomes |init〉 = 1

cos(θ) (|init〉 −
sin(θ)|g〉), which is orthogonal to |g〉 by construction. Thus starting with |init〉, we then
want to produce a state with large overlap with |g〉. To achieve this, we propose the following
circuit U.

The circuit U acts on two registers. The first register contains a qubit which we use to
control the evolution in the second register. The circuit is comprised of two operators, both
of which are controlled on the state in the first register. We fix an angle 0 < θ̃ < π/2 and use
the rotated orthogonal basis |0̃〉 = cos(θ̃)|0〉+ sin(θ̃)|1〉 and |1̃〉 = − sin(θ̃)|0〉+ cos(θ̃)|1〉. The
first operator |0̃〉〈0̃|⊗G + |1̃〉〈1̃|⊗1 in our circuit reflects about the target state |g〉 conditional
on that the control qubit is in state |0̃〉. The second operator |0〉〈0| ⊗W + |1〉〈1| ⊗ 1 applies
the update W conditional on that the control qubit is in state |0〉.
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0̃ 0 Z

G W g⊥

Figure 2 W with reflection.

−Rot−2θ̃ 0 Z

g W

Figure 3 W with rotation.

1̃ 0 Z

G A

Figure 4 A = W · G with reflection.

Rot−2θ̃ 0

g A

Figure 5 A with rotation.

The circuit U is parameterized by the angle θ̃. The choice of θ̃ has some algorithmic
consequences, which we may handle by exponential searching similar to past work [8, 23].
The framework applies with no increase in asymptotic cost if we are given a multiplicatively
approximate value for the initial success amplitude sin(θ). We apply circuit U successively
to the initial state |0〉|init〉, say T times, thus producing the final state UT |0〉|init〉, which we
measure. We prove here that for an appropriately chosen value of T , the final measurement
yields the target |g〉 with probability at least a constant, and we thus refer to this process as
controlled quantum amplification.

The circuit has multiple interpretations and forms which both provide us with flexibility
in terms of implementations as well as a foundation for proving properties on quantum
amplification processes. We give here four circuits, all of which act equivalently to U. In
Figure 2, the third gate Z⊗ (1− |g〉〈g|) + 1⊗ |g〉〈g|) applies the phase gate Z = |0〉〈0| − |1〉〈1|
on the control qubit conditional on that the search space does not contain the target state |g〉.
In Figures 3 and 5, the first gate rotates the ancilla qubit by an angle of π − 2θ̃ and −2θ̃,
respectively, conditional on the search space contains the target state |g〉.

One of our aims is to compare our new controlled amplification circuit U with the operator
A = W ·G. The operator A has been used extensively in quantum walks and, when applied to
random walks, it corresponds to an absorbing random walk [30, 3, 5]. The main limitation of
the operator A is that it does not necessarily produce the target state, even when one exists.
Significant research has been put into understanding when the operator A does and does
not produce the target state. Our proposed controlled circuit circumvents this barrier in
all generality. We prove that whenever the operator A determines whether a unique target
exists or not, in some number of iterations, then our circuit U both determines and finds the
target in the same asymptotic number of iterations.

Controlled quantum computations have been successfully applied in quantum computing
dating back to at least the notion of phase kick-back [11]. Tulsi used a quantum walk
with controlled operators for the problem of finding a unique target |g〉 on a grid [31]. His
algorithm finds a unique target in cost O(

√
n logn), which is quadratically smaller than the

classical hitting time of Θ(n logn) [1]. The grid graph is a two-dimensional torus of size√
n×
√
n and has been a notoriously hard case for quantum searching because all of its edges

are local. Magniez, Nayak, Richter, and Santha [23] extended this and gave a controlled
operator that finds a unique target |g〉 for any state-transitive graph.
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Our controlled amplifier does not rely on any graph-theoretic properties. We prove the
general statement that whenever A determines whether a unique target state exists or not,
our controlled amplifier finds the target state in asymptotically the same cost.

3 Quantum hitting times

The hitting time is a notion used in the analysis of stochastic processes such as random
walks. It is the expected number of steps some stochastic process U uses to reach the target
state g, starting from some appropriately defined initial distribution π. The choice of an
appropriate corresponding definition of quantum hitting time is non-trivial.

Let U be any real unitary, and let |w〉 be any normalized target state with real coordinates
in a canonical orthogonal basis for the space acted upon by U. The possible eigenvalues for U
are +1, −1, and conjugated pairs (eiα, e−iα) for some eigenphase 0 < α < π. Each such pair of
eigenvalues corresponds to a distinct two-dimensional subspace acted upon by U by a rotation
of angle α. We order these non-trivial eigenphases of U as 0 < α1 ≤ α2 ≤ · · · ≤ αm < π,
for some m ≥ 0. Let |U+

j 〉 and |U
−
j 〉 be the conjugated eigenvectors of U corresponding to

the eigenvalues eiαj and e−iαj , for each 1 ≤ j ≤ m. We decompose |w〉 into this ordered
eigenbasis of U, as w0|U0〉 +

∑m
j=1

(
w+
j |U

+
j 〉 + w−j |U

−
j 〉
)

+ w−1|U−1〉. Here we group all
(+1)-eigenvectors of U into |U0〉, and all the (−1)-eigenvectors into |U−1〉. Since U and
|w〉 have real components, we can choose the scalars of the eigenvectors of U such that
w+
j = w−j = wj ∈ R. Given this basis, we define the quantum hitting time as follows.

I Definition 1. The quantum hitting time of U on |w〉 = w0|U0〉+
m∑
j=1

wj
(
|U+
j 〉+ |U−j 〉

)
+

w−1|U−1〉 is

QHTα(U, |w〉) =

√√√√2
m∑
j=1
|wj |2

1
α2
j

. (1)

Since our proofs use the specifics of this definition, we mention that our definition
differs from the more commonly used quantity QHT1(U, |w〉) = 2

∑m
j=1 |wj |2

1
αj

+ |w−1|. Our
notion of quantum hitting time QHTα is quadratically smaller than the classical hitting
time for reversible random walks, by Szegedy’s correspondence [30]. Thus, if a quantum
algorithm has cost in the order of QHTα, then it has cost quadratically smaller than the
classical hitting time. For technical reasons, we need to introduce a second notion of
quantum hitting time, which we refer to as the cotangent quantum hitting time and define as
QHTcot(U, |w〉) =

√
2
∑m
j=1 |wj |2 cot2(αj2 ). Our two notions of quantum hitting times QHTα

and QHTcot are asymptotically of the same order, as shown in Lemma 9 in the appendix.
We use QHT as a shorthand for QHTα.

4 Finding in the quantum hitting time

Our goal is to prove that the circuit U finds a target state in the quantum hitting time,
stated as Corollary 6 below. We first identify the principal eigenvector of the circuit U.

I Lemma 2. The unnormalized state |v0〉 = sin(θ̃) |0, init〉− sin(θ)
cos(θ) |1̃, g〉 is a (+1)-eigenvector

of circuit U.

Proof. The proof follows be considering the action of the circuit U given in Figure 1.
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18:6 Controlled Quantum Amplification

The first operator in the circuit reflects the state |0̃, g〉. The first term in the state |v0〉
is orthogonal to this reflection state since |init〉 is orthogonal to |g〉 by definition. The
second term in |v0〉 is also orthogonal to the reflection state since |0̃〉 and |1̃〉 constitute an
orthonormal basis. The reflection operator thus acts trivially on |v0〉.

The second operator in the circuit applies the operator W on the search register conditional
on that the control qubit is in state |0〉. Rewrite |v0〉 on the form

sin(θ̃)
cos(θ) |0, init〉 −

sin(θ)
cos(θ)cos(θ̃) |1, g〉.

Then each of the two terms is again invariant, and we conclude that the second operator
similarly acts trivially on |v0〉. J

We want this principal eigenvector to be an equally weighted superposition of our initial
state |0, init〉 and our target state |1̃, g〉. We therefore choose and fix the angle θ̃ such that
0 < θ̃ < π/2 and sin(θ̃) = sin(θ)

cos(θ) , and write the principal eigenvector on the normalized form
|U0〉 = 1√

2

(
|0, init〉 − |1̃, g〉

)
.

When considering quantum search problems, it is commonly assumed that the walk
operator W has a unique (+1)-eigenvector (up to scalars), which we adapt here for convenience.
The purpose of a quantum search problem is to produce a state that has large overlap with the
target state |g〉. Our proposed algorithm for doing so, is to apply our circuit U successively a
number of T times on the initial state |0, init〉, producing the final state UT |0, init〉. We show
that it suffices to pick the number of iterations T to be in the order of the quantum hitting
time QHT(U, |1̃, g〉) of U. We divide the proof up into two cases. When W is a reflection, our
circuit emulates amplitude amplification. For general operators W, we use that the principal
(+1)-eigenvector of U has large overlap with both the initial state and the target state |1̃, g〉.

Consider first that W = 2|init〉〈init|−1 is a reflection about the initial state. In amplitude
amplification [8], we apply the operator A = W ·G a number of T times, thus constructing the
state |final〉 = (W ·G)T |init〉. By picking T = d π4θ e ∈ Θ( 1√

ε
), a measurement of the final state

|final〉 yields the target state |g〉 with probability at least 1− ε, where ε = sin2(θ) = 〈g|init〉2
is the initial success probability. Amplitude amplification thus amplifies quadratically faster
than classical repetition.

Now consider circuit U given in Figure 1 when W = 2|init〉〈init| − 1 is a reflection about
the initial state. Then U is the product of two reflections and effectively implements a
rotation in the two-dimensional subspace spanned by |0̃, g〉 and |0, g〉, where |g〉 = 1

cos(θ) (|g〉−
sin(θ)|init〉) is defined analogously to |init〉. The rotational angle is 2ϕ, where ϕ is given
by the inner product cos(ϕ) = 〈0, g|0̃, g〉 = cos(θ̃) cos(θ) =

√
cos(2θ). This gives us that

2ϕ ≈ 2
√

2θ. The initial state is |0, init〉 = 1√
2 (|U0〉+ |Urot〉), where |Urot〉 belongs to the two-

dimensional rotational subspace. We pick T = d π
2
√

2θ e, and produce the final state UT |0, init〉,
a measurement of which yields the target |1̃, g〉 = 1√

2 (|U0〉 − |Urot〉) with probability at least
1−O(ε).

4.1 Finding in the quantum hitting time for general A
When W is a reflection about the initial state |init〉, the previous subsection implies that
it suffices to choose T to be in the order of 1

θ , just as in amplitude amplification. For
arbitrary operators W, it suffices to choose T to be in the order of the quantum hitting
time QHT(U, |0, init〉) of U on the initial state |0, init〉.
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I Theorem 3. There is an algorithm that applies U an expected number of order QHT(U, |0, init〉)
times to the initial state |0, init〉, and produces a final state with constant overlap with |1̃, g〉.

The proof is as follows. By Lemma 2, the initial state |0, init〉 can be written as an equal
superposition of the principal eigenvector |U0〉 of U and the state |Urot〉 = 1√

2

(
|0, init〉+ |1̃, g〉

)
.

The state |U0〉 has constant overlap with the target state |1̃, g〉. The state |U0〉 is an eigenvector
of U with eigenphase 0, whereas the state |Urot〉 is a superposition of states with non-zero
eigenphases. Following a standard argument via phase estimation [19, 11, 8, 24, 23], we
can determine which is the case by successive (controlled) U applications. The primary
observations are that the success probability in phase estimation can be expressed naturally
in terms of our quantum hitting time QHTα, and the controls on U can be dropped.

The theorem remains true if we replace the quantum hitting time with the effective
quantum hitting time, at the expense of a drop in the overlap by at most a small constant.
Here the effective quantum hitting time is the smallest number of applications of (controlled) U
required to produce a final state with constant overlap with |1̃, g〉. By Markov’s inequality,
the effective quantum hitting time is at most in the order of the quantum hitting time.

Theorem 3 provides us with an expression of the cost of U in terms of the quantum hitting
time of U itself. We next relate the quantum hitting time of U to the quantum hitting times
of quantum search operators A and W. Let ε = sin2(θ) be the initial success probability,
where angle 0 < θ < π/2 is so that sin(θ) = |〈g|init〉|, and set angle 0 < θ̃ < π/2 so that
sin(θ̃) = sin(θ)

cos(θ) .

I Theorem 4.

QHT(U, |0, init〉) = QHT(U, |1̃, g〉) = Θ
(

1√
ε
QHT(W, |g〉)

)
= Θ

(
QHT(A, |init〉)

)
.

Consider Theorem 4. The first equality follows since the principal (+1)-eigenvector
|U0〉 = 1√

2 (|0, init〉 − |1̃, g〉) of the controlled amplifier U is an equal superposition of the
starting state and the target state. To prove the remaining two equalities, we relate the
computational quantity QHT to a structural quantity, an inner product.

I Lemma 5. Let V be any real unitary, and let |w〉 be a real state that does not overlap the
(+1)-eigenspace V+ of V. Then the operator S = V·(1−2|w〉〈w|) has a unique (+1)-eigenvector
|+S〉 orthogonal to V+, and it satisfies that QHT(V, |w〉) = Θ

( 1
|〈w|+S〉|

)
.

Proof. We first decompose |w〉 into the eigenbasis of V as |w〉 =
∑
j wj(|V

+
j 〉 + |V −j 〉) +

w−1|V−1〉, where wj ∈ R for all j. The states |V +
j 〉 and |V

−
j 〉 are the two conjugated

eigenstates for the jth rotational subspace of V with eigenphases ±ϕj . The state |V−1〉 is the
normalized projection of |w〉 onto the (−1)-eigenspace of V (when it exists). Then S has a
(+1)-eigenvector on the form |+ w〉 = |w〉+ i|w⊥〉 = |w〉+ i

∑
j wj cot

(ϕj
2
)(
|V −j 〉 − |V

+
j 〉
)
,

and it is the unique (+1)-eigenvector orthogonal to the trivial (+1)-eigenspace V+. The
norm ‖+ w‖ of |+w〉 is√

1 + ‖w⊥‖2 =
√

1 + 2
∑
j

w2
j cot2 (ϕj

2
)

= Θ(QHTcot(V, |w〉)) = Θ(QHT(V, |w〉)),

where the last equality follows by Lemma 9 given in the appendix. The normalized eigenvector
is then |+S〉 = 1

Θ(QHT(V,|w〉)) (|w〉+ i|w⊥〉). J

Note that in Theorem 4, the last two vectors are orthogonal to the (+1)-eigenspaces of
the respective operators, and hence Lemma 5 applies. Since the corresponding inner products
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0̃ 0̃ 0

G1 G2 W

Figure 6 The circuit U rewritten to permit an analysis of its action when there are multiple
targets.

are of the same order and also of the same order as the quantity QHT(U, |1̃, g〉), we deduce
the four quantum hitting times are of the same order, implying Theorem 4.

Theorem 4 implies that the quantum hitting time of U on |0, init〉 is asymptotically the
same as the quantum hitting time of A on |init〉.

I Corollary 6. There is an algorithm that applies circuit U an expected number in the order
of QHT(A, |init〉) times to the initial state |0, init〉 and produces a final state with constant
overlap with |1̃, g〉.

When A is a quantum walk derived from a reversible random walk P using Szegedy’s
construction [30], then A can detect the presence of a unique target in cost in the order
of QHT(A, |init〉) ∈ O(

√
HT(P, {m})), which is quadratically less than the hitting time

of P [23, 28]. The corollary thus implies that U finds a unique target quadratically faster
than classically.

5 Finding with multiple targets

We have analyzed our circuit U given in Figure 1 for a single target state |g〉. Consider
now we have t targets. Let |g1〉, . . . , |gt〉 be a set of t orthogonal states spanning this target
subspace G, and let ΠG be the projection onto G. In our circuit U in Figure 1, consider
we now have G = 1− 2ΠG. Let |gπ〉 be the normalized projection of |init〉 onto the target
subspace. Then επ = sin2(θ) = |〈gπ|init〉|2 is the total probability that a measurement of the
initial state would successfully produce any of the target states.

To analyze the circuit U when there are multiple targets, we again rewrite the circuit. Set
G1 = 1− 2|gπ〉〈gπ| and let G2 = 1− 2(ΠG − |gπ〉〈gπ|). We can then write our circuit U on the
form given in Figure 6. The rewritten circuit differs in form from our original circuit by the
second gate |0̃〉〈0̃| ⊗ G2 + |1̃〉〈1̃| ⊗ 1. In general, this second gate changes the quantum hitting
time of the circuit. For some classes of operators W, though, the second gate has no impact.
In particular, for quantum walks on reversible graphs when the operator W is comprised of a
reflection and a swap operator [30], we can compute an explicit expression of the complexity.

I Theorem 7. Let W be a reversible quantum walk with multiple marked elements. There is
an algorithm that applies U an expected number in the order of 1√

επ
· QHT(W, |gπ〉) times on

the initial state |0, init〉 and produces a final state with constant overlap with |1̃, gπ〉.

Note that in this theorem, |gπ〉 is the normalized projection of |init〉 onto the marked
subspace and επ is the total probability a measurement of |init〉 yields a marked element.
The state |gπ〉 is the normalized projection of |gπ〉 onto the subspace orthogonal to |init〉.
The theorem follows by observing that the quantum hitting times on the input |0, init〉 with
or without the second gate are the same.
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6 Faster algorithms for a unique marked element

Consider there is a unique marked element g. By Theorem 4, we can write QHT2(A, |init〉)
as a product of the two factors 1

ε and QHT2(W, |g〉). This decomposition permits us to
device a new quantum algorithm for finding a unique marked element with constant success
probability of cost in the order of

S +
√
HU + 1√

ε
C. (2)

Here H ∈ Õ(QHT2(A, |init〉)) is in the order of the square of the quantum hitting time, up to
logarithmic factors. When A is the quantum walk derived from a reversible random walk P
using Szegedy’s construction, then QHT2(A, |init〉) ∈ O(HT(P, {g})) is in the order of the
hitting time of P with unique marked element g.

Since the hitting time HT(P, {g}) is upper bounded by 1
εδ , the cost of our algorithm

is, up to logarithmic factors, upper bounded by the cost of the existing algorithms in [25,
23, 21]. Our algorithm is derived by using Theorem 4 and is based on recursive amplitude
amplification [17, 16, 25]. In terms of the checking cost C, our algorithm has the same cost
as amplitude amplification would have, which offers a quadratic speed-up over any classical
algorithm.

We also obtain a new classical algorithm that has cost of order

S +HU + 1
ε

C. (3)

Here H ∈ O(HT(P, {g})) is the hitting time of the reversible walk P with unique marked
element g, without logarithmic factors. This combines the best of two natural choices of
random walks having cost in the order of S+H(U+C) and S+ 1

ε ( 1
δU+C) (see e.g. Santha [29]

for a discussion on classical search algorithms). The main structure in our classical algorithm
is as follows.

1. Sample an initial vertex x according to the stationary distribution π.
2. Repeat the following of order H/E times

a. Let x denote the current state.
b. Check if x is marked. If so, halt and output x.
c. Else apply the random walk P a number of E times, starting from x.

3. If the current state x is marked, output x. Otherwise output “no marked element found.”

The proof is by showing that QHT2(W(PE), {g}) is upper bounded by a constant when E
is of order QHT2(W(P), {g}). This statement is effectively an example of a classical theorem
derived via quantum arguments. We have not been able to find this classical algorithm
discussed in the literature before, and it is to the best of our knowledge new. We neither know
of a way to prove that this classical algorithm finds a marked element in cost in the order of
the expression in Eq. 3 without explicitly or implicitly applying arguments resembling the
arguments introduced in this paper. It is, as far as we know, the first known random walk
derived through the notion of quantum walks. We refer the reader to the excellent survey by
Drucker and de Wolf [12] for further examples on quantum proofs for classical theorems.

7 Simulation of quantum interpolated walks

Our controlled amplifier can be applied to arbitrary real operators W, and we prove a general
bound on the cost of the amplifier given in terms of the quantum hitting time QHTα. We
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now consider operators W derived from reversible random walks. This is the broadest class
of random walks for which quantum algorithms of costs in the order of the quantum hitting
time have been derived. The general problem is given by a state space X on which we defined
a reversible random walk P. A subsetM of the states of X are marked (the elements ofM
correspond to the solutions to some computational problem). Our goal is to find an element
ofM.

Szegedy gives a general method for constructing a quantum walk W(P) from a reversible
random walk P [30, 23]. Krovi et al. give in [21] a notion of interpolation between a reversible
random walk P and its corresponding absorbing walk P′, which is obtained from P by
replacing all the transitions from marked vertices with self-loops. The interpolation P(s) is
between two classical walks, where we transition according to P′ with some fixed probability s,
and transition according to P with complementary probability 1 − s. The resulting walk
P(s) then yields a quantum walk W(P(s)) by Szegedy’s construction. We use W and W(s)
as shorthands for W(P) and W(P(s)), respectively. Let HT(P(s),M) denote the classical
hitting time of P(s). The quantum interpolated walk introduced in [21] finds a marked
element. It takes a number of steps that is in the order of HT+(P,M), where HT+(P,M)
is defined as HT+(P,M) = lims→1 HT(P(s),M). This limit is well-defined and referred to
as the extended hitting time [21]. We use HT and HT+ as shorthands for HT(P,M) and
HT+(P,M) when both P andM are fixed.

We show that controlled quantum amplifiers can simulate quantum interpolated walks.
We do so by giving a constructive embedding Es of W(s) into our framework. For a given
parameter s, we choose the angle θ̃ so that it satisfies that 0 ≤ θ̃ ≤ π/2 and that

sin θ̃ =
√

1− s, (4)

obtaining the circuit U = U(θ̃) (see Figure 1).
Let HM be the subspace of HW with marked items in the first register. Denote by

ε = sin2(θ) the initial success probability, namely the probability that we obtain a marked
state in the first register by measuring |init〉 according to {Π(HM), 1−Π(HM)}. The optimal
value for θ̃, which is θ̃ = arcsin

(
sin(θ)
cos(θ)

)
, corresponds to the optimal value of s, which is given

by s = 1− ε
1−ε .

Denote by HW(s) the space on which the quantum walk W(s) acts non-trivially (which is
the same as the space on which W acts non-trivially), and let HU denote the space on which
U(θ̃) acts. We define an embedding Es from HW(s) to a subspace of HU. We define Es on a
spanning set of HW(s) and then extend it by linearity,

Es


|u, p(s)u〉 7→ |0〉|u, pu〉
|p(s)u, u〉 7→ |0〉|pu, u〉
|m, p(s)m〉 7→ −|1̃〉|m, pm〉
|p(s)m,m〉 7→ sin θ̃|0〉|pm,m〉 − cos θ̃|1〉|m, pm〉.

(5)

The state |px〉 is a superposition of the neighbors of x and is defined by 〈y|px〉 being the
square-root of the probability of transition from state x to state y in the random walk P.
The states |p(s)x〉 are defined similarly the random walk P(s).

By direct inspection, the embedding preserves inner products and is thus well-defined.
Consider the following two maps from HW(s) to HU given by EsW(s) and U(θ̃)Es. The first
map first applies the quantum interpolated walk and then the embedding. The second map
first applies the embedding and then our controlled quantum walk U(θ̃). These two operators
act identically on each of the states given on the left hand sides in Eq. 5, and we thus
conclude that EsW(s) = U(θ̃)Es, implying Theorem 8.
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I Theorem 8. Fix any 0 ≤ s < 1. There is an inner-product preserving map Es from HW
to a subspace of HU such that EsW(s) = U(θ̃)Es.

Theorem 8 readily implies that controlled quantum walks can simulate quantum interpo-
lated walks. Instead of running a quantum interpolated walk on its initial state |init〉, we run a
controlled quantum walk on the initial state |0〉|init〉 = Es|init〉. Instead of measuring whether
we have produced the state |m, p(s)m〉 in a quantum interpolated walk, we run a controlled
quantum walk and measure whether we have produced the state |1̃〉|m, pm〉 = −Es|m, p(s)m〉.

By combining Theorems 7 and 8, we obtain that the extended hitting time HT+(P,M)
of a reversible walk P on a marked subsetM is in the order of 1

επ
QHT2(W(P), |gπ〉). Further,

we also re-derive the following result already shown by Ambainis and Kokainis [6]. Since
QHT(W, |gπ〉) ≤ 1√

δ
, we get that the extended hitting time is never more than a factor of

1/δ larger than the hitting time, and that the extended hitting time HT+(P,M) is in the
order of 1

επδ
for all marked subsetsM. Here δ is the spectral gap of the random walk P.

8 Concluding remarks

An quantum search algorithm takes two ingredients: an operator W and a reflection operator G.
The standard method in quantum search algorithms is to apply the composed operator
A = W · G. This method permits one to distinguish between the case when there is a marked
state and the case when there are none. It does not in general produce a marked state, even
when one exists.

We have here proposed a general method for amplifying the success probability of quantum
search algorithms. The method applies readily to arbitrary (real) operators W, including
operators derived from random walks. Our circuit U can be based equally well on either
of the two operators W or A, depending on the application in mind. We prove that the
controlled amplifier U finds a unique marked element in the same asymptotic cost as the
standard circuit A determines whether one exists or not. We then prove and use properties
of the controlled amplifier U to simulate amplitude amplification and interpolated walks, and
to derive a new quantum and classical algorithm. Up to logarithmic factors, the costs are in
the order of S +

√
HU + 1/

√
εC and S +HU + 1/εC, respectively. Both algorithms improve

upon the best known quantum and classical algorithms.
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A A lemma

The following lemma, referenced in Section 3, shows that the two quantum hitting times,
QHTcot and QHTα are of the same asymptotic order.

I Lemma 9. For any real unitary U and any real state |w〉,

QHTcot(U, |w〉) ≤ 2 QHTα(U, |w〉) ≤
√

2 + QHTcot(U, |w〉).

Proof. Since sin x < x < tan x for any x ∈ (0, π/2),

cot2 x <
1
x2 < 1 + cot2 x. (6)

By the first inequality in Eq. 6,

QHTcot(U, |w〉) =

√√√√2
m∑
j=1
|wj |2 cot2

(αj
2

)
≤

√√√√2
m∑
j=1
|wj |2

(
4
α2
j

)
= 2 QHTα(U, |w〉),

proving the first inequality. Since the eigenphases αj of U belong to (0, π), the half angles
αj/2 belong to the interval (0, π/2). By the second inequality in Eq. 6, then

QHTα(U, |w〉) = 1√
2

√√√√ m∑
j=1
|wj |2

(
4
α2
j

)
≤ 1√

2

√√√√ m∑
j=1
|wj |2

(
1 + cot2

(αj
2

))

= 1√
2

√
1 + 1

2QHT2
cot(U, |w〉).

We obtain the second inequality in the lemma by applying the inequality
√
a+ b ≤

√
a+
√
b,

for positive reals a and b. J
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Abstract
In 1975, a breakthrough result of L. Valiant showed that parsing context free grammars can
be reduced to Boolean matrix multiplication, resulting in a running time of O(nω) for parsing
where ω ≤ 2.373 is the exponent of fast matrix multiplication, and n is the string length. Re-
cently, Abboud, Backurs and V. Williams (FOCS 2015) demonstrated that this is likely optimal;
moreover, a combinatorial o(n3) algorithm is unlikely to exist for the general parsing problem1.
The language edit distance problem is a significant generalization of the parsing problem, which
computes the minimum edit distance of a given string (using insertions, deletions, and substitu-
tions) to any valid string in the language, and has received significant attention both in theory
and practice since the seminal work of Aho and Peterson in 1972. Clearly, the lower bound for
parsing rules out any algorithm running in o(nω) time that can return a nontrivial multiplicative
approximation of the language edit distance problem. Furthermore, combinatorial algorithms
with cubic running time or algorithms that use fast matrix multiplication are often not desirable
in practice.

To break this nω hardness barrier, in this paper we study additive approximation algorithms
for language edit distance. We provide two explicit combinatorial algorithms to obtain a string
with minimum edit distance with performance dependencies on either the number of non-linear
productions, k∗, or the number of nested non-linear production, k, used in the optimal derivation.
Explicitly, we give an additive O(k∗γ) approximation in time O(|G|(n2 + n3

γ3 )) and an additive
O(kγ) approximation in time O(|G|(n2 + n3

γ2 )), where |G| is the grammar size and n is the string
length. In particular, we obtain tight approximations for an important subclass of context free
grammars known as ultralinear grammars, for which k and k∗ are naturally bounded. Interest-
ingly, we show that the same conditional lower bound for parsing context free grammars holds for
the class of ultralinear grammars as well, clearly marking the boundary where parsing becomes
hard!
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1 Introduction

Introduced by Chomsky in 1956 [11], context-free grammars (CFG) play a fundamental
role in the development of formal language theory [2, 22], compiler optimization [16, 42],
natural language processing [27, 31], with diverse applications in areas such as computational
biology [39], machine learning [33, 20, 41] and databases [23, 14, 34]. Parsing CFG is a
basic computer science question, that given a CFG G over an alphabet Σ, and a string
x ∈ Σ∗, |x| = n, determines if x belongs to the language L(G) generated by G. The canonical
parsing algorithms such as Cocke-Younger-Kasimi (CYK) [2], Earley parser, [12] etc. are
based on a natural dynamic programming, and run in O(n3) time2. In 1975, in a theoretical
breakthrough, Valiant gave a reduction from parsing to Boolean matrix multiplication,
showing that the parsing problem can be solved in O(nω) time [38]. Despite decades of
efforts, these running times have remain completely unchanged.

Nearly three decades after Valiant’s result, Lee came up with an ingenious reduction from
Boolean matrix multiplication to CFG parsing, showing for the first time why known parsing
algorithms may be optimal [25]. A remarkable recent result of Abboud, Backurs and V.
Williams made her claims concrete [1]. Based on a conjecture of the hardness of computing
large cliques in graphs, they ruled out any improvement beyond Valiant’s algorithm; moreover
they showed that there can be no combinatorial algorithm for CFG parsing that runs in truly
subcubic O(n3−ε) time for ε > 0 [1]. However combinatorial algorithms with cubic running
time or algorithms that use fast matrix multiplication are often impractical. Therefore, a
long-line of research in the parsing community has been to discover subclasses of context
free grammars that are sufficiently expressive yet admit efficient parsing time [26, 24, 17].
Unfortunately, there still exist important subclasses of the CFG’s for which neither better
parsing algorithms are known, nor have conditional lower bounds been proven to rule out
the possibility of such algorithms.

Language Edit Distance

A generalization of CFG parsing, introduced by Aho and Peterson in 1972 [3], is language
edit distance (LED) which can be defined as follows.

I Definition 1 (Language Edit Distance (LED)). Given a formal language L(G) generated by
a grammar G over alphabet Σ, and a string x ∈ Σ∗, compute the minimum number of edits
(insertion, deletion and substitution) needed on x to convert it to a valid string in L(G).

LED is among the most fundamental and best studied problems related to strings and
grammars [3, 30, 34, 35, 8, 1, 32, 6, 21], and generalizes two basic problems in computer
science: parsing and string edit distance computation. Aho and Peterson presented a
dynamic programming algorithm for LED that runs in O(|G|2n3) time [3], which was
improved to O(|G|n3) by Myers in 1985 [30]. Only recently these bounds have been improved
by Bringmann, Grandoni, Saha, and V. Williams to give the first truly subcubic O(n2.8244)
algorithm for LED [8]. When considering approximate answers, a multiplicative (1 + ε)-
approximation for LED has been presented by Saha in [35], that runs in O( nω

poly(ε) ) time.
These subcubic algorithms for LED crucially use fast matrix multiplication, and hence

are not practical. Due to the hardness of parsing [25, 1], LED cannot be approximated

2 Dependency on the grammar size if not specified is either |G| as in most combinatorial algorithms, or
|G|2 as in most algebraic algorithms. In this paper the algorithms will depend on |P |, the number of
productions in the grammar. In general we assume |P | ∈ Θ(|G|).
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with any multiplicative factor in time o(nω). Moreover, there cannot be any combinatorial
multiplicative approximation algorithm that runs in O(n3−ε) time for any ε > 0 [1]. LED
provides a very generic framework for modeling problems with vast applications [23, 20, 41,
28, 33, 31, 15]. A fast exact or approximate algorithm for it is likely to have tangible impact,
yet there seems to be a bottleneck in improving the running time beyond O(nω), or even in
designing a truly subcubic combinatorial approximation algorithm. Can we break this nω
barrier?

One possible approach is to allow for an additive approximation. Since the hardness of
multiplicative approximation arise from the lower bound of parsing, it is possible to break
the nω barrier by designing a purely combinatorial algorithm for LED with an additive
approximation. Such a result will have immense theoretical and practical significance. Due to
the close connection of LED with matrix products, all-pairs shortest paths and other graph
algorithms [35, 8], this may imply new algorithms for many other fundamental problems. In
this paper, we make a significant progress in this direction by providing the first nontrivial
additive approximation for LED that runs in quadratic time. Let G = (Q,Σ, P, S) denote
a context free grammar, where Q is the set of nonterminals, Σ is the alphabet or set of
terminals, P is the set of productions, and S is the starting non-terminal.

I Definition 2. Given G = (Q,Σ, P, S), a production A→ α is said to be linear if there is
at most one non-terminal in α where A ∈ Q and α ∈ (Q ∪ Σ)∗. Otherwise, if α contains two
or more non-terminals, then A→ α is said to be non-linear.

The performance of our algorithms depends on either the total number of non-linear pro-
ductions or the maximum number of nested non-linear productions (depth of the parse tree
after condensing every consecutive sequence of linear productions, see the full version for
more details) in the derivation of string with optimal edit distance, where the latter is
often substantially smaller. Explicitly, we give an additive O(k∗γ) approximation in time
O(|G|(n2 + n3

γ3 )) and an additive O(kγ) approximation in time O(|G|(n2 + n3

γ2 )), where k∗ is
the number of non-linear productions in the derivation of the optimal string, and k is the
maximum number of nested non-linear productions in the derivation of the optimal string
(each minimized over all possible derivations). Our algorithms will be particularly useful for
an important subclass of CFGs, known as the ultralinear grammars, for which these values
are tightly bounded for all derivations [43, 10, 26, 7, 29].

I Definition 3 (ultralinear). A grammar G = (Q,Σ, P, S) is said to be k-ultralinear if there
is a partition Q = Q1 ∪ Q1 ∪ · · · ∪ Qk such that for every X ∈ Qi, the productions of X
consist of linear productions X → αA|Aα|α for A ∈ Qj with j ≤ i and α ∈ Σ, or non-linear
productions of the form X → w, where w ∈ (Q1 ∪Q2 ∪ · · · ∪Qi−1)∗.

The parameter k places a built-in upper bound on the number of nested non-linear productions
allowed in any derivation. Thus for simplicity we will use k both to refer to the parameter of
an ultralinear grammar, as well as the maximum number of nested non-linear productions.
Furthermore, if d is the maximum number of non-terminals on the RHS of a production,
then dk is a built-in upper bound on the total number of non-linear productions in any
derivation. In all our algorithms, without loss of generality, we use a standard normal form
where d = 2 for all non-linear productions. As we will see later, given any CFG G and
any k ≥ 1, we can create a new grammar G′ by making k copies Q1, . . . , Qk of the set of
non-terminals Q of G, and forcing every nonlinear production in Qi to go to non-terminals
in Qi−1. Thus G′ has non-terminal set Q1 ∪Q2 ∪ · · · ∪Qk, and size O(k|G|). In this way
we can restrict any CFG to a k-ultralinear grammar which can produce any string in L(G)
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Figure 1 CFG Hierarchy: Upper bounds shown first followed by lower bounds for each class of
grammars. Here |P | is the number of productions in the grammar [38] [1] [40].

requiring no more than k nested non-linear productions. It is precisely this procedure of
creating a k-ultralinear grammar from a CFG G that we use in our proof of hardness for
parsing ultralinear languages (see the full version).

For example, if G is the well-known Dyck Languages [34, 6], the language of well-balanced
parenthesis, L(G′) contains the set of all parentheses strings with at most k levels of nesting.
Note that a string consisting of n open parenthesis followed by n matching closed parenthesis
has zero levels of nesting, whereas the string "((())())" has one level. As an another example,
consider RNA-folding [8, 39, 44] which is a basic problem in computational biology and can
be modeled by grammars. The restricted language L(G′) for RNA-folding denotes the set of
all RNA strings with at most k nested folds. In typical applications, we do not expect the
number of nested non-linear productions used in the derivation of a valid string to be too
large [14, 23, 4].

Among our other results, we consider exact algorithms for several other notable sub-
classes of the CFG’s. In particular, we develop exact quadratic time language edit distance
algorithms for the linear, metalinear, and superlinear languages. Moreover, we show matching
lower bound assuming the Strong Exponential Time Hypothesis [18, 19]. The figure to the
right displays the hierarchical relationship between these grammars, where all upwards
lines denote strict containment. Interestingly, till date there exists no parsing algorithm for
the ultralinear grammars that runs in time o(nω), while a O(n2) algorithm exists for the
metalinear grammars. In addition, there is no combinatorial algorithm that runs in o(n3)
time. In this paper, we derive conditional lower bound exhibiting why a faster algorithm
has so far been elusive for the ultralinear grammars, clearly demarking the boundary where
parsing becomes hard!

1.1 Results & Techniques
Lower Bounds. Our first hardness result is a lower bound for the problem of linear language
edit distance. We show that a truly subquadratic time algorithm for linear language edit
distance would refute the Strong Exponential Time Hypothesis (SETH). This further builds
on a growing family of “SETH-hard” problems – those for which lower bounds can be proven
conditioned on SETH. We prove this result by reducing binary string edit distance, which
has been shown to be SETH-hard [9, 5], to linear language edit distance.

I Theorem (Linear Grammar Hardness of Parsing). There exists no algorithm to compute the
minimum edit distance between a string x, |x| = n, and a linear language L(G) in o(n2−ε)
time for any constant ε > 0, unless SETH is false.
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Our second, and primary hardness contribution is a conditional lower bound on the
recognition problem for ulralinear languages. Our result builds closely off of the work
of Abboud, Backurs and V. Williams [1], who demonstrate that finding an o(n3)-time
combinatorial algorithm or any o(nω)-algorithm for context free language recognition would
result in faster algorithms for the k-clique problem and falsify a well-known conjecture in
graph algorithms. We modify the grammar in their construction to be ultralinear, and then
demonstrate that the same hardness result holds for our grammar. See the full version for
details.

I Theorem (Ultralinear Grammar Hardness of Parsing). There is a ultralinear grammar GU
such that if we can solve the membership problem for a string of length n in time O(|GU |αnc)
for any fixed constant α > 0, then we can solve the 3k-clique problem on a graph with n
nodes in time O(nc(k+3)+3α).

Upper Bounds. We provide the first quadratic time algorithms for linear (Theorem 7),
superlinear (in full version), and metalinear language edit distance (in full version), running
in O(|P |n2), O(|P |n2) and O(|P |2n2) time respectively. This exhibits a large family of
grammars for which edit distance computation can be done faster than for general context
free grammars, as well as for other well known grammars such as the Dyck grammar [1]. Along
with our lower bound for the ultralinear language parsing, this demonstrates a clear division
between those grammars for which edit distance can be efficiently calculated, and those for
which the problem is likely to be fundamentally hard. Our algorithms build progressively
off the construction of a linear language edit distance graph, reducing the problem of edit
distance computation to computing shortest path on a graph with O(|P |n2) edges (Section 2).

Our main contribution is an additive approximation for language edit distance. We first
present a cubic time exact algorithm, and then show a general procedure for modifying
this algorithm, equivalent to forgetting states of the underlying dynamic programming
table, into a family of amnesic dynamic programming algorithms. This produces additive
approximations of the edit distance, and also provides a tool for proving general bounds on
any such algorithm. In particular, we provide two explicit procedures for forgetting dynamic
programming states: uniform and non-uniform grid approximations achieving the following
approximation-running time trade-off. See Section 4, and the full version for missing proofs.

I Theorem 4. If A is a γ-uniform grid approximation, then the edit distance computed by
A satisfies |OPT | ≤ |A| ≤ |OPT |+O(k∗γ) and it runs in O(|P |(n2 + (nγ )3)) time.

I Theorem 5. Let A be any γ-non-uniform grid approximation, then the edit distance
computed by A satisfies |OPT | ≤ |A| ≤ |OPT |+O(kγ)and it runs in O

(
|P |
(
n2 + n3

γ2

))
time.

We believe that our amnesic technique can be applied to wide range of potential dynamic
programming approximate algorithms, and lends itself particularly well to randomization.

2 Linear Grammar Edit Distance in Quadratic Time

We first introduce a graph-based exact algorithm for linear grammar, that is a grammar
G = (Q,Σ, P, S) where every production has one of the following forms: A→ αB, A→ Bα,
A→ αBβ, or A→ α where A,B ∈ Q, and α, β ∈ Σ. Given G and a string x = x1x2 . . . xn ∈
Σ∗, we give an O(|P |n2) algorithm to compute edit distance between x and G in this section.
The algorithm serves as a building block for the rest of the paper.

Note that if we only have productions of the form A→ αB (or A→ Bα but not both)
then the corresponding language is regular, and all regular languages can be generated in
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Figure 2 Clouds corresponding to Linear Grammar Edit Distance Graph Construction. Each
cloud contains a vertex for every nonterminal.

this manner. However, there are linear languages that are not regular. For instance, the
language {0n1n | n ∈ N} can be produced by the linear grammar S → 0S1 | ε, but cannot be
produced by any regular grammar [37]. Therefore, regular languages are a strict subclass
of linear languages. Being a natural extension of the regular languages, the properties and
applications of linear languages are of much interest[13, 36].

Algorithm. Given inputs G and x, we construct a weighted digraph T = T (G, x) with a
designated vertex S1,n as the source and t as the sink such that the weight of the shortest
path between them will be the minimum language edit distance of x to G.

Construction. The vertices of T consist of
(
n
2
)
clouds, each corresponding to a unique

substring of x. We use the notation (i, j) to represent the cloud, 1 ≤ i ≤ j ≤ n, corresponding
to the substring xixi+1....xj . Each cloud will contain a vertex for every nonterminal in Q.
Label the nonterminals Q = {S = A1, A2, . . . , Aq} where |Q| = q, then we denote the vertex
corresponding to Ak in cloud (i, j) by Ai,jk . We will add a new sink node t, and use S1,n as the
source node s. Thus the vertex set of T is V (T ) = {Ai,jk | 1 ≤ i ≤ j ≤ n, 1 ≤ k ≤ q} ∪ {t}.
The edges of T will correspond to the productions in G. Each path from a nonterminal
Ai,jk in (i, j) to t corresponds to the production of a legal string w, that is a string that
can be derived starting from Ak and following the productions of P , and a sequence of
editing procedures to edit w to xixi+1 . . . xj . For any cloud (i, j), edges will exist between
two nonterminals in (i, j), and from nonterminals in (i, j) to nonterminals in (i+ 1, j) and
(i, j − 1). Our goal will be to find the shortest path from S1,n, the starting nonterminal S in
cloud (1, n), to the sink t.

Adding the edges. Each edge in T is directed, has a weight in Z+ and a label from
{x1, x2, .., xn, ε} ∪ {ε(α) | α ∈ Σ}, where ε(α) corresponds to the deletion of α. If u, v are
two vertices in T , then we use the notation u `−−−−→

w(u,v)
v to denote the existence of an edge

from u to v with weight w(u, v) and edge label `. For any nonterminal A ∈ Q, define null(A)
to be the length of the shortest string in Σ∗ derivable from A, which can be precomputed
in O(|Q||P | log(|Q|)) time for all A ∈ Q (see full version for details). This is the minimum
cost of deleting a whole string produced by A. Given input x1x2 . . . xn, for all nonterminals
Ak, Ar and every 1 ≤ i ≤ j ≤ n, the construction is as follows:
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Legal Productions: For i 6= j, then if Ak → xiAr is a production, add the edge
Ai,jk

xi−→
0
Ai+1,j
r to T . If Ak → Arxj is a production, add the edge Ai,jk

xj−→
0
Ai,j−1
r to T .

Completing Productions: If Ak → xi is a production, add the edge Ai,ik
xi−→
0
t to T . If

Ak → xiAr or Ak → Arxi is a production, add the edge Ai,ik
xi−−−−−→

null(Ar)
t to T .

Insertion: If Ak → xiAk is not a production, add the edge Ai,jk
xi−→
1

Ai+1,j
k to T . If

Ak → Akxj is not a production, add Ai,jk
xj−→
1
Ai,j−1
k . {these are called insertion edges.}

Deletion: For every production Ak → αAr or Ak → Arα, add the edge Ai,jk
ε(α)−−−→

1
Ai,jr .

{these are called deletion edges.}
Replacement: For every production Ak → αAr, if α 6= xi, then add the edge Ai,jk

xi−→
1

Ai+1,j
r to T . For every production Ak → Arα, if α 6= xj , add Ai,jk

xj−→
1
Ai,j−1
r to T . For

any Ak such that Ak → xi is not a production, but Ak → α is a production with α ∈ Σ,
add the edge Ai,ik

xi−→
1
t to T .{these are called substitution or replacement edges.}

I Theorem 6. For every Ak ∈ Q and every 1 ≤ i ≤ j ≤ n, the cost of the shortest path of
from Ai,jk to the sink t ∈ T is d if and only if d is the minimum edit distance between the
string xi . . . xj and the set of strings which can be derived from Ak.

I Theorem 7. The cost of the shortest path from S1,n to t in the graph T is the minimum
edit distance which can be computed in O(|P |n2) time.

3 Context Free Language Edit Distance

In this section, we develop an exact algorithm which utilizes the graph construction presented
in Section 2 to compute the language edit distance of a string x = x1 . . . xn to any context
free grammar (CFG) G = (Q,Σ, P, S). We use a standard normal form for G, which is
Chomsky normal form except we also allow productions of the form A → Aa|aA, where
A ∈ Q, a ∈ Σ. For us, the important property of this normal form is that every non-linear
production must be of the form A→ BC, with exactly two non-terminals on the right hand
side. Any CFG can be reduced to this normal form (see full version for more details).

Let PL, PNL ⊂ P be the subsets of (legal) linear and non-linear productions respectively.
Then for any nonterminal A ∈ Q, the grammar GL = (Q,Σ, PL, A) is linear, and we denote
the corresponding linear language edit distance graph by T (GL, x) = T , as constructed in
Section 2. Let Li be the set of clouds in T which correspond to substrings of length i (so
Li = {(k, j) ∈ T | j − k + 1 = i}). Then L1, . . . , Ln is a layered partition of T . Let t be the
sink of T . We write T R to denote the graph T where the direction of each edge is reversed.
Let LRi denote the edge reversed subgraph of Li. In other words, LRi is the subgraph of T R
with the same vertex set as Li. Our algorithm will add some additional edges within LRi , and
some additional edges from t to LRi , for all 1 ≤ i ≤ n, resulting in an augmented subgraph
which we denote LRi . We then compute single source shortest path from t to LRi ∪ {t} in
phase i. Our algorithm will maintain the property that, after phase q − p+ 1, if Ap,q is any
nonterminal in cloud (p, q) then the weight of the shortest path from t to Ap,q is precisely
the minimum edit distance between the string xpxp+1 . . . xq and the set of strings that are
legally derivable from A. The algorithm is as follows:
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Algorithm: Context Free-Exact

1. Base Case: strings of length 1. For every non-linear production A → BC, and every
1 ≤ ` ≤ n, add the edges A`,` ←−−−−−

null(B)
C`,` and A`,` ←−−−−−

null(C)
B`,` to LR1 . Note that the

direction of the edges are reversed because we are adding edges to LR1 and not L1. Call
the resulting augmented graph LR1 .

2. Solve single source shortest path from t to every vertex in LR1 ∪{t}. Store the value of the
shortest path from t to every vertex in LR1 , and an encoding of the path itself. For any
1 ≤ p ≤ q ≤ n and Ap,q ∈ Lq−p+1, we write Tp,q(A) to denote the weight of the shortest
path from t to Ap,q. After having computed shortest paths from t to every vertex in the
subgraphs LR1 , . . . , L

R

i−1, we now consider LRi .
3. Induction: strings of length i. For every edge from a vertex Ap,q in Li to a vertex

Bp+1,q or Bp,q−1 in Li−1 with cost γ ∈ {0, 1}, add an edge from t to Ap,q ∈ LRi with
cost Tp+1,q(B) + γ or Tp,q−1(B) + γ, respectively. These are the linear production edges
created in the linear grammar edit distance algorithm.

4. For every non-linear production A → BC and every vertex Ap,q ∈ LRi , add an edge
from t to Ap,q in LRi with cost c where c = minp≤`<q Tp,`(B) + T`+1,q(C). The indices
p ≤ ` < q are called splitting points, as they specify where the string xp, . . . , xq is split by
the production A→ BC. To later recover the derivation, we store the specific ` which
yields the minimum value of the above equation.

5. For every non-linear productionA→ BC, add the edgeAp,q ←−−−−−
null(B)

Cp,q andAp,q ←−−−−−
null(C)

Bp,q to LRi .
6. After adding the edges in steps 3-5, we call the resulting graph L

R

i . Then compute
shortest path from t to every vertex in the subgraph LRi ∪ {t}, and store the values of
the shortest paths, along with an encoding of the paths themselves.

7. Repeat for i = 1, 2, . . . , n. Return the value T1,n(S).

I Theorem 8. For any nonterminal A ∈ Q and 1 ≤ p ≤ q ≤ n, the weight of the shortest
path from Ap,q ∈ Li to t is the minimum edit distance between the substring xp . . . xq and the
set of strings which can be legally produced from A, and the overall time required to compute
the language edit distance is O(|P |n3).

4 Context Free Language Edit Distance Approximation

Now this cubic time algorithm itself is not an improvement on that of Aho and Peterson [3].
However, by strategically modifying the construction of the subgraphs Li by *forgetting* to
compute some of the non-linear edge weights (and taking the minimum over fewer splitting
points for those that we do compute), we can obtain an additive approximation of the
minimum edit distance. We introduce a family of approximation algorithms which do just
this, and prove a strong general bound on their behavior. Our results give bounds for the
performance of our algorithm for any CFG. Additionally, for any k-ultralinear language, our
results also give explicit O(k

√
n) and O(2kn1/3) additive approximations from this family

which run in quadratic time. Note that, as shown in our construction in the proof of hardness
of parsing ultralinear grammars, for any k we can restrict any context free grammar G to a
k-ultralinear grammar G′ such that L(G′) ⊆ L(G) contains all words that can be derived
using fewer than ≤ k nested non-linear productions (see full version for a more formal
definition of k and hardness proofs).
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Figure 3 Non-uniform edges are computed only for a subset of the clouds (colored black). Only
a subset of the splitting points are considered while computing the weights.

I Definition 9. For any Context Free Language edit distance approximation algorithm A,
we say that A is in the family F if it follows the same procedure as in the exact algorithm
with the following modifications:
1. Subset of non-linear productions. A constructs the non-linear production edges in step

4 for the vertices in some subset of the total set of clouds {(p, q) | 1 ≤ p ≤ q ≤ n}.
2. Subset of splitting points. For every cloud (p, q) that A computes non-linear production

edges for, in step 4 of the algorithm when computing the weight c of any edge in this
cloud it takes minimum over only a subset of the possible splitting points p, . . . , q (where
this subset is the same for every non-linear edge weight computed in (p, q)).

By forgetting to construct all non-linear production edges, and by taking a minimum
over fewer values when we do construct non-linear production edges, the time taken by our
algorithm to construct new edges can be substantially reduced. Roughly, the intuition for how
we can still obtain an additive approximation is as follows. If the shortest path to the sink in
the exact algorithm uses a non-linear edge from a vertex Ap,q in cloud (p, q), then naturally
our approximation algorithm would also use such an edge if it existed. However, it is possible
that nonlinear edges were not constructed for cloud (p, q) by the approximation. Still, what
we can do is find the closest cloud (p′, q′), with p ≤ p′ ≤ q′ ≤ q, such that nonlinear edges
were constructed in (p′, q′), and then follow the insertion edges Ap,q → Ap+1,q → · · · → Ap

′,q′ ,
and take the desired non-linear production edge from Ap

′,q′ . The additional incurred cost is
at most |p− p′|+ |q − q′|, or the distance to the nearest cloud with non-linear edges, and
this cost is incurred at most once for every non-linear production in an optimal derivation.

We now give two explicit examples of how steps 1 and 2 can be implemented. We later
prove explicit bounds on the approximations of these examples in Theorems 4 and 5. In both
examples a sensitivity parameter, γ, is first chosen. We use |OPT | to denote the optimum
language edit distance, and |A| to denote the edit distance computed by an approximation
algorithm A.

I Definition 10. An approximation algorithm A ∈ F is a γ-uniform grid approximation if
for i = n, (n− γ), (n− 2γ), . . . , (n− bnγ cγ) (see Figure 3).
1. A constructs non-linear production edges only for an evenly-spaced 1/γ fraction of the

clouds in Li, and no others, where γ is a specified sensitivity parameter.
2. Furthermore, for every non-linear edge constructed, A considers only an evenly-spaced

1/γ fraction of the possible break points.
Here if i or (n− i+ 1) (the number of substrings of length i) is not evenly divisible by γ, we
evenly space the clouds/breakpoints until no more will fit.
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We will later see that the running time of such a γ-uniform grid approximation is
O(|P |(n2 + (nγ )3)), and in particular for any k-ultralinear grammar G it gives an additive
approximation of O(2kγ). Thus by setting γ = n1/3, we get an O(2kn1/3)-approximation in
O(|P |n2) time (Theorem 4).

I Definition 11. For i = 0, 1, . . . , log(n), set Ni = {Lj | n
2i+1 < j ≤ n

2i }. Let N ′i ⊂ Ni

be an evenly-spaced min{ 2i

γ , 1}-fraction of the Lj ’s in Ni (subset of diagonals). Then, an
approximation algorithm A ∈ F is a γ-non-uniform grid approximation if, for every Lj ∈ N ′i ,
A computes non-linear production edges only for a min{ 2i

γ , 1}-evenly-spaced fraction of the
clouds in Lj . Furthermore, for any of these clouds in N ′i for which A does compute non-linear
production edges, A considers only an evenly-spaced min{ 2i

γ , 1} -fraction of all possible break
points (see Figure 3 (right)).

We will see that the running time of a γ-non-uniform grid approximation is O(|P |(n2 + n3

γ2 )),
and in particular for any k-ultralinear grammar, or if k is the maximum number of nested
non-linear productions, it gives an additive approximation of O(kγ). Hence setting γ =

√
n,

we get an additive approximation of O(k
√
n) in quadratic time (Theorem 5).

4.1 Analysis

The rest of this section will be devoted to proving bounds on the performance of approximation
algorithms in F . We use T OPT to denote the graph which results from adding all the edges
specified in the exact algorithm to T . Recall that T is the graph constructed from the linear
productions in G. For A ∈ F , we write T A to denote the graph which results from adding the
edges specified by the approximation algorithm A. Note that since A functions by forgetting
to construct a subset of the non-linear edges created by the exact algorithm, we have that
the edge sets satisfy E(T ) ⊆ E(T A) ⊆ E(T OPT ). We now introduce the primary structure
which will allow us to analyze the execution of our language edit distance algorithms.

Binary Production-Edit Trees

I Definition 12. A production-edit tree (PET) T for grammar G and input string x is a
binary tree which satisfies the following properties:
1. Each node of T stores a path in the linear grammar edit distance graph T = T (GL, x)

(see Section 2 and 3). The path given by the root of T must start at the source vertex
S1,n of T .

2. For any node v ∈ T, let Ap,q, Br,s be the starting and ending vertices of the corresponding
path. If Br,s is not the sink t of T , then v must have two children, vR, vL, such that there
exists a production B → CD and the starting vertices of the paths in vL and vR are Cr,`
and D`+1,s respectively, where ` is some splitting point r − 1 ≤ ` ≤ s. If ` = r − 1 or
` = s, then one of the children will be in the same cloud (r, s) as the ending cloud of the
path given by v, and the other will be called a nullified node. This corresponds to the
case where one of the null edges created in step 5 of the exact algorithm is taken.

3. If the path in v ∈ T ends at the sink of T , then v must be a leaf in T. If Ap,q is the
starting vertex of the path, this means that the path derives the entire substring xp . . . xq
using only linear productions. Thus a node v is a leaf of T if and only if it either ends
at the sink or is a nullified node. It follows from 2. and 3. that every non-leaf node has
exactly 2 children.
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Notation: To represent a node in T that is a path of cost c from Ap,q to either Br,s, or t,
we will use the notation [Ap,q, Br,s, c], or [Ap,q, t, c], respectively. If one of the arguments is
either unknown or irrelevant, we write · as a placeholder. In the case of a nullified node,
corresponding to the nullification of A ∈ Q, we write [A, t, null(A)] to denote the node. Note,
since we are now dealing with two *types* of graphs, to avoid confusion whenever we are
talking about a vertex Ap,q in any of the edit-distance graphs (such as T , T A, T OPT , ect),
we will use the term vertex. When referring to the elements of a PET T we will use the term
node. Also note that all error productions are linear.

We can now represent any sequence of edits produced by a language edit distance
algorithm by such a PET, where the edit distance is given by the sum of the costs stored in
the nodes of the tree. To be precise, if [·, ·, c1], . . . , [·, ·, ck] is the set of all nodes in T, then
the associated total cost ‖T‖ =

∑k
i=1 ci. Let DA be the set of PET’s T compatible with a

fixed approximation algorithm A ∈ F .

I Definition 13 (PET’s compatible with A). For an approximation algorithm A ∈ F , let
DA ⊂ F be the set of PET’s T which satisfy the following constraints:
1. If [Ap,q, Br,s, ·] is a node in T, where A,B ∈ Q, then A must compute non-linear edges

for the cloud (r, s) ∈ T A.
2. If [Cr,`, ·, ·], [D`+1,s, ·, ·] are the left and right children of a node [Ap,q, Br,s, ·] respectively,

then A must consider the splitting point ` ∈ [p, q) when computing the weights of the
non-linear edges in the cloud (r, s) ∈ T A.

The set DA is then the set of all PET’s which utilize only the non-linear productions and
splitting points which correspond to edges that are actually constructed by the approximation
algorithm A in T A. Upon termination, any A ∈ F will return the value ‖TA‖ where TA ∈ DA
is the tree corresponding to the shortest path from t to S1,n in T A. The following theorem
is not difficult to show.

I Theorem 14. Fix any A ∈ F , and let c be the edit distance returned after running the
approximation algorithm A. Then if T is any PET in DA, we have c ≤ ‖T‖.

Note that since the edges of T A are a subset of the edges of T OPT considered by an
exact algorithm OPT , we also have c ≥ ‖TOPT ‖, where TOPT is the PET given by the exact
algorithm. To prove an upper bound on c, it then suffices to construct a explicit T ∈ DA,
and put a bound on the size of ‖T‖. Thus, in the remainder of our analysis our goal will be
to construct such a T ∈ DA. We now introduce our precision functions.

I Definition 15 (Precision Functions). For any cloud (p, q) ∈ T A, let α(p, q) be any upper
bound on the minimum distance d∗((p, q), (r, s)) = (r − p) + (q − s) such that p ≤ r ≤ s ≤ q
and A computes non-linear edge weights for the cloud (r, s) . Let β(p, q) be an upper bound
on the maximum distance between any two splitting points which are considered by A in
the construction of the non-linear production edges originating in a cloud (r, s) such that
A computes non-linear edge weights for (r, s) and d∗((p, q), (r, s)) ≤ α(p, q). Furthermore,
the precision functions must satisfy α(p, q) ≥ α(p′, q′) and β(p, q) ≥ β(p′, q′) whenever
(q − p) ≥ (q′ − p′).

While the approximation algorithms presented in this paper are deterministic, the
definitions of α(p, q) and β(p, q) allow the remaining theorems to be easily adapted to
algorithms which randomly forget to compute non-linear edges. While our paper considers only
two explicit approximation algorithms, stating our results in this full generality substantially
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easies the analysis. Both Theorems 4 and 5 will follow easily once general bounds are proven,
and without the generality two distinct proofs would be necessary.

Constructing a PET T ∈ DA similar to TOP T

Our goal is now to construct a PET T ∈ DA with bounded cost. We do this by considering
each node v of TOPT and constructing a corresponding node u in T such that the path
stored in u imitates the path in v as closely as possible. A perfect imitation may not be
feasible if the path at v uses a non-linear production edge in a cloud that A does not compute
non-linear edges for. Whenever this happens, we will need to move to the closest cloud which
A does consider before making the same non-linear production that the exact algorithm did.
Afterwards, the ending cloud of our path will deviate from that of the optimal, so we will need
to bound the total deviation that can occur throughout the construction of our tree in terms
of α(p, q) and β(p, q). The following lemma will be used crucially in this regard for the proof
of our construction in Theorem 17. The lemma takes as input a node [Ap,q, Br,s, c] ∈ TOPT
and a cloud (p′, q′) such that xp, . . . , xq is not disjoint from xp′ , . . . , xq′ , and constructs a
path [Ap′,q′

, Br
′,s′
, c′] of bounded cost that is compatible with a PET T ∈ DA.

I Lemma 16. Let [Ap,q, Br,s, c] be any non-leaf node in TOPT , and let A ∈ F be an
approximation algorithm with precision functions α(p, q), β(p, q). If p′, q′ satisfy p ≤ q′

and p′ ≤ q, then there is a path from Ap
′,q′ to Br

′,s′ , where r ≤ r′ ≤ s′ ≤ s, of cost
c′ ≤ c+ (|p′ − p|+ |q′ − q|)− (|r′ − r|+ |s′ − s|) + 2α(r, s) such that A computes non-linear
production edges for cloud (r′, s′). Furthermore, for any leaf node [Ap,q, t, c] ∈ TOPT , we can
construct a path from Ap

′,q′ of cost at most c′ ≤ c+ (|p′ − p|+ |q′ − q|) to the sink.

We will now iteratively apply Lemma 16 to each node v ∈ TOPT from the root down,
transforming it into a new node ψ(v) ∈ T. Here ψ will be a surjective function ψ : V (TOPT )→
V (T). Lemma 16 will guarantee that the cost of ψ(v) is not too much greater than that of v.
If during the construction of T, the substrings corresponding to v and ψ(v) become disjoint,
then we will transform the entire subtree rooted at v into a single node ψ(v) ∈ T, thus the
function may not be injective.

Let v be any node in TOPT , and u its parent node if v is not the root. Let (p, q), (r, s) ∈ T
and (pv, qv), (rv, sv) ∈ T be the starting and ending clouds of u and v respectively. Similarly
let (p′, q′), (r′, s′) and (p′v, q′v), (r′v, s′v) be the starting and ending clouds of ψ(u) and ψ(v)
respectively. Furthermore, let (pX , qX) and (p′X , q′X), where X = L for left child and X = R

for right child, be the starting clouds of the left and right children of u and ψ(u) respectively.
Let cv be the cost of v, and let cv be the cost of v plus the cost of all the descendants of
v. Finally, let c′v be the cost of ψ(v). An abbreviated version of Theorem 17 (see the full
version for extended statement) relates the cost of v with ψ(v) in terms of the starting and
ending clouds by defining ψ inductively from the root of TOPT down. The theorem uses
Lemma 16 repeatedly to construct the nodes of T.

I Theorem 17. For any approximation algorithm A ∈ F with precision functions α, β, there
exists a PET T ∈ DA and a PET mapping ψ : V (TOPT ) → V (T) such that TOPT can be
partitioned into disjoint sets U1

NL ∪ U2
NL ∪ U1

L ∪ U2
L ∪X with the following properties. For

v ∈ TOPT , if v ∈ U1
NL ∪ U2

NL then v satisfies (Non-leaf), and if v ∈ U1
L ∪ U2

L then v satisfies
(Leaf):

c′v ≤ cv +
(
|p′v − pv|+ |q′v − qv|

)
−
(
|r′v − rv|+ |s′v − sv|

)
+ 2α(rv, sv) (Non-leaf)

c′v ≤ cv + |p′v − pv|+ |q′v − qv|+ β(r, s) (Leaf)

Furthermore (|p′L−pL|+ |q′L−qL|)+(|p′R−pR|+ |q′R−qR|) ≤ |r′−r|+ |s′−s|+2β(r, s) (∗)
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Let T′OPT ⊂ TOPT be the subgraph of nodes v in the tree for which either v is the only
node mapped to ψ(v) ∈ T, or v is the node closest to the root that is mapped to ψ(v). In
the previous theorem, the set X corresponds to the nodes v for which ψ(v) = ψ(u) such that
u is an ancestor of v in TOPT . So T′OPT = TOPT \X. The final theorem is the result of
summing over the bounds from Theorem 17 for all vj ∈ T′OPT , applying the appropriate
bound depending on the set vj belongs to.

I Theorem 18. For any A ∈ F with precision functions α, β, let TOPT be the PET of
any optimal algorithm. Label the nodes of T′OPT ⊂ TOPT by v1 . . . vK . For 1 ≤ i ≤ K, let
(pi, qi), (ri, si) be the starting and ending clouds of the path vi in T , then

|OPT | ≤ |A| ≤ |OPT |+
∑

vj∈T′
OP T

(
2α(rj , sj) + 3β(rj , sj)

)
.

As an illustration of Theorem 18, consider the γ-uniform grid approximation of Theorem 4.
In this case, we have the upper bound α(rj , sj) = β(rj , sj) = 2γ for all vj ∈ TOPT . Since
there are k∗ total vertices in TOPT , we get |OPT | ≤ |A| ≤ |OPT |+ 10γk∗. To analyze the
running time, note that we only compute non-linear production edges for (n/γ)2 clouds, and
in each cloud that we compute non-liner edges for we consider at most n/γ break-points.
Thus the total runtime is O(|P |(nγ )3) to compute non-linear edges, and O(|P |n2) to a shortest
path algorithm on T A, for a total runtime of O(|P |(n2 + (nγ )3)).

Our second illustration of Theorem 18 is the γ-non-uniform grid approximation of
Theorem 5. Here we obtain a O(kγ) additive approximation in time O(|P |(n2 + n3

γ2 )). A
detailed analysis can be found in the full version.
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Abstract
We provide evidence that computing the maximum flow value between every pair of nodes in a
directed graph on n nodes, m edges, and capacities in the range [1..n], which we call the All-Pairs
Max-Flow problem, cannot be solved in time that is faster significantly (i.e., by a polynomial
factor) than O(n2m). Since a single maximum st-flow in such graphs can be solved in time
Õ(m

√
n) [Lee and Sidford, FOCS 2014], we conclude that the all-pairs version might require time

equivalent to Ω̃(n3/2) computations of maximum st-flow, which strongly separates the directed
case from the undirected one. Moreover, if maximum st-flow can be solved in time Õ(m), then the
runtime of Ω̃(n2) computations is needed. This is in contrast to a conjecture of Lacki, Nussbaum,
Sankowski, and Wulf-Nilsen [FOCS 2012] that All-Pairs Max-Flow in general graphs can be solved
faster than the time of O(n2) computations of maximum st-flow.

Specifically, we show that in sparse graphs G = (V,E,w), if one can compute the maximum
st-flow from every s in an input set of sources S ⊆ V to every t in an input set of sinks
T ⊆ V in time O((|S||T |m)1−ε), for some |S|, |T |, and a constant ε > 0, then MAX-CNF-
SAT (maximum satisfiability of conjunctive normal form formulas) with n′ variables and m′

clauses can be solved in time m′O(1)2(1−δ)n′ for a constant δ(ε) > 0, a problem for which not
even 2n′

/poly(n′) algorithms are known. Such runtime for MAX-CNF-SAT would in particular
refute the Strong Exponential Time Hypothesis (SETH). Hence, we improve the lower bound
of Abboud, Vassilevska-Williams, and Yu [STOC 2015], who showed that for every fixed ε > 0
and |S| = |T | = O(

√
n), if the above problem can be solved in time O(n3/2−ε), then some

incomparable (and intuitively weaker) conjecture is false. Furthermore, a larger lower bound
than ours implies strictly super-linear time for maximum st-flow problem, which would be an
amazing breakthrough.

In addition, we show that All-Pairs Max-Flow in uncapacitated networks with every edge-
density m = m(n), cannot be computed in time significantly faster than O(mn), even for acyclic
networks. The gap to the fastest known algorithm by Cheung, Lau, and Leung [FOCS 2011] is a
factor of O(mω−1/n), and for acyclic networks it is O(nω−1), where ω is the matrix multiplication
exponent.
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1 Introduction

The maximum flow problem is one of the most fundamental problems in combinatorial
optimization. This classic problem and its variations such as minimum-cost flow, integral
flow, and minimum-cost circulation, were studied extensively over the past decades, and
have become key algorithmic tools with numerous applications, in theory and in practice.
Moreover, techniques developed for flow problems were generalized or adapted to other
problems, see for example [6, 3, 5]. The maximum st-flow problem, which we shall denote
Max-Flow, asks to ship the maximum amount of flow from a source node s to a sink node t in
a directed edge-capacitated graph G = (V,E,w), where throughout, we denote n = |V | and
m = |E|, and assume integer capacities bounded by U . After this problem was introduced in
1954 by Harris and Ross (see [22] for a historical account), Ford and Fulkerson [12] devised
the first algorithm for Max-Flow, which runs in time O((n+m)F ), where F is the maximum
value of a feasible flow. Ever since, a long line of generalizations and improvements was
studied, and the current fastest algorithm for Max-Flow with arbitrary capacities is by Lee and
Sidford [20], which takes O(m

√
n logU) time. For the case of small capacities and sufficiently

sparse graphs, the fastest algorithm, due to Mądry [21], has a running time Õ(m10/7U1/7).
Here and throughout, Õ(f) denotes O(f logc f) for unspecified constant c > 0.

A very natural problem is to compute the maximum st-flow for multiple source-sink pairs
in the same graph G. The seminal work of Gomory and Hu [14] shows that in undirected
graphs, Max-Flow for all

(
n
2
)
source-sink pairs requires at most n− 1 executions of Max-Flow

(see also [15], where the n− 1 computations are all on the input graph), and a lot of research
aimed to extend this result to directed graphs, with several partial successes, see details in
Section 1.1. However, it is still not known how to solve Max-Flow for multiple source-sink
pairs faster than solving it separately for each pair, even in special cases like a single source
and all possible sinks. We shall consider the following problems involving multiple source-sink
pairs, where the goal is always to report the value of each flow (and not an actual flow
attaining it).

I Definition 1.1. (Single-Source Max-Flow) Given a directed edge-capacitated graph G =
(V,E,w) and a source node s ∈ V , output, for every t ∈ V , the maximum flow that can be
shipped in G from s to t.

IDefinition 1.2. (All-Pairs Max-Flow) Given a directed edge-capacitated graphG = (V,E,w),
output, for every pair of nodes u, v ∈ V , the maximum flow that can be shipped in G from u

to v.

I Definition 1.3. (ST-Max-Flow) Given a directed edge-capacitated graph G = (V,E,w)
and two subsets of nodes S, T ⊆ V , output, for every pair of nodes s ∈ S and t ∈ T , the
maximum flow that can be shipped in G from s to t.

I Definition 1.4. (Global Max-Flow) Given a directed edge capacitated graph G = (V,E,w),
output the maximum among all pairs u, v ∈ V , of the maximum flow value that can be
shipped in G from u to v.

I Definition 1.5. (Maximum Local Edge Connectivity) Given a directed graph G = (V,E),
output the maximum among all pairs u, v ∈ V , of the maximum number of edge-disjoint
uv-paths in G.

Note that in a graph with all edge capacities equal to 1, the problem of finding the
maximum local edge connectivity is equivalent to finding the global maximum flow.
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Table 1 Known algorithms for multiple-pairs Max-Flow. In this table, T (n,m) is the fastest time
to compute maximum st-flow in an undirected graph, ω is the matrix multiplication exponent, and
γ = γ(G) is a topological property of the input network that varies between 1 and Θ(n). In planar
graphs, γ is the minimum number of faces required to cover all the nodes (i.e., every node is adjacent
to at least one such face) over all possible planar embeddings [13].

Directed Class Problem Runtime Reference
No General All-Pairs (G-H Tree) (n− 1)T (n,m) [14]
No Uncapacitated Networks All-Pairs (G-H Tree) Õ(mn) [7]
No Genus bounded by g All-Pairs (G-H Tree) 2O(g2)n log3 n [8]
Yes Sparse All-Pairs O(n2 + γ4 log γ) [4]
Yes Constant Treewidth All-Pairs O(n2) [4]
Yes Uncapacitated All-Pairs O(mω) [11]
Yes Uncapacitated DAG Single-Source O(nω−1m) [11]
Yes Planar Single-Source O(n log3 n) [19]

1.1 Prior Work

We start with undirected graphs, where the All-Pairs Max-Flow values can be represented
in a very succint manner, called nowdays a Gomory-Hu tree [14]. In addition to being
very succint, it allows the flow values and the corresponding cuts (vertex partitions) to be
quickly retrieved. See Table 1 for a list of previous algorithms for multiple pairs maximum
st-flow, see Table 1. For directed graphs, no current algorithm computes the maximum flow
between any k = ω(1) given pairs of nodes faster than the time of O(k) separate Max-Flow
computations. However, some results are known in special settings. It is possible to compute
Max-Flow for O(n) pairs in the time it takes for a single Max-Flow computation [16] and this
result is used to find a global minimum cut. However, these pairs cannot be specified in the
input.

For directed planar graphs, there is an O(n log3 n) time algorithm for the Single-Source
Max-Flow problem [19], which immediately yields an O(n2 log3 n) time algorithm for the
All-Pairs version, that is much faster than the time of O(n2) computations of planar Max-Flow,
a problem that can be solved in time O(n logn) [9]. Based on these results, it was conjectured
in [19] that also in general graphs, All-Pairs Max-Flow can be solved faster than the time
required for computing O(n2) separate maximum st-flows.

Several hardness results are known for multiple-pairs variants of Max-Flow [2]. For
ST-Max-Flow in sparse graphs (m = O(n)) and |S| = |T | = O(

√
n), there is an n3/2−o(1)

lower bound assuming at least one of the Strong Exponential Time Hypothesis (SETH),
3SUM, and All-Pairs Shortest-Paths (APSP) conjectures is correct (for a comprehensive
survey on them, see [23]). In addition, they show that Single-Source Max-Flow on sparse
graphs requires n2−o(1) time, unless MAX-CNF-SAT can be solved in time 2(1−δ)npoly(m)
for some fixed δ > 0, and in particular SETH is false.

We will mostly rely on SETH, a conjecture introduced by [17], and on some weaker
assumption related to its maximization version, MAX-CNF-SAT. In more detail, SETH
states that for every fixed ε > 0 there is an integer k ≥ 3 such that k-SAT on n variables
and m clauses cannot be solved in time 2(1−ε)npoly(m), where poly(m) refers to O(mc) for
unspecified constant c. By the sparsification lemma [18], in order to refute SETH it can
be assumed that the number of clauses is O(n). The MAX-CNF-SAT problem asks for
the maximum number of clauses that can be satisfied in an input CNF formula. Most
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of our conditional lower bounds are based on the assumption that for every fixed δ > 0,
MAX-CNF-SAT cannot be solved in time 2(1−δ)npoly(m), where currently even 2n/poly(n)
algorithms are not known for this problem [2]. Note that this is a weaker assumption than
SETH, since a faster algorithm for MAX-CNF-SAT would imply a faster algorithm for
CNF-SAT and refute SETH. Different assumptions regarding the hardness of CNF-SAT have
been the basis for many lower bounds, including for the runtime of solving NP-hard problems
exactly, parametrized complexity, and problems in P. See the Introduction in [1] and the
references therein.

1.2 Our Contribution
We present conditional runtime lower bounds for both uncapacitated and capacitated networks.
The proofs appear in sections 2 and 3, respectively, where the order reflects increasing level
of complication. All our lower bounds hold even when the input G is a DAG and has a
constant diameter, and in the case of general capacities, they can be easily modified to apply
also for graphs with constant maximum degree. In addition, for integer k ≥ 1 we use the
notation [k] to denote the range {1, ..., k}.

Capacitated Networks

Our main result is that for every set sizes |S| and |T |, the ST-Max-Flow cannot be solved sig-
nificantly faster than O(|S||T |m) (i.e., polynomially smaller runtime), unless a breakthrough
in MAX-CNF-SAT is achieved, and consequently in SETH.

I Theorem 1.6. If for some fixed ε > 0 and some (possibly functions of n) set sizes |S| and
|T |, ST-Max-Flow can be solved in graphs with n nodes, m = O(n) edges and capacities in
[n] in time O((|S||T |m)1−ε), then for some δ(ε) > 0, MAX-CNF-SAT on n′ variables and
O(n′) clauses can be solved in time 2(1−δ)n′poly(n′), and in particular SETH is false.

This result improves the aforementioned n3/2−o(1) lower bound of [2], as for their setting
of |S| = |T | = O(

√
n) our lower bound is n2−o(1), although their lower bound is based on an

incomparable (and intuitively weaker) conjecture, that at least one of the SETH, 3SUM, and
APSP conjectures is correct. In fact, if there was a reduction from SETH that implied a
larger runtime lower bound for ST-Max-Flow, then the (single-pair) Max-Flow problem would
require a strictly super-linear time under it, but such a reduction is not possible unless the
non-deterministic version of SETH (abbreviated NSETH) is false [10]. And anyway, such a
lower bound for Max-Flow would be an amazing breakthrough.

The next theorem is an immediate corollary of Theorem 1.6, by assigning |S|, |T | = Θ(n).

I Theorem 1.7. If for some fixed ε > 0, All-Pairs Max-Flow in graphs with n nodes, m = O(n)
edges, and capacities in [n] can be solved in time O((n2m)1−ε), then for some δ(ε) > 0,
MAX-CNF-SAT on n′ variables and O(n′) clauses can be solved in time 2(1−δ)n′poly(n′),
and in particular SETH is false.

This conditional lower bound (see Figure 1) shows that All-Pairs Max-Flow requires time
that is equivalent to Ω(n3/2) computations of Max-Flow, which strongly separates the directed
case from the undirected one (where a Gomory-Hu tree can be constructed in the time of
n− 1 computations). If Max-Flow takes Õ(m) time, which is currently open but plausible,
then the running time of Ω̃(n2) computations of Max-Flow is needed. This is in contrast to
the aforementioned conjecture of Lacki, Nussbaum, Sankowski, and Wulf-Nilsen [19] that
All-Pairs Max-Flow in general graphs can be solved faster than the time of O(n2) computations
of maximum st-flow.
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algorithm of [11] when

ω = 2.37 and ω = 2

algorithm of [11] for DAGs

when ω = 2.37 and ω = 2

applies also to DAGs )

Capacitated Networks Uncapacitated Networks

Figure 1 State of the art bounds for All-Pairs Max-Flow in directed networks. Conditional lower
bounds are depicted in dashed lines, and known algorithms in solid lines.

Uncapacitated Networks

For the case of uncapacitated networks, we show that for every m = m(n), All-Pairs Max-Flow
cannot be solved significantly faster than O(mn). Here we introduce a new technique to
design reductions from SETH to graphs with varying edge densities, rather than the usual
reductions that only deal with sparse graphs. Our technique is based on partitioning the
variables set of CNF-SAT to different sizes.

I Theorem 1.8. If for some fixed ε > 0 and some m = m(n) ∈ [n, n2], All-Pairs Max-Flow
in uncapacitated graphs with n nodes and m edges can be solved in time O((nm)1−ε), then
for some δ(ε) > 0, MAX-CNF-SAT on n′ variables and O(n′) clauses can be solved in time
2(1−δ)n′poly(n′), and in particular SETH is false.

Hence, a certain additional improvement to the O(mω) time algorithm of [11] (and
similarly to the O(nωm) time for DAGs, where our lower bounds apply too) is not likely. We
now present conditional lower bounds for ST-Max-Flow, which are functions of |S| and |T |.

I Theorem 1.9. If for some fixed ε > 0 and some (possibly functions of n) set sizes |S| and
|T |, ST-Max-Flow on uncapacitated graphs with n nodes and O((|S| + |T |)n) edges can be
solved in time O((|S||T |n)1−ε), then for some δ(ε) > 0, MAX-CNF-SAT on n′ variables and
O(n′) clauses can be solved in time 2(1−δ)n′poly(n′), and in particular SETH is false.

Finally, we present a conditional lower bound for computing the Maximum Local Edge
Connectivity of a sparse graph, which is the same as Global Max-Flow if all the capacities are
1, which is indeed the case in our reduction. In the Orthogonal Vectors problem the input is
two sets U and V , each of n vectors from {0, 1}d, and the goal is to determine whether there
are u ∈ U and v ∈ V such that

∑d
i=1 ui · vi = 0. An equivalent version of the problem has

U = V . For d = ω(logn), Williams [24] proved that SETH implies the non-existence of a
truly subquadratic (in n) algorithm for the problem. The next result, proved in Section 4,
was obtained together with Bundit Laekhanukit and Rajesh Chitnis, and we thank them for
their permission to include it here.
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I Theorem 1.10. If for some fixed ε > 0, the Maximum Local Edge Connectivity in graphs
with n nodes and Õ(n) edges can be found in time O(n2−ε), then for some δ(ε) > 0, the
Orthogonal Vectors problem on n′ vectors and every d = polylog(n′) can be solved in time
O(n′2−δ), and in particular SETH is false.

2 Reduction to Multiple-Pairs Max-Flow with Unit Capacity

In this section we prove Theorems 1.8 and 1.9. We start with a general lemma which is the
heart of the proofs.

I Lemma 2.1. Let a ∈ [0, 1] and b ∈ [0, 1− a]. Then MAX-CNF-SAT on n variables and
m clauses can be reduced to O(m) instances of ST-Max-Flow with |S| = 2an and |T | = 2bn
in graphs with Θ(2an + 2(1−a−b)nm + 2bn) nodes, Θ((2an + 2bn) · 2(1−a−b)nm) edges, and
capacities in {0, 1}.

Proof. Given a CNF-formula F on n variables and m clauses {Ci}i∈[m] as input for MAX-
CNF-SAT, a ∈ [0, 1], and b ∈ [0, 1 − a], we split the variables into three sets U1, U2, and
U3, where U1 is of size an, U2 is of size (1 − a − b)n, and U3 is of size bn, and enumerate
all their 2an, 2(1−a−b)n, and 2bn partial assignments (with respect to F ), respectively, when
the objective is to find a triple α, β, γ of assignments to U1, U2, and U3 respectively, that
satisfies the maximal number of clauses. We will have an instance Gp of ST-Max-Flow for
each value p ∈ [m], in which by one call to ST-Max-Flow we check if there exists a triple α,
β, and γ that satisfies at least p clauses, as follows.

We construct a graph Gp for every p ∈ [m] on N nodes V1 ∪ V2 ∪ V3, where V1 contains a
node α for every assignment α to U1, V2 contains 2m+ 1 + (p− 1) = 2m+ p nodes for every
assignment β to U2, that are βli and βri for every i ∈ [m], β′, and the set {β′i}i∈[p−1], and V3
contains a node γ for every assignment γ to U3. We use the notation α for nodes in V1 and
for assignments to U1, β for assignments to U2, and γ for nodes in V3 and assignments to
U3. However, it will be clear from the context. Now, we have to describe the edges in the
network. In order to simplify the reduction, we partition the edges into blue and red colors,
as follows.

For every α, β, and i ∈ [m], we add a blue edge from α to βli if both of α and β do not
satisfy the clause Ci (do not set any of the literals to true), and otherwise we add a red edge
from α to βri . We further add, for every β, γ, and i ∈ [m], a blue edge from βli to γ if γ does
not satisfy Ci. For every β, γ, and j ∈ [p− 1], we add a red edge from every β′j to every γ.
For every β and i ∈ [m], we add a red edge from βli to βri and from βri to β′, and finally for
every β and j ∈ [p− 1], we add a red edge from β′ to β′j , where all edges are of capacity 1.

The graph we built has 2an + 2 · 2(1−a−b)nm + 2(1−a−b)n + 2(1−a−b)n(p − 1) + 2bn =
Θ(2an + 2(1−a−b)nm + 2bn) nodes, 2an · 2(1−a−b)nm + 2bn · 2(1−a−b)nm + 2 · 2(1−a−b)nm+
(p− 1)2(1−a−b)n + 2bn · (p− 1)2(1−a−b)n = Θ((2an + 2bn) · 2(1−a−b)nm) edges, with capacities
in {0, 1} (see Figure 2), and its construction time is asymptotically the same as the time it
takes to construct its edges set.

For every α, β, and γ, we denote by Gα,β,γp the graph induced from Gp on the nodes

(α, β′, γ) ∪
( ⋃
y∈{l,r}
i∈[m]

βyi

)
∪

( ⋃
j∈[p−1]

β′j

)
.

We claim that for every α and γ, the maximum flow from α to γ can be bounded by
the sum, over all β, of the maximum flow between them in Gα,β,γp . This claim follow easily
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Figure 2 An illustration of part of the reduction. Here, U1, U2, and U3 have 2 assignments each,
α and α̃ to U1, β and β̃ to U2, and γ and γ̃ to U3. Blue edges are dashed. For simplicity, only the
edges of Gα,β,γ̃3 ∪Gα,β̃,γ̃3 are presented. In this illustration, α does not satisfy anything, β satisfies
C2 and C3, β̃ satisfies C1, and γ̃ satisfies C1. Note that the assignment comprised of α, β, and γ̃
satisfies all the clauses, and indeed the maximum flow from α to γ is 2 · 3− 1 = 5.

because the intersection Gα,β1,γ
p ∩ Gα,β2,γ

p for β1 6= β2 is exactly the source and the sink
{α, γ}, no edge passes between these two graphs, and

(⋃
β G

α,β,γ
i

)
consists of all nodes that

are both reachable from α and γ is reachable from them.
We now prove that if there is an assignment to F that satisfies at least p clauses then

the graph Gp we built has a triple α, β, γ with maximum flow from α to γ in Gα,β,γp at most
m − 1. Since for every β̃, m is the number of outgoing edges from α in Gα,β̃,γp , m is also
an upper bound for the maximum flow from α to γ in it, and hence in Gp it is at most
2(1−a−b)nm− 1. Otherwise, we will show that every triple α, β, γ has a maximum flow from
α to γ in Gα,β,γp of size at least m, and so in Gp it is at least 2(1−a−b)nm. Hence, by simply
picking the maximal j ∈ [m] such that the maximum flow in Gj of some pair α, γ is at most
2(1−a−b)nm− 1, and then iterating over all assignments β to U2 with α and γ fixed as the
assignments to U1 and U3, we can also find the required triple α, β, γ.

For the first direction, assume that F has an assignment that satisfies at least p clauses,
and denote such assignment by Φ. Let αΦ, βΦ, and γΦ be the assignments to U1, U2, and
U3, respectively, that are induced from Φ. Since a blue path from αΦ through βΦ

l
i for

some i ∈ [m] to γΦ corresponds to αΦ, βΦ, and γΦ all do not satisfy Ci, in GαΦ,βΦ,γΦ
p there

are at most m − p (internally) disjoint blue paths from α to γ. As the only way to ship
flow in GαΦ,βΦ,γΦ

p that is not through a blue path is through the node β′Φ, and the total
number of edges going out of this node is p− 1, we conclude that the total maximum flow
in GαΦ,βΦ,γΦ

p from αΦ to βΦ is bounded by m − p + (p − 1) = m − 1. Since for every β,
the maximum amount of flow that can be shipped in GαΦ,β,γΦ

p from αΦ to γΦ is at most
m, summing over all β we get that the total flow in Gp from αΦ to γΦ is bounded by
(2(1−a−b)n − 1)m+ (m− 1) ≤ 2(1−a−b)nm− 1, as required.

For the second direction, assume that every assignment to F satisfies at most p−1 clauses.
In order to show that the maximum flow from every α to every γ is at least 2(1−a−b)nm,
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we first fix α, β, and γ. Then, by passing flow in two phases we show that m units of flow
can be passed in Gα,β,γp from α to γ. As this argument applies for every β, we can add up
the respective flows without violating capacities, concluding the proof. By the assumption,
there exist m − (p − 1) = m − p + 1 i’s, such that α, β, and γ do not satisfy Ci, and we
denote a set with this amount of such i’s by Iβ . Each of these i’s induces a blue path
(α→ βli → γ) from α to γ in Gα,β,γp , and so we ship a unit of flow through every one of them
according to Iβ , in what we call the first phase. In the second phase, we ship additional
m− (m−p+ 1) = p−1 units in the following way. Let A1 := {i ∈ [m]\ Iβ : α 2 Ci∧β 2 Ci},
and A2 := ([m] \ Iβ) \A1 = {i ∈ [m] \ Iβ : α � Ci ∨ β � Ci}, where α � Ci denotes that the
assignment α satisfies Ci (as defined earlier), and α 2 Ci denotes that it does not satisfy Ci.
Let f : A1 ∪A2 → [m− |Iβ |] be a bijective function such that the range of A1 is [|A1|] and
the range of A2 is [m− |Iβ |] \ [|A1|]. Clearly, there exists such bijection and it is easy to find
one. For every i ∈ A1 we ship flow through the path (α→ βli → βri → β′ → β′j → γ), and
for every i ∈ A2 through the path (α→ βri → β′ → β′j → γ), in both cases with j = f(i).

Since we defined the flow in paths, we only need to show that the capacity requirements
hold, and we start with blue edges. Indeed, edges of the form (α, βli) are used in the first
phase, with flow that is determined uniquely by β and i ∈ Iβ , and in the second phase
uniquely according to β and i ∈ [m] \ Iβ , and so they cannot be used twice. Edges of the
form (βli, γ) are only used in the first phase, and their flow is uniquely determined according
to β and i ∈ Iβ , and so are good too. We now proceed to red edges, which were used only in
the second phase.

Edges of the forms (α, βri ), (βli, βri ) and (βri , β′) have flow that is uniquely determined by
β and i ∈ [m] \ Iβ , and so are not used more than once. Edges of the form (β′, β′j) have flow
that is uniquely determined by β and j = f(i) ∈ [p− 1], and since f is a bijection, every j
has at most one i such that f(i) = j, and so these edges are also used at most once. As a
byproduct, and since every edge of the form (β′j , γ) has only the edge (β′, β′j) as its source
for flow, edges of the form (β′j , γ) are also used at most once. Altogether, we have bounded
the total flow in all edges that were used in both phases, and so the capacity requirements
follow, which completes the proof of the second direction and of Lemma 2.1. J

Proof of Theorem 1.8. We apply Lemma 2.1 in the following way. By setting a = b ∈
[1/3, 1/2] we get graphs G = (V,E,w) with |V | = Θ(2an) (|V | = Θ(2an)m if a = 1/3) and
|E| = 2(1−a)nm. Hence, |E| = O(|V |1/a−1) and we get our desired bound for every |E|
between |V | and |V |2 and Theorem 1.8 follows. J

Proof of Theorem 1.9. Here we apply Lemma 2.1 a bit differently. By setting a, b ≤ 1/3 we
get graphs G = (V,E,w) with |V | = Θ(2(1−a−b)nm) and |E| = Θ((2an + 2bn)2(1−a−b)nm).
By setting |S| = |V |a/(1−a−b) and |T | = nb/(1−a−b) we get our lower bound for |E| =
O((|S|+ |T |)|V |) and Theorem 1.9 follows. J

3 Reduction to Multiple-Pairs Max-Flow in Capacitated Networks

In this section we prove Theorems 1.6 and 1.7. We proceed to prove our main technical
lemma.

I Lemma 3.1. MAX-CNF-SAT on n variables and m clauses {Ci}i∈[m] can be reduced to
O(m) instances of ST-Max-Flow, each with the property that S ∩ T = ∅, and all of them are
in graphs with N = Θ(2n/3m) nodes, O(2n/3m) = O(N) edges, and with capacities in [N ].
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Proof. Given a CNF-formula F on n variables and m clauses as input for MAX-CNF-SAT,
we split the variables into three sets U1, U2, and U3 of size n/3 each and enumerate all 2n/3
partial assignments (with respect to F ) to each of them, when the objective is to find a triple
(α, β, γ) of assignments to U1, U2, and U3, that satisfy the maximal number of clauses. We
will have an instance Gp of ST-Max-Flow with the mentioned property for each value p ∈ [m],
in which by one call to ST-Max-Flow we check if there exists a triple (α, β, γ) that satisfies at
least p clauses, as follows.

We construct the graph Gp on N nodes V1 ∪ V2 ∪ V3 ∪A∪B ∪ {vB}, where V1 contains a
node α for every assignment α to U1, V2 contains 3m+ 1 nodes for every assignment β to U2,
that are βli, βci , βri , for every i ∈ [m], and β′, V3 contains a node γ for every assignment γ to
U3, A contains two nodes C�

i and C2
i for every clause Ci, and B contains a node Ci for every

clause Ci. We use the notation α for nodes in V1 and assignments to U1, β to assignments to
U2, γ for nodes in V3 and assignments to U3, and Ci for nodes in B and clauses. However, it
will be clear from the context. Now, we have to describe the edges in the network. In order
to simplify the reduction, we partition the edges into red and blue colors, as follows.

For every α and i ∈ [m] we add a red edge of capacity 2n/3 from α to C�
i if α � Ci, and

a blue edge of the same capacity from α to C2
i otherwise. We further add, for every β, a red

edge of capacity 1 from C�
i to βci , a blue edge of capacity 1 from C2

i to βli, a blue edge of
capacity 1 from βli to βri if β 2 Ci, a red edge of capacity 1 from βci to β′, and a blue edge of
capacity 1 from βri to Ci. For every β we add a red edge of capacity p − 1 from β′ to vB.
For every γ we add a red edge of capacity 2n/3(p − 1) from vB to γ ∈ V3, and finally, for
every γ and i ∈ [m] we add a blue edge of capacity 2n/3 from Ci to γ if γ 2 Ci.

The graph we built has N = 2n/3 + 2m+ 2n/3 · 3m+ 2n/3 + 1 +m+ 2n/3 = Θ(2n/3m)
nodes, at most 2n/3m+2n/3 ·2m+2n/3 ·2m+2n/3m+2n/3 +1+2n/3m+2n/3m = O(2n/3m)
edges, all of its capacities are in [N ], and its construction time is O(Nm) (see Figure 3).

We proceed to prove that if there is an assignment to F that satisfies at least p clauses
then the graph Gp we built has a pair α, γ with maximum flow from α to γ at most 2n/3m−1,
and otherwise, every α, γ has a maximum flow of size at least 2n/3m. Hence, by simply
picking the maximal j ∈ [m] such that the maximum flow in Gj of some pair α, γ is at
most 2n/3m− 1, and then iterating over all assignments β to U2 with α and γ fixed as the
assignments to U1 and U3, we can also find the required triple α, β, γ.

For the first direction, assume that F has an assignment that satisfies at least p clauses,
and denote such assignment by Φ. Let αΦ, βΦ, and γΦ be the assignments to U1, U2, and U3,
respectively, that are induced from Φ. We will show that there exists an (αΦ, γΦ) cut whose
capacity is at most 2n/3m − 1, hence by the Min-Cut Max-Flow theorem, the maximum
flow from αΦ to γΦ is bounded by this number, concluding the proof of the first direction.
We define the cut in a way that for every β 6= βΦ, the cut will have m cut edges that are
contributed from nodes related to β, and nodes related to βΦ will be carefully added to either
side of the cut so that they will contribute capacity of only m− 1 to the cut. To be more
precise, we define a suitable cut as follows.

S = {αΦ, β
′
Φ} ∪ {C�

i : αΦ � Ci} ∪ {C2
i : αΦ 2 Ci} ∪ {βΦ

c
i : i ∈ [m]}

∪ {Ci, βΦ
l
i, βΦ

r
i : γΦ � Ci} ∪ {βΦ

l
i : γΦ 2 Ci ∧ βΦ � Ci}

I Claim 3.2. The cut (S, V \ S) = (S, T ) has capacity 2n/3m− 1.

Proof of Claim. We will go over all the nodes in S, and count the total capacity leaving to
nodes in T for each of them. αΦ ∈ S and all nodes C�

i and C2
i that are adjacent to it are

in S too, hence it does not contribute anything. For every i ∈ [m], we have two cases for
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Figure 3 An illustration of part of the reduction, with p = m. Here, U1, U2, and U3 have 2
assignments each; α and α̃ to U1, β and β̃ to U2, γ and γ̃ to U3. Bolder edges correspond to edges
of higher capacity (specified wherever they are bigger than 1), and blue edges are dashed. For
simplicity, only the edges relevant to α and γ̃ are presented. In this illustration, α satisfies C3, β
satisfies C1, β̃ satisfies C3, and γ̃ satisfies C2. Note that the assignment comprised of α, β, and γ̃
satisfies all the clauses, and indeed the maximum flow from α to γ is 2 · 3− 1 = 5.

nodes in A. If αΦ � Ci then C2
i ∈ T and hence C2

i does not contribute anything. However,
C�
i has 2n/3 outgoing edges, where all except βΦ

c
i are in T . Hence, it contributes 2n/3 − 1

to the cut. Else, if αΦ 2 Ci then C�
i ∈ T and hence C�

i does not contribute anything. But
C2
i has 2n/3 outgoing edges, of which 2n/3 − 1 are cut edges as their targets are in T , and

the one incoming to βΦ
l
i is a cut edge if and only if βΦi 2 Ci and also γΦ 2 Ci (equivalently,

βΦ
l
i ∈ T ), and in our current case it means that Φ 2 Ci. Hence, for every i ∈ [m], the nodes

in {C�
i , C

2
i } contribute 2n/3 − 1 to the cut if Φ � Ci, and 2n/3 otherwise. Since there are at

most m− p clauses that are not satisfied by Φ, summing over all i ∈ [m] would yield a total
of at most p(2n/3 − 1) + (m− p)(2n/3) = 2n/3m− p cut edges for vertices with origin in A.

For every β 6= βΦ, all nodes in V2 that are associated with β, vB, and γΦ, are in T and
hence will not contribute anything to the cut. However, the node βΦ

′ is always in S, with vB
its sole target, and hence the edge (βΦ

′, vB) is in the cut and βΦ
′ contributes an additional

amount of p− 1, to a current total of at most 2n/3m− p+ (p− 1) = 2n/3m− 1. In addition,
βΦ
′ is the only target of βΦ

c
i , and thus βΦ

c
i will not contribute to the cut.

We will show that the rest of the nodes, i.e., nodes in V2 that are associated with βΦ,
and the nodes in B, contribute nothing to the cut. For every i ∈ [m], βΦ

l
i ∈ S if and only

if either βΦ � Ci or γΦ � Ci. It always happens that βΦ
c
i ∈ S, and βΦ

r
i ∈ T if and only if



R. Krauthgamer and O. Trabelsi 20:11

γΦ 2 Ci, but in such case it must be that βΦ � Ci, which implies that the edge (βΦ
l
i, βΦ

r
i ) is

not in the graph, thus the total contribution of βΦ
l
i is zero.

For every i ∈ [m], it is easy to verify that each of the following four implies the rest.
βΦ

r
i ∈ S, γΦ � Ci, Ci ∈ S, and the edge (Ci, γΦ) is not in the graph. In the case where Ci

and βΦ
r
i are in T it is clear that they do not contribute anything, so we will focus on the

other case. Since Ci is the only target of βΦ
r
i , βΦ

r
i will not increase the cut capacity. In

addition, since the edge (Ci, γΦ) is not in the graph, Ci does not increase the capacity of the
cut either. Altogether we have bounded the total capacity of the cut by 2n/3m− 1, finishing
the proof of Claim 3.2. J

Proceeding with the proof of Lemma 3.1, we now focus on the second direction. Assume
that every assignment to F satisfies at most p− 1 clauses. We remind that we need to prove
that the maximum flow from every α to every γ is at least 2n/3m, and to do this we first
fix α and γ. By the assumption, for every β there exist m− (p− 1) = m− p+ 1 i’s, such
that α, β, and γ do not satisfy Ci, and we denote a set with this amount of such i’s by Iβ .
Each of these i’s induces a blue path (α→ C2

i → βli → βri → Ci → γ) from α to γ, and so
we pass a unit of flow through every one of them according to Iβ , and for all β, in what we
call the first phase. We note that so far, the flow sums up to 2n/3(m − p + 1), and so we
carry on with shipping the second phase of flow through paths that are not entirely blue.

We claim that for every β, we can pass an additional amount of m− (m− p+ 1) = p− 1
units through β′, which would add up to a total flow of 2n/3(m−p+1)+2n/3(p−1) = 2n/3m,
concluding the proof. Indeed, for every β, we ship flow in the following way. For every
i ∈ [m] \ Iβ , if α 2 Ci then send a unit through (α→ C2

i → βli → βci → β′ → vB → γ), and
otherwise send a unit through (α→ C�

i → βci → β′ → vB → γ).
Since we defined the flow in paths, we only need to show that the capacity constraints are

satisfied, starting with edges of color blue. Edges of the forms (βli, βri ), (βri , Ci), and (Ci, γ)
are only used in the first phase, where the flow in the first two is uniquely determined by β
and i ∈ Iβ , and so at most 1 unit of flow is passed through them, and the flow in the latter
kind is determined by i ∈ Iβ , and the same i ∈ Iβ can have at most |{βri }β | = 2n/3 units of
flow passing in (Ci, γ), and so the flow in it is also bounded. The flow in edges of the form
(C2

i , β
l
i) in the first phase is uniquely determined by β and i ∈ Iβ , and in the second phase

uniquely according to β and i ∈ [m] \ Iβ , and so will not be used twice, and the flow in edges
of the form (α,C2

i ) is determined in the first phase by i ∈ Iβ and in the second phase by
i ∈ [m] \ Iβ , and so will be used at most

∑
β |Iβ ∩ {i}|+

∑
β |([m] \ Iβ) ∩ {i}| ≤ 2n/3 times.

We now proceed to prove that red edges too do not have more flow than their capacity,
and for this we only need to consider the second phase. Edges of the forms (C�

i , β
c
i ), (βli, βci ),

and (βci , β′) has flow that is uniquely determined by β and i ∈ [m] \ Iβ and so are not used
more than once, edges of the form (β′, vB) has flow that is determined by β and thus have
flow |{βci }i∈[m]\Iβ

| = |[m] \ Iβ | = p − 1 and hence are properly bounded, and edges of the
form (vB , γ) have flow of size (p − 1)|{β′}β |2n/3 = (p − 1)2n/3. Finally, edges of the form
(α,C�

i ) have flow that is determined by i ∈ [m] \ Iβ and so are used at most |{βci }β | = 2n/3
times. Altogether, we have bounded the total flow in all the edges that were used in both
phases, and so the capacity requirements follow, which completes the proof of the second
direction and of Lemma 3.1. J

Proof of Theorem 1.6. We use Lemma 3.1 in the following way. Assume that for some |S′|
and |T ′| there is an algorithm for ST-Max-Flow that runs in time O((|S′||T ′|m)1−ε), and
consider the version of ST-Max-Flow with S′′ and T ′′ such that S′′ ∩ T ′′ = ∅. Applying such
an algorithm repeatedly with S′ and T ′ iterate over respective partitions of S′′ and T ′′ of sizes
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|S′′|/|S′| and |T ′′|/|T ′|, respectively, would solve S′′ and T ′′’s version of ST-Max-Flow and
take time (|S′′|/|S′|)(|T ′′|/|T ′|)O(|S′||T ′|m)1−ε) = O((|S′′||T ′′|m)1−ε′) for some ε′ = ε′(ε),
and Theorem 1.6 follows. J

4 Global Max-Flow

Proof of Theorem 1.10. Let U and V be an instance of the Orthogonal Vectors problem,
where |U | = |V | = n′, and all the vectors are from {0, 1}d for some d = polylog(n′). We
construct a graph G = (U ′, V ′, D) as follows. U ′ contains a node u for every vector u ∈ U ,
V ′ contains a node v for every v ∈ V , and D contains three nodes c0,0, c0,1, and c1,0 for
every coordinate c ∈ [d]. For every u ∈ U ′ and c ∈ D, we add an edge from u to c0,0 and c0,1
if u[c] = 0, and an edge from u to c1,0 otherwise. Similarly, for every v ∈ U ′ and c ∈ D, we
add an edge from v to c0,0 and c1,0 if v[c] = 0, and an edge from v to c0,1 otherwise. This
graph has n = n′ + n′ + 3d = O(n′) nodes and at most n′ · 2d+ n′ · 2d = Õ(n′) edges. For
every u ∈ U ′, v ∈ V ′, and c ∈ [d], there is exactly one path (of length 2) from u to v through
nodes associated with c if and only if u[c] · v[c] = 0, and no paths through them otherwise.
Hence, the number of edge disjoint paths from u to v is d if their inner product is 0, and less
than d otherwise, and so an algorithm for Maximum Local Edge Connectivity with strictly
subquadratic runtime implies an algorithm for the Orthogonal Vectors problem with similar
runtime, completing the proof. J
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Abstract
In this paper, we investigate the complexity of one-dimensional dynamic programming, or more
specifically, of the Least-Weight Subsequence (LWS) problem: Given a sequence of n data items
together with weights for every pair of the items, the task is to determine a subsequence S
minimizing the total weight of the pairs adjacent in S. A large number of natural problems can
be formulated as LWS problems, yielding obvious O(n2)-time solutions.

In many interesting instances, the O(n2)-many weights can be succinctly represented. Yet
except for near-linear time algorithms for some specific special cases, little is known about when
an LWS instantiation admits a subquadratic-time algorithm and when it does not. In particular,
no lower bounds for LWS instantiations have been known before. In an attempt to remedy
this situation, we provide a general approach to study the fine-grained complexity of succinct
instantiations of the LWS problem: Given an LWS instantiation we identify a highly parallel
core problem that is subquadratically equivalent. This provides either an explanation for the
apparent hardness of the problem or an avenue to find improved algorithms as the case may be.

More specifically, we prove subquadratic equivalences between the following pairs (an LWS
instantiation and the corresponding core problem) of problems: a low-rank version of LWS and
minimum inner product, finding the longest chain of nested boxes and vector domination, and a
coin change problem which is closely related to the knapsack problem and (min,+)-convolution.
Using these equivalences and known SETH-hardness results for some of the core problems,
we deduce tight conditional lower bounds for the corresponding LWS instantiations. We also
establish the (min,+)-convolution-hardness of the knapsack problem. Furthermore, we revisit
some of the LWS instantiations which are known to be solvable in near-linear time and explain
their easiness in terms of the easiness of the corresponding core problems.
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1 Introduction

Dynamic programming (DP) is one of the most fundamental paradigms for designing algo-
rithms and a standard topic in textbooks on algorithms. Scientists from various disciplines
have developed DP formulations for basic problems encountered in their applications. How-
ever, it is not clear whether the existing (often simple and straightforward) DP formulations
are in fact optimal or nearly optimal. Our lack of understanding of the optimality of the DP
formulations is particularly unsatisfactory since many of these problems are computational
primitives.

Interestingly, there have been recent developments regarding the optimality of standard
DP formulations for some specific problems, most importantly, conditional lower bounds
assuming the Strong Exponential Time Hypothesis (SETH) [26]. Let us consider the longest
common subsequence (LCS) problem as an illustrative example. It is defined as follows:
Given two strings x and y of length at most n, compute the length of the longest string z that
is a subsequence of both x and y. The standard DP formulation for the LCS problem involves
computing a two-dimensional table requiring O(n2) steps. This algorithm is slower than the
fastest known algorithm due to Masek and Paterson [33] only by a polylogarithmic factor.
However, there has been no progress in finding more efficient algorithms for this problem
since the 1980s, which prompted attempts as early as in 1976 [5] to understand the barriers
for efficient algorithms and to prove lower bounds. Unfortunately, there have not been any
nontrivial unconditional lower bounds for this or any other problem in general models of
computation. This state of affairs prompted researchers to consider conditional lower bounds
based on conjectures such as 3-Sum conjecture [18] and more recently based on ETH [27]
and SETH [26]. Researchers have found ETH and SETH to be useful to explain the exact
complexity of several NP-complete problems (see the survey paper [32]). Surprisingly, Ryan
Williams [39] has found a simple reduction from the CNF-SAT problem to the orthogonal
vectors problem which under SETH leads to a matching quadratic lower bound for the
orthogonal vectors problem. This in turn led to a number of conditional lower bound results
for problems in P (including LCS and related problems) under SETH [6, 1, 10, 2, 22]. Also
see [37] for a recent survey.

The DP formulation of the LCS problem is perhaps the conceptually simplest example
of a two-dimensional DP formulation. In the standard formulation, each entry of an n× n
table is computed in constant time. This property is typical for alignment problems which,
for example, are used to model similarity between gene or protein sequences and for which
LCS and Edit distance are the most prominent examples. Tight conditional lower bounds
have recently been proved for a number of alignment problems [8, 6, 1, 10, 3].

In contrast, there are many problems for which natural quadratic-time DP formulations
compute a one-dimensional table of length n by spending O(n)-time per entry. The ques-
tion arises: Can similar optimality results as for alignment problems be obtained for this
fundamentally different setting? In pursuit of an answer, we investigate the optimality of
one-dimensional DP formulations and obtain new (conditional) lower bounds which match
the complexity of these standard DP formulations.

1-dimensional DP: The Least-Weight Subsequence (LWS) Problem. In this paper, we
investigate the optimality of the standard DP formulation of the LWS problem. A classic
example of an LWS problem is airplane refueling [24]: Given airport locations on a line,
and a preferred distance per hop k (in miles), we define the penalty for flying k′ miles as
(k − k′)2. The goal is then to find a sequence of airports terminating at the last airport that
minimizes the sum of the penalties. We now define the LWS problem formally.
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I Problem 1.1 (LWS). We are given weights wi,j ∈ {−W, . . . ,W} ∪ {∞} for every pair
0 ≤ i < j ≤ n and an arbitrary function g : Z→ Z. The LWS problem is to determine F [n]
which is defined by the following DP formulation.

F [0] = 0,
F [j] = min

0≤i<j
g(F [i]) + wi,j for j = 1, . . . , n. (1)

In the above definition, we did not specify the precise encoding of the problem. We
typically consider succinct instantiations of LWS, where the input has subquadratic size
(typically Õ(n)) and the weights are a function of the input. In many cases, the input is a
list of data items x0, . . . , xn and wi,j is a function of xi and xj . For example, to formulate
airplane refueling as an LWS problem, we let xi be the location of the i’th airport, g be the
identity function, and wi,j = (xj − xi − k)2.

The generality of the LWS definition captures a large variety of problems: it not only
encompasses classical problems such as the pretty printing problem due to Knuth and
Plass [30], the airplane refueling problem [24] and the longest increasing subsequence (LIS) [17],
but also the unbounded subset sum problem [36, 9], a more general coin change problem
that is effectively equivalent to the unbounded knapsack problem, 1-dimensional k-means
clustering problem [23], finding longest R-chains (for an arbitrary binary relation R), and
many others (for a more detailed overview and problem definitions, see the full version [31]).

Under mild assumptions on the encoding of the data items and weights, any instantiation
of the LWS problems can be solved in time O(n2) using (1) for determining the values
F [j], j = 1, . . . , n in time O(n) each. However, the best known algorithms for the LWS
problems differ quite significantly in their time complexity. Some problems including the
pretty printing problem, the airline refueling problem and LIS turn out to be solvable in
near-linear time, while no subquadratic algorithms are known for the unbounded knapsack
problem or for finding the longest R-chain.

The main goal of the paper is to investigate the optimality of the LWS DP formulation
for various problems by proving conditional lower bounds.

Succinct LWS instantiations. In the extremely long presentation of an LWS problem,
the weights wi,j are given explicitly. This is, however, not a very interesting case from a
computational point of view, as the standard DP formulation takes linear time (in the size
of the input) to compute F [n]. In the example of the airplane refueling problem, the size
of the input is only O(n) assuming that the values of the data items are bounded by some
polynomial in n. For such succinct representations, we ask if the quadratic-time algorithm
based on the standard LWS DP formulation is optimal. Our approach is to study several
natural succinct versions of the LWS problem (by specifying the type of data items and the
weight function1) and determine their complexity.

Our Contributions and Results. The main contributions of our paper include a general
framework for reducing succinct LWS instantiations to what we call the core problems
and proving subquadratic equivalences between them. Such subquadratic equivalences are
interesting for two reasons. First, they allow us to conclude conditional lower bounds
for certain LWS instantiations, where previously no lower bounds are known. Second,

1 In all our applications, the function g is the trivial identity function.

ICALP 2017



21:4 On the Fine-Grained Complexity of One-Dimensional Dynamic Programming

subquadratic (or more general fine-grained) equivalences are more useful since they let us
translate easiness in addition to hardness results.

Our results include tight (up to subpolynomial factors) conditional lower bounds for
several LWS instantiations with succinct representations. These instantiations include the
coin change problem, low-rank versions of the LWS problem, and the longest subchain
problems. Our results are somewhat more general. We propose a factorization of the LWS
problem into a core problem and a fine-grained reduction from the LWS problem to the core
problem. The idea is that core problems (which are often well-known problems) capture the
hardness of the LWS problem and act as a potential barrier for more efficient algorithms.
While we do not formally define the notion of a core problem, we identify several core
problems which share several interesting properties. For example, they do not admit natural
DP formulations and are easy to parallelize. In contrast, the quadratic-time DP formulation
of LWS problems requires the entries F [i] to be computed in order, suggesting that the
general problem might be inherently sequential.

The reductions between LWS problems and core problems involve a natural intermediate
problem, which we call the Static-LWS problem. We first reduce the LWS problem to the
Static-LWS problem in a general way and then reduce the Static-LWS problem to a core
problem. The first reduction is divide-and-conquer in nature and is inherently sequential.
The latter reduction is specific to the instantiation of the LWS problem. The Static-LWS
problem is easy to parallelize and does not have a natural DP formulation. However, the
problem is not necessarily a natural problem. The Static-LWS problem can be thought of
as a generic core problem, but it is output-intensive.

In the other direction, we show that many of the core problems can be reduced to the
corresponding LWS instantiations thus establishing an equivalency between LWS instantia-
tions and their core problems. This equivalence enables us to translate both the hardness
and easiness results (i.e., the subquadratic-time algorithms) for the core problems to the
corresponding LWS instantiations.

The first natural succinct representation of the LWS problem we consider is the low-rank
LWS problem, where the weight matrix W = (wi,j) is of low rank and thus representable
as W = L · R where L and RT are (n× no(1))-matrices. For this low-rank LWS problem,
we identify the minimum inner product problem (MinInnProd) as a suitable core problem.
It is only natural and not particularly surprising that MinInnProd can be reduced to the
low-rank LWS problem which shows the SETH-hardness of the low-rank LWS problem.
The other direction is more surprising: Inspired by an elegant trick of Vassilevska Williams
and Williams [40], we are able to show a subquadratic-time reduction from the (highly
sequential) low-rank LWS problem to the (highly parallel) MinInnProd problem. Thus,
the very compact problem MinInnProd problem captures exactly the complexity of the
low-rank LWS problem (under subquadratic reductions).

We also show that the coin change problem is subquadratically equivalent to the (min,+)-
convolution problem. In the coin change problem, the weight matrix W is succinctly given
as a Toeplitz matrix. At this point, the conditional hardness of the (min,+)-convolution
problem is unknown. Only very recently and independent of our work, a detailed treatment
of Cygan et al. [13] considers quadratic-complexity of (min,+)-convolution as a hardness
assumption and discusses its relation to more established assumptions. The quadratic-
time hardness of the (min,+)-convolution problem would be very interesting, since it
is known that the (min,+)-convolution problem is reducible to the 3-Sum problem and
the APSP problem (see also [13]). However, recent results give surprising subquadratic-
time algorithms for special cases of (min,+)-convolution [12]. If these subquadratic-time
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Table 1 Summary of our results.

Name Weights Equivalent Core Reference

Coin Change Toeplitz matrix: (min,+)-convolution Theorem 5.9
wi,j = wj−i

Remark: Subquadratically equivalent to UnboundedKnapsack

LowRankLWS Low rank representation: MinInnProd Theorem 4.7
wi,j = 〈σi, µj〉

R-chains matrix induced by R: Selection(R) Theorem 6.3
wi,j = wj if R(xi, xj) and ∞ o/w Theorem 6.4
Remark: Results below are corollaries.

NestedBoxes wi,j = −1 if Bj contains Bi VectorDomination
SubsetChain wi,j = −1 if Si ⊆ Sj OrthogonalVectors

algorithms extend to the general (min,+)-convolution problem, our equivalence result
also provides a subquadratic-time algorithm for the coin change problem and the closely
related unbounded knapsack problem. Our reductions also give, as a corollary, a quadratic-
time (min,+)-convolution-based lower bound for the bounded case of knapsack. We
remark that independently of our results, [13] gave randomized subquadratic equivalences
of (min,+)-convolution to unbounded knapsack (while we give deterministic reductions)
and bounded Knapsack (where we only give a (min,+)-convolution-based lower bound).

We next consider the problem of finding longest chains: here, we search for the longest
subsequence (chain) in the input sequence such that all adjacent pairs in the subsequence
are contained in some binary relation R. We show that for any binary relation R satisfying
certain conditions the chaining problem is subquadratically equivalent to a corresponding
(highly parallel) selection problem. As corollaries, we get equivalences between finding
the longest chain of nested boxes (NestedBoxes) and VectorDomination as well as
between finding the longest subset chain (SubsetChain) and the orthogonal vectors (OV)
problem. Interestingly, these results have algorithmic implications: known algorithms for
low-dimensional vector domination and low-dimensional orthogonal vectors translate to faster
algorithms for low-dimensional NestedBoxes and SubsetChain for small universe size.

Table 1 lists the LWS succinct instantiations (as discussed above) and their corresponding
core problems. For a detailed treatment of all LWS instantiations and core problems
considered in this work, see the full version of this paper [31].

Finally, we revisit classic problems including the longest increasing subsequence problem,
the unbounded subset sum problem and the concave LWS problem and analyze the Static-
LWS instantiations to immediately infer that the corresponding core problem can be solved
in near-linear time. Table 2 gives an overview of some of the problems we look at in this
context.

Related Work. LWS has been introduced by Hirschberg and Larmore [24]. If the weight
function satisfies the quadrangle inequality formalized by Yao [41], one obtains the concave
LWS problem (ConcLWS), for which they give an O(n logn)-time algorithm. Subsequently,
improved algorithms solving ConcLWS in time O(n) were given [38, 20]. This yields a fairly
large class of weight functions (including, e.g., the pretty printing and airplane refueling
problems) for which linear-time solutions exist. To generalize this class of problems, further
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Table 2 Near-linear time algorithms following from the proposed framework.

Name Weights Õ(n)-algorithm via Reference

Longest Increasing matrix induced by R<: Sorting [17],
Subsequence wi,j = −1 if xi < xj full version [31]
Unbounded Subset Toeplitz {0,∞} matrix: Convolution [9],
Sum wi,j = wj−i ∈ {0,∞} full version [31]
Concave 1-dim. DP concave matrix: SMAWK problem [24, 20, 38],

wi,j + wi′,j′ ≤ wi′,j + wi,j′ full version [31]
for i ≤ i′ ≤ j ≤ j′

works address convex weight functions2 [19, 35, 29] as well as certain combinations of convex
and concave weight functions [15] and provide near-linear time algorithms. For a more
comprehensive overview over these algorithms and further applications of the LWS problem,
we refer the reader to Eppstein’s PhD thesis [16].

Apart from these notions of concavity and convexity, results on succinct LWS problems
are typically more scattered and problem-specific (see, e.g., [17, 30, 9, 23]; furthermore, a
closely related recurrence to (1) pops up when solving bitonic TSP [14]). An exception to
this rule is a study of the parallel complexity of LWS [21].

Organization. After setting up notation and conventions in Section 2, Section 3 gives
a general reduction from LWS instantiations to Static-LWS that is independent of the
representation of the weight matrix. Section 4 contains the result on low-rank LWS. Section 5
proves the subquadratic equivalence of the coin change problem and (min,+)-convolution,
while Section 6 discusses chaining problems and their corresponding selection (core) problem.
Due to space constraints, most proofs and our discussion of near-linear time algorithms are
deferred to the full version of this article [31].

2 Preliminaries

In this section, we state our notational conventions and list the main problems considered in
this work.

Notation and Conventions. Problem A subquadratically reduces to problem B, denoted
A ≤2 B, if for any ε > 0 there is a δ > 0 such that the existence of a O(n2−ε)-time algorithm
for B implies a O(n2−δ)-time algorithm for A. We call the two problems subquadratically
equivalent, denoted A ≡2 B, if there are subquadratic reductions both ways.

We let [n] := {1, . . . , n}. When stating running time, we use the notation Õ(·) to hide
polylogarithmic factors. For a problem P , we write TP for its time complexity. We generally
assume the word-RAM model of computation with word size w = Θ(logn). For most
problems defined in this paper, we consider inputs to be integers in the range {−W, . . . ,W}
where W fits in a constant number of words3. For vectors, we use d for the dimension and
generally assume d = no(1).

2 A weight function is convex if it satisfies the inverse of the quadrangle inequality.
3 For the purposes of our reductions, even values up to W = 2no(1)

would be fine.
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Succinct LWS Instantiations. In the definition of LWS (Problem 1.1) we did not fix the
encoding of the problem (in particular the representation of the weights wi,j and the function
g). Assuming that g and the weights can be determined in Õ(1) and that W = poly(n),
this problem can naturally be solved in time Õ(n2), by evaluating the central recurrence (1)
for each j = 1, . . . , n – this takes Õ(n) time for each j, since we take the minimum over at
most n expressions that can be evaluated in time Õ(1) by accessing the previously computed
entries F [0], . . . , F [j − 1] as well as computing g. We assume from now on that g is the
identity function, as this is the case for all our applications. Thus it suffices to define the
type of data items and the corresponding weight matrix to specify an LWS instantiation.
Throughout this paper, whenever we fix a representation of the weight matrix W = (wi,j)i,j ,
we denote the corresponding problem LWS(W).

3 Static LWS

Our reductions from LWS instantiations to core problems go through intermediate problems
that share some of the characteristics of core problems, as well as some of the characteristics
of LWS. In particular, these problems are naturally parallelizable and their brute-force
algorithm is already quadratic time, similar to core problems. On the other hand their
definitions are closely related to the definition of LWS. Other than core problems, our
intermediate problems are not decision problems but ask to compute some linear sized output.
Towards making this notion more precise, we define a generic intermediate problem called
Static-LWS.

I Problem 3.1 (Static-LWS(W)). Fix an instance of LWS(W). Given intervals of indices
I := {a + 1, . . . , a + N} and J := {a + N + 1, . . . , a + 2N} with a,N such that I, J ⊆ [n],
together with the values F [a+ 1], . . . , F [a+N ], the Static Least-Weight Subsequence Problem
(Static-LWS) asks to determine

F ′[j] := min
i∈I

F [i] + wi,j for all j ∈ J.

The main purpose of this section is to give a reduction from LWS(W) to Static-LWS(W)
that is independent of the weight matrix W and therefore independent of the succinct LWS
instantiations we consider throughout this paper. This reduction is a key step in our
reductions from LWS to their corresponding core problems.

The reduction is a divide-and-conquer scheme that divides the LWS problem into two
subproblems of half the size each and Static-LWS to combine the two. Crucially, the two
subproblems have to be solved sequentially. The reduction therefore captures the sequential
nature of the LWS problem, while Static-LWS captures a parallelizable part of the problem.

In a certain sense, this reduction has appeared implicitly in previous work on LWS [24].
In particular, the reduction of ConcLWS to the SMAWK problem by Galil and Park [20]
can be thought of as a variant of this reduction specialized to the concave case to avoid
log-factors.

I Lemma 3.2 (LWS(W) ≤2 Static-LWS(W)). For any choice of W, if Static-LWS(W)
can be solved in time O(N2−ε) for some ε > 0, then LWS(W) can be solved in time Õ(n2−ε).

Proof. In what follows, we fix LWS as LWS(W) and Static-LWS as Static-LWS(W).
We define the subproblem S({i, . . . , j}, (fi, . . . , fj)) that given an interval spanned by

1 ≤ i ≤ j ≤ n and values fk = min0≤k′<i F [k′]+wk′,k for each point k ∈ {i, . . . , j}, computes
all values F [k] for k ∈ {i, . . . , j}. Note that a call to S([n], (w0,1, . . . , w0,n)) solves the LWS
problem, since F [0] = 0 and thus the values of fk, k ∈ [n] are correctly initialized.
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Algorithm 1 Reducing LWS to Static-LWS
1: function S({i, . . . , j}, (fi, . . . , fj))
2: if i = j then
3: return F [i]← fi

4: m← d j−i2 e
5: (F [i], . . . , F [i+m− 1])← S({i, . . . , i+m− 1}, (fi, . . . , fi+m−1))
6: solve Static-LWS on the subinstance given by I := {i, . . . , i + m − 1} and J :=
{i+m, . . . , i+ 2m− 1}:

7: . obtains values F ′[k] = mini≤k′<i+m F [k′] + wk′,k for k = i+m, . . . , i+ 2m− 1.
8: f ′k ← min{fk, F ′[k]} for all k = i+m, . . . , i+ 2m− 1.
9: (F [i+m], . . . , F [i+ 2m− 1])← S({i+m, . . . , i+ 2m− 1}, (f ′i+m, . . . , f ′i+2m−1))
10: if j = i+ 2m then
11: F [j] := min{fj ,mini≤k<j F [k] + wk,j}.
12: return (F [i], . . . , F [j])

We solve S using Algorithm 1.
We briefly argue correctness, using the invariant that fk = min0≤k′<i F [k′]+wk′,k in every

call to S. If S is called with i = j, then the invariant yields fi = min0≤k′<i F [k′]+wk′,i = F [i],
thus F [i] is computed correctly. For the call in Line 5, the invariant is fulfilled by assumption,
hence the values (F [i], . . . , F [i+m− 1]) are correctly computed. For the call in Line 9, we
note that for k = i+m, . . . , i+ 2m− 1, we have that f ′k equals

min{fk, F ′[k]} = min{ min
0≤k′<i

F [k′]+wk′,k, min
i≤k′<i+m

F [k′]+wk′,k} = min
0≤k′<i+m

F [k′]+wk′,k.

Hence the invariant remains satisfied. Thus, the values (F [i + m], . . . , F [i + 2m − 1]) are
correctly computed. Finally, if j = i+ 2m, we compute the remaining value F [j] correctly,
since fj = min0≤k<i F [k] + wk,j by assumption.

To analyze the running time TS(n) of S on an interval of length n := j − i+ 1, note that
each call results in two recursive calls of interval lengths at most n/2. In each call, we need
an additional overhead that is linear in n and T Static-LWS(n/2). Solving the corresponding
recursion TS(n) ≤ 2TS(n/2) + T Static-LWS(n/2) +O(n), we obtain that an O(N2−ε)-time
algorithm Static-LWS, with 0 < ε < 1 yields TLWS(n) ≤ TS(n) = O(n2−ε). Similarly,
an O(N logcN)-time algorithm for Static-LWS would result in an O(n logc+1 n)-time
algorithm for LWS. J

4 LowRankLWS

In this section we prove the first equivalence between an instantiation of LWS and a core
problem. Specifically, we first analyze the following canonical succinct representation of a
low-rank weight matrix W = (wi,j)i,j : If W is of rank d� n, we can write it more succinctly
as W = L ·R, where L and R are (n× d)- and (d×n) matrices, respectively. We can express
the resulting natural LWS problem equivalently as follows.

I Problem 4.1 (LowRankLWS). We define the LWS instantiation LowRankLWS =
LWS(WLowRank) as follows.
Data: out-vectors µ0, . . . , µn−1 ∈ {−W, . . . ,W}d, in-vectors σ1, . . . , σn ∈ {−W, . . . ,W}d
Weights: w(i, j) = 〈µi, σj〉 for 0 ≤ i < j ≤ n
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In this section, we show that this problem is equivalent, under subquadratic reductions,
to the following non-sequential problem.

I Problem 4.2 (MinInnProd). Given a1, . . . , an, b1, . . . , bn ∈ {−W, . . . ,W}d and a natural
number r ∈ Z, determine if there is a pair i, j satisfying 〈ai, bj〉 ≤ r.

This is interesting for a number of reasons. For one, MinInnProd is a fairly natural
problem and, as opposed to LowRankLWS it is not inherently sequential in its definition.
We understand MinInnProd comparably well both from an upper and from a lower bound
perspective. Using ray shooting data structures [34] we can solve MinInnProd in strongly
subquadratic time if d is constant. At the same time, if d = ω(logn), the problem is
quadratic-time SETH-hard. By showing subquadratic equivalence between MinInnProd
and LowRankLWS, we can conclude both these results, as well as any future improvements,
for LowRankLWS.

There is a simple reduction from MinInnProd to LowRankLWS that along the way
proves quadratic-time SETH-hardness of LowRankLWS.

I Lemma 4.3. It holds that TMinInnProd(n, d,W ) ≤ TLowRankLWS(2n+1, d+2, dW )+O(nd).

To prove the other direction, we will use the quite general approach to compute the
sequential LWS problem by reducing to Static-LWS (Lemma 3.2). In particular, for the
special case of LowRankLWS, it is not difficult to see that its static version boils down to
the following natural reformulation.

I Problem 4.4 (AllInnProd). Given vectors a1, . . . , an ∈ {−W, . . . ,W}d and b1, . . . , bn ∈
{−W, . . . ,W}d, determine for all j ∈ [n], the value mini∈[n]〈ai, bj〉.

I Lemma 4.5 (Static-LWS(WLowRank) ≤2 AllInnProd). We have

T Static-LWS(WLowRank)(n, d,W ) ≤ TAllInnProd(n, d+ 1, nW ) +O(nd).

Finally, inspired by an elegant trick of [40], we reduce AllInnProd to MinInnProd.

I Lemma 4.6 (AllInnProd ≤2 MinInnProd). We have

TAllInnProd(n, d,W ) ≤ O(n · TMinInnProd(
√
n, d+ 3, ndW 2) · log2 nW ).

By the sequence of lemmas above and Lemma 3.2, we obtain our subquadratic equivalence
of LowRankLWS to its core problem.

I Theorem 4.7. We have LowRankLWS ≡2 MinInnProd.

5 Coin Change and Knapsack Problems

In this section, we focus on the following problem related to Knapsack: Assume we are
given coins of denominations d1, . . . , dm with corresponding weights w1, . . . , wm and a target
value n, determine a way to represent n using these coins (where each coin can be used
arbitrarily often) minimizing the total sum of weights of the coins used. Since without loss
of generality di ≤ n for all i, we can assume that m ≤ n and think of n as our problem size.
In particular, we describe the input by weights w1, . . . , wn where wi denotes the weight of
the coin of denomination i (if no coin with denomination i exists, we set wi = ∞). It is
straightforward to see that this problem is an LWS instance LWS(Wcc), where the weight
matrix Wcc is a Toeplitz matrix.
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I Problem 5.1 (CC). We define the following LWS instantiation CC = LWS(Wcc).
Data: weight sequence w = (w1, . . . , wn) with wi ∈ {−W, . . . ,W} ∪ {∞}
Weights: wi,j = wj−i for 0 ≤ i < j ≤ n

Translated into a Knapsack-type formulation (i.e., denominations are weights, weights
are profits, and the objective becomes to maximize the profit), the problem differs from
UnboundedKnapsack only in that it searches for the most profitable multiset of items of
weight exactly n, instead of at most n.

I Problem 5.2 (UnboundedKnapsack). We are given a sequence of profits p = (p1, . . . , pn)
with pi ∈ {0, 1, . . . ,W}, that is, the item of size i has profit pi. Find the total profit of the
multiset of indices I such that

∑
i∈I i ≤ n and the total profit

∑
i∈I pi is maximized.

The purpose of this section is to show that both CC and UnboundedKnapsack are
subquadratically equivalent to the (min,+)-convolution problem. Along the way, we also
prove quadratic-time (min,+)-convolution-hardness of Knapsack. Recall the definition
of (min,+)-convolution.

I Problem 5.3 ((min,+)-convolution). Given n-dimensional vectors a = (a0, . . . , an−1),
b = (b0, . . . , bn−1) ∈ {−W, . . . ,W}n, determine its (min,+)-convolution a ∗ b defined by

(a ∗ b)k = min
0≤i,j<n:i+j=k

ai + bj for all 0 ≤ k ≤ 2n− 2.

As opposed to the classical convolution, solvable in time O(n logn) using FFT, no
strongly subquadratic algorithm for (min,+)-convolution is known. Compared to the
popular orthogonal vectors problem, we have less support for believing that no O(n2−ε)-time
algorithm for (min,+)-convolution exists. In particular, interesting special cases can be
solved in subquadratic time [12] and there are subquadratic-time co-nondeterministic and
nondeterministic algorithms [7, 11]. At the same time, breaking this long-standing quadratic-
time barrier is a prerequisite for progress on refuting the 3SUM and APSP conjectures
(see also [13]). This makes it an interesting target particularly for proving subquadratic
equivalences, since both positive and negative resolutions of this open question appear to be
reasonable possibilities.

To obtain our result, we address two issues: (1) We show an equivalence between the
problem of determining only the value F [n], i.e., the best way to give change only for
the target value n, and to determine all values F [1], . . . , F [n], which we call the output-
intensive version. (2) We show that the output-intensive version is subquadratic equivalent
to (min,+)-convolution.

I Problem 5.4 (oiCC). The output-intensive version of CC is to determine, given an input
to CC, all values F [1], . . . , F [n].

We first consider issue (2) and prove (min,+)-convolution-hardness of oiCC.

I Lemma 5.5 ((min,+)conv ≤2 oiCC). We have T (min,+)conv(n,W ) ≤ T oiCC(6n, 4(2W +
1)) +O(n).

Using the notion of Static-LWS, the other direction is straight-forward.

I Lemma 5.6. We have oiCC ≤2 Static-LWS(Wcc) ≤2 (min,+)conv.

The last two lemmas resolve issue (2). We proceed to issue (1) and show that the output-
intensive version is subquadratically equivalent to both CC and UnboundedKnapsack
that only ask to determine a single output number.
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It is trivial to see that UnboundedKnapsack ≤2 oiCC. Furthermore, there is a simple
reduction from CC to UnboundedKnapsack.

I Oberservation 5.7 (CC ≤2 UnboundedKnapsack ≤2 oiCC). We have TCC(n,W ) ≤
TUnboundedKnapsack(n, nW ) +O(n) and TUnboundedKnapsack(n,W ) ≤ T oiCC(n,W ) +O(n).

The remaining part is similar in spirit to Lemma 4.6: Somewhat surprisingly, the same
general approach works despite the much more sequential nature of Knapsack and CC –
this sequentiality can be taken care of by a more careful treatment of appropriate subproblems
that involves solving them in a particular order and feeding them with information gained
during the process.

I Lemma 5.8 (oiCC ≤2 CC). We have T oiCC(n,W ) ≤ O(log(nW ) ·n ·TCC(24
√
n, 3n2W )).

The lemmas above and their underlying reductions prove the following theorem.

I Theorem 5.9. We have (min,+)conv ≡2 CC ≡2 UnboundedKnapsack. Furthermore,
the bounded version of Knapsack admits no strongly subquadratic-time algorithm unless
(min,+)-convolution can be solved in strongly subquadratic time.

6 Chain LWS

In this section we consider a special case of Least-Weight Subsequence problems called the
Chain Least-Weight Subsequence (ChainLWS) problem. This captures problems in which
edge weights are given implicitly by a relation R that determines which pairs of data items
we are allowed to chain. The aim is to find the longest chain.

An example of a Chain Least-Weight Subsequence problem is the NestedBoxes problem.
Given n boxes in d dimensions, given as non-negative, d-dimensional vectors b1, . . . , bn, find
the longest chain such that each box fits into the next (without rotation). We say box that
box a fits into box b if for all dimensions 1 ≤ i ≤ d, ai ≤ bi.

NestedBoxes is not immediately a Least-Weight Subsequence problem, as for Least-
Weight subsequence problems we are given a sequence of data items, and require any sequence
to start at the first item and end at the last. However, we can easily convert NestedBoxes
into a LWS problem by sorting the vectors by the sum of the entries and introducing two
special boxes, one very small box ⊥ such that ⊥ fits into any box bi and one very large box
> such that any bi fits into >.

We define the Chain Least-Weight Subsequence problem with respect to any relation R
and consider a weighted version where data items are given weights. To make the definition
consistent with the definition of LWS the output is the weight of the sequence that minimizes
the sum of the weights.

I Problem 6.1 (ChainLWS). Fix a set of objects D and a relation R ⊆ D ×D. We define
the following LWS instantiation ChainLWS(R) = LWS(WChainLWS(R)).
Data: sequence of objects d0, . . . , dn ∈ D with weights w1, . . . , wn ∈ {−W, . . . ,W}.

Weights: wi,j =
{
wj if (xi, xj) ∈ R,
∞ otherwise,

for 0 ≤ i < j ≤ n.

The input to the (weighted) Chain Least-Weight Subsequence problem is a sequence of
data items, and not a set. Finding the longest chain in a set of data items is NP-complete
in general. For example, consider the box overlap problem: The input is a set of boxes in
two dimensions, given by the top left corner and the bottom right corner, and the relation
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consists of all pairs such that the two boxes overlap. This problem is a generalization of the
Hamiltonian path problem on induced subgraphs of the two-dimensional grid, which is an
NP-complete problem [28].

We relate ChainLWS(R) to the class of selection problems with respect to the same
relation R.

I Problem 6.2 (Selection Problem). Let D be a set of objects, let R ⊆ D ×D be a relation
and let D1, D2 ⊆ Dn. Given two sequences of inputs (a1, . . . , an) ∈ D1 and (b1, . . . , bn) ∈ D2,
determine if there is i, j satisfying R(ai, bj). We denote this selection problem with respect to
the relation R and sets D1, D2 by Selection(RD1,D2). If D1 = D2 = Dn, we denote the
problem by Selection(R).

The class of selection problems includes several well-studied problems including MinIn-
nProd, OV [39, 4] and VectorDomination [25].

We give a subquadratic reduction from ChainLWS(R) to Selection(R), independently
of R. The proof is again based on Static-LWS and a variation on a trick of [40].

I Theorem 6.3. For all relations R such that R can be computed in time subpolynomial in
the number of data items n, ChainLWS(R) ≤2 Selection(R).

For the other direction, we do not have a reduction that is independent of the relation R.
Instead, we give sufficient conditions for the existence of such subquadratic reductions.

I Theorem 6.4. Let D be a set of objects and D1, D2 ⊆ Dn be a set of possible sequences.
Consider any relation R ⊆ D ×D satisfying the following properties.

There is a data item ⊥ such that (⊥, d) ∈ R for all d ∈ D.
There is a data item > such that (d,>) ∈ R for all d ∈ D.
For all a ∈ {1, 2} and any set of data items (d1, . . . , dn) ∈ Da there is a permutation of
indices i1, . . . , in such that for any j < k, (dij , dik ) 6∈ R. This ordering can be computed
in time O(n2−δ) for δ > 0. We call this ordering the natural ordering.

Then Selection(RD1,D2) ≤2 ChainLWS(R).

We call a relation satisfying the conditions above a topological relation. An immediate
corollary is that if we can subquadratically reduce Selection(R) to Selection(R′) for
some topological relation R′, then Selection(R) ≤2 ChainLWS(R′).

We conclude by providing interesting instantiations of the subquadratic equivalence of
Selection and ChainLWS.

I Corollary 6.5 (NestedBoxes ≡2 VectorDomination). The weighted NestedBoxes
problem on d = c logn dimensions can be solved in time n2−(1/O(c log2 c)). For d = ω(logn),
the (unweighted) NestedBoxes problem cannot be solved in time O(n2−ε) for any ε > 0
assuming SETH.

If we restrict NestedBoxes and VectorDomination to Boolean vectors, then we get
SubsetChain and SetContainment, respectively. In this case the upper bound improves
to n2−1/O(log c) [4]. Note that SetContainment ≡2 OV, hence SubsetChain ≡2 OV.

7 Open Problems

We discuss the complexity of some succinct LWS instantiations both from an upper bound
and a lower bound perspective by proving equivalences with a number of comparably well-
studied core problems. The succinct instantiations we study include natural problems
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such as LowRankLWS, CC, ChainLWS including NestedBoxes and SubsetChain, as
well as previously studied instantiations such as ConcLWS and LIS. A number of open
questions remain. Our results do not generalize to arbitrary instantiations of LWS. In
particular, Static-LWS does not seem to reduce subquadratically to the problem of finding
the minimum element in a succincly descibed matrix. With LowRankLWS and CC we do
provide instances for which we can identify equivalent core problems, and it will be interesting
to find further examples or even sufficient conditions for which we can reduce LWS to other
problems and vice versa.

For the case of ChainLWS, we are able to generalize the reduction from LWS to
Selection problems. However, the reduction, while preserving subquadratic algorithms,
does not preserve near-linear time algorithms. For some cases, such as LIS, we are able to
reconstruct a near-linear time algorithm, which raises the question of what conditions are
necessary to do that. Similarly, we give sufficient conditions to reduce from Selection to
ChainLWS, and other sufficient or even necessary conditions should be explored for both
black-box as well as white-box reductions.
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Abstract
In the recent years, significant progress has been made in explaining apparent hardness of im-
proving over naive solutions for many fundamental polynomially solvable problems. This came
in the form of conditional lower bounds – reductions from a problem assumed to be hard. These
include 3SUM, All-Pairs Shortest Paths, SAT and Orthogonal Vectors, and others.

In the (min,+)-convolution problem, the goal is to compute a sequence (c[i])n−1
i=0 , where

c[k] = mini=0,...,k{a[i] + b[k − i]}, given sequences (a[i])n−1
i=0 and (b[i])n−1

i=0 . This can easily be
done in O(n2) time, but no O(n2−ε) algorithm is known for ε > 0. In this paper we undertake
a systematic study of the (min,+)-convolution problem as a hardness assumption.

As the first step, we establish equivalence of this problem to a group of other problems,
including variants of the classic knapsack problem and problems related to subadditive sequences.
The (min,+)-convolution has been used as a building block in algorithms for many problems,
notably problems in stringology. It has also already appeared as an ad hoc hardness assumption.
We investigate some of these connections and provide new reductions and other results.
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Keywords and phrases fine-grained complexity, knapsack, conditional lower bounds, (min,+)-
convolution, subquadratic equivalence
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1 Introduction

1.1 Hardness in P
For many problems there exist ingenious algorithms that significantly improve upon the naive
approach in terms of time complexity. On the other hand, for some fundamental problems,
the naive algorithms are still the best known, or have been improved upon only slightly. To
some extent this has been explained by the P 6=NP conjecture. However, for many problems
even the naive approaches lead to polynomial algorithms, and the P 6=NP conjecture does
not seem to be particularly useful for proving polynomial lower bounds.
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In the recent years, significant progress has been made in establishing such bounds,
conditioned on conjectures other than P 6=NP, each of them claiming time complexity lower
bounds for a different problem. And so, conjecture that there is no O(n2−ε) algorithm
for 3SUM problem1 implies hardness for problems in computational geometry [22] and
dynamic algorithms [33]. The conjecture that All-Pairs Shortest Paths (APSP) is hard
implies hardness of finding graph radius, graph median and some dynamic problems (see [38]
for survey). Finally, the Strong Exponential Time Hypothesis (SETH) introduced in [25, 26]
that has been used extensively to prove hardness of parametrized problems, recently lead to
polynomial lower bounds via the intermediate Orthogonal Vectors problem (see [36]). These
include bounds for Edit Distance [3], Longest Common Subsequence [9, 2], and other [38].

It is worth noting that in many cases the results mentioned are not only showing the
hardness of the problem in question, but also that it is computationally equivalent to the
underlying hard problem. This leads to clusters of equivalent problems being formed, each
cluster corresponding to a single hardness assumption (see [38, Figure 1]).

As Christos H. Papadimitriou is quoted to say „There is nothing wrong with trying to
prove that P=NP by developing a polynomial-time algorithm for an NP-complete problem.
The point is that without an NP-completeness proof we would be trying the same thing without
knowing it!” [32]. In the same spirit, these new conditional hardness results have cleared the
polynomial landscape by showing that there really are not that many hard problems.

1.2 Hardness of MinConv
In this paper we propose yet another hardness assumption in the MinConv problem.

MinConv
Input: Sequences (a[i])n−1

i=0 , (b[i])n−1
i=0

Task: Output sequence (c[i])n−1
i=0 , such that c[k] = mini+j=k(a[i] + b[j])

This problem has been used as a hardness assumption before for at least two specific prob-
lems [29, 4], but to the best of our knowledge no attempts have been made to systematically
study the neighborhood of this problem in the polynomial complexity landscape. To be more
precise, we consider the following.

I Conjecture 1. There is no O(n2−ε) algorithm for MinConv, for ε > 0.

Let us first look at the place occupied by MinConv in the landscape of established
hardness conjectures. Figure 1 shows known reductions between these conjectures and
includes MinConv. Bremner et al. [7] showed reduction from MinConv to APSP. It is
also known [4, 1] that MinConv can be reduced to 3SUM (to the best of our knowledge no
such reduction has been published before, and we provide the details in the full version of
this paper [18]). Note that a reduction from 3SUM or APSP to MinConv would imply a
reduction between 3SUM and APSP, which is a major open problem in the area [38]. No
relation is known between MinConv and SETH or OV.

In this paper we study three broad categories of problems. The first category consists of
the classic 0/1 Knapsack and its variants, which we show to be essentially equivalent to
MinConv. This is perhaps somewhat surprising, given recent progress of Bringmann [8] for
SubsetSum, which is a special case of 0/1 Knapsack. However, note that Bringmann’s

1 We included all problem definitions together with known results concerning these problems in Section 2.
This is to keep the introduction relatively free of technicalities.
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APSP OV

SETH

3SUM

MinConv

[36]

×
[13]

×
[13]

[7] [4]

Figure 1 The relationship between popular conjectures. A reduction from OV to 3SUM or APSP
contradicts the nondeterministic version of SETH [13, 38] (these arrows are striked-out).

algorithm [8] (as well as in other efficient solutions for SubsetSum) is built upon the idea of
composing solutions using the (∨,∧)-convolution, which can implemented efficiently using
Fast Fourier Transform (FFT). The corresponding composition operation for 0/1 Knapsack
is MinConv (see the full version of this paper for details [18]).

The second category consists of problems directly related to MinConv. This includes
decision versions of MinConv, and problems related to the notion of subadditivity. Any
subadditive sequence a with a[0] = 0 is an idempotent of MinConv, so it is perhaps natural
that these problems turn out to be equivalent to MinConv.

Finally, we investigate problems that have previously been shown to be related to
MinConv, and contribute some new reductions, or simplify existing ones.

2 Problem definitions and known results

2.1 3SUM

3sum
Input: Sets of integers A,B,C, each of size n
Task: Decide whether there exist a ∈ A, b ∈ B, c ∈ C such that a+ b = c

The 3sum problem is the first problem that was considered as a hardness assumption in P. It
admits a simple O(n2 logn) algorithm but the existence of an O(n2−ε) algorithm remains a
big open problem. The first lower bounds based on hardness of 3sum appeared in 1995 [22]
and some other examples can be found in [5, 33, 39]. The current best algorithm for 3sum runs
in slightly subquadratic expected time O

(
(n2/ log2 n)(log logn)2) [5]. An O (n1.5polylog(n)

)
algorithm is possible on the nondeterministic2 Turing machine [13]. The 3sum problem
is known to be subquadratically equivalent to its convolution version in the randomized
setting [33].

3sumConv
Input: Sequences a, b, c, each of length n
Task: Decide whether there exist i, j such that a[i] + b[j] = c[i+ j]

Both problems are sometimes considered with real weights but in this work we restrict only
to the integer setting.

2 We say that decision problem L admits a nondeterministic algorithm in time T (n) if L ∈ NTIME(T (n))∩
co-NTIME(T (n)).
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2.2 MinConv

We have already defined the MinConv problem in Subsection 1.2. Note that it is equivalent
(just by negating elements) to the analogous MaxConv problem.

MaxConv
Input: Sequences (a[i])n−1

i=0 , (b[i])n−1
i=0

Task: Output sequence (c[i])n−1
i=0 , such that c[k] = maxi+j=k(a[i] + b[j])

We describe our contribution in terms of MinConv as this version has been already been
heavily studied. However, in the theorems and proofs we use MaxConv, as it is easier to
work with. We will also work with a decision version of the problem.

MaxConv UpperBound
Input: Sequences (a[i])n−1

i=0 , (b[i])n−1
i=0 , (c[i])n−1

i=0
Task: Decide whether c[k] ≥ maxi+j=k(a[i] + b[j]) for all k

If we replace the latter condition with c[k] ≤ maxi+j=k(a[i]+b[j]) we obtain a similar problem
MaxConv LowerBound. Yet another statement of a decision version asks whether a given
sequence is a self upper bound with respect to MaxConv, i.e., if it is superadditive. From
the perspective of MinConv we may ask an analogous question about being subadditive
(again equivalent by negating elements). As far as we know, the computational complexity
of these problems has not been studied yet.

SuperAdditivity Testing
Input: A sequence (a[i])n−1

i=0
Task: Decide whether a[k] ≥ maxi+j=k(a[i] + a[j]) for all k

In the standard (+, ·) ring, convolution can be computed in O(n logn) time by the FFT.
A natural line of attacking MinConv would be to design an analogue of FFT in the
(min,+)-semiring, also called a tropical semiring3. However, due to the lack of inverse for the
min-operation it is unclear if such a transform exists for general sequences. When restricted
to convex sequences, one can use a tropical analogue of FFT, namely the Legendre-Fenchel
transform [19], which can be performed in linear time [30]. Also, [24] considered sparse
variants of convolutions and connection with 3sum.

There has been a long line of research dedicated to improve O(n2) algorithm for MinConv.
Bremner et al. [7] gave an O(n2/ logn) algorithm for MinConv, and gave a reduction from
MinConv to APSP [7, Theorem 13]. Williams [37] gave an O(n3/2Ω(logn)1/2) algorithm for
APSP, which implies the best known O(n2/2Ω(logn)1/2) algorithm for MinConv [15].

Truly subquadratic algorithms for MinConv exist for monotone increasing sequences
with integer values bounded by O(n). Chan and Lewenstein [15] presented an O(n1.859)
randomized algorithm and an O(n1.864) deterministic algorithm for that case. They exploited
ideas from additive combinatorics. Bussieck et al. [12] showed that for random input,
MinConv can be computed in O(n logn) expected and Θ(n2) worst case time.

If we are satisfied with computing c with a relative error (1 + ε) then general MinConv
admits a nearly-linear algorithm [4, 40]. It could be called an FPTAS (fully polynomial-time

3 In this setting MinConv is often called (min, +)-convolution, inf-convolution or epigraphic sum.
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approximation schema) with a remark that usually this name is reserved for single-output
problems for which decision versions are NP-hard.

Using techniques of Carmosino et al. [13] and reduction from MaxConv UpperBound
to 3sum one can construct an O

(
n1.5polylog(n)

)
algorithm working on nondeterministic

Turing machines for MaxConv UpperBound (see the full version of this paper [18]). This
running time matches the O(n1.5) algorithm for MinConv in the nonuniform decision tree
model [7]. This result is based on the techniques of Fredman [21, 20]. It remains unclear
how to transfer these results to the word-RAM model [7].

2.3 Knapsack

0/1 Knapsack
Input: A set of items I with given weights and values ((wi, vi))i∈I , capacity t
Task: Find the maximal total value of the items subset I ′ ⊆ I such that

∑
i∈I′ wi ≤ t

If we are allowed to take multiple copies of a single item then we obtain the Unbounded
Knapsack problem. The decision versions of both problems are known to be NP-hard [23]
but there are classical algorithms based on dynamic programming with a pseudo-polynomial
running time O(nt) [6]. In fact they solve more general problems, i.e., 0/1 Knapsack+

and Unbounded Knapsack+, where we are asked to output answers for each 0 < t′ ≤ t.
There is also a long line of research on FPTAS for Knapsack with the current best running
times respectively O(n log 1

ε + 1
ε3 log2 1

ε ) for 0/1 Knapsack [28] and O(n + 1
ε2 log3 1

ε ) for
Unbounded Knapsack [27].

2.4 Other problems related to MinConv

Tree Sparsity
Input: A rooted tree T with a weight function x : V (T )→ N≥0, parameter k
Task: Find the maximal total weight of rooted subtree of size k

The Tree Sparsity problem admits an O(nk) algorithm, which was at first invented for
restricted case of balanced trees [14] and generalised later [4]. There is also a nearly-linear
FPTAS based on the FPTAS for MinConv [4]. It is known that an O(n2−ε) algorithm for
Tree Sparsity entails a subquadratic algorithm for MinConv [4].

MCSP
Input: A sequence (a[i])n−1

i=0
Task: Output the maximal sum of k consecutive elements for each k

There is a trivial O(n2) algorithm for MCSP and a nearly-linear FPTAS based on the
FPTAS for MinConv [16]. To the best of our knowledge, this is the first problem to have
been explicitly proven to be subquadratically equivalent with MinConv [29]. Our reduction
to SuperAdditivity Testing allows us to significantly simplify the proof (see Section 6.1).

lp-Necklace Alignment
Input: Sequences (x[i])n−1

i=0 , (y[i])n−1
i=0 describing locations of beads on a circle

Task: Output the cost of the best alignment in p-norm, i.e.,
∑n−1
i=0 d (x[i] + c, y[π(i)])p

where c is a circular shift, π is a permutation, and d is a distance function on a circle

ICALP 2017
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MaxConv

MaxConv UpperBound

SuperAdditivity Testing

Unbounded Knapsack

0/1 Knapsack

MCSP

MaxConv LowerBound

Tree Sparsity

l∞-Necklace Alignment

6
5

4

3
7

11

12

[4]

[7]
[29]

[29]

Figure 2 Summary of reductions in the MinConv complexity class. An arrow from problem A

to B denotes a reduction from A to B. Black dashed arrows were previously known, red arrows are
new results. Numbers next to red arrows point to the corresponding theorems. The only randomized
reduction is in the proof of Theorem 7.

For p =∞ we are interested in bounding the maximal distance between any two matched
beads. The problem initially emerged for p = 1 during the research on geometry of musical
rhythm [35]. The family of Necklace Alignment problems has been systematically studied
by Bremner et al. [7] for various values of p, in particular 1, 2,∞. For p = 2 they presented an
O(n logn) algorithm based on Fast Fourier Transform. For p =∞ the problem was reduced
to MinConv which led to a slightly subquadratic algorithm.

Although it is more natural to state the problem with inputs from [0, 1), we find it more
convenient to work with integer sequences that describe a necklace after scaling.

Fast o(n2) algorithms for MinConv have also found applications in text algorithms.
Moosa and Rahman [31] reduced the Indexed Permutation Matching to MinConv and
obtained o(n2) algorithm. Burcsi et al. [10] used MinConv to get faster algorithms for
Jumbled Pattern Matching and described how finding dominating pairs can be used to solve
MinConv. Later Burcsi et al. [11] showed that fast MinConv can also be used to get faster
algorithms for a decision version of the Approximate Jumbled Pattern Matching over binary
alphabets.

3 New results summary

Figure 2 illustrates the technical contributions of this paper. The long ring of reductions on
the left side of the Figure 2 is summarized below.

I Theorem 2. The following statements are equivalent:
1. There exists an O(n2−ε) algorithm for MaxConv for some ε > 0.
2. There exists an O(n2−ε) algorithm for MaxConv UpperBound for some ε > 0.
3. There exists an O(n2−ε) algorithm for SuperAdditivity Testing for some ε > 0.
4. There exists an O((n+ t)2−ε) algorithm for Unbounded Knapsack for some ε > 0.
5. There exists an O((n+ t)2−ε) algorithm for 0/1 Knapsack for some ε > 0.
We allow randomized algorithms.
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Theorem 2 is split into five implications, presented separately as Theorems 3,4,5,6 and 7 in
Section 5. While Theorem 2 has a relatively short and simple statement, it is not the strongest
possible version of the equivalence. In particular, one can show analogous implications for
subpolynomial improvements, such as the O(n2/2Ω(logn)1/2) algorithm for MinConv of
Williams [37]. The theorems listed above contain stronger versions of the implications.

Section 6 is devoted to the remaining arrows in Figure 2. In Subsection 6.1, we show
that by using Theorem 2 we can obtain an alternative proof of the equivalence of MCSP
and MaxConv (and so also MinConv), much simpler than the one presented in [29]. In
Subsection 6.2, we show that Tree Sparsity reduces to MaxConv, complementing the
opposite reduction showed in [4]. Finally in Subsection 6.3 we provide some observations on
the possible equivalence between l∞-Necklace Alignment and MaxConv.

4 Preliminaries

We present a series of results of the following form: if a problem A admits an algorithm with
running time T (n), then a problem B admits an algorithm with running time T ′(n), where
function T ′ depends on T and n is the length of the input. Our main interest is in showing
that T (n) = O(n2−ε)⇒ T ′(n) = O(n2−ε′). Some problems, in particular Knapsack, have
no simple parameterization and we allow function T to take multiple arguments.

We assume that for all studied problems the input consists of a list of integers within
[−W,W ]. For the sake of readability we omit W as a running time parameter and we allow
function T to hide polylog(W ) factors. As sometimes the size of the input grows in the
reduction, we restrict ourselves to a class of functions satisfying T (cn) = O(T (n)) for a
constant c. This is justified as we mainly focus on functions of the form T (n) = nα. In some
reductions the integers in the new instance may increase to O(nW ). In that case we multiply
the running time by polylog(n) to take into account the overhead of performing arithmetic
operations. All logarithms are base 2.

5 Main reductions

I Theorem 3 (Unbounded Knapsack → 0/1 Knapsack). A T (n, t) algorithm for 0/1
Knapsack implies an O (T (n, t) log t) algorithm for Unbounded Knapsack.

Proof. Consider an instance of Unbounded Knapsack with the capacity t and the set
of items given as weight-value pairs ((wi, vi))i∈I . Construct an equivalent 0/1 Knapsack
instance with the same t and the set of items

(
(2jwi, 2jvi)

)
∈I,0≤j≤log t. Let X = (xi)∈I

be the list of multiplicities of items chosen in a solution to the Unbounded Knapsack
problem. Of course xi ≤ t. Define (xji )0≤j≤log t, x

j
i ∈ {0, 1} to be the binary representation

of xi. Then the vector (xji )∈I,0≤j≤log t induces a solution to 0/1 Knapsack with the same
total weight and value. The described mapping can be reverted what implies the equivalence
between the instances and proves the claim. J

I Theorem 4 (SuperAdditivity Testing → Unbounded Knapsack). If Unboun-
ded Knapsack can be solved in time T (n, t) then SuperAdditivity Testing admits an
algorithm with running time O (T (n, n) logn).

Proof. Let (a[i])n−1
i=0 be a non-negative monotonic sequence.4 Set D =

∑n−1
i=0 a[i] + 1

and construct an Unbounded Knapsack instance with the set of items ((i, a[i]))n−1
i=0 ∪

4 For a technical reduction of SuperAdditivity Testing to this case see the full version of this paper [18].
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x

y

0 n 2n 3n 4n

K + a[i]

4K + b[i]
5K + c[i]

K

Figure 3 Graphical interpretation of the sequence e in Theorem 5. The height of rectangles
equals K.

((2n− 1− i,D − a[i]))n−1
i=0 and t = 2n − 1. It is always possible to gain D by taking two

items (i, a[i]), (2n−1− i,D−a[i]) for any i. We will claim that the answer to the constructed
instance equals D if and only if a is superadditive.

If a is not superadditive, then there are i, j such that a[i] + a[j] > a[i + j]. Choosing
((i, a[i]), (j, a[j]), (2n− 1− i− j,D − a[i+ j])) gives a solution of value exceeding D.

Now assume that a is superadditive. Observe that any feasible knapsack solution may
contain at most one item with weight exceeding n − 1. On the other hand, the optimal
solution has to include one such item because the total value of the lighter ones is less than
D. Therefore the optimal solution contains an item (2n− 1− k,D − a[k]) for some k < n.
The total weight of the rest of the solution is at most k. As a is superadditive, we can replace
any pair (i, a[i]), (j, a[j]) with the item (i+ j, a[i+ j]) without decreasing the value of the
solution. By repeating this argument, we end up with a single item lighter than n. The
sequence a is monotonic so it is always profitable to replace this item with a heavier one, as
long as the load does not exceed t. We conclude that the optimal solution must be of form
((k, a[k]), (2n− 1− k,D − a[k])), which completes the proof. J

I Theorem 5 (MaxConv UpperBound → SuperAdditivity Testing). If SuperAd-
ditivity Testing can be solved in time T (n) then MaxConv UpperBound admits an
algorithm with running time O (T (n) logn).

Proof. We start with reducing the instance of MaxConv UpperBound to the case of
non-negative monotonic sequences. Observe that condition a[i] + b[j] ≤ c[i + j] can be
rewritten as (C+a[i]+Di)+(C+b[j]+Dj) ≤ 2C+c[i+ j]+D(i+ j) for any constants C,D.
Hence, replacing sequences (a[i])n−1

i=0 , (b[i])n−1
i=0 , (c[i])n−1

i=0 with a′[i] = C + a[i] +Di, b′[i] =
C + b[i] +Di, c′[i] = 2C + c[i] +Di leads to an equivalent instance. We can thus pick C,D
of magnitude O(W ) to ensure that all elements are non-negative and do not exceed the
successor. The values in the new sequences may rise up to O(nW ).

From now we can assume the given sequences to be non-negative and monotonic. Define
K to be the maximal value occurring in any sequence. Construct a sequence e of length 4n
as follows. For i ∈ [0, n− 1] set e[i] = 0, e[n+ i] = K + a[i], e[2n+ i] = 4K + b[i], e[3n+ i] =
5K + c[i]. If there is a[i] + b[j] > c[i+ j] for some i, j, then e[n+ i] + e[2n+ j] > e[3n+ i+ j]
and therefore e is not superadditive. We now show that otherwise e must be superadditive.

Assume w.l.o.g. i ≤ j. The case i < n can be ruled out because it implies e[i] = 0
and e[i] + e[j] ≤ e[i + j] for any j as e is monotonic. If i ≥ 2n, then i + j ≥ 4n, so we
can restrict to i ∈ [n, 2n − 1]. We can also clearly assume j < 3n. If j ∈ [n, 2n − 1], then
e[i] + e[j] ≤ 4K ≤ e[i+ j]. Finally, j ∈ [2n, 3n− 1] corresponds to the original condition. J
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I Theorem 6 (MaxConv→MaxConv UpperBound). A T (n) algorithm for MaxConv
UpperBound implies an O (T (

√
n)n logn) algorithm for MaxConv.

The proof of the reduction from MaxConv to MaxConv UpperBound has been
independently given recently in [4]. For completeness we give our proof in the full version of
this paper [18].

I Theorem 7 (0/1 Knapsack → MaxConv). A T (n) algorithm for MaxConv implies
an O(T (t log t) log3(n/δ) logn) for 0/1 Knapsack that outputs the correct answer with
probability at least 1− δ.

I Corollary 8. The O((n+ t)2−ε) time algorithm for 0/1 Knapsack implies the randomized
O(t2−ε′ + n) time algorithm for 0/1 Knapsack+.

The proof follows the approach of Bringmann [8], and we present it in the full version of
this paper [18].

6 Other problems related to MinConv

6.1 Maximum consecutive subsums problem
The Maximum Consecutive Subsums Problem (MCSP) is to the best of our knowledge
the first problem that has been explicitly proven to be subquadratically equivalent with
MinConv [29]. The reduction from MCSP to MaxConv is only shown for completeness,
but the reduction in the opposite direction is much simpler than the original one.

I Theorem 9 (MCSP → MaxConv). If MaxConv can be solved in time T (n) then
MCSP admits an algorithm with running time O (T (n)).

Proof. Let (a[i])n−1
i=0 be the input sequence. Construct sequences of length 2n as follows:

b[k] =
∑k
i=0 a[i] for k < n, c[k] = −

∑n−k−1
i=0 a[i] for k ≤ n (empty sum equals 0) and

otherwise b[k] = c[k] = −D, where D is two times larger than any partial sum. Observe that

(b⊕max c)[n+ k − 1] = max
0≤j<n

0≤n+k−j−1≤n

j∑
i=0

a[i]−
j−k∑
i=0

a[i] = max
k−1≤j<n

j∑
i=j−k+1

a[i], (1)

so we can read the maximum consecutive sum for each length k after performing MaxConv.
J

I Theorem 10 (SuperAdditivity Testing → MCSP). If MCSP can be solved in time
T (n) then SuperAdditivity Testing admits an algorithm with running time O (T (n)).

Proof. Let (a[i])n−1
i=0 be the input sequence and b[i] = a[i + 1] − a[i]. The superad-

ditivity condition a[k] ≤ a[k + j] − a[j] (for all possible k, j) can be translated into
a[k] ≤ min0≤j<n−k

∑k+j−1
i=j b[i] (for all k), so computing MCSP vector on (−b[i])n−2

i=0 suffices
to check if the above condition holds. J

6.2 Tree Sparsity
I Theorem 11 (Tree Sparsity → MaxConv). If MaxConv can be solved in time T (n)
and the function T is superadditive then Tree Sparsity admits an algorithm with running
time O

(
T (n) log2 n

)
.

ICALP 2017



22:10 On Problems Equivalent to (min,+)-Convolution

Proof. We take advantage of the heavy-light decomposition introduced by Sleator and
Tarjan [34]. This technique has been utilized by Backurs et al. [4] in order to transform
a nearly-linear PTAS for MaxConv to a nearly-linear PTAS for Tree Sparsity. The
reduction for exact subquadratic algorithms is different in the second phase though.

We construct a spine with a head s1 at the root of the tree. We define si+1 to be the
child of si with the larger subtree (in case of draw we choose any child) and the last node in
the spine is a leaf. The remaining children of nodes si become heads for analogous spines so
the whole tree gets covered. Note that every path from a leaf to the root intersects at most
logn spines because each spine transition doubles the subtree size.

For a node v with a subtree of size m we define the sparsity vector (xv[0], xv[1], . . . , xv[m])
with the weights of the heaviest subtrees rooted at v with fixed sizes. We are going to
compute sparsity vectors for all heads of spines in the tree recursively. Let (si)`i=1 be a spine
with a head v and let ui indicate the sparsity vector for the child of si being a head (i.e., the
child with the smaller subtree). If si has less than two children we treat ui as a vector (0).

For an interval [a, b] ⊆ [1, `] let ua,b = ua ⊕max ua+1 ⊕max · · · ⊕max ub and ya,b[k] be the
maximum weight of a subtree of size k rooted at sa and not containing sb+1. Let c =

⌊
a+b

2
⌋
.

The ⊕max operator is associative so ua,b = ua,c ⊕max uc+1,b. To compute the second vector
we consider two cases: whether the optimal subtree contains sc+1 or not.

ya,b[k] = max
[
ya,c[k],

c∑
i=a

x(si) + max
k1+k2=k−(c−a+1)

(
ua,c[k1] + yc+1,b[k2]

)]

= max
[
ya,c[k],

c∑
i=a

x(si) +
(
ua,c ⊕max yc+1,b

)[
k − (c− a+ 1)

]]

Using the presented formulas we reduce the problem of computing xv = y1,` to subprob-
lems for intervals [1, `2 ] and [ `2 + 1, `] and results are merged with two (max,+)-convolutions.
Proceeding further we obtain log ` levels of recursion, where the sum of convolution sizes on
each level is O(m), what results in the total running time O (T (m) logm) (recall that T is
superadditive).

The second type of recursion comes from the spine decomposition. There are at most
logn levels of recursion with the cumulative sum of subtrees bounded by n on each level,
what proves the claim. J

6.3 l∞-Necklace Alignment
In this section we study the l∞-Necklace Alignment alignment problem that was proved
to reduce to MinConv [7]. We are unable to reduce any of the problems equivalent to
MinConv to this problem, but we do reduce a related problem - MaxConv LowerBound.
We also elaborate on why obtaining a full reduction is difficult.

I Theorem 12 (MaxConv LowerBound→ l∞-Necklace Alignment). If l∞-Necklace
Alignment can be solved in time T (n) then MaxConv LowerBound admits an algorithm
with running time O (T (n) logn).

Proof. Let a, b, c be the input sequences to MaxConv LowerBound. We call a sum of
form e1[k1] + e2[k2] + · · · + em[km], where ei ∈ {a, b, c}, a combination, and we define its
order as

∑m
i=1 ki. If an element ei[ki] occurs with minus, we subtract ki.

We can assume the following properties of the input sequences w.l.o.g.
1. We may assume the sequences are non-negative and a[i] ≤ c[i] for all i. Just add C1 to a,

C1 + C2 to b, and 2C1 + C2 to c for appropriate positive constants C1, C2.
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2. We can artificially append an element b[n] larger than value of any combination of order
n and length bounded by a constant L. Alternatively, we can say that combinations of
order 0 with a positive coefficient at b[n] have positive value. Initially, we enforce this
property by setting b[n] as the maximum absolute value of an element times L.

3. Any combination of positive order and length bounded by L has a non-negative value. Add
a linear function Di to all sequences. As the order of combination is positive, the factors
at D sum up to a positive value. It suffices to choose D equal to the maximum absolute
value of an element times L. Note that previous inequalities compare combinations of
the same order so they stay unaffected.

The values of the elements might increase to O(nWL2). For the rest of this proof we will
use L = 10. Let B = b[n], B1 = b[n− 1], B2 = b[n]− b[1]. We define necklaces x, y of length
2B with 2n beads each. The property (3) implies monotonicity of the sequences so the beads
are given in the right order. We allow two beads to lie in the same place (in particular the
first one and the last one in y).

x =
(

a[0], a[1], . . . , a[n− 1], B + c[0], B + c[1], . . . , B + c[n− 2], B + c[n− 1]
)
,

y =
(

B1 − b[n− 1], B1 − b[n− 2], . . . , B1 − b[0], B +B2 − b[n− 1], B +B2 − b[n− 2], . . . , B +B2 − b[1], 2B
)
.

Bremner et al. [7] pointed out that the optimal solution for l∞-Necklace Alignment
must be non-crossing, so we can consider only matchings of form (x[i], y[j]) where j =
i+kmod 2n and k is fixed. Let d(x[i], y[j]) be the forward distance between x[i] and y[j], i.e.,
y[j]− x[i] plus the length of the necklaces if j < i. Define Mk to be maxi∈[0,N) d

(
x[i], y[k +

imod 2n]
)
−mini∈[0,N) d

(
x[i], y[k+ imod 2n]

)
. In this setting [7, Fact 5] says that for a fixed

k the optimal shift provides solution of value Mk

2 .
We want to show that for k ∈ [0, n) it holds

min
i∈[0,2n)

d
(
x[i], y[k + imod 2n]

)
= B1 − max

i+j=n−k−1
(a[i] + b[j]),

max
i∈[0,2n)

d
(
x[i], y[k + imod 2n]

)
= B − c[n− k − 1].

There are five types of connections between beads.

d
(
x[i], y[k + imod 2n]

)
=


B1 − a[i]− b[n− k − 1− i] i ∈ [0, n− k − 1], (I)
B + B2 − a[i]− b[2n− k − 1− i] i ∈ [n− k, n− 1], (II)
B2 − b[2n− k − 1− i]− c[i− n] i ∈ [n, 2n− k − 2], (III)
B − c[n− k − 1] i = 2n− k − 1, (IV)
B + B1 − b[3n− k − 1− i]− c[i− n] i ∈ [2n− k, 2n− 1]. (V)

All formulas form combinations of length bounded by 5 so we can apply the properties
(2,3). Observe that the order of each combination equals k, except for i = 2n− k − 1 where
the order is k + 1. Using the property (3) we reason that B − c[n − k − 1] is indeed the
maximal forward distance. It remains to show that the minimum lies within the group (I).
Note that these are the only combinations that lack b[n]. By the property (2) each distance
from the group (I) compares less with any other distance because the combinations have the
same order (except for the maximal one) and only the latter contains b[n].

For k < n the conditionMk < B−B1 is equivalent to c[n−k−1] > maxi+j=n−k−1(a[i]+
b[j]). If there is such a k, i.e., the answer to MaxConv LowerBound for sequences a, b, c
is NO, then minkMk < B −B1 and the return value is less than 1

2 (B −B1).
Finally, we need to prove that otherwise Mk ≥ B − B1 for all k. We have already

acknowledged that for k < n. Each matching for k ≥ n can be represented as swapping
sequences a and c inside the necklace x, composed with the index shift by k − n. The two
halves of the necklace x are analogous so all the prior observations on the matching structure
remain valid.
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If the answer to MaxConv LowerBound for sequences a, b, c is YES, then
∀k∈[0,n)∃i+j=ka[i] + b[j] ≥ c[k]. The property (1) guarantees that a ≤ c so we conclude that
∀k∈[0,n)∃i+j=kc[i] + b[j] ≥ a[i] + b[j] ≥ c[k] ≥ a[k], and by the same argument as before the
cost of the solution is at least 1

2 (B −B1). J

Observe that both l∞-Necklace Alignment and MaxConv LowerBound admit
simple linear nondeterministic algorithms. For MaxConv LowerBound it is enough to
either assign each k a single condition a[i] + b[k − i] ≥ c[k] that is satisfied, or guess a k for
which none inequality holds. For l∞-Necklace Alignment we define a decision version of
the problem by asking if there is an alignment of value bounded by K (the problem is self-
reducible via binary search). For positive instances the algorithm just guesses k inducing an
optimal solution. For negative instances it must holdMk > 2K for all k. Therefore, it suffices
to guess for each k a pair i, j such that d

(
x[i], y[k+ imodn]

)
− d
(
x[j], y[k+ jmodn]

)
> 2K.

We remind that MaxConv UpperBound reduces to 3sum which admits an
O
(
n1.5polylog(n)

)
nondeterministic algorithm [13] so in fact there is no obstacle for a

subquadratic reduction from MaxConv LowerBound to MaxConv UpperBound to
exist (see the full version of this paper [18]). However, the nondeterministic algorithm for
3sum exploits techniques significantly different from ours, including modular arithmetic, and
a potential reduction would probably need to rely on some different structural properties of
MaxConv.

7 Conclusions and future work

In this paper we undertake a systematic study of MinConv as a hardness assumption, and
prove subquadratic equivalence of MinConv with SuperAdditivity Testing, Unboun-
ded Knapsack, 0/1 Knapsack, and Tree Sparsity. An intriguing open problem is to
establish the relation between the MinConv conjecture and SETH.

One consequence of our results is a new lower bound on 0/1 Knapsack. It is known that
an O(t1−εnO(1)) algorithm for 0/1 Knapsack contradicts the SetCover conjecture [17].
Here, we show that an O((n+ t)2−ε) algorithm contradicts the MinConv conjecture. This
does not rule out an O(t+nO(1)) algorithm, which leads to another interesting open problem.

Finally, it is open whether MaxConv LowerBound is equivalent to MinConv, which
would imply an equivalence between l∞-Necklace Alignment and MinConv.
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Abstract
We initiate the study of finding the Jaccard center of a given collection N of sets. For two
sets X,Y , the Jaccard index is defined as |X ∩ Y |/|X ∪ Y | and the corresponding distance is
1− |X ∩Y |/|X ∪Y |. The Jaccard center is a set C minimizing the maximum distance to any set
of N .

We show that the problem is NP-hard to solve exactly, and that it admits a PTAS while no
FPTAS can exist unless P = NP . Furthermore, we show that the problem is fixed parameter
tractable in the maximum Hamming norm between Jaccard center and any input set. Our
algorithms are based on a compression technique similar in spirit to coresets for the Euclidean
1-center problem.

In addition, we also show that, contrary to the previously studied median problem by
Chierichetti et al. (SODA 2010), the continuous version of the Jaccard center problem admits a
simple polynomial time algorithm.
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1 Introduction

The Jaccard index is a widely used similarity measure on item sets. Given two sets X and Y
over a base set U , the similarity is defined as J(X,Y ) = |X ∩ Y |/|X ∪ Y | and the distance is
D(X,Y ) = 1− J(X,Y ) = |X 4 Y |/|X ∪ Y |, where X 4 Y denotes the symmetric difference
of X and Y . In this paper we study the problem of finding the center of a given set of item
sets under the Jaccard distance, i.e. for a given collection of sets N = {X1, . . . , Xn} finding
a set C ⊂ U such that max

X∈N
D(X,C) is minimized.

The Jaccard index is arguably the oldest [25] and best known similarity measure on
binary data. It has found a wide range of applications such as plagiarism detection [7],
association rule mining [12], collaborative filtering [13], web compression [9], biogeographical
analysis [34], and chemical similarity searching [39]. Most theoretical computer science
research dealing with the Jaccard index focuses on hashing algorithms for nearest neighbor
problems, which was pioneered by Broder [6], though a number of publications also deal with
clustering tasks on the Jaccard metric, see, for instance, Guha et al [22]. Previous research
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23:2 On Finding the Jaccard Center

most closely related to this paper addresses the Jaccard median problem, i.e. finding an item
set that minimizes the sum of Jaccard distances, see [35, 37].Only recently did Chierichetti
et al. [10] show that the Jaccard median problem is NP-hard but also admits a PTAS.

From a more general perspective, the task of finding a single center in a metric space has
been studied in various forms dating back to the 19th century [36]. In constant Euclidean
space, linear time algorithms exist [30, 38]. In higher dimensions, approximate algorithms
based on (weak) coresets have been proposed [3, 4, 11, 26, 40]. Hardness for the 1-center
problem in certain finite metrics have been established, including permutation metrics such
as Kendall tau and Cayley distances [2, 5, 33], the edit distance on strings [14, 32], and the
Hamming metric on strings [16, 27]. The latter problem, also known as the closest string
problem, is one of the most widely studied center problems in computer science with numerous
results on fixed parameter algorithms [15, 21, 29] and approximation algorithms [18, 27, 28].
The more general k-center problem admits a tight 2-approximation in any metric space [19, 23],
though some improvements are possible in restricted metrics such as Euclidean space [4].

Our Contribution

We show that the problem is NP-hard to solve exactly, even when the input item sets have
cardinality 2. Since the Jaccard distance is a metric, any input point is a trivial 2-approximate
solution, and it is easy to see that this bound is tight. We propose two algorithms for the
problem. The first algorithm is a PTAS with running time |N |O(ε−6)|U |2. The second one is
an FPT algorithm with parameter k = maxX∈N |X 4 C|, i.e. the maximum Hamming norm
of input points and Jaccard center C and running time 2O(k3) · |N | · |U |3. As a consequence
of our hardness result, we show that under the exponential time hypothesis [24] no FPT
algorithm with parameter k and running time 2o(k) and no PTAS with running time 2o(

√
1/ε)

can exist.
Lastly, we also briefly remark on the continuous version of the problem. Here the input

points are non-negative d-dimensional real vectors and Jc(X,Y ) =
∑d

i=1
min(Xi,Yi)∑d

i=1
max(Xi,Yi)

. While

the Jaccard median problem remains NP-hard for the continuous setting [10, 35], the center
problem becomes solvable in polynomial time.

Our Techniques

Our algorithms are based on the existence of a small subset of input points we call core-covers.
Informally, the union of items of all sets in the core-cover contains the (majority of) items of
some optimal center C. Specifically, the intersection of the union of items with C yields an
α-approximate solution. An anchored core-cover further restricts the possible solutions by
always containing the items in the intersection of all sets of the core-cover. Crucially, we
show that the size of an appropriate (anchored) core-cover is independent of the input when
aiming for a (1 + ε)-approximation, and dependent only on the parameter k in the context
of the FPT algorithm.

In an approximate variant, a core-cover is similar to but weaker than a weak coreset
for the Euclidean minimum enclosing ball problem, which requires that the expansion of
the minimum enclosing ball computed on the coreset by an (1 + ε)-factor contains the
entire point set. The existence of constant size weak coresets has been widely studied and
utilized [3, 4, 11, 26, 40]. Though the Jaccard distance can be isometrically embedded into
(high dimensional) squared Euclidean space, see Gower and Legendre [20], the weak coreset
results do not seem to be applicable to the constrained set of solutions corresponding to
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embedded item sets. Stronger coreset guarantees extending to arbitrary centers require an
exponential dependency on the dimension [1] and therefore also do not seem to be feasible
for our purposes.

For the PTAS, we proceed as follows. It turns out that a natural LP relaxation can be
efficiently rounded for a large fraction of inputs, namely when for all input sets X ∈ N , we
have OPT · |X| ∈ Ω(logn/ε2), where OPT denotes the objective value of the optimum center.
If the LP cannot be efficiently rounded, the symmetric difference between any two input
sets as well as the optimum set is bounded by O(logn/ε4). A QPTAS now immediately
follows by choosing an arbitrary set X, iterating over all subsets S of the base set U with
|S| ∈ O(logn/ε4), and determining the best solution among all candidate centers X 4 S. If
we choose multiple sets X1, . . . , Xm then the number of candidate subsets S will be reduced.
In fact, if X1, . . . , Xm is an anchored core-cover then the dependency on the size of the base
set |U | can be replaced by some constant depending only on m and ε. Since there exist
anchored core-covers of size O(1/ε), we obtain a polynomial running time for any fixed ε.

For the FPT-algorithm, the main technical difficulties are to show (1) that the size of
an appropriate core-cover can be bounded in terms of the parameter k and (2) that we can
efficiently construct an anchored core-cover. As was the case for the PTAS, for a given
preliminary anchored core-cover M , we can compute an induced optimum via complete
enumeration. If the induced optimum has distance at most OPT to all sets X ∈ N , we
are done. Otherwise, any set violating this bound can be added to M . The improvement
rate of each added set matches the non-constructive bounds used to show the existence of
core-covers, ensuring that the algorithm terminates quickly.

2 Preliminaries

Let U = {u1, . . . ud} be a base set containing d elements and let N ⊂ P(U) be a collection of
n subsets of U . Denote the symmetric difference of two sets by X 4 Y = (X \ Y ) ∪ (Y \X).

I Definition 1 (Binary Jaccard Measures). Given X,Y ⊆ U , the Jaccard similarity is defined
as

J(X,Y ) =
{
|X∩Y |
|X∪Y | if X ∪ Y 6= ∅
1 if X ∪ Y = ∅,

and the Jaccard distance is defined as D(X,Y ) = 1− J(X,Y ).

It is convenient to refer to specific elements of a set X by the characteristic vector X ∈ {0, 1}d

where Xi = 1 if ui ∈ X and Xi = 0 otherwise. The extension of the Jaccard measure to
vectors with non-negative but otherwise arbitrary entries is as follows.

I Definition 2 (Continuous Jaccard Measures). Given two d dimensional vectors X,Y with
non-negative real entries, the continuous Jaccard similarity is defined as

Jc(X,Y ) =


∑d

i=1
min(Xi,Yi)∑d

i=1
max(Xi,Yi)

if
∑n

i=1 max(Xi, Yi) > 0

1 if
∑d

i=1 max(Xi, Yi) = 0,

and the continuous Jaccard distance is defined as Dc(X,Y ) = 1− Jc(X,Y ).

In both cases the Jaccard distance is a metric. We say that the Jaccard center of a
collection N is the set C ⊆ U (resp. a non-negative real vector C ∈ Rn

≥0 for the continuous
case) such that max

X∈N
D(X,C) is minimized. Throughout this paper we denote by OPT the
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value of min
C⊆U

max
X∈N

D(X,C). We always assume ∅ /∈ N , i.e. the empty set is not part of the

input, as otherwise ∅ is a trivial optimal solution with maximum distance 1 if there exists at
least one further set in N , and maximum distance 0 if N = {∅}. Lastly, we will frequently
use the following easily verifiable facts throughout the paper.

I Fact 3. Let X,Y ⊆ U be two item sets. Then the following statements hold:
|X ∩ Y | = (1−D(X,Y )) · |X ∪ Y |,
|X| ≥ (1−D(X,Y )) · |Y |,
|X \ Y | ≤ D(X,Y ) · |X|.

3 Hardness of Binary Jaccard Center

We reduce the problem of finding the optimum Jaccard center from vertex cover defined as
follows.

I Definition 4. Given a graph G(V,E), a vertex cover is a set K ⊂ V such that e ∩K 6= ∅
for any e ∈ E. The minimum vertex cover is the vertex cover of smallest cardinality.

It is well known that computing the minimum vertex cover is NP-hard [17]. We will use
instances with a minor constraint added for technical reasons. The minimum vertex cover
will always have cardinality at most |V |2 − 2. It is easy to see that this does not affect the
hardness of the vertex cover problem, for instance by adding an isolated star with one central
node and |V |+ 5 remaining nodes.

I Theorem 5. Computing the optimum Jaccard center is NP-hard even if every X ∈ N has
cardinality at most 2.

Proof. Let K be a minimum vertex cover of cardinality at most |V |2 − 2 in a graph G(V,E)
with no isolated nodes. Consider now the instance of the Jaccard center problem where the
input item sets are E, the base set is V , and the center is some subset of V . We claim that
a collection of vertexes C is an optimum Jaccard center if and only if C is a minimum vertex
cover.

For every collection of vertices C and any edge e ∈ E, we have the following three cases:

D(e, C) =


1 if |C ∩ e| = 0
|C|
|C|+1 if |C ∩ e| = 1
|C|−2
|C| if |C ∩ e| = 2.

Note that the distance for some edge is 1 if and only if C is not a vertex cover. Note also that
|C|
|C|+1 >

|C|−2
|C| , i.e. if C 6= V then max

e∈E
D(e, C) = |C|

|C|+1 . Now for any collection of vertices
C that is a vertex cover with |C| > |K|, we have two cases. If C 6= V , then

max
e∈E

D(e, C) = |C|
|C|+ 1 ≥

|K|+ 1
|K|+ 2 >

|K|
|K|+ 1 = max

e∈E
D(e,K).

If C = V , then

max
e∈E

D(e, V ) = |V | − 2
|V |

=
|V |
2 − 1
|V |
2

≥ |K|+ 1
|K|+ 2 >

|K|
|K|+ 1 = max

e∈E
D(e,K). J

I Corollary 6. There exists no FPTAS for the binary Jaccard center problem unless P=NP.
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Proof. Two non-equal distances are at least apart by 1
d2 . If an FPTAS were to exist, we

could compute determine a (1 + 1
d2 ) approximation in polynomial time. This approximation

however would coincide with the optimal solution. J

Assuming the exponential time hypothesis (ETH), we can give stronger time bounds for
PTAS and FPT. ETH, formulated by Impagliazzio, Paturi and Zane [24] assumes that there
exists some positive real number s such that 3-SAT with n variables and m clauses cannot
be decided in time 2s·n(n+m)O(1).

I Corollary 7. Let N be a collection of subsets over a base set U and let C ⊂ U be the optimal
Jaccard center. Assuming ETH, no FPT algorithm with parameter k = maxX∈N |C 4X|,
can run in time 2o(k)poly(N, d). Further, no PTAS for the Jaccard Center problem can run
in time 2o(

√
1/ε)poly(N, d).

Proof. Under ETH, no FPT algorithm for vertex cover with parameter |K|, the minimal
size of the vertex cover, can run in time 2o(|K|)poly(N), see Cai and Juedes [8]. Since
k = maxX∈N |C 4 X| ∈ Θ(|K|), the first claim follows. For the second claim, recall any
PTAS approximating the Jaccard center problem beyond a factor of (1 + 1

d2 ) recovers the
optimal solution. J

4 Core-Covers

Our algorithms are based on the existence of a small collection M of input sets such that
a high-quality center can be extracted from M . Informally, the items of an optimal center
are well represented by the items of the sets contained in M . The construction is somewhat
inspired by coresets for the Euclidean minimum enclosing ball problem, albeit with a weaker
guarantee.

I Definition 8 (Core-Covers). Let N be a collection of subsets of a base set U , let OPT be
the maximum distance of an optimal Jaccard center to any subset in N , and let α ≥ 1 be a
parameter. A collection M ⊆ N is called an α-core-cover if there exists an optimal center C
with

max
X∈N

D

(
X,

( ⋃
X∈M

X

)
∩ C

)
≤ α ·OPT.

A collection M ⊆ N with AM =
⋂

X∈M

X and OM =
⋃

X,Y ∈M

X 4 Y is called an anchored

α-core-cover if there exists an optimal center C with

max
X∈N

D(X,AM ∪ (OM ∩ C)) ≤ α ·OPT.

We are especially interested in the size of core-covers with α = 1 or α = 1+ε. Core-covers
are useful when the supports, i.e. the sets X are small, in which case we can find the solution
by enumerating over all possible subsets of

⋃
X∈M X. Anchored core-covers are more useful

if the supports are large while the optimum value is small. For the remainder of this section,
we will give (non-constructive) upper and lower bounds on the number of points required to
satisfy both guarantees. Our proofs are essentially based on the following observation.

I Observation 1. For any three sets C,K,X ⊆ U

D(X,K) ≤ D(X,K ∩ C) + |K \ C| − 2|(X ∩K) \ C)|
|X ∪K|

.
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Proof.

D(X,K) = |X 4K|
|X ∪K|

= |X 4 (K ∩ C)|+ |K \ C \X| − |X ∩ (K \ C)|
|X ∪ (K ∩ C)|+ |K \ C \X|

≤ |X 4 (K ∩ C)|
|X ∪ (K ∩ C)| + |K \ C \X| − |X ∩ (K \ C)|

|X ∪K|

= D(X,K ∩ C) + |K \ C| − 2|X ∩ (K \ C)|
|X ∪K|

J

If X is an arbitrary input point, K is our possible solution, and C is an optimal center,
this observation implies that it is sufficient to show that D(X,K∩C) is a good approximation
to D(X,C) and |K\C|−2|(X∩K)\C)|

|X∪K| is small or negative.

I Lemma 9. For any collection of subsets N , there exists an α-core-cover M of size d1/εe+1
if α = 1 + ε with ε > 0 and min

{
log(OPT·|C|)
log(2−OPT) + 1, |C|

}
if α = 1.

Proof. We show the existence of the collection M by proving that we can iteratively add a
set to M such that either K is already a good approximate solution or the added set contains
many elements from C \K. Thus, finally we either have C covered by

⋃
X∈M X or no set

violates the approximation guarantee. Let M (0) = {X} for an arbitrary X ∈ N . We denote
by K(i) = C ∩

(⋃
X∈M(i) X

)
our solution after the i-th iteration. Note that due to Fact 3,

we can assume |C \K(i)| ≤ OPT · |C| as M (i) is non-empty. In the following derivations,
we assume that α · OPT < 1, which is always the case for α = 1 and always the case for
α = 1 + ε and OPT ≤ 1

1+ε . The latter assumption is justified by observing that otherwise
any single input point already satisfies the (1 + ε)-core-cover guarantee.

Let X ∈ N be a set such that D
(
X,K(i)) > α ·OPT. Then

|X ∩ (C \K(i))| K(i)⊆C= |X ∩ C| − |X ∩K(i)|
≥ (1−OPT) · |X ∪ C| − (1−D(X,K(i))) · |X ∪K(i)|
> (1−OPT) · |X ∪ C| −

(1− α ·OPT) · (|X ∪ C| − |C \K(i)|+ |X ∩ (C \K(i))|)
≥ (α− 1) ·OPT · |C|+

(1− α ·OPT) · (|C \K(i)| − |X ∩ (C \K(i))|)

For for α = 1 + ε, we have the lower bound |X ∩ (C \ K(i))| ≥ ε · OPT · |C|. Since
|C \K(0)| ≤ OPT · |C|, after adding at most s = d1/εe sets to M (0), we have K(s) = C, or
no set X with D

(
X,K(s)) > (1 + ε) ·OPT exists.

If α = 1, we have

|X ∩ (C \K(i))| ≥ 1−OPT
2−OPT · |C \K

(i)|

which implies that X covers at least 1−OPT
2−OPT items from C \ K(i)) in iteration i. Thus,

|C \ K(i)| ≤ (1 − 1−OPT
2−OPT )i|C \ K(0)| ≤ ( 1

2−OPT )i · OPT · |C| which is smaller than 1 if
i > log(OPT·|C|)

log(2−OPT) . Note that |X ∩ (C \K(i))| ≥ 1 if D(X,K(i)) > OPT which concludes the
proof. J

With the space bound for core-covers, we can prove the main result of this section.

I Lemma 10. For any collection of subsets N , there exists an anchored α-core-cover M ⊂ N
of size O(1/ε) if α = 1 + ε with ε > 0 and of size min{ log(OPT·|C|)

log(2−OPT) + 1, |C|}+ log OPT·|C|
1−OPT if

α = 1.
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Proof. Assume we have some optimal center C. Lemma 9 gives a set M such that K ∩ C
is an α-approximate solution where we can represent K as K = AM ∪ (OM ∩ C). Using
Observation 1, the distance between K and some arbitrary set X is

D(X,K) ≤ D(X,K ∩ C) + |K \ C| − 2 · |(X ∩K) \ C)|
|X ∪K|

= D(X,K ∩ C) + |AM \ C| − 2 · |X ∩ (AM \ C)|
|X ∪K|

≤ α ·OPT + |AM \ C| − 2 · |X ∩ (AM \ C)|
|X ∪K|

If for every X ∈ N , we have 2 · |X ∩ (AM \ C)| > |AM \ C| then the ratio is negative and
D(X,K) ≤ D(X,K∩C) ≤ α ·OPT. Otherwise, there exists an X such that |X∩(AM \C)| =
|(X ∩AM ) \ C| ≤ |AM \ C|/2. We iteratively augment the collection M satisfying the space
and approximation bounds of Lemma 9 with additional sets X. In each iteration, |AM \ C|
is halved.

If α = 1 and after adding i > log |AM \ C| sets, we have AM \ C = ∅. For a more precise
bound on i let Y ∈M . Then due to Fact 3,

|AM \ C| ≤ |Y \ C| ≤ OPT · |Y ∪ C| ≤ OPT · |C|
1−OPT .

For the case α = 1 + ε, we assume OPT < 1/(1 + ε) as otherwise any point is a (1 + ε)
approximation. Let X ∈ N . Again due to Fact 3 we have

|AM \ C| ≤ OPT · |C|
1−OPT ≤ OPT · |X|

(1−OPT)2

≤ OPT · (1 + ε)2 · |X|
ε2 ≤ OPT · 4

ε2 · |X|,

where the last inequality follows for ε ≤ 1. After adding log 4
ε3 sets such that |AM \ C| is

halved with each sets, we have |AM \ C|/|X ∪K| ≤ ε ·OPT · |X|/|X ∪K| ≤ ε ·OPT. Our
approximation factor is therefore α · OPT + ε · OPT = (1 + 2ε) · OPT. Rescaling ε by a
factor of 2 completes the proof. J

We would like to remark that the bound on the number of sets required to satisfy the
(1 + ε)-core-cover guarantee is tight, and that the bound on the number of sets to satisfy the
anchored (1 + ε)-core-cover guarantee is tight up to constant multiplicative factors. Note
that M is constrained to using only input sets. Better bounds are possible when we lift this
restriction on M (for instance, if M consists of only an optimum center C then all guarantees
are met). It is unclear whether improved guarantees not using input sets can be feasibly
used in an algorithm.

I Lemma 11. There exists a collection of subsets N such that for any (1 + ε)-core-cover
M ⊆ N , we have |M | ≥ 1/ε− 1.

Proof. For a given ε > 0 and assuming 1/ε to be an integer, we consider the following
instance of vertex cover. We are given 1/ε − 1 stars, each with at least two leaves. The
optimum vertex cover and the optimum Jaccard center consists of the internal nodes, with
an optimum objective value for the Jaccard center of 1/ε−1

1/ε . If M does not consist of at
least one edge from each star, corresponding to a set containing the element contained in
the optimal Jaccard center, any center computed using only the entries of the picked edges
will not intersect with at least one star, i.e. have distance 1 to the edges of the omitted star.
Since 1/ε−1

1/ε · (1 + ε) = 1− ε2 < 1, M has to hit every star. J
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Algorithm 1: PTAS for the Jaccard center problem
Input :Collection N of subsets, Parameter ε > 0
Output : (1 + ε)-approximate Jaccard center C

1 Let D = { i
j | 1 ≤ j ≤ d and 0 ≤ i < j}.

2 Initialize list C = ∅.
3 foreach ÔPT ∈ D do
4 if ∃X ∈ N : ÔPT · |X| < 27 ln(4n)

ε2 then
5 foreach M ⊆ N with |M | = d 5

ε + 5e do
6 Compute optimal solution KÔPT = AM ∪ S with S ⊆ OM (cf. Lemma 10).
7 Add KÔPT to C

8 else
9 Obtain non-integral solution K ′

ÔPT
by solving the set of linear equations given

by Equation 1
10 Obtain KÔPT by rounding each entry of K ′

ÔPT
11 Add KÔPT to C

12 return argmin
ÔPT∈D

{KÔPT ∈ C}

5 A PTAS for Binary Jaccard Center

This section mainly consists of the proof of the following theorem.

I Theorem 12. Given a collection N of n subsets from a base set U of cardinality d and any
ε > 0, there exists an algorithm computing a (1 + ε)-approximation to the optimal Jaccard
center. The algorithm runs in time d2 · (nO(ε−6) + LP (n, d)), where LP (n, d) is the time
required to solve a linear program with n constraints and d variables.

The algorithm (see also Algorithm 1) consists of two main steps. Let OPT be the
optimal objective value. Since there are O(d2) distinct objective values for the Jaccard center
problem with a base set of size d, we can try to a find solution for each value (cf. line 3

Algorithm 1). Recall that Ci =
{

0 if i /∈ C
1 if i ∈ C

and that D(X,C) ≤ OPT holds for all X ∈ N .

By multiplying both sides of the inequality with |X ∪ C|, we obtain

|X 4 C| ≤ ÔPT · |X ∪ C|. (1)

Observe that |X4C| =
∑d

i=1 Xi− 2XiCi +Ci and |X ∪C| =
∑d

i=1 Xi−XiCi +Ci. Hence,
we obtain a set of linear inequalities which we can test for feasibility by relaxing the integrality
constraints on C. Denote a feasible non-integral solution by C ′. The existence of a feasible
integral solution of Equation 1 implies a feasible relaxed solution C ′. We interpret the C ′i as
probabilities, i.e. we obtain a binary vector C by rounding each C ′i to 1 with probability C ′i.
Using Chernoff bounds, this approach yields a good solution if OPT · |X| > s · logn/ε2 for
all X and some constant s (cf. lines 4–7 of Algorithm 1).

If OPT · |Y | is smaller than this threshold for at least one Y ∈ N then we could employ
a naive brute force algorithm by iterating over all

(
d

s·log n/ε

)
∈ O(ds·log n/ε) subsets S and

outputting the best Y 4 S. To eliminate the dependency on d, we first show that a bound
on OPT · |Y | implies that |X1 4 X2| for any two sets X1, X2 ∈ N is bounded. Then we
compute an anchored core-cover M by enumerating all collections of O(1/ε) input sets.
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Having determined M , computing the optimum AM ∪ S with S ⊆ OM becomes feasible
(cf. lines 9–11 of Algorithm 1).

Proof of Theorem 12. In the following, we always assume that OPT < 1/(1 + ε), as
otherwise any solution is a (1 + ε) approximation.

To round the set of linear Equations 1, we first recall and apply the following probabilistic
bounds.

I Theorem 13 (Multiplicative Chernoff-Bounds [31]). Let B1, . . . Bd be independent binary
random variables with µ = E[

∑d
i=1 Bi]. Then for any 0 < δ < 1:

P

[
d∑

i=1
Bi > (1 + δ) · µ

]
≤ exp

(
−δ

2 · µ
3

)
and P

[
d∑

i=1
Bi < (1− δ) · µ

]
≤ exp

(
−δ

2 · µ
2

)
.

I Lemma 14. Let S be a random binary vector obtained by rounding a fractional feasible
solution of the set of Equations 1 and let ε > 0 be a constant. Assume that OPT·|X| ≥ 27 ln(4n)

ε2

for all X ∈ N . Then with probability at least 1/2, the rounding procedure produces a binary
solution S with max

X∈N
D(X,S) ≤ (1 + ε) ·OPT.

Proof. Observe that E[|X ∪ S|] ≥ |X|. We first derive concentration bounds on |X4 S| and
|X ∪ S|. For any X ∈ N , Theorem 13 yields

P [|X ∪ S| < (1− ε/3) · E[|X ∪ S|]] ≤ exp
(
−ε

2 · E[|X ∪ S|]
18

)
≤ exp

(
−ε

2 · |X|
18

)
≤ 1

4n

and

P [|X 4 S| > E[|X 4 S|] + ε/3 ·OPT · E[|X ∪ S|]]

= P
[
|X 4 S| >

(
1 + ε ·OPT · E[|X ∪ S|]

3 · E[|X 4 S|]

)
· E[|X 4 S|]

]
≤ exp

(
−ε

2 ·OPT2 · E[|X ∪ S|]2

27 · E[|X 4 S|]2 · E[|X 4 S|]
)

≤ exp
(
−ε2 ·OPT · E[|X ∪ S|]/27

)
≤ exp

(
−ε2 ·OPT · |X|/27

)
≤ 1

4n.

Combining these two bounds, we have

|X 4 S|
|X ∪ S|

≤ E[|X 4 S|] + ε/3 ·OPT · E[|X ∪ S|]
(1− ε/3) · E[|X ∪ S|] ≤ OPT + ε/3 ·OPT

1− ε/3 ≤ (1 + ε) ·OPT

with probability at least 1− 1/2n. Applying the union bound, we then obtain

P
[
max
X∈N

D(X,S) ≤ (1 + ε) ·OPT
]

= 1− P
[
∃X ∈ N : |X 4 S|

|X ∪ S|
> (1 + ε) ·OPT

]
≥ 1− n

2n = 1/2. J

If OPT · |X| > 27 ln(4n)
ε2 for all X ∈ N , we can use the LP-based rounding scheme analyzed

in Lemma 14 (cf. lines 4–7 of Algorithm 1). For the other cases, we will utilize Lemma 10 as
follows. There exists at least one set Y with OPT · |Y | ≤ 27 ln(4n)

ε2 . With Fact 3, we have
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OPT · |C| ≤ OPT · |Y |/(1−OPT) ≤ 27·(1+ε)·ln(4n)
ε3 . For any two sets X1, X2 ∈ N , we then

have

|X1 4X2| ≤ 2 ·OPT · |X1 ∪X2| ≤ 2 ·OPT · (|X1|+ |X2|)

≤ 4 ·OPT |C|
1−OPT ≤

108 · (1 + ε)2 · ln(4n)
ε4 .

Let M now be a collection of sets satisfying the guarantee of Lemma 10 with AM =
⋂

X∈M X

and OM =
⋃

X,Y ∈M X 4 Y . Such a collection can be determined in time nO(ε−1) by
iterating through all subsets of N of cardinality O(ε−1). Since |OM | ≤

∑
Xi∈M

∑
Xj∈M |Xi4

Xj | ≤ |M |2 · max
Xi,Xj∈M

|Xi 4 Xj | ∈ O(logn · ε−6), we can compute an optimal solution of

max
X∈N

min
S⊆OM

D(X,AM ∪ S) in time 2|OM | = 2O(log n·ε−6).

The total running time amounts to d2 calls to the LP given via Equations 1 or d2

applications of Lemma 10 with a running time of 2O(log n·ε−6) = nO(ε−6). J

6 An FPT Algorithm for Binary Jaccard Center

Our second application of core-covers is an FPT algorithm in the parameter k = maxX∈N |X4
C| where C is an arbitrary optimal solution. The main technical difficulty is to efficiently
construct a core-cover without enumerating all possible core-covers. We first bound the size
of an anchored 1-core-cover given by Lemma 10 in terms of k.

I Lemma 15. For any collection N of subsets and an optimal center C with cost OPT < 1,
let k = maxX∈N |X 4 C|. Then

min
{

log(OPT · |C|)
log(2−OPT) + 1, |C|

}
≤ 2k and log OPT · |C|

1−OPT ≤ 3 log k.

Proof. There exists an X ∈ N such that k ≥ |X 4 C| = OPT · |X ∪ C| ≥ OPT · |C|. We
first note that both terms are increasing with OPT, hence we assume OPT > 1/2. Then
|X 4 C|/|X ∪ C| = OPT for some X ∈ N implying

(1−OPT) = OPT · |X ∩ C|/|X 4 C| ≥ 1
2|X 4 C|

≥ 1
2k .

Therefore, we have 1/(1−OPT)) ≤ 2k,

log(2−OPT) = log(1 + 1−OPT) = ln(1 + 1−OPT)
ln 2 ≥ 1−OPT

2 ln 2 ≥ 1
4k ln 2 ,

and

min
{

log(OPT · |C|)
log(2−OPT) + 1, |C|

}
≤ |C| ≤ 2k and log OPT · |C|

1−OPT ≤ 1 + 2 log k. J

For a given estimate of OPT, the algorithm initially chooses two arbitrary sets to be
included in the anchored core-cover M . If the optimal solution AM ∪S with S ⊆ OM satisfies
maxX∈N D(X,AM ∪ S) < OPT then we can reduce our estimate of OPT. Otherwise, we
add any set X at distance greater than OPT to M . The set X improves the core-cover,
either by increasing |C ∩ (AM ∪OM ) | or by decreasing |AM \ C| for some optimal center
C. Lemma 15 allows us to bound the number of times this happens before M satisfies the
anchored core-cover guarantee, upon which we can recover the optimum solution.
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Algorithm 2: FPT-algorithm for the Jaccard center problem
Input :Collection N of subsets, Parameter k = maxX∈N |X 4 C|
Output :Optimal Jaccard center C

1 Let D = { i
j | 1 ≤ j ≤ d and 0 ≤ i < j}.

2 Initialize list C = ∅.
3 foreach ÔPT ∈ D do
4 Initialize M = {X,Y } with arbitrary X,Y ∈ N and X 6= Y .
5 for i = 1 to 5k do
6 Compute optimal solution KÔPT = AM ∪ S with S ⊆ OM (cf. Lemma 10).
7 if ∃X ∈ N : D(X,KÔPT) > ˆOPT then
8 M = M ∪ {X}
9 else

10 Add KÔPT to C
11 break

12 return argmin
ÔPT∈D

{KÔPT ∈ C}

I Theorem 16. Algorithm 2 computes an optimal Jaccard center C satisfying maxX∈N |X4
C| = k in time 2O(k3) · n · d3.

Proof. Let ÔPT ∈ D be a guess for our optimal value OPT. If ÔPT < OPT then the loop
terminates without finding a center. Let ÔPT ≥ OPT. Using Observation 1, we know that

D(X,KÔPT) ≤ D(X,KÔPT ∩ C) +
|KÔPT \ C| − 2 · |(X ∩KÔPT) \ C)|

|X ∪KÔPT|
.

If D(X,KÔPT) > ÔPT then we distinguish between two cases:

Case |KÔPT \ C| − 2 · |(X ∩KÔPT) \ C)| ≤ 0:
Then D(X,KÔPT ∩C) > ÔPT and we can apply the analysis of Lemma 9. Thus, we add
at most 2k sets to M until this case can no longer occur (Lemma 15).

Case |KÔPT \ C| − 2 · |(X ∩KÔPT) \ C)| > 0:
Then |(X ∩KÔPT) \ C)| ≤ |KÔPT \ C|/2 and we can apply the analysis of Lemma 10.
Thus, we add at most 3 log k points to M until this case can no longer occur (Lemma 15).

The computation of KÔPT can be done in time 2O(k3) by an exhaustive search over all
possible subsets of OM since

|OM | ≤ |M2| · max
X,Y ∈N

|X 4 Y | ≤ O(k2) · max
X,Y ∈N

(|X 4 C|+ |Y 4 C|) = O(k3).

We perform the exhaustive search O(k) times and for each solution we evaluate the objective
value for each set. Since |D| = O(d2) and we examine every set in line 7 of Algorithm 2, the
algorithm terminates in time 2O(k3) · n · d3. J

7 A Note on Continuous Jaccard Center

We conclude by briefly describing how to find the continuous Jaccard center. We will
formulate the decision problem of finding a center with distance at most dist as an LP. The
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optimum center can thereafter be determined in polynomial time using binary search over
the possible values of dist. In the following let Xj ∈ N be the jth point of N w.r.t. some
arbitrary ordering. We use the variable ci ≥ 0 to denote the ith entry of the Jaccard center.
We further use the variables ai,j and bi,j for all i ∈ {1, . . . , d} and j ∈ {1, . . . n} to denote
the maximum and minimum of Xj

i and ci. We then use the constraints

d∑
i=1

bi,j ≥ (1− dist) ·
d∑

i=1
ai,j for all j ∈ {1, . . . n}

bi,j ≤ ci, X
j
i ≤ ai,j for all j ∈ {1, . . . n}, i ∈ {1, . . . d}

ai,j , bi,j , ci ≥ 0 for all j ∈ {1, . . . n}, i ∈ {1, . . . d}.

Note that the top most equation
∑d

i=1 min(ci, X
j
i ) ≥ (1− dist) ·

∑d
i=1 max(ci, X

j
i ) is equal

to 1−
∑d

i=1
min(Xi,Yi)∑d

i=1
max(Xi,Yi)

≤ dist.
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Abstract
The Orbit Problem consists of determining, given a matrix A ∈ Rd×d and vectors x, y ∈ Rd,
whether there exists n ∈ N such that An = y. This problem was shown to be decidable in a
seminal work of Kannan and Lipton in the 1980s. Subsequently, Kannan and Lipton noted that
the Orbit Problem becomes considerably harder when the target y is replaced with a subspace of
R
d. Recently, it was shown that the problem is decidable for vector-space targets of dimension

at most three, followed by another development showing that the problem is in PSPACE for
polytope targets of dimension at most three.

In this work, we take a dual look at the problem, and consider the case where the initial
vector x is replaced with a polytope P1, and the target is a polytope P2. Then, the question is
whether there exists n ∈ N such that AnP1 ∩ P2 6= ∅. We show that the problem can be decided
in PSPACE for dimension at most three. As in previous works, decidability in the case of higher
dimensions is left open, as the problem is known to be hard for long-standing number-theoretic
open problems.

Our proof begins by formulating the problem as the satisfiability of a parametrized family of
sentences in the existential first-order theory of real-closed fields. Then, after removing quantifiers,
we are left with instances of simultaneous positivity of sums of exponentials. Using techniques
from transcendental number theory, and separation bounds on algebraic numbers, we are able to
solve such instances in PSPACE.
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1 Introduction

Given a linear transformation A over the vector space Rd, together with a starting point x,
the orbit of x under A is the infinite sequence x,Ax,A2x, . . .. A natural decision problem
in discrete linear dynamical systems is whether the orbit of x ever hits a particular target
set V (assuming suitable, effective representations of A, x, and V ). An early instance of
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24:2 The Polytope-Collision Problem

this problem was raised by Harrison in 1969 [12] for the special case in which V is simply
a point in Rd. Decidability remained open for over ten years, and was finally settled in
a seminal paper of Kannan and Lipton, who moreover gave a polynomial-time decision
procedure [13]. In subsequent work [14], Kannan and Lipton noted that the Orbit Problem
becomes considerably harder when the target V is replaced by a subspace of Rd: indeed,
if V has dimension d − 1, the problem is equivalent to the Skolem Problem, known to be
NP-Hard but whose decidability has remained open for over 80 years [21]. However, for
low-dimensional target spaces, the Orbit Problem becomes more tractable. Indeed, it was
recently shown in [7] that the problem is decidable for vector-space targets of dimension at
most three, with polynomial-time complexity for one-dimensional targets, and complexity in
NPRP for two- and three-dimensional targets. Another development followed in [8], where
the authors consider more intricate target sets, namely polytopes. It is shown in [8] that up
to dimension three, the problem can be solved in PSPACE. In addition, it is shown that for
higher dimensions, the problem becomes hard with respect to long-standing number-theoretic
open problems.

A key motivation for studying the Orbit Problem comes from program verification,
particularly the problem of determining whether a simple while loop with affine assignments
and guards will terminate or not. Similar reachability questions were considered and left
open by Lee and Yannakakis in [15] for what they termed “real affine transition systems”.
Similarly, decidability for the case of a single-halfspace target was mentioned as an open
problem by Braverman in [5].

An important aspect of termination problems for linear loops is the quantification of the
initial point. Traditionally, the ‘Termination problem’ in the program-verification literature
(see, e.g. [4]) refers to termination of while loops for all possible initial starting points. In [17]
the traditional Termination Problem is solved over the integers for while loops, assuming
diagonalisability of the associated linear transformation. To our knowledge, very little else
is known on the general problem of universally quantified inputs. In contrast, the works
in [7, 8] study the termination problem where the input is fixed (but the target space is
complicated). This corresponds to verifying the termination of a concrete run of a linear
loop. It should be noted that the techniques used for analyzing the latter differ significantly
from the former.

In this work, we take a dual look at the problem, and study the case where the input
is existentially quantified. Thus, we are given a set P1 ⊆ Rd, and a target set P2, and the
problem is to decide whether there exists x ∈ P1 and n ∈ N such that Anx ∈ P2. In practice,
this corresponds to deciding safety properties of linear loops: we think of P2 as some error
set, and the problem is to decide whether there exists an input that would cause the program
to reach the error set.

Specifically, the focus of this paper is the 3D Polytope-Collision Problem (3DPCP,
for short): Given two polytopes P1 and P2 in R3 (represented as an intersection of halfspaces)
and a matrix with real-algebraic entries1 A ∈ (A ∩R)3×3, determine whether there exists a
point x ∈ P1 and a natural number n such that Anx ∈ P2.

We present the following effectiveness result on the 3D Polytope-Collision Problem.

I Theorem 1. 3DPCP is decidable in PSPACE.

Note that as proved in [8], when the dimension is at least four, the polytope-collision problem
becomes hard with respect to number-theoretic open problems.

1 We denote by A the set of algebraic numbers.
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Before describing our approach, we explain why this result is somewhat surprising.
Consider a simplification of 3DPCP, where the initial polytope P is a segment between points
x and y, and we wish to decide whether the orbit of P under the matrix A collides with
another polytope R. We can represent P as the single point (x, y) in R6, and extend A to
a matrix B ∈ R6×6 that has two copies of A on its diagonal. Then, the orbit of P under
A corresponds to the orbit of (x, y) under B. However, the respective target space in R6

becomes the set of all points (u, v) such that the line between u and v in R3 intersects R.
While this is a semi-algebraic set, it is quite complicated, and recall that the polytope hitting
problem is already hard in dimension four. Thus, this approach suggests that the problem
may be as hard as the hitting problem in R6.

Technically, the above intricacy prevents us from using the techniques previously employed
on fixed-input orbit problems, e.g. [8]. There, describing the dominant behavior of the orbit
is relatively straightforward, and the difficulty is reasoning about hitting the target. In our
setting, merely describing the orbit involves symbolic quantifier elimination, as described
next, and reasoning about hitting the target therefore involves symbolic analysis.

Our approach to proving Theorem 1 is as follows. Observe that 3DPCP can be formulated
as the problem of deciding whether there exists n ∈ N such that AnP1 intersects P2 (where
AnP1 = {Anx : x ∈ P1}). In Section 3 we reduce this formulation of 3DPCP to the problem
of solving a system of inequalities, as we now describe.

In Section 3.1 we identify two types of intersection of 3D polytopes, namely (1) where
a vertex of one polytope lies in the other polytope, and (2) where an edge of one polytope
intersects a face of the other polytope. We show that under a certain representation, an
intersection of polytopes is always of one of these types. Note that while each of these types
seems symmetric with respect to the two polytopes, in our setting the polytopes have an
inherent asymmetry, as AnP1 is dependent on n whereas P2 is not.

In order to overcome this asymmetry, in Section 3.2 we reduce 3DPCP to the case where
the matrix A is invertible. Then, considering AnP1 and P2 is symmetric to considering P1
and (A−1)nP2.

Next, in Section 3.3 we observe that intersections of Type (1) can be decided using the
work in [8], and we are left to address intersections of Type (2). We formulate this type
of intersection as ∃n ∈ N Φ(αn, αn, ρn), where Φ is a sentence in the existential first-order
theory of real-closed fields, and α, α, and ρ are the eigenvalues of the matrix A, with α ∈ A\R
and ρ ∈ A ∩R (the case where A has only real eigenvalues is simpler, and we handle it in
the full version). Moreover, Φ contains only linear expressions (with respect to its variables,
where n is treated as a constant), and at most three real variables. We proceed by eliminating
the quantifiers from Φ. We use the fact that the expressions in Φ(n) are linear to apply
the simple Fourier-Motzkin quantifier-elimination algorithm [11]. We note that while other
quantifier-elimination algorithms (e.g., [20]) offer better asymptotic complexity, since the
number of variables in Φ is constant, Fourier-Motzkin elimination takes polynomial time.
Moreover, its simplicity allows us to keep track of the expressions in the quantifier free
equivalent of Φ(n). Specifically, we show that this output consists of a disjunction of systems,
where each system is a conjunction of expressions of the form

Aα2n +Aα2n +Bαnρn +Bαnρn + Cρ2n +D|α|2n + Eαn + Eαn + Fρn +G ./ 0 (1)

where ./ ∈ {>,=}.
Finally, Section 4 is the heart of our technical contribution, in which we show how to solve

such systems. Intuitively, we normalize Expression (1) such that the maximal modulus of its
terms is 1, thus obtaining an expression of the form Aγ2n+Aγ2n+Bγn+Bγn+C+r(n) ./ 0
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with |γ| = 1 and r(n) tending exponentially fast to 0. We then consider two cases, depending
on whether γ is a root of unity or not. If γ is a root of unity, we show that it is enough
to consider polynomially many expressions with only real elements, which can be handled
using relatively standard techniques. If γ is not a root of unity, things are more involved.
Then, by utilizing consequences of the Baker-Wüstholz theorem [2], we are able to show
that the expression |Aγ2n +Aγ2n +Bγn +Bγn + C| is bounded away from 0 by an inverse
polynomial in n. Then, using a separation bound due to Mignotte [16], we show that r(n)
decays fast enough to obtain a bound N ∈ N such that r(n) does not affect the sign of
Aγ2n + Aγ2n + Bγn + Bγn + C for all n > N. Finally, since γ is not a root of unity, it is
dense in the unit circle, and we can replace the analysis of the former expression by analysis
of the simpler function f(z) = Az2 +Az2 +Bz +Bz +C on the unity circle, from which we
obtain our main result.

2 Mathematical Tools

In this section we introduce the key technical tools used in this paper.

2.1 Algebraic numbers
For p ∈ Z[x] a polynomial with integer coefficients we denote by ‖p‖ the bit length of its
representation as a list of coefficients encoded in binary. Note that the degree of p, denoted
deg(p) is at most ‖p‖, and the height of p – i.e., the maximum of the absolute values of its
coefficients, denoted H(p) – is at most 2‖p‖.

We begin by summarising some basic facts about algebraic numbers (denoted A) and
their (efficient) manipulation. The main references include [3, 9, 20]. A complex number
α is algebraic if it is a root of a single-variable polynomial with integer coefficients. The
defining polynomial of α, denoted pα, is the unique polynomial of least degree, and whose
coefficients do not have common factors, which vanishes at α. The degree and height of α are
respectively those of p, and are denoted deg(α) and H(α). A standard representation2 for
algebraic numbers is to encode α as a tuple comprising its defining polynomial together with
rational approximations of its real and imaginary parts of sufficient precision to distinguish α
from the other roots of pα. More precisely, α can be represented by (pα, a, b, r) ∈ Z[x]×Q3

provided that α is the unique root of pα inside the circle in C of radius r centred at a+ bi. A
separation bound due to Mignotte [16] asserts that for roots α 6= β of a polynomial p ∈ Z[x],
we have

|α− β| >
√

6
d(d+1)/2Hd−1 (2)

where d = deg(p) and H = H(p). Thus if r is required to be less than a quarter of the
root-separation bound, the representation is well-defined and allows for equality checking.
Given a polynomial p ∈ Z[x], it is well-known how to compute standard representations of
each of its roots in time polynomial in ‖p‖ [3, 9, 19]. Thus given an algebraic number α for
which we have (or wish to compute) a standard representation, we write ‖α‖ to denote the
bit length of this representation. From now on, when referring to computations on algebraic
numbers, we always implicitly refer to their standard representations.

Note that Equation 2 can be used more generally to separate arbitrary algebraic numbers:
indeed, two algebraic numbers α and β are always roots of the polynomial pαpβ of degree

2 Note that this representation is not unique.
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at most deg(α) + deg(β), and of height at most H(α)H(β). Given algebraic numbers α
and β, one can compute α+ β, αβ, 1/α (for α 6= 0), α, and |α|, all of which are algebraic,
in time polynomial in ‖α‖ + ‖β‖. Likewise, it is straightforward to check whether α = β.
Moreover, if α ∈ R, deciding whether α > 0 can be done in time polynomial in ‖α‖. Efficient
algorithms for all these tasks can be found in [3, 9].

2.2 First-order theory of the reals
Let −→x = x1, . . . , xm be a list of m real-valued variables, and let σ(−→x ) be a Boolean
combination of atomic predicates of the form g(−→x ) ./ 0, where each g(−→x ) ∈ Z[x] is a
polynomial with integer coefficients over these variables, and ./∈ {>,=}. A sentence of the
first-order theory of the reals is of the form Q1x1Q2x2 · · ·Qmxmσ(−→x ), where each Qi is one
of the quantifiers ∃ or ∀. Let us denote the above formula by τ , and write ‖τ‖ to denote
the bit length of its syntactic representation. Tarski famously showed that the first-order
theory of the reals is decidable [22]. His procedure, however, has non-elementary complexity.
Many substantial improvements followed over the years, starting with Collins’ technique of
cylindrical algebraic decomposition [10], and culminating with the fine-grained analysis of
Renegar [20]. In this paper, we focus exclusively on the situation in which the number of
variables is uniformly bounded.

I Theorem 2 (Renegar). Let M ∈ N be fixed, let τ be of the form Q1x1Q2x2 · · ·Qmxmσ(−→x ).
Assume that the number of variables in τ is bounded by M (i.e., m ≤M). Then the truth
value of τ can be determined in time polynomial in ‖τ‖.

An important property of the first-order theory of the reals is that it admits quantifier elimina-
tion. That is, consider two lists of variables −→x ,−→y and a sentenceQ1x1 · · ·Qmxmσ(−→x ,−→y ) with
the variables of −→y being free, then there exists an (unquantified) sentence σ′(−→y ) such that for
every assignment π to the variables in −→y it holds that σ′(π) is true iff Q1x1 · · ·Qmxmσ(−→x , π)
is true.

When the polynomials in σ are all linear and the quantifiers are all existential, then
quantifier elimination can be performed using the Fourier-Motzkin quantifier-elimination
algorithm [11] (see the full version for details). The benefit of this algorithm is its simplicity,
which allows us to remove quantifiers symbolically.

We remark that algebraic constants can also be incorporated as coefficients in the first-
order theory of the reals, as follows. Consider a polynomial g(x1, . . . , xm) with algebraic
coefficients c1, . . . , ck. We replace every ci with a new, existentially-quantified variable yi,
and add to the sentence the predicates pci(yi) = 0 and (yi− (a+ bi))2 < r2, where (pci , a, b, r)
is the representation of ci. Then, in any evaluation of this formula to True, it must hold that
yi is assigned value ci.

2.3 Polytopes and their representation
A polytope P in R3 is an intersection of finitely many halfspaces in R3: P = {x ∈ R3 :
vT1 x ≥ c1 ∧ . . . ∧ vTk x ≥ ck} for vectors v1, . . . , vk ∈ R3 and numbers c1, . . . , ck ∈ R. The
halfspace description of P is then (v1, c1), . . . , (vk, ck). When all entries are algebraic, we
denote by ‖P‖ the description length.

The dimension of a polytope P , denoted dim(P ), is the dimension of the subspace of R3

spanned by P . The dimension of P can be computed in time polynomial in ‖P‖ by solving
polynomially many linear programs. In R3, the dimension of a polytope is in {0, . . . , 3}. A
2D boundary of a 3D polytope is a 2D polytope called a face. Similarly, the boundries of 2D
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24:6 The Polytope-Collision Problem

polytopes (and in particular of faces) are called edges, and the boundries of edges are vertices.
Every 3D polytope, except the trivial R3 and ∅, has at least one face (but not necessarily
edges or vertices). Since vertices and edges are crucial for our algorithms, we present the
following lemma from [8].

I Lemma 3 ([8] Lemma A.1). Suppose P ⊆ R3 is a 2D polytope. Then P =
⋃m
i=1 Ai, where

m is finite and each Ai is of the form Ai = {ui + αvi + βwi : Ti(α, β)} where ui, vi, wi ∈ R3

and the predicates Ti(α, β) are from the following:
Ti(α, β) ≡ α ≥ 0 ∧ β ≥ 0 (Ai is an infinite cone)
Ti(α, β) ≡ α ≥ 0 ∧ β ≥ 0 ∧ α+ β ≤ 1 (Ai is a triangle)
Ti(α, β) ≡ α ≥ 0 ∧ β ≥ 0 ∧ β ≤ 1 (Ai is an infinite strip)

Furthermore, if we are given a halfspace description of P with length ‖P‖, the size of the
representation of each vector ui, vi, wi is at most ‖P‖O(1).

Note that since the representation of ui, vi, and wi is polynomial, it follows that m is at most
exponential in ‖P‖, and moreover, that iterating over the sets Ai can be done in PSPACE.

3 From 3DPCP to a System of Inequalities

In this section we reduce 3DPCP to the problem of solving a system of inequalities. More
precisely, we show how to solve 3DPCP by solving an exponential number of systems of
equalities and inequalities, and that iterating over these systems can be done in PSPACE.
In Section 4 we tackle the main technical challenge of solving each such system in PSPACE,
thus concluding the proof of Theorem 1.

As mentioned in Section 1, we start by studying the intersection of polytopes.

3.1 Intersection of polytopes
Consider two intersecting polytopes Q1 and Q2 in R3. In this section, we characterize the
intersection of Q1 and Q2, which would later simplify the solution of 3DPCP. To illustrate
the idea, assume that both Q1 and Q2 are bounded 3D polytopes. In this case, we can
assume w.l.o.g. that Q1 and Q2 are both tetrahedra. Indeed, every bounded 3D polytope
with d vertices can be decomposed into a union of at most

(
d
4
)
tetrahedra, and two such

decompositions intersect iff two of the tetrahedra in the respective decompositions intersect.
Under this assumption, there are two possible “types” of intersections: either Q1 is contained
in Q2 (or vice-versa), or an edge of Q1 intersects a face of Q2 (or vice-versa). When the
polytopes are bounded, we can relax the first requirement, and require instead that a vertex
of Q1 lies in Q2 (or vice-versa).

In general, however, Q1 or Q2 may be unbounded. In this case we need to be slightly
more careful. Indeed, as stated in Section 2.3, unbounded polytopes might have no vertices
or edges, but only faces (unless the polytope is R3 or ∅, in which case the problem is trivial).
For example, consider the case where Q1 and Q2 are infinite prisms. Then, it is possible that
Q1 ∩Q2 6= ∅ and neither are contained in each other, but no edge of Q1 intersects a face of
Q2 (and vice-versa).

Therefore, to get the above characterization for unbounded polytopes, we need to add
“fictive” edges. Since we assume the input polytopes are non trivial, then each of them has
at least one face, and recall that the faces of a 3D polytope are 2D polytopes. By employing
Lemma 3 on the faces of the polytopes, we get that each face of Q1 and of Q2 can be written
as
⋃m
i=1 Ai as per Lemma 3. Observe that every set Ai in the decomposition of Lemma 3
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has at least two edges and one vertex, and that a non-empty intersection Ai ∩ A′j in such
decompositions also intersects an edge of at least one of the two sets (the only involved case
is the intersection of two infinite strips, where one should notice that the strips are only
infinite to one side).

We conclude that the above characterization of the intersection of polytopes is correct
also for unbounded ones. In the following, when we refer to a vertex/edge of an unbounded
polytope, we mean the vertices and edges of the sets in the decomposition of Lemma 3.

Thus, we have that Q1 intersects Q2 if at least one of the following holds:
1. There exists a vertex of Q1 that is in Q2.
2. There exists a vertex of Q2 that is in Q1.
3. An edge of Q1 intersects a face of Q2.
4. An edge of Q2 intersects a face of Q1.

3.2 Reduction to the invertible case
In the notations of Section 3.1, we wish to check the intersection of Q1 = AnP1 and Q2 = P2
for an existentially quantified n ∈ N. As mentioned in Section 1, if A is invertible, then
the problem is symmetric with respect to Q1 and Q2. Indeed, AnP1 intersects P2 iff P1
intersects (A−1)nP2. However, if A is not invertible, the problem is not clearly symmetric.
In this section, we reduce 3DPCP to the case where A is an invertible matrix.

Consider polytopes P,R ⊆ R3, and let A ∈ (A ∩ R)3×3 be a singular matrix, so 0 is
an eigenvalue of A. Consider first the case where the multiplicity of 0 is 1. Thus, we can

write A = D−1
(

0 0
0 B

)
D where D is an invertible matrix with real-algebraic entries, and

B ∈ (A∩R)2×2. Indeed, if A has only real eigenvalues then this is achieved by converting A
to Jordan form, and if A has complex eigenvalues α and α, then this is achieved by setting
D = (v, u, w) where v is an eigenvector corresponding to 0, and u + iw is an eigenvector
corresponding to α. In addition, B is invertible, since its eigenvalues are the nonzero
eigenvalues of A.

In the full version, we show that in this case, there exist polytopes P ′, R′ ⊆ R2 such
that for every n ≥ 2 the following holds: there exists x ∈ P such that Anx ∈ R iff there
exists x′ ∈ P ′ such that Bn−1x′ ∈ R′. Thus, it is enough to consider the polytopes P ′, R′
and the invertible matrix B. Moreover, we show that computing P ′ and R′ can be done in
polynomial time. We also show a similar approach can be taken when 0 has multiplicity 2 or
3 (with the latter being trivial, since A is then nilpotent).

It should be noted that in the reduction above, even if the input had only rational entries,
the output may still require a real-algebraic description. However, the degree and height of
the algebraic numbers involved in the description of the output polytopes remain polynomial
in the size of the input.

Finally, we note that we can always increase the dimension of the problem while main-
taining an invertible matrix. Indeed, Given a invertible matrix B ∈ (A ∩ R)2×2, we can

consider the invertible matrix
(

1 0
0 B

)
, and change P,R ⊆ R2 to {1} × P, {1} × R ⊆ R3

(and a similar approach when B ∈ (A ∩R)1×1). Thus, it is enough to solve the problem in
the invertible case in dimension 3.

3.3 From the invertible case to an equation system
In this section we focus on solving 3DPCP in the invertible case.
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24:8 The Polytope-Collision Problem

Let P1, P2 be the input polytopes (whose description may contain algebraic numbers,
as per the reduction of Section 3.2), and let A ∈ (A ∩R)3×3 be an invertible matrix. By
Section 3.1, and since A is invertible, it suffices to decide whether there exists a number
n ∈ N such that either there exists a vertex x of P1 with Anx ∈ P2, or there exists an edge
e of P1 such that Ane intersects a face of P2. Note that we may need to reverse the roles of
P1 and P2, and use A−1 instead of A. We remark that

∥∥A−1
∥∥ is polynomial in ‖A‖, and

moreover – since the eigenvalues of A−1 are inverses of those of A – the description length of
the eigenvalues of A−1 is equal to that of A.

In [8], the authors show that the problem of deciding, given a polyhedron P in R3, a
vector x ∈ R3, and a matrix A ∈ (A∩R)3×3, whether there exists n ∈ N such that Anx ∈ P
is solvable in PSPACE. This solves the former case. It remains to solve the latter.

We thus assume that we are given as input a matrix A ∈ (A ∩ R)3×3, an edge
E = {u+ λv : λ ∈ J} where u, v ∈ R3 and J is either [0, 1] or [0,∞), and a face F =
{s+ µt+ νr : T (µ, ν)}, where s, t, r ∈ R3 and T (µ, ν) is one of the following predicates (as
per Lemma 3):

T (µ, ν) ≡ µ ≥ 0 ∧ ν ≥ 0,
T (µ, ν) ≡ µ ≥ 0 ∧ ν ≥ 0 ∧ µ+ ν ≤ 1,
T (µ, ν) ≡ µ ≥ 0 ∧ ν ≥ 0 ∧ ν ≤ 1.

We wish to determine whether there exists a number n and x ∈ E such that Anx ∈ F . In
the following, we will treat the case where E = {u+ λv : λ ∈ [0, 1]} and F = {s+ µt+ νr :
µ ≥ 0 ∧ ν ≥ 0 ∧ µ + ν ≤ 1}. The other cases are slightly simpler, and can be solved
mutatis-mutandis.

Consider the eigenvalues of A. Since A is a 3×3 invertible matrix, either all the eigenvalues
are real, or there is one real eigenvalue ρ, and two complex, conjugate eigenvalues, α and
α. In the latter case, A is also diagonalizable. We consider here the latter case. In the full
version we show how to handle the former case, which is easier.

Thus, let us assume that the eigenvalues ofA are ρ ∈ A∩R and α, α ∈ A. We can compute

an invertible matrix B ∈ A3×3 such that A = B−1

ρ 0 0
0 α 0
0 0 α

B, and the rows of B are

the respective eigenvectors. Note that if wα is an eigenvector of α, then wα is eigenvector of

α, so we can write B =
(
wρ wα wα

)T . We now have that An = B−1

ρn 0 0
0 αn 0
0 0 αn

B

for every n ∈ N. By analyzing the structure of B and B−1, it is not hard to verify that every
entry of An is a linear combination of αn, αn and ρn such that the coefficients of αn and αn
are conjugates, and the coefficient of ρn is real. That is, for every 1 ≤ i, j ≤ 3 it holds that
(An)i,j = ci,jα

n + ci,j α
n + di,jρ

n for coefficients ci,j ∈ A and di,j ∈ A ∩R (independent of
n).

Consider a vector x = u+ λv ∈ E. We can write Anx = Anu+ λAnv, and observe that
for 1 ≤ i ≤ 3 we have (Anu)i = (ci,1u1 + ci,2u2 + ci,3u3)αn + (ci,1u1 + ci,2u2 + ci,3u3)αn +
(di,1u1+di,2u2+di,3u3)ρn, and a similar structure holds for Anv. By renaming the coefficients,
we can write (Anu+λAnv)i = fiα

n + fi α
n + giρ

n +λ(hiαn +hi α
n +kiρ

n) where fi, hi ∈ A
and gi, ki ∈ A ∩R for 1 ≤ i ≤ 3.

We can now formulate the problem as follows: does there exist a number n ∈ N such
that the following first-order sentence is true: ∃λ, µ, ν : 0 ≤ λ, µ, ν ≤ 1 ∧ µ+ ν ≤ 1∧

3∧
i=1

(
fiα

n + fi α
n + giρ

n + λ(hiαn + hi α
n + kiρ

n) = si + µti + νri
)
. (3)



S. Almagor, J. Ouaknine, and J. Worrell 24:9

As mentioned in Section 2.2, we can convert (3) to an equivalent, quantifier-free sentence.
Since our reasoning requires this equivalent sentence to have a special structure, we must
explicitly remove the quantifiers. This is done in the full version using Fourier-Motzkin
quantifier elimination [11], where we conclude the following.

I Theorem 4. There exist constants M,M ′ such that the sentence (3) is equivalent to a
disjunction

∨M
i=1 Sysi where for every 1 ≤ i ≤ M , Sysi is a conjunction of at most M ′

expressions of the form

Aα2n +Aα2n +Bαnρn +Bαnρn + Cρ2n +D|α|2n + Eαn + Eαn + Fρn +G ./ 0 , (4)

where ./ ∈ {>,=}, A,B,E ∈ A, and C,D, F,G ∈ A ∩R. Moreover, the description of Sys
is polynomial in ‖I‖ (the description length of the input).

4 Solving the System

This section constitutes the main technical challenge of the paper, namely to decide whether
there exists n ∈ N such that the disjunction presented in Theorem 4 is true. We refer to
such an n as a solution for the disjunction.

We first note that it is enough to consider each system in the disjunction separately.
Indeed, since the number of systems is bounded, independent of the input, we can try to
solve each one separately. Our goal is then to decide, given a system Sys of expressions
as per Theorem 4, whether there exists a solution n ∈ N that satisfies all the expressions
simultaneously.

We divide our analysis to two cases. First we handle the (straightforward) case where α
|α|

is a root of unity. We then proceed to consider the more involved case, where α
|α| is not a

root of unity.

4.1 The case where α
|α| is a root of unity

Suppose that α
|α| , denoted γ, is a root of unity. We can now treat (4) as

|α|2nAγ2n + |α|2nAγ2n + |α|nBγnρn + |α|nBγnρn + Cρ2n +D|α|2n

+ |α|nEγn + |α|nEγn + Fρn +G ./ 0 .

Let d be the order of γ, then γ2 is also a root of unity of order at most d. Thus, there are
at most d2 possible values for (γn, γ2n), determined by the pair (n mod d, 2n mod d). We
can now treat the expression as d2 expressions of real-algebraic sums of exponentials. We
show that d ≤ deg(γ)2, so these can be solved in PSPACE using standard techniques of
asymptotic analysis, by considering the coefficients and the moduli of α and ρ (see the full
version for details).

4.2 The case where α
|α| is not a root of unity

When γ = α
|α| is not a root of unity, things are more involved. Nonetheless, we prove the

following theorem.

I Theorem 5. The problem of deciding whether a system Sys of expressions of the form (4)
has a solution, is in PSPACE.
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Before proving the theorem, we need some definitions. In the following, we assume w.l.o.g.
that ρ > 0. Indeed, if ρ < 0 then we can divide into two cases according to the parity of n,
and solve each separately (note that ρ 6= 0 since the matrix A is invertible).

For an expression of the form (4), we obtain its normalized expression by dividing it by
(max{|α|2, |α|ρ, ρ2, |α|, |ρ|})n (and such that the coefficient of the element we divide by is
nonzero). Thus, the normalized expression is of the form

Aγ2n +Aγ2n +Bγn +Bγn + C + r(n) ./ 0, (5)

with γ ∈ A such that |γ| = 1 and γ is not a root of unity, A,B ∈ A and C ∈ A ∩R are not
all 0, and r(n) =

∑m
l=1 Dlβ

n
l + Dlβ

n

l , where |βl| < 1 for every 1 ≤ l ≤ m, and 0 ≤ m ≤ 4
(note that for uniformity we treat real numbers in r(n) as a sum of complex conjugates). For
every 1 ≤ l ≤ m, βl is a quotient of two elements from the set

{
α, α2, ρ, ρ2, αρ

}
. Since α and

ρ are eigenvalues of A, deg(α),deg(ρ) are ‖A‖O(1). Thus, by Section 2.1, deg(βl) = ‖A‖O(1),
and H(βl) = 2‖A‖O(1) .

Since γ is not a root of unity, then {γn : n ∈ N} is dense in the unit circle. With this
motivation in mind, we define, for a normalized expression, its dominant function f : C→ R
as f(z) = Az2 +Az2 +Bz+Bz+C. Observe that (5) is now equivalent to f(γn) + r(n) ./ 0.

The following lemma is our main technical tool in proving Theorem 5.

I Lemma 6. Consider a normalized expression as in (5). Let ‖I‖ be its encoding length,
and let f be its dominant function. Then there exists N ∈ N computable in polynomial time
in ‖I‖ with N = 2‖I‖O(1) such that for every n > N it holds that
1. f(γn) 6= 0,
2. f(γn) > 0 iff f(γn) + r(n) > 0,
3. f(γn) < 0 iff f(γn) + r(n) < 0.

In particular, the lemma implies that if f(n) + r(n) = 0, then n ≤ N . The proof of Lemma 6
relies on the following lemma from [18], which is itself a consequence of the Baker-Wüstholz
Theorem [2].

I Lemma 7 ([18]). There exists D ∈ N such that for all algebraic numbers ζ, ξ of modulus
1, and for every n ≥ 2, if ζn 6= ξ, then |ζn − ξ| > 1

n(‖ζ‖+‖ξ‖)D .

We now turn to prove Lemma 6. The following synopsis contains the main ideas. The full
proof can be found in the full version.

Proof (Synopsis). Since {γn : n ∈ N} is dense on the unit circle, we consider f(z) for z in
the unit circle. In the full proof, we show that {z : f(z) = 0 ∧ |z| = 1} contains at most
four points {z1, . . . , z4}, whose coordinates are algebraic. Since γ is not a root of unity,
it holds that γn1 6= γn2 for every n1 6= n2 ∈ N . Thus, there exists N1 ∈ N such that
γn /∈ {z1, . . . , z4} for every n > N1. Moreover, by Lemma D.1 in [6], we have that N1 = kO(1),
where k = ‖γ‖+

∑4
j=1 ‖zj‖, and N1 can be computed in polynomial time in k. Then, by

Lemma 7, there exists a constant D ∈ N such that for every n ≥ N1 and 1 ≤ j ≤ 4 we have
that |γn − zj | > 1

n(kD) . Intuitively, for n > N1 we have that γn does not get close to any zi
“too quickly” as a function of n. In particular, for n > N1 we have f(γn) 6= 0. It thus remains
to show that for large enough n, r(n) does not affect the sign of f(γn) + r(n). Intuitively,
this is the case because r(n) decreases exponentially, while |f(γn)| is bounded from below by
an inverse polynomial. While proving that this holds in general is not very difficult, note that
we also need the bound on N in the statement of the Lemma to be effectively computable
and to be 2‖I‖O(1) , which complicates things significantly.
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Figure 1 g(x) and two Taylor polynomials: T1(x) around ϕ1 and T2(x) around ϕ2. The shaded
regions show where requirements (1)–(3) hold, which determine ε1. Observe that for T1, the most
restrictive requirement is |g(x)− T1(x)| ≤ 1

2T1(x), whereas for T2 the restriction is the requirement
that T2(x) is monotone.

We consider the function g : (−π, π]→ R defined by g(x) = f(eix). Explicitly, we have
g(x) = 2|A| cos(2x+ θA) + 2|B| cos(x+ θB) + C where θA = arg(A) and θB = arg(B). By
the above, g has at most four roots, denoted ϕ1, . . . , ϕ4. We now show that there exist
N2 ∈ N and a non-negative polynomial p(n) such that f(γn) = g(arg(γn)) > 1

p(n) for every
n > N2. For every 1 ≤ j ≤ 4 consider the first non-zero Taylor polynomial Tj of g around
ϕj . In the full version we show that the degree of such approximations is at most 3. We
show that there exists ε1 > 0 such that for every x ∈ (ϕj − ε1, ϕj + ε) it holds that (1)
|g(x)−Tj(x)| ≤ 1

2 |Tj(x)|, (2) g is monotone on either side of ϕj , and (3) T is monotone with
the same tendency of g (see Figure 1 for an illustration). In the full version we also show
that crucially, we can require ε1 to be efficiently computable and 1

ε = 2nO(1) .
Consider n ∈ N such that γn ∈

⋃4
j=1(ϕj − ε1, ϕj + ε1) and such that n > N1, then as we

have seen above, 1
n(kD) < |γn−zj |. But |γn−zj | < | arg(γn)−ϕj | (since the euclidean distance

is smaller than the arc length), so | arg(γn)−ϕj | > 1
n(kD) . From requirements (1) and (2) of ε1,

we get that |g(arg(γn))| ≥ 1
2 |Tj(γ

n)| and from the monotonicity of Tj in the neighbourhood of
ϕj (requirement (3)), we have that 1

2 |Tj(γ
n)| > 1

2 min
{
|Tj(ϕj + 1

n(kD) )|, |Tj(ϕj − 1
n(kD) )|

}
,

from which we conclude that |g(arg(γn))| > 1
p(n) for some non-negative polynomial p.

Moreover, we can compute the representation of p in polynomial time.
Finally, for x /∈

⋃4
j=1(ϕj − ε1, ϕj + ε1), we have that |g(x)| is bounded from below by a

constant. Our careful accounting of ‖ε1‖ in the full version allows us to compute this bound,
and show that it is not too small.

The last step in the proof is to show that r(n) decreases fast enough such that r(n) < 1
p(n)

for every n > N3 for some large enough N3 ∈ N. Clearly this holds eventually, since r(n)
decreases exponentially. However, we also need a bound on the size of N3, which requires
more effort. Recall that r(n) =

∑m
l=1 Dlβ

n
l + Dlβ

n

l . By applying The root separation
bound (2) from Section 2.1 to 1− |βl|, we compute ε ∈ (0, 1) and N3 ∈ N such that 1

ε and
N3 are 2‖I‖O(1) , and for every n > N3 it holds that |r(n)| < (1 − ε)n. Using this, we can
find N4 ∈ N such that N4 = 2‖I‖O(1) and |r(n)| < 1

p(n) for all n > N4, from which we can
conclude the proof. J

We are now ready to prove Theorem 5

Proof. For every expression in Sys, let f be the corresponding function as per Lemma 6, and
compute its respective bound N . If ./ is “=”, then by Lemma 6, if the equation is satisfiable
for n ∈ N, then n < N .
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If all the ./ are “>”, then for each such inequality compute {z : f(z) > 0}. If the
intersection of these sets is empty, then if n is a solution for the system, it must hold that
n < N . If the intersection is non-empty, then it is an open set. Since γ is not a root of unity,
then {γn : n ∈ N} is dense in the unit circle. Thus, there exists n > N such that γn is in the
above intersection, so the system has a solution. Checking the emptiness of the intersection
can be done in polynomial time using Theorem 2.

Thus, it remains to check whether there exists a solution n < N . Recall that N = 2‖I‖O(1) .
Thus, in order to check whether the system is solved for n < N , we need to compute, e.g., α2n,
whose representation is exponential in ‖I‖, so a naive implementation would take exponential
space.

Instead, we take a similar approach to [8]: by representing numbers as arithmetic circuits,
deciding the positivity (or testing for 0 equality) can be done using an oracle to PosSLP,
which by [1] is in the counting hierarchy. By first guessing n < N , the problem can be solved
in NPPosSLP, which is contained in PSPACE. J

5 Conclusions

5.1 Proof of Theorem 1

We conclude by giving an explicit proof of Theorem 1: Given polytopes P1 and P2 and a
matrix A, if A is singular, we first apply (in polynomial time) the reduction in Section 3.2.
Thus, we can assume A is invertible. Next, if P1 or P2 are unbounded, for each unbounded
face F we proceed as follows: decompose F as per Lemma 3, so F =

⋃m
i=1 Ai, and recall that

iterating over the Ai’s can be done in PSPACE. In each iteration, consider an edge E of P1
and a face F of P2 (both of which may belong to sets Ai as above). Formulate the first-order
sentence (3) in Section 3.3, and apply Theorem 4 to obtain an equivalent disjunction of
systems

∨M
i=1 Sysi, where M is constant. Then, for each system Sysi, check in PSPACE

whether it has a solution, using either Section 4.1 or Theorem 5. If no solution was found,
check in PSPACE whether a vertex of P1 collides with P2, using the algorithm in [8]. Then,
if still no solution is found, repeat the same procedure by interchanging the roles of P1 and
P2, and considering the matrix A−1 instead of A. The correctness and complexity of this
procedure follow from the proofs of the respective theorems.

5.2 Discussion

This paper studies an extension of the Orbit Problem, in which the input is existentially
quantified over a polytope, and the target is a polytope. The importance of this work is
twofold: from a practical perspective, we provide an algorithm for deciding the termination
of linear while loops with affine guards, up to dimension three, when the input is not fixed.
From a more theoretical perspective, and as already pointed out by Kannan and Lipton
in [14], the Orbit Problem and its variants are closely related to long-standing open problems
such as the Skolem Problem, and various number-theoretic problems. It is therefore useful
and compelling to push the borders of decidability, in order to identify the core of the
remaining difficulties, and to eventually hopefully overcome them.

Finally, as discussed in Section 1, the problem at hand can be viewed as a particular
case of the Orbit Problem in dimension six where the target is a semi-algebraic set. As the
general problem is known to be hard even in dimension four, our work here suggests that
interesting and useful fragments are tractable even in high dimensions.



S. Almagor, J. Ouaknine, and J. Worrell 24:13

References
1 Eric Allender, Peter Bürgisser, Johan Kjeldgaard-Pedersen, and Peter Bro Miltersen. On

the complexity of numerical analysis. SIAM Journal on Computing, 38(5):1987–2006, 2009.
2 Alan Baker and Gisbert Wüstholz. Logarithmic forms and group varieties. J. reine angew.

Math., 442(19-62):3, 1993.
3 Saugata Basu, Richard Pollack, and Marie-Francoise Roy. Algorithms in real algebraic

geometry, volume 20033. Springer, 2005.
4 Amir M. Ben-Amram and Samir Genaim. Ranking functions for linear-constraint loops.

Journal of the ACM (JACM), 61(4):26, 2014.
5 Mark Braverman. Termination of integer linear programs. In International Conference on

Computer Aided Verification, pages 372–385. Springer, 2006.
6 Ventsislav Chonev, Joël Ouaknine, and James Worrell. On the complexity of the orbit

problem. arXiv preprint arXiv:1303.2981, 2013.
7 Ventsislav Chonev, Joël Ouaknine, and James Worrell. The orbit problem in higher dimen-

sions. In Proceedings of the 45th Annual ACM Symposium on Theory of Computing, pages
941–950. ACM, 2013.

8 Ventsislav Chonev, Joël Ouaknine, and James Worrell. The polyhedron-hitting problem.
In Proceedings of the 26th Annual ACM-SIAM Symposium on Discrete Algorithms, pages
940–956. SIAM, 2015.

9 Henri Cohen. A course in computational algebraic number theory, volume 138. Springer
Science & Business Media, 2013.

10 George E. Collins. Quantifier elimination for real closed fields by cylindrical algebraic de-
compostion. In Automata Theory and Formal Languages 2nd GI Conference Kaiserslautern,
May 20–23, 1975, pages 134–183. Springer, 1975.

11 Jean Baptiste Joseph Fourier. Solution d’une question particuliere du calcul des inégalités.
Nouveau Bulletin des Sciences par la Société philomatique de Paris, 99:100, 1826.

12 Michael A. Harrison. Lectures on linear sequential machines. Technical report, DTIC
Document, 1969.

13 Ravindran Kannan and Richard J. Lipton. The orbit problem is decidable. In Proceedings
of the 12th Annual ACM Symposium on Theory of Computing, pages 252–261. ACM, 1980.

14 Ravindran Kannan and Richard J. Lipton. Polynomial-time algorithm for the orbit problem.
Journal of the ACM (JACM), 33(4):808–821, 1986.

15 David Lee and Mihalis Yannakakis. Online minimization of transition systems. In Proceed-
ings of the 24th Annual ACM Symposium on Theory of Computing, pages 264–274. ACM,
1992.

16 Maurice Mignotte. Some useful bounds. In Computer algebra, pages 259–263. Springer,
1983.

17 Joël Ouaknine, João Sousa Pinto, and James Worrell. On termination of integer linear
loops. In Proceedings of the 26th Annual ACM-SIAM Symposium on Discrete Algorithms,
pages 957–969. SIAM, 2015.

18 Joël Ouaknine and James Worrell. Ultimate positivity is decidable for simple linear recur-
rence sequences. In International Colloquium on Automata, Languages, and Programming,
pages 330–341. Springer, 2014.

19 Victor Y. Pan. Optimal and nearly optimal algorithms for approximating polynomial zeros.
Computers & Mathematics with Applications, 31(12):97–138, 1996.

20 James Renegar. On the computational complexity and geometry of the first-order theory
of the reals. part i: Introduction. preliminaries. the geometry of semi-algebraic sets. the
decision problem for the existential theory of the reals. Journal of Symbolic Computation,
13(3):255–299, 1992.

ICALP 2017



24:14 The Polytope-Collision Problem

21 Terence Tao. Structure and randomness: pages from year one of a mathematical blog.
American Mathematical Soc., 2008.

22 Alfred Tarski. A decision method for elementary algebra and geometry. Bulletin of the
American Mathematical Society, 59, 1951.



Dynamic Time Warping and Geometric Edit
Distance: Breaking the Quadratic Barrier∗

Omer Gold1 and Micha Sharir2

1 Blavatnik School of Computer Science, Tel Aviv University, Tel Aviv, Israel
omergold@post.tau.ac.il

2 Blavatnik School of Computer Science, Tel Aviv University, Tel Aviv, Israel
michas@post.tau.ac.il

Abstract
Dynamic Time Warping (DTW) and Geometric Edit Distance (GED) are basic similarity meas-
ures between curves or general temporal sequences (e.g., time series) that are represented as
sequences of points in some metric space (X, dist). The DTW and GED measures are massively
used in various fields of computer science and computational biology, consequently, the tasks of
computing these measures are among the core problems in P. Despite extensive efforts to find
more efficient algorithms, the best-known algorithms for computing the DTW or GED between
two sequences of points in X = Rd are long-standing dynamic programming algorithms that
require quadratic runtime, even for the one-dimensional case d = 1, which is perhaps one of the
most used in practice.

In this paper, we break the nearly 50 years old quadratic time bound for computing DTW or
GED between two sequences of n points in R, by presenting deterministic algorithms that run
in O

(
n2 log log logn/ log logn

)
time. Our algorithms can be extended to work also for higher

dimensional spaces Rd, for any constant d, when the underlying distance-metric dist is polyhedral
(e.g., L1, L∞).
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Keywords and phrases Dynamic Time Warping, Geometric Edit Distance, Time Series, Point
Matching, Geometric Matching
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1 Introduction

Searching for optimal algorithms is a standard routine in the study of algorithm design.
Among the most popular basic problems in P are those that have standard algorithms
that run in O(nc) time, where c = 2 or 3. For c = 3 (cubic time), we can find many
kinds of combinatorial matrix multiplication algorithms, and for c = 2 (quadratic time), we
can find many fundamental problems, such as 3SUM, and many basic matching problems
between strings, curves, and point-sequences, such as Edit Distance, Geometric Edit Distance
(GED), Dynamic Time Warping (DTW), Discrete Fréchet Distance, and Longest Common
Subsequence (LCS). These problems are usually referred to as “quadratic problems”.
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Motivated to find optimal algorithms for these basic problems, researchers have come
up with time bounds of the form O(nc/polylog(n)), where polylog(n) stands for logk n, for
some constant k > 0. By now, many classical quadratic problems have upper bounds of the
form O(n2/ polylog(n)), including all of the problems mentioned above, except for DTW and
GED; see [3, 29, 18, 21] for such upper bounds. Among the very few archetypal quadratic
problems for which no o(n2)-time algorithm is known, DTW and GED seem to be prominent
examples, considering the decades of extensive efforts to break the quadratic barrier.

Motivation. Complementary to the standard theoretical interest in finding optimal al-
gorithms for basic problems in P, a significant progress has been made in recent years
towards a better understanding these problems, by proving conditional lower bounds via
reductions from basic problems, such as 3SUM and CNF-SAT. Assuming that CNF-SAT
takes Ω

(
2(1−o(1))n) time (the so-called Strong Exponential Time Hypothesis (SETH) [22, 23]),

has led to recent lower bounds for a growing list of problems, including most of the quad-
ratic problems mentioned above. Specifically, assuming SETH, there is no O

(
n2−Ω(1))-time

algorithm for Discrete Fréchet Distance [8], Edit Distance [6], LCS [1, 9], and DTW [1, 9].
A recent seminal work by Abboud et al. [2] shows that even an improvement by a sufficient

polylogarithmic factor for any of these basic problems would lead to major consequences,
such as faster Formula-SAT algorithms, and new circuit lower bounds. Hence, the work of
Abboud et al. highly motivates and revives the study of polylogarithmic-factor improvements
for these basic problems, since it may be the only way to push the efficiency of the solution
“to the limit”.

Problem Statement. Let A = (p1, . . . , pn) and B = (q1, . . . , qm) be two sequences of points
(also referred to as curves) in some metric space (X, dist). A coupling C = (c1, . . . , ck)
between A and B is an ordered sequence of distinct pairs of points from A×B, such that
c1 = (p1, q1), ck = (pn, qm), and

cr = (pi, qj)⇒ cr+1 ∈
{

(pi+1, qj), (pi, qj+1), (pi+1, qj+1)
}
,

for r < k. The DTW-distance between A and B is

dtw(A,B) = min
C: coupling

∑
(pi,qj)∈C

dist(pi, qj). (1)

The coupling C for which the above sum is minimized is called the optimal coupling. The
DTW problem is to compute dtw(A,B), and sometimes also the optimal coupling C.

A monotone matching M = {m1, . . . ,mk} between A and B is a set of pairs of points
from A×B, such that any two pairs (pi, qj), (pi′ , qj′) ∈M satisfy that i ≤ i′ iff j ≤ j′, and
each point in A is matched with at most one point in B and vice versa (possibly some points
in A ∪ B do not appear in any pair of the matching); Note the difference from coupling
(defined above), which covers all points of A ∪B and a point can appear in multiple pairs of
the coupling. The cost ofM is defined to be the sum of all the distances between the points
of each pair inM, plus a gap penalty parameter ρ ∈ R, for each point in A ∪B that does
not appear in any pair ofM.

The Geometric Edit Distance (GED) between A and B is

ed(A,B) = min
M

∑
(pi,qj)∈M

dist(pi, qj) + ρ (n+m− 2|M|) , (2)

where the minimum is taken over all setsM of monotone matchings in the complete bipartite
graph A×B. The monotone matchingM for which the above sum is minimized is called
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the optimal matching. The GED problem is to compute ed(A,B), and sometimes also the
optimal matching. More sophisticated gap penalty functions have been proposed [14], but
for this presentation, we focus on the standard linear gap penalty function, although our
presented algorithm supports more complex gap penalty, such as taking ρ to be a linear
function in the coordinates of the points A∪B. By tuning ρ correctly, meaningful matchings
can be computed even when faced with outlier points that arise from measurement errors or
short deviations in otherwise similar trajectories.

The DTW-distance and GED are massively used in dozens of applications, such as speech
recognition, geometric shape matching, DNA and protein sequences, protein backbones,
matching of time series data, GPS, video and touch screen authentication trajectories, music
signals, and countless data mining applications; see [11, 13, 15, 28, 27, 25, 30, 32, 26] for
some examples.

The best-known worst-case running times for solving DTW or GED are given by long-
standing dynamic programming algorithms that require Θ(nm) time. We review the standard
quadratic-time DTW and GED algorithms in the full version of this paper [19].

DTW was perhaps first introduced as a speech discrimination method [33] back in the
1960’s. GED is a natural extension of the well-known string version of Edit Distance, however,
the subquadratic-time algorithms for the string version do not seem to extend to GED (see
below).

A popular setting in both theory and practice is the one-dimensional case X = R (under
the standard distance dist(x, y) = |x− y|). Even for this special case, no subquadratic-time
algorithms have been known. We mainly consider this case throughout the paper.

Prior Results. Since no subquadratic-time algorithm is known for computing DTW, a
number of heuristics were designed to speed up its exact computation in practice; see Wang
et al. [34] for a survey. Very recently, Agarwal et al. [4] gave a near-linear approximation
scheme for computing DTW or GED for a restricted, although quite large, family of curves.

Recently, Bringmann and Künnemann [9] proved that DTW on one-dimensional point se-
quences whose elements are taken from {0, 1, 2, 4, 8} ⊂ R has no O(n2−Ω(1))-time algorithm,
unless SETH fails. They proved a similar hardness result also for Edit Distance between two
binary strings, improving the conditional lower bound of Backurs and Indyk [6]. This line of
work was extended in a very recent work by Abboud et al. [2], mentioned above, where they
show that even a sufficiently large polylog(n)-factor improvement over the quadratic time
upper bound for Edit Distance or DTW, will lead to major consequences.

Masek and Paterson [29] showed that Edit Distance between two strings of length at most
n over an O(1)-size alphabet can be solved in O(n2/ logn) time. More recent works [7, 20]
managed to lift the demand for O(1)-size alphabet and retain a subquadratic-time bound by
making a better use of the word-RAM model. However, these works do not seem to extend
to GED, especially not when taking sequences of points with arbitrary real coordinates. In
the string version, the cost of replacing a character is fixed (usually 1), hence, we only need
to detect that two characters are not identical in order to compute the replacement cost,
unlike in GED, where the analogous cost for two matched points is taken to be their distance,
under some metric.

Our Results and Related Work. Efforts for breaking the quadratic time barrier for basic
similarity measures between curves and point-sequences were recently stimulated by the
result of Agarwal et al. [3] who showed that the discrete Fréchet distance can be computed in
O(n2/ logn) time. Their algorithm for (discrete) Fréchet distance does not extend to DTW
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or GED, as the recursive formula for the (discrete) Fréchet distance uses the max function,
while the formula for DTW and GED involves the sum. As a result, the Fréchet distance is
effectively determined by a single pair of sequence elements, which fits well into the use of
the Four-Russians technique [5], while the DTW and GED are determined by many pairs
of elements. This makes our algorithms much more subtle, involving a combination and
extension of techniques from computational geometry and graph shortest paths.

To simplify the presentation, we present our results only for the “balanced” case m = n;
extending them to the general case m ≤ n is easy. The standard Θ(mn)-time algorithm is
superior only when m is subpolynomial in n.

I Theorem 1. Given two sequences A = (p1, . . . , pn) and B = (q1, . . . , qn), each of n points
in R, the DTW-distance dtw(A,B) (and optimal coupling), or the GED ed(A,B) (and optimal
matching) can be computed by a deterministic algorithm in O(n2 log log logn/ log logn) time.

Theorem 1 gives the very first subquadratic-time algorithm for solving DTW, breaking the
nearly 50 years old Θ(n2) time bound. In the full version of this paper [19], we extend our
algorithm to give a more general result, which supports high-dimensional polyhedral metric
spaces, as stated in Theorem 2. Additionally, in [19], we extend our algorithm for solving
GED.

I Theorem 2. Let A = (p1, . . . , pn) and B = (q1, . . . , qn) be two sequences of n points in a
polyhedral metric space1 (Rd, dist). Then dtw(A,B) (and optimal coupling), or ed(A,B) (and
optimal matching) can be computed by a deterministic algorithm in O(n2 log log logn/ log logn)
time, for any constant d.

2 Preliminaries

Throughout the paper, we view matrices with rows indexed in increasing order from bottom
to top and columns indexed in increasing order from left to right, so, for example, M [1, 1]
the leftmost-bottom cell of a matrix M .

In Fredman’s classic 1976 articles on the decision tree complexity of (min,+)-matrix
multiplication [17], and on sorting X + Y [16], he often uses the simple observation that
a+ b < a′ + b′ iff a− a′ < b′ − b. This observation is usually referred to as Fredman’s trick.
In our algorithm, we will often use the following extension of Fredman’s trick.

a1 − b1 + · · ·+ ar − br < a′1 − b′1 + · · ·+ a′t − b′t
if and only if

a1 + · · ·+ ar − a′1 − · · · − a′t < b1 + · · ·+ br − b′1 − · · · − b′t. (3)

Our algorithm uses the following geometric domination technique, based on an algorithm
by Chan [12]. Given a finite set Q of red points and blue points in Rd, the bichromatic
dominating pairs reporting problem is to report all the pairs (p, q) ∈ Q2 such that p is red, q
is blue, and p dominates q, i.e., p is greater than or equal to q at each of the d coordinates.
A natural divide-and-conquer algorithm [31, p. 366] runs in O(|Q| logd |Q|+K) time, where
K is the output size. Chan [12] provided an improved strongly subquadratic time bound
(excluding the cost of reporting the output) when d = O(log |Q|), with a sufficiently small
constant of proportionality.

1 That is, the underlying metric is induced by a norm, whose unit ball is a symmetric convex polytope
with O(1) facets (e.g., L1, L∞).
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I Lemma 3 (Chan [12]). Given a finite set Q ⊂ Rd of red and blue points, one can compute
all bichromatic dominating pairs (p, q) ∈ Q2 in time O(cdε |Q|1+ε +K), where K is the output
size, ε ∈ (0, 1) is an arbitrary prespecified parameter, and cε = 2ε/(2ε − 1).

Throughout the paper, we invoke Lemma 3 many times, with ε = 1/2, cε ≈ 3.42, and
d = δ logn, where δ > 0 is a sufficiently small constant, chosen to make the overall running
time of all the invocations dominated by the total output size; see below for details.

We denote by [N ] = {1, . . . , dNe}, the set of the first dNe natural numbers, for any
N ∈ R+.

Throughout the paper, we sometimes refer to a square matrix as a box.
Our model of computation is a simplified Real RAM model, in which “truly real” numbers

are subject to only two unit-time operations: addition and comparison. In all other respects,
the machine behaves like a w = O(logn)-bit word RAM with the standard repertoire of
unit-time AC0 operations, such as bitwise Boolean operations, and left and right shifts.

3 Dynamic Time Warping in Subquadratic Time

As above, the input consists of two sequences A = (p1, . . . , pn) and B = (q1, . . . , qn) of n
points in R. Our algorithm can easily be modified to support the case where A and B have
different lengths.

Preparations. We fix some (small) parameter g, whose value will be specified later; for
simplicity, we assume that n

g−1 is an integer. We decompose A and B into s = n
g−1

subsequences A1, . . . , As, and B1, . . . , Bs, such that for each i, j ∈ {2, . . . , s}, each of Ai and
Bj consists of g − 1 consecutive elements of the corresponding sequence, prefixed by the
last element of the preceding subsequence. We have that A1 and B1 are both of size g − 1,
each Ai and Bj is of size g, for each i, j ∈ {2, . . . , s}, and each consecutive pairs Ai, Ai+1 or
Bj , Bj+1 have one common element.

For each i, j ∈ [s], denote by Di,j the all-pairs-distances matrix between points from Ai
and points from Bj ; specifically, Di,j is a g × g matrix (aka box) (see below for the cases
i = 1 or j = 1) such that for every `,m ∈ [g],

Di,j [`,m] =
∣∣Ai(`)−Bj(m)

∣∣.
For all i ∈ [s], we add a leftmost column with ∞ values to each box Di,1, and similarly, we
add a bottommost row with ∞ values to each box D1,i. In particular, D1,1 is augmented by
both new leftmost column and new bottommost row. The common element D1,1[0, 0] of this

row and column is set to 0. Overall, we have s2 =
(

n
g−1

)2
boxes Di,j , all of size g × g.

We define a staircase path P on a g×g matrix Di,j as a sequence of positions from [g]× [g]
that form a monotone staircase structure, starting from a cell on the left or bottom boundary
and ending at the right or top boundary, so that each subsequent position is immediately
either to the right, above, or above-right of the previous one. Formally, by enumerating the
path positions as P (0), . . . , P (t∗), we have P (t+1) ∈ {P (t)+(0, 1), P (t)+(1, 0), P (t)+(1, 1)},
for each t = 0, . . . , t∗ − 1. The path starts at some point P (0) = (·, 1) or (1, ·), which lies
on either the left or the bottom boundary, and ends at some t∗ (not necessarily the first
such index) for which P (t∗) = (·, g) or (g, ·); that is, P ends on either the right or the top
boundary. Note that t∗ can have any value in [2g − 2]. The number of possible monotone
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staircase paths in a box Di,j is trivially bounded by O(g232g−2), and by observing more
carefully, we can bound it by O(32g), as is easily checked.2

We define the cost of a staircase path P in a box Di,j by

costi,j(P ) =
t∗∑
t=1

Di,j(P (t)).

(For technical reasons, that will become clear in the sequel, we generally do not include the
first position P (0) of the path in evaluating its cost, except in the boxes Di,1 and D1,j for all
i, j ∈ [s].) In the algorithm that follows, we want to assume (or ensure) that no two distinct
paths in a box Di,j have the same cost. This will be the case if we assume that the input
sequences are in sufficiently general position. We omit in this study perturbation techniques
that can handle degenerate situations.

We denote by L the set of positions in the left and bottom boundaries of any box Di,j ,
and by R the set of positions in the right and top boundaries (note that L and R have two
common positions). Given a starting position v ∈ L, and an ending position w ∈ R, we
denote by S(v, w) the set of all staircase paths Pv,w that start at v and end at w (if there is
no staircase path between v and w, then S(v, w) = ∅). We say that P ∗v,w ∈ S(v, w) is the
shortest path between v and w in Di,j iff

costi,j
(
P ∗v,w

)
= min
Pv,w∈S(v,w)

{costi,j (Pv,w)} .

Note that according to our general position assumption, the shortest path between v and w,
within a given box, is unique.

First Stage: Preprocessing. The first stage of our algorithm is to construct a data structure
in subquadratic time (and storage), such that for each box Di,j , and for each pair of positions
(v, w) ∈ L×R, we can retrieve the shortest path P ∗v,w and costi,j(P ∗v,w) in O(1) time, when
such a path exists (i.e., when S(v, w) is nonempty).

The algorithm enumerates all (2g−1)2 pairs of positions (v, w) in a g×g matrix (box) such
that v ∈ L and w ∈ R, discarding pairs that cannot be connected by a monotone staircase
path, and referring to the surviving pairs as admissible. Again, we simplify the notation
by upper bounding this quantity by 4g2. For each such admissible pair (v, w) ∈ L × R,
we enumerate every possible staircase path in S(v, w) as Pv,w : [t∗]→ [g]× [g], where we
write Pv,w =

(
P r
v,w, P

c
v,w

)
as a pair of row and column functions P r

v,w, P
c
v,w : [t∗] → [g],

so that Pv,w(k) =
(
P r
v,w(k), P c

v,w(k)
)
, for each k ∈ [t∗]. (Note that t∗ is a path-dependent

parameter, determined by v, w and the number of diagonal moves in the path.) There are
O(32g) possible staircase paths Pv,w (for all admissible pairs (v, w) ∈ L×R combined), so in
total, we enumerate O(32g) staircase paths. These enumerations can be done in a natural
lexicographic order, so that they induce an order on the < 4g2 admissible pairs of positions of
L×R, and for each such pair (v, w), an order on all possible staircase paths Pv,w ∈ S(v, w).

Given two staircase paths Pv,w and P ′v,w with the same starting and ending posi-
tions in a box Di,j , we want to use the extended Fredman’s trick (as in (3)) to com-
pare costi,j (Pv,w) with costi,j

(
P ′v,w

)
, by comparing two expressions such that one de-

2 Each staircase path can be encoded by its first position, followed by its sequence of moves, where
each move is in one of the directions up/right/up-right. Thus, the number of staircase paths that
start in some position (r, 1) (resp. (1, r)) on the left (resp. bottom) boundary is bounded by 32g−1−r.
Thus, the total number of staircase paths that start in the left or the bottom boundary is bounded by
2
∑g

r=1 32g−1−r = O(32g).
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pends on points from Ai only and the other depends on points from Bj only. Sup-
pose that Pv,w = ((`1,m1), . . . , (`r,mr)) and P ′v,w = ((`′1,m′1), . . . , (`′t,m′t)) (note that
(`r,mr) = (`′t,m′t) = w, since both paths end at w, and that we ignore the starting positions
(`0,m0) = (`′0,m′0) = v). We have

costi,j (Pv,w) =
∣∣Ai(`1)−Bj(m1)

∣∣+ · · ·+
∣∣Ai(`r)−Bj(mr)

∣∣,
and

costi,j
(
P ′v,w

)
=
∣∣Ai(`′1)−Bj(m′1)

∣∣+ · · ·+
∣∣Ai(`′t)−Bj(m′t)∣∣,

and we want to test whether, say, costi,j (Pv,w) < costi,j
(
P ′v,w

)
(recall that we assume that

equalities do not arise), that is, testing whether∣∣Ai(`1)−Bj(m1)
∣∣+· · ·+∣∣Ai(`r)−Bj(mr)

∣∣ < ∣∣Ai(`′1)−Bj(m′1)
∣∣+· · ·+∣∣Ai(`′t)−Bj(m′t)∣∣. (4)

The last term in each side of (4) is actually unnecessary, since they are equal. In order to
transform this inequality into a form suitable for applying the extended Fredman’s trick (3),
we need to replace each absolute value |x| by either +x or −x, as appropriate. To see what
we are after, assume first that the expressions Ai(`k)−Bj(mk) and Ai(`′k)−Bj(m′k) are all
positive, so that (4) becomes

Ai(`1)−Bj(m1) + · · ·+Ai(`r)−Bj(mr) < Ai(`′1)−Bj(m′1) + · · ·+Ai(`′t)−Bj(m′t).

By (3) we can rewrite this inequality as

Ai(`1)+· · ·+Ai(`r)−Ai(`′1)−· · ·−Ai(`′t) < Bj(m1)+· · ·+Bj(mr)−Bj(m′1)−· · ·−Bj(m′t),

which can be written as

Ai(P r
v,w(1)) + · · ·+Ai(P r

v,w(r))−Ai(P ′ rv,w(1))− · · · −Ai(P ′ rv,w(t)) (5)
< Bj(P c

v,w(1)) + · · ·+Bj(P c
v,w(r))−Bj(P ′ cv,w(1))− · · · −Bj(P ′ cv,w(t)). (6)

If Pv,w = P ∗v,w (i.e., if Pv,w is the shortest path from v to w) in Di,j then the inequality above
holds for all pairs (Pv,w, P ′v,w), where P ′v,w ∈ S(v, w) is any other staircase path between v
and w.

For each admissible pair of positions (v, w) ∈ L×R, we guess a staircase path Pv,w as
a candidate for being the shortest path from v to w. The overall number of such guesses
is fewer than (32g)4g2 = 38g3 . For a fixed choice of paths, one for each admissible pair
(v, w) ∈ L×R, we want to test whether all the < 4g2 guessed paths are the shortest paths
between the corresponding pairs of positions. As unfolded next, we will apply this test for all
boxes Di,j , and output those boxes at which the outcome is positive (for the current guessed
set of shortest paths). We will repeat the procedure for all < 38g3 possible sets of guessed
paths Pv,w.

Testing a fixed guess of shortest paths. For each group Ai, we create a (blue) point
αi, and for each group Bj we create a (red) point βj , such that, for every admissible pair
(v, w) ∈ L × R, we have one coordinate for each path P ′v,w ∈ S(v, w), different from the
guessed path. The value of αi (resp., βj) at that coordinate is the corresponding expression (5)
(resp., (6)). The points αi and βj are embedded in Rdg , where dg =

∑
(v,w) Γv,w is the sum

over all admissible pairs (v, w) ∈ L×R, and Γv,w is the number of monotone staircase paths
from v to w minus 1. As discussed earlier, dg = O(32g).
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We have that a (blue) point

αi =
(
. . . , Ai(P r

v,w(1)) + · · ·+Ai(P r
v,w(r))−Ai(P ′ rv,w(1))− · · · −Ai(P ′ rv,w(t)), . . .

)
is dominated by a (red) point

βj =
(
. . . , Bj(P c

v,w(1)) + · · ·+Bj(P c
v,w(r))−Bj(P ′ cv,w(1))− · · · −Bj(P ′ cv,w(t)), . . .

)
,

if and only if each of the paths that we guessed (a path for every admissible pair (v, w) ∈ L×R)
are the shortest paths between the corresponding positions v, w in box Di,j . The number
of points is 2s = Θ(n/g), and the time to prepare the points, i.e., to compute all their
coordinates, is O(2s · 32g · g) = O(32gn).

By Lemma 3, we can report all pairs of points (αi, βj) such that αi is dominated by βj ,
in O

(
c3

2g

ε (n/g)1+ε +K
)
time, where K is the number of boxes at which the test of our

specific guesses comes out positive. As mentioned earlier, we use ε = 1/2, with cε ≈ 3.42.
This runtime is for a specific guess of a set of shortest paths between all admissible pairs

in L × R. As already mentioned, we repeat this procedure at most 38g3 times. Overall,
we will report exactly s2 = Θ

(
(n/g)2) dominating pairs (red on blue), because the set of

shortest paths between admissible pairs in L × R in each box Di,j is unique (recall, we
assumed that any pair of distinct staircase paths in a box do not have the same cost). Since
the overall number of guesses is bounded by 38g3 , the overall runtime for all invocations of
the bichromatic dominance reporting algorithm (including preparing the points) is

O
(

38g3
(

32gn+ c3
2g

ε (n/g)1+ε
)

+ (n/g)2
)
.

Recall that, so far, we have assumed that all the differences within the absolute values
Di,j [`,m] =

∣∣Ai(`)−Bj(m)
∣∣ are positive, which allowed us to drop the absolute values, and

write Di,j [`,m] = Ai(`)−Bj(m), for every i, j ∈ [s], and `,m ∈ [g], thereby facilitating the
use of (the extended) Fredman’s trick (3). Of course, in general this will not be the case, so,
in order to still be able to drop the absolute values, we also have to guess the signs of all
these differences.

For each box Di,j , there is a unique sign assignment σ∗ : [g]× [g]→ {−1, 1} such that

Di,j [`,m] =
∣∣Ai(`)−Bj(m)

∣∣ = σ∗(`,m)(Ai(`)−Bj(m)),

for every `,m ∈ [g] (our “general position” assumption implies that each difference is nonzero).
Thus for any staircase path P = (P r, P c) in Di,j , of length t∗, we have

costi,j(P ) =
t∗∑
t=1

σ∗(P (t)) (Ai(P r(t))−Bj(P c(t))) .

Now we proceed as before, guessing sets of paths, but now we also guess the sign
assignment of the box, by trying every possible assignment σ : [g] × [g] → {−1, 1}, and
modify the points αi and βj , defined earlier, by (i) adding sign factors to each term, and
(ii) adding coordinates that enable us to test whether σ is the correct assignment σ∗ for the
corresponding boxes Di,j .

Denote by P the guessed shortest path for some admissible pair of positions (v, w) ∈ L×R,
and let σ be the guessed sign assignment. Then, for every other path P ′ ∈ S(v, w), we have
the following modified coordinates for αi and βj respectively.(
. . . , σ(P (1))Ai(P r(1)) + · · · + σ(P (r))Ai(P r(r)) − σ(P ′(1))Ai(P ′ r(1)) − · · · − σ(P ′(t))Ai(P ′ r(t)), . . .

)
,(

. . . , σ(P (1))Bj(P c(1)) + · · · + σ(P (r))Bj(P c(r)) − σ(P ′(1))Bj(P ′ c(1)) − · · · − σ(P ′(t))Bj(P ′ c(t)), . . .
)
,
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where we use the same notations as in (4), (5), and (6). In addition, to validate the correctness
of σ, we extend αi and βj by adding the following g2 coordinates to each of them. For every
pair (`,m) ∈ [g]× [g], we add the following coordinates to αi and βj respectively.

(. . . ,−σ(`,m)Ai(`), . . .) ,
(. . . ,−σ(`,m)Bj(m), . . .) .

This ensures that a point αi is dominated by a point βj if and only if Di,j [`,m] =
σ(`,m) (Ai(`)−Bj(m)), for every `,m ∈ [g], and all the < 4g2 paths that we guessed
are indeed shortest paths in box Di,j .

The runtime analysis is similar to the preceding one, but now we increase the number of
guesses by a factor of 2g2 for the sign assignments, and the dimension of the space where
the points are embedded increases by g2 additional coordinates. We now have 2s = Θ(n/g)
points in Rdg+g2 (dg = O(32g) is as defined earlier), and the time to prepare them (computing
the value of each coordinate) is O((n/g)(dg + g2)g) = O(32gn). There are at most 38g3 sets
of paths to guess, and for each set, there are at most 2g2 sign assignment guesses, so in total,
we invoke the bichromatic dominance reporting algorithm at most 2g238g3

< 38g3+g2 times,
for an overall runtime (including preparing the points) of

O
(

38g3+g2
(

32gn+ c3
2g+g2

ε (n/g)1+ε
)

+ (n/g)2
)
.

By setting ε = 1/2 and g = δ log logn, for a suitable sufficiently small constant δ, the first
two terms become negligible (strongly subquadratic), and the runtime is therefore dominated
by the output size, that is O

(
(n/g)2) = O

(
n2/(log logn)2). Each reported pair (αi, βj)

certifies that the current set of < 4g2 guessed paths are all shortest paths in box Di,j . Each
of the s2 = Θ

(
(n/g)2) sets of shortest paths is represented by O(g3) = O((log logn)3) bits

(there are < 4g2 shortest paths connecting admissible pairs, each of length at most 2g − 1,
and each path can be encoded by its first position, followed by the sequence of its at most
2g − 2 moves, where each move is in one of the three directions up/right/up-right), and thus
it can easily be stored in one machine word (for sufficiently small δ). Moreover, we have an
order on the pairs (v, w) (induced by our earlier enumeration), so for each set, we can store
its shortest paths in this order, and therefore, accessing a specific path (for some admissible
pair) from the set takes O(1) time.

Note, however, that we obtain only the positions that the paths traverse and not their
cost. In later stages of our algorithm we will also need to compute, on demand, the cost of
certain paths, but doing this naively would take O(g) time per path, which is too expensive
for us. To handle this issue, when we guess a sign assignment σ, and a set S of the < 4g2

paths as candidates for the shortest paths, we also compute and store, for each path P ∈ S
that we have not yet encountered, the rows-value of P in Ai,

V r
i (P, σ) = σ(P (1))Ai(P r(1)) + · · ·+ σ(P (t∗))Ai(P r(t∗)),

for every i ∈ [s], and the columns-value of P in Bj ,

V c
j (P, σ) = σ(P (1))Bj(P c(1)) + · · ·+ σ(P (t∗))Bj(P c(t∗)),

for every j ∈ [s], where t∗ is the length of P . Observe that, for the correct sign assignment
σ∗ of box Di,j ,

costi,j(P ) = V r
i (P, σ∗)− V c

j (P, σ∗). (7)

ICALP 2017



25:10 Dynamic Time Warping and Geometric Edit Distance

We do not compute V r
i (P, σ) − V c

j (P, σ) yet, but only compute and store (if not already
stored) the separate quantities V r

i (P, σ) and V c
j (P, σ), for each P ∈ S, for every guessed

set S, and sign assignment σ. We store the values V r
i (P, σ) and V c

j (P, σ) in arrays, ordered
by the earlier enumeration of all staircase paths, so that given a staircase path P , and
indices κ, κ′ ∈

[
n
g−1

]
, we can retrieve, upon demand, the values V r

κ(P, σ∗) and V c
κ′(P, σ∗),

and compute costκ,κ′(P ) by using (7), in O(1) time. In total, over all our guessed paths
and sign assignments, this takes O(2g232g · (n/g) · g) = O(3g2+2gn) time and space, which is
already subsumed by the time (and space) bound for reporting dominances from the previous
stage.

To summarize this stage of the algorithm, we presented a subquadratic-time preprocessing
procedure, which runs in O

(
(n/g)2) = O

(
n2/(log logn)2) time, such that for any box Di,j ,

and an admissible pair of positions (v, w) ∈ L×R, we can retrieve the shortest path P ∗v,w
in O(1) time, as well as compute costi,j(P ∗v,w) in O(1) time. This will be useful in the next
stage of our algorithm.

Second Stage: Compact Dynamic Programming. Our approach is to view the (n +
1) × (n + 1) matrix M from the dynamic programming algorithm as decomposed into
s2 =

(
n
g−1

)2
boxes Mi,j , each of size g × g, so that each box Mi,j occupies the same

positions as does the corresponding box Di,j . That is, the indices of the rows (resp.,
columns) of Mi,j are those of Ai (resp., Bj). In particular, for each i, j ∈ [s], the positions
(·, g) on the right boundary of each box Mi,j coincide with the corresponding positions
(·, 1) on the left boundary of Mi,j+1, and the positions (g, ·) on the top boundary of Mi,j

coincide with the corresponding positions (1, ·) on the bottom boundary of Mi+1,j . Formally,
Mi,j [`,m] = M [(i− 1)(g − 1) + `, (j − 1)(g − 1) +m], for each position (`,m) ∈ [g] × [g].
See Figure 1 for an illustration.

Our strategy is to traverse the boxes, starting from the leftmost-bottom one M1,1, where
we already have the values of M at the positions of its left and bottom boundaries L, and
we compute the values of M on its top and right boundaries R. We then continue to the box
on the right, M1,2, now having the values on its L-boundary (where its left portion overlaps
with the R-boundary of M1,1 and its bottom portion is taken from the already preset bottom
boundary), and we compute the values of M on its R-boundary. We continue in this way
until we reach the rightmost-bottom box M1,s. We then continue in the same manner in the
next row of boxes, starting at M2,1 and ending at M2,s, and keep going through the rows of
boxes in order. The process ends once we compute the values of M on the R-boundary of
the rightmost-top box Ms,s, from which we obtain the desired entry M [n, n].

For convenience, we enumerate the positions in L as L(1), . . . , L(2g − 1) in “clockwise”
order, so that L(1) is the rightmost-bottom position (1, g), and L(2g − 1) is the leftmost-
top position (g, 1). Similarly, we enumerate the positions of R by R(1), . . . , R(2g − 1)
in “counterclockwise” order, with the same starting and ending locations. Let Mi,j(L) =
{Mi,j [L(1)], . . .Mi,j [L(2g−1)]} andMi,j(R) = {Mi,j [R(1)], . . .Mi,j [R(2g−1)]}, for i, j ∈ [s].

By definition, for each position (`,m) ∈ [n+ 1]× [n+ 1], M [`,m] is the minimal cost of a
staircase path from (0, 0) to (`,m). It easily follows, by construction, that for each box Di,j ,
and for each w ∈ R, we have

Mi,j [w] = min
u∈L

(u,w) admissible

{
Mi,j [u] + costi,j(P ∗u,w)

}
. (8)

(Note that, by definition, the term Di,j [u] is included in Mi,j [u] and not in P ∗u,w, so it is not
doubly counted.) For each box Mi,j and each position w ∈ R, our goal is thus to compute
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Mi;jMi;j−1

Mi−1;j

L

R

Figure 1 The L-boundary (shaded in gray) of box Mi,j overlaps with the top boundary of Mi−1,j

and the right boundary of Mi,j−1. Once we have the values of M at the positions of the L-boundary
of Mi,j , our algorithm computes the values of M at the positions of its R-boundary (shaded in blue).

the position u ∈ L that attains the minimum in (8). We call such (u,w) the minimal pair
for w in Mi,j .

For each box Di,j , and each admissible pair (v, w) ∈ L × R, we refer to the value
Mi,j [v] + costi,j(P ∗v,w) as the cumulative cost of the pair (v, w), and denote it by c-cost(v, w).

We can rewrite (8), for each w ∈ R, as

Mi,j [w] = min
{
ML
i,j [w], MB

i,j [w]
}
,

where MB
i,j [w] is the minimum in (8) computed only over u ∈ {L(1), . . . , L(g)}, which is the

portion of L that overlaps the R-boundary of the bottom neighbor Mi−1,j (when i > 1),
and ML

i,j [w] is computed over u ∈ {L(g), . . . , L(2g − 1)}, which overlaps the R-boundary of
the left neighbor Mi,j−1 (when j > 1). See Figure 1 for a schematic illustration. (Recall
that the bottommost row and the leftmost column of M are initialized with ∞ values,
except their shared cell M [0, 0] that is initialized with 0.) The output of the algorithm is
Ms,s[R(g)] = Ms,s[g, g] = M [n, n]. We can also return the optimal coupling, by using a
simple backward pointer tracing procedure.

Computing minimal pairs. We still have to explain how to compute the minimal pairs
(u,w) in each box Mi,j . Our preprocessing stage produces, for every box Di,j , the set of
all its shortest paths Si,j = {P ∗v,w | (v, w) ∈ L×R} (ordered by the earlier enumeration of
L×R and including only admissible pairs), and we can also retrieve the cost of each of these
paths in O(1) time (as explained earlier in the preprocessing stage). The cumulative cost
(defined above) of each such pair (v, w) can also be computed in O(1) time, assuming we have
already computed Mi,j [v]. A naive, brute-force technique for computing the minimal pairs is
to compute all the cumulative costs c-costi,j(v, w), for all admissible pairs (v, w) ∈ L×R,
and select from them the minimal pairs. This however would take O(g2) time for each of the
s2 boxes, for a total of Θ(g2s2) = Θ(n2) time, which is what we want to avoid.

Luckily, we have the following important lemma, which lets us compute all the minimal
pairs within a box, significantly faster than in O(g2) time.

I Lemma 4. For a fixed box Di,j , and for any two distinct positions w,w′ ∈ R, let u, u′ ∈ L be
the positions for which (u,w) and (u′, w′) are minimal pairs inMi,j . Then their corresponding
shortest paths P ∗u,w and P ∗u′,w′ can partially overlap but can never cross each other. Formally,
assuming that w > w′ (in the counterclockwise order along R), we have that for any
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u′

u

w′

w

h

Mi,j

Figure 2 By Lemma 4, if (u,w) and (u′, w′) are minimal pairs in Mi,j , then the illustrated
scenario is impossible, since the path P ∗u,w (in green) is a portion of the shortest path from M [0, 0]
to Mi,j [w], and the path P ∗u′,w′ (in orange) is a portion of the shortest path from M [0, 0] to Mi,j [w′].
The illustrated intersection implies that one of the latter paths can decrease its cumulative cost by
replacing its portion that ends at h by the respective portion that ends in h of the other path, which
contradicts the fact that both of these paths are shortest paths.

`, `′,m ∈ [g], if (`,m) ∈ P ∗u,w and (`′,m) ∈ P ∗u′,w′ then ` ≥ `′. That is, P ∗u,w lies fully above
P ∗u′,w′ (partial overlapping is possible). In particular, we also have u ≥ u′ (in the clockwise
order along L)

Lemma 4 asserts the so-called Monge property of shortest-path matrices (see, e.g., [10, 24]).
See Figure 2 for an illustration (of an impossible crossing) and a sketch of a proof.

We can therefore use the following divide-and-conquer paradigm for computing the
minimal pairs within a box Di,j . We start by setting the median index k = b|R|/2c of
|R|, and compute the minimal pair (u,R(k)) and c-cost(u,R(k)), naively, in O(g) time, as
explained above. The path P ∗u,R(k) decomposes the box Di,j into two parts, so that one part,
X, consists all the positions in Di,j that are (weakly) above P ∗u,R(k), and the other part,
Y , consists all the positions in Di,j that are (weakly) below P ∗u,R(k), so that X and Y are
disjoint, except for the positions along the path P ∗u,R(k) which they share. By Lemma 4, the
shortest paths between any other minimal pair of positions in L×R can never cross P ∗u,R(k).
Thus, we can repeat this process separately in X and in Y . Note that the input to each
recursive step is just the sequences of positions of X and Y along L and R, respectively (and
we encode each sequence simply by its first and last elements); there is no need to keep track
of the corresponding portion of Di,j itself.

Denote by T (a, b) the maximum runtime for computing all the minimal pairs (u,w),
within any box Mi,j , for u in some contiguous portion L′ of a entries of L, and w in some
contiguous portion R′ of b entries of R. Clearly, T (1, b) = O(b), and T (a, 1) = O(a). In
general, the runtime is bounded by the recurrence

T (a, b) = max
k∈[a]

{
T (k, b/2) + T (a− k + 1, b/2)

}
+O(a).

It is an easy exercise to show that the solution of this recurrence satisfies T (a, b) =
O ((a+ b) log b). Thus, the runtime of the divide-and-conquer procedure described above,
for a fixed box Mi,j , is O ((|R|+ |L|) log |R|) = O(g log g).

The runtime of computingMi,j(R) for all s2 = Θ
(
(n/g)2) boxes is thusO ((n/g)2g log g

)
=

O
(
n2 log g/g

)
. Overall, including the preprocessing stage, the total runtime of the algorithm

is O
(
(n/g)2 + n2 log g/g

)
= O

(
n2 log g/g

)
. As dictated by the preprocessing stage, we

need to choose g = Θ(log logn), so the overall runtime is O
(
n2 log log logn/ log logn

)
. This

completes the proof of Theorem 1 for DTW. J
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Abstract
In this paper we describe an algorithm that embeds a graph metric (V, dG) on an undirected
weighted graph G = (V,E) into a distribution of tree metrics (T,DT ) such that for every pair
u, v ∈ V , dG(u, v) ≤ dT (u, v) and ET [dT (u, v)] ≤ O(logn) · dG(u, v). Such embeddings have
proved highly useful in designing fast approximation algorithms, as many hard problems on
graphs are easy to solve on tree instances. For a graph with n vertices andm edges, our algorithm
runs in O(m logn) time with high probability, which improves the previous upper bound of
O(m log3 n) shown by Mendel et al. in 2009.

The key component of our algorithm is a new approximate single-source shortest-path al-
gorithm, which implements the priority queue with a new data structure, the bucket-tree struc-
ture. The algorithm has three properties: it only requires linear time in the number of edges in
the input graph; the computed distances have a distance preserving property; and when comput-
ing the shortest-paths to the k-nearest vertices from the source, it only requires to visit these
vertices and their edge lists. These properties are essential to guarantee the correctness and the
stated time bound.

Using this shortest-path algorithm, we show how to generate an intermediate structure, the
approximate dominance sequences of the input graph, in O(m logn) time, and further propose a
simple yet efficient algorithm to converted this sequence to a tree embedding in O(n logn) time,
both with high probability. Combining the three subroutines gives the stated time bound of the
algorithm.

We also show a new application of probabilistic tree embeddings: they can be used to accel-
erate the construction of a series of approximate distance oracles.
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1 Introduction

The idea of probabilistic tree embeddings [4] is to embed a finite metric into a distribution
of tree metrics with a minimum expected distance distortion. A distribution D of trees of a
metric space (X, dX) should minimize the expected stretch ψ so that:
1. dominating property: for each tree T ∈ D, dX(x, y) ≤ dT (x, y) for every x, y ∈ X, and
2. expected stretch bound: ET∼D[dT (x, y)] ≤ ψ · dX(x, y) for every x, y ∈ X,
where dT (·, ·) is the tree metric, and ET∼D draws a tree T from the distribution D. After a
sequence of results [2, 3, 4], Fakcharoenphol, Rao and Talwar [17] eventually proposed an
elegant and asymptotically optimal algorithm (FRT-embedding) with ψ = O(logn).

Probabilistic tree embeddings facilitate many applications. They lead to practical al-
gorithms to solve a number of problems with good approximation bounds, for example, the
k-median problem, buy-at-bulk network design [8], and network congestion minimization [30].
A number of network algorithms use tree embeddings as key components, and such applica-
tions include generalized Steiner forest problem, the minimum routing cost spanning tree
problem, and the k-source shortest paths problem [22]. Also, tree embeddings are used in
solving symmetric diagonally dominant (SDD) linear systems. Classic solutions use spanning
trees as the preconditioner, but recent work by Cohen et al. [14] describes a new approach to
use trees with Steiner nodes (e.g. FRT trees).

In this paper we discuss yet another remarkable application of probabilistic tree embed-
dings: constructing of approximate distance oracles (ADOs)—a data structure with compact
storage (o(n2)) which can approximately and efficiently answer pairwise distance queries on
a metric space. We show that FRT trees can be used to accelerate the construction of some
ADOs [24, 34, 10].

Motivated by these applications, efficient algorithms to construct tree embeddings are
essential, and there are several results on the topic in recent years [12, 22, 8, 25, 21, 19, 6].
Some of these algorithms are based on different parallel settings, e.g. share-memory setting [8,
19, 6] or distributed setting [22, 21]. As with this paper, most of these algorithms [12, 22,
25, 21, 6] focus on graph metrics, which most of the applications discussed above are based
on. In the sequential setting, i.e. on a RAM model, to the best of our knowledge, the
most efficient algorithm to construct optimal FRT-embeddings was proposed by Mendel
and Schwob [25]. It constructs FRT-embeddings in O(m log3 n) expected time given an
undirected positively weighted graph with n vertices and m edges. This algorithm, as well
as the original construction in the FRT paper [17], works hierarchically by generating each
level of a tree top-down. However, such a method can be expensive in time and/or coding
complexity. The reason is that the diameter of the graph can be arbitrarily large and the
FRT trees may contain many levels, which requires complicated techniques, such as building
sub-trees based on quotient graphs.

Our results. The main contribution of this paper is an efficient construction of the FRT-
embeddings. Given an undirected positively weighted graph G = (V,E) with n vertices
and m edges, our algorithm builds an optimal tree embedding in O(m logn) time. In our
algorithm, instead of generating partitions by level, we adopt an alternative view of the FRT
algorithm in [22, 8], which computes the potential ancestors for each vertex using dominance
sequences of a graph (first proposed in [12], and named as least-element lists in [12, 22]).
The original algorithm to compute the dominance sequences requires O(m logn+ n log2 n)
time [12]. We then discuss a new yet simple algorithm to convert the dominance sequences
to an FRT tree only using O(n logn) time. A similar approach was taken by Khan et al. [22]
but their output is an implicit representation (instead of an tree) and under the distributed
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setting and it is not work-efficient without using the observations and tree representations
introduced by Blelloch et al. in [8].1

Based on the algorithm to efficiently convert the dominance sequences to FRT trees, the
time complexity of FRT-embedding construction is bottlenecked by the construction of the
dominance sequences. Our efficient approach contains two subroutines:

An efficient (approximate) single-source shortest-path algorithm, introduced in Section 3.
The algorithm has three properties: linear complexity, distance preservation, and the
ordering property (full definitions given in Section 3). All three properties are required for
the correctness and efficiency of constructing FRT-embedding. Our algorithm is a variant
of Dijkstra’s algorithm with the priority queue implemented by a new data structure
called bucket-tree structure.
An algorithm to integrate the shortest-path distances into the construction of FRT trees,
discussed in Section 4. When the diameter of the graph is nO(1), we show that an FRT tree
can be built directly using the approximate distances computed by shortest-path algorithm.
The challenge is when the graph diameter is large, and we proposed an algorithm
that computes the approximate dominance sequences of a graph by concatenating the
distances that only use the edges within a relative range of nO(1). Then we show why the
approximate dominance sequences still yield valid FRT trees.

With these new algorithmic subroutines, we show that the time complexity of computing
FRT-embedding can be reduced to O(m logn) w.h.p. for an undirected positively weighted
graph with arbitrary edge weight.

In addition to the efficient construction of FRT trees, this paper also discuss a new
application. We show that FRT trees are intrinsically Ramsey partitions (definition given in
Section 5) with asymptotically tight bound, and can achieve even better (constant) bounds
on distance approximation. Previous construction algorithms of optimal Ramsey partitions
are based on hierarchical CKR partitions, namely, on each level, the partition is individually
generated with an independent random radius and new random priorities. In this paper, we
present a new proof to show that the randomness in each level is actually unnecessary, so
that only one single random permutation is enough and the ratio of radii in consecutive levels
can be fixed as 2. Our FRT-tree construction algorithm therefore can be directly applied to
a number of different distance oracles that are based on Ramsey partitions and accelerates
the construction of these distance oracles.

2 Preliminaries and Notations

Let G = (V,E) be a weighted graph with edge lengths l : E → R+, and d(u, v) denote the
shortest-path distance in G between nodes u and v. Throughout this paper, we assume that
minx6=y d(x, y) = 1. Let ∆ = maxx,y d(x,y)

minx 6=y d(x,y) = maxx,y d(x, y), the diameter of the graph G.
In this paper, we use the single source shortest paths problem (SSSP) as a subroutine for

a number of algorithms. Consider a weighted graph with n vertices and m edges, Dijkstra’s
algorithm [15] solves the SSSP in O(m+ n logn) time if the priority queue of distances is
maintained using a Fibonacci heap [18].

A premetric (X, dX) defines on a set X and provides a function d : X ×X → R satisfying
d(x, x) = 0 and d(x, y) ≥ 0 for x, y ∈ X. A metric (X, dX) further requires d(x, y) = 0
iff x = y, symmetry d(x, y) = d(y, x), triangle inequality d(x, y) ≤ d(x, z) + d(z, y) for

1 A simultaneous work by Friedrichs et al. proposed an O(n log3 n) algorithm of this conversion (Lemma
7.2 in [19]).
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x, y, z ∈ X. The shortest-path distances on a graph is a metric and is called the graph metric
and denoted as dG.

We assume all intermediate results of our algorithm have word size O(logn) and basic
algorithmic operations can be finished within a constant time. Then within the range of
[1, nk], the integer part of natural logarithm of an integer and floor function of an real number
can be computed in constant time for any constant k. This can be achieved using standard
table-lookup techniques (similar approaches can be found in Thorup’s algorithm [32]). The
time complexity of the algorithms are measured using the random-access machine (RAM)
model.

A result holds with high probability (w.h.p.) for an input of size n if it holds with
probability at least 1− n−c for any constant c > 0, over all possible random choices made by
the algorithm.

Let [n] = {1, 2, · · · , n} where n is a positive integer.
We recall a useful fact about random permutations [31]:

I Lemma 1. Let π : [n]→ [n] be a permutation selected uniformly at random on [n]. The set
{i | i ∈ [n], π(i) = min{π(j) | j = 1, · · · , i}} contains O(logn) elements both in expectation
and with high probability.

3 An Approximate SSSP Algorithm

In this section we introduce a variant of Dijkstra’s algorithm. This is an efficient algorithm
for single-source shortest paths (SSSP) with linear time complexity O(m). The computed
distances are α-distance preserving:

I Definition 2 (α-distance preserving). For a weighted graph G = (V,E), the single-source
distances d(v) for v ∈ V from the source node s is α-distance preserving, if there exists a
constant 0 ≤ α ≤ 1 such that αdG(s, u) ≤ d(u) ≤ dG(s, u), and d(v)− d(u) ≤ dG(u, v), for
every u, v ∈ V .

α-distance preserving can be viewed as the triangle inequality on single-source distances (i.e.
d(u)+dG(u, v) ≥ d(v) for u, v ∈ V ), and is required in many applications related to distances.
For example, in Corollary 4 we show that using Gabow’s scaling algorithm [20] we can
compute a (1 + ε)-approximate SSSP using O(m log ε−1) time. Also in many metric problems
including the contruction of optimal tree embeddings, distance preservation is necessary in
the proof of the expected stretch, and such an example is Lemma 11 in Section 4.3.

The preliminary version we discussed in Section 3.1 limits edge weights in [1, nk] for a
constant k, but with some further analysis in the full version of this paper we can extend
the range to [1, nO(m)]. This new algorithm also has two properties that are needed in the
construction of FRT trees, while no previous algorithms achieve them all:
1. (α-distance preserving) The computed distances from the source d(·) is α-distance pre-

serving.
2. (Ordering property and linear complexity) The vertices are visited in order of distance

d(·), and the time to compute the first k distances is bounded by O(m′) where m′ is the
sum of degrees from these k vertices.

The algorithm also works on directed graphs, although this is not used in the FRT
construction.

Approximate SSSP algorithms are well-studied [32, 23, 13, 29, 26]. In the sequential
setting, Thorup’s algorithm [32] compute single-source distances on undirected graphs with
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integer weights using O(n+m) time. Nevertheless, Thorup’s algorithm does not obey the
ordering property since it uses a hierarchical bucketing structure and does not visit vertices
in an order of increasing distances, and yet we are unaware of a simple argument to fix this.
Other algorithms are either not work-efficient (i.e. super-linear complexity) in sequential
setting, and / or violating distance preservation.

I Theorem 3. For a weighted directed graph G = (V,E) with edge weights between 1 and
nO(1), a (1/4)-distance preserving single-source shortest-path distances d(·) can be computed,
such that the distance to the k-nearest vertices v1 to vk by d(·)requires O(

∑k
i=1 degree(vi))

time.

The algorithm also has the two following properties. Since they are not used in the
construction of FRT trees, we review them in the full version of this paper. We discuss how
to (1) extend the range of edge weights to nO(m), and the cost to compute the k-nearest
vertices is O(logn d(vk) +

∑k
i=1 degree(vi)) where v1 to vk are the k nearest vertices; and (2)

compute (1 + ε)-distance-preserving shortest-paths for an arbitrary ε > 0:

I Corollary 4. (1 + ε)-distance-preserving shortest-paths for all vertices can be computed by
repeatedly using Theorem 3 O(log ε−1) times.

3.1 Algorithm Details
The key data structure in this algorithm is a bucket-tree structure shown in Figure 1 that
implements the priority queue in Dijkstra’s algorithm. With the bucket-tree structure, each
Decrease-Key or Extract-Min operation takes constant time. Given the edge range
in [1, nk], this structure has l = d(1 + k) log2 ne levels, each level containing a number of
buckets corresponding to the distances to the source node. In the lowest level (level 1) the
difference between two adjacent buckets is 2.

At anytime only one of the buckets in each level can be non-empty: there are in total
l active buckets to hold vertices, one in each level. The active bucket in each level is the
left-most bucket whose distance is larger than that of the current vertex being visited in
our algorithm. We call these active buckets the frontier of the current distance, and they
can be computed by the path string, which is a 0/1 bit string corresponding to the path
from the current location to higher levels (until the root), and 0 or 1 is decided by whether
the node is the left or the right child of its parent. For clarity, we call the buckets on the
frontier frontier buckets, and the ancestors of the current bucket ancestor buckets (can
be traced using the path string). For example, as the figure shows, if the current distance is
4, then the available buckets in the first several levels are the buckets corresponding to the
distances 6, 5, 11, 7, and so on. The ancestor bucket and the frontier bucket in the same level
may or may not be the same, depending on whether the current bucket is the left or right
subtree of this bucket. For example, the path string for the current bucket with label 4 is
0100 and so on, and ancestor buckets correspond to 4, 5, 3, 7 and so on. It is easy to see that
given the current distance, the path string, the ancestor buckets, and the frontier buckets
can be computed in O(l) time—constant time per level.

Note that since only one bucket in each level is non-empty, the whole structure need
not to be build explicitly: we store one linked list for each level to represent the only active
bucket in the memory (l lists in total), and use the current distance and path string to
retrieve the location of the current bucket in the structure.

With the bucket-tree structure acting as the priority queue, we can run standard Dijkstra’s
algorithm. The only difference is that, to achieve linear cost for an SSSP query, the operations
of Decrease-Key and Extract-Min need to be redefined on the bucket-tree structure.
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Figure 1 An illustration of a bucket-tree structure with the lowest 4 levels, and the current
visiting bucket has distance 4. Notice that our algorithm does not insert vertices to the same level
as the current bucket (i.e. bucket 6).

Once the relaxation of an edge succeeds, a Decrease-Key operation for the corresponding
vertex will be applied. In the bucket-tree structure it is implemented by a Delete (if the
vertex is added before) followed by an Insert on two frontier buckets respectively. The
deletion is trivial with a constant cost, since we can maintain the pointer from each vertex
to its current location in the bucket tree. We mainly discuss how to insert a new tentative
distance into the bucket tree. When vertex u successfully relaxes vertex v with an edge e, we
first round down the edge weight we by computing r = blog2 (we + 1)c. Then we find the
appropriate frontier bucket B that the difference of the distances w′e between this bucket
B and the current bucket is the closest to (but no more than) wr = 2r − 1, and insert the
relaxed vertex into this bucket. The constant approximation for this insertion operation
holds due to the following lemma:

I Lemma 5. For an edge with length we, the approximated length w′e, which is the distance
between the inserted bucket B and the current bucket, satisfies the following inequality:
we/4 ≤ w′e ≤ we.

Proof. After the rounding, wr = 2r − 1 = 2blog2 (we+1)c − 1 falls into the range of [we/2, we].
We now show that there always exists such a bucket B on the frontier that the approximated
length w′e is in [wr/2, wr].

We use Algorithm 1 to select the appropriate bucket for a certain edge, given the current
bucket level and the path string. The first case is when b, the current level, is larger than r. In
this case all the frontier buckets on the bottom r levels form a left spine of the corresponding
subtree rooted by the right child of the current bucket, so picking bucket in the r-th level
leads to w′e = 2r−1, and therefore we/4 < w′e ≤ we holds. The second case is when b ≤ r,
and the selected bucket is decided based on the structure on the ancestor buckets from the
(r + 1)-th level to (r − 1)-th level, which is one of the three following cases.

The simplest case (b < r, line 9) is when the ancestor bucket in the (r − 1)-th level is the
right child of the bucket in the r-th level. In this case when we pick the bucket in level
r since the distance between two consecutive buckets in level r is 2r, and the distance
from the current bucket to the ancestor bucket in r-th level is at most

∑r−1
i=1 2i−1 < 2r−1.

The distance thus between the current bucket and the frontier bucket in level r is
w′e > 2r − 2r−1 = 2r−1 > we/4.
The second case is when either b = r and the current bucket is the left child (line 5), or
b < r and the ancestor bucket in level r − 1 is on the left spine of the subtree rooted at
the ancestor bucket in level r + 1 (line 11). Similar to the first case, picking the frontier
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Algorithm 1: Finding the appropriate bucket
Input: Current bucket level b, rounded edge length 2r − 1 and path string.
Output: The bucket in the frontier (the level is returned).

1 Let r′ be the lowest ancestor bucket above level r that is a left child
2 if b > r then
3 return r

4 else if b = r then
5 if current bucket is left child then return r + 1
6 else return r′ + 1
7 else
8 switch the branches from (r + 1)-th level to (r − 1)-th level in the path string do
9 case left-then-right or right-then-right do

10 return r

11 case left-then-left do
12 return r + 1
13 case right-then-left do
14 return r′ + 1

bucket in the (r + 1)-th level (which is also an ancestor bucket) skips the right subtree of
the bucket in r-th level, which contains 2r−1 − 1 ≥ we/4 nodes.
The last case is the same as the second case expect that the level-r ancestor bucket is the
right child of level-(r + 1) ancestor bucket. In this case we will pick the frontier bucket
that has distance 2r−1 to the ancestor bucket in level r, which is the parent of the lowest
ancestor bucket that is a left child and above level r. In this case the approximated edge
distance is between 2r−1 and 2r − 1.

Combining all these cases proves the lemma. J

We now explain ehe Extract-Min operation on the bucket tree. We will visit vertex
in the current buckets one by one, so each Extract-Min has a constant cost. Once the
traversal is finished, we need to find the next closest non-empty frontier.

I Lemma 6. Extract-Min and Decrease-Key on the bucket tree require O(1) time.

Proof. We have shown that the modification on the linked list for each operation requires
O(1) time. A naïve implementation to find the bucket in Decrease-Key and Extract-Min
takes O(l) = O(logn) time, by checking all possible frontier buckets. We can accelerate
this look-up using the standard table-lookup technique. The available combinations of the
input of Decrease-Key are nk+1 (total available current distance) by l = O(k logn) (total
available edge distance after rounding), and the input combinations of Extract-Min are two
dlog2 n

k+1e bit strings corresponding to the path to the root and the emptiness of the buckets
on the frontier. We therefor partition the bucket tree into several parts, each containing
b(1− ε′)(log2 n)/2c consecutive levels (for any 0 < ε′ < 1). We now precompute the answer
for all possible combinations of path strings and edge lengths, and (1) the sizes of look-up
tables for both operations to be O((2b(1−ε′)(log2 n)/2c)2) = o(n), (2) the cost for brute-force
preprocessing to be O((2b(1−ε′)(log2 n)/2c)2 logn) = o(n), and (3) the time of either operation
of Decrease-Key and Extract-Min to be O(k), since each operation requires to look up
at most l/b(1− ε′)(log2 n)/2c = O(k) tables. Since k is a constant, each of the two operations
as well takes constant time. The update of path string can be computed similarly using this
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table-lookup approach. As a result, with o(n) preprocessing time, finding the associated
bucket for Decrease-Key or Extract-Min operation uses O(1) time. J

We now show the three properties of the new algorithm: linear complexity, triangle
inequality, and the ordering property.

Proof of Theorem 3. Here we show the algorithm satisfies the properties in Theorem 3.
Lemma 6 proves the linear cost of the algorithm. Lemma 5 shows that the final distances is
α-distance preserving. Lastly, since this algorithm is actually a variant of Dijkstra’s algorithm
with the priority implemented by the bucket-tree structure, the ordering property is met,
although here the k-nearest vertices are based on the approximate distances instead of real
distances. J

In the full version we discuss how to extend the range of edge weight to [1, nO(m)].

4 The Dominance Sequence

In this section we review and introduce the notion of dominance sequences for each point
of a metric space and describe the algorithm for constructing them on a graph. The basic
idea of dominance sequences was previously introduced in [12] and [8]. Here we name the
structure as the dominance sequence since the “dominance” property introduced below is
crucial and related to FRT construction. In the next section we show how they can easily be
converted into an FRT tree.

4.1 Definition
I Definition 7 (Dominance). Given a premetric (X, dX) and a permutation π, for two points
x, y ∈ X, x dominates y if and only if

π(x) = min{π(w) | w ∈ X, dX(w, y) ≤ dX(x, y)}.

Namely, x dominates y iff x’s priority is greater (position in the permutation is earlier)
than any point that is closer to y.

The dominance sequence for a point x ∈ X, is the sequence of all points that dominate x
sorted by distance. More formally:

IDefinition 8 (Dominance Sequence2). For each x ∈ X in a premetric (X, dX), the dominance
sequence of a point x with respect to a permutation π : X → [n] (denoted as χ(x)

π ), is the
sequence 〈pi〉ki=1 such that 1 = π(p1) < π(p2) < · · · < π(pk) = π(x), and pi is in χ(x)

π iff pi
dominates x.

We use χπ to refer to all dominance sequences for a premetric under permutation π. It is
not hard to bound the size of the dominance sequence:

I Lemma 9 ([13]). Given a premetric (X, dX) and a random permutation π, for each vertex
x ∈ X, with w.h.p.∣∣∣χ(x)

π

∣∣∣ = O(logn)

2 Also called as “least-element list” in [12]. We rename it since in later sections we also consider many
other variants of it based on the dominance property.
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Algorithm 2: Efficient FRT tree construction
1 Pick a uniformly random permutation π : V → [n].
2 Compute the dominance sequences χπ.
3 Pick β ∈ [1, 2] with the probability density function fB(x) = 1/(x ln 2).
4 Convert the dominance sequence χπ to the compressed partition sequence σ̄π,β .
5 Generate the FRT tree based on σ̄π,β .

and hence overall, with w.h.p.

|χπ| =
∑
x∈X

∣∣∣χ(x)
π

∣∣∣ = O(n logn)

Since the proof is fairly straight-forward, for completeness we also provide it in the full
version of this paper.

Now consider a graph metric (V, dG) defined by an undirected positively weighted graph
G = (V,E) with n vertices and m edges, and dG(u, v) is the shortest distance between
u and v on G. The dominance sequences of this graph metric can be constructed using
O(m logn+ n log2 n) time w.h.p. [12]. This algorithm is based on Dijkstra’s algorithm.

4.2 Efficient FRT tree construction based on the dominance sequences
We now consider the construction of FRT trees based on a pre-computed dominance sequences
of a given metric space (X, dX). We assume the weights are normalized so that 1 ≤ dX(x, y) ≤
∆ = 2δ for all x 6= y, where δ is a positive integer.

The FRT algorithm [17] generates a top-down recursive low-diameter decomposition
(LDD) of the metric, which preserves the distances up to O(logn) in expectation. It first
chooses a random β between 1 and 2, and generates 1+log2 ∆ levels of partitions of the graph
with radii {β∆, β∆/2, β∆/4, · · · }. This procedure produces a laminar family of clusters,
which are connected based on set-inclusion to generate the FRT tree. The weight of each
tree edge on level i is β∆/2i.

Instead of computing these partitions directly, we adopt the idea of a point-centric view
proposed in [8]. We use the intermediate data structure “dominance sequences” as introduced
in Section 4.1 to store the useful information for each point. Then, an FRT tree can be
retrieved from this sequence with very low cost:

I Lemma 10. Given β and the dominance sequences χπ of a metric space with associated
distances to all elements, an FRT tree can be constructed using O(n logn) time w.h.p.

The difficulty in this process is that, since the FRT tree has O(log ∆) levels and ∆ can be
large (i.e. ∆ > 2O(n)), an explicit representation of the FRT tree can be very costly. Instead
we generate the compressed version with nodes of degree two removed and their incident
edge weights summed into a new edge. The algorithm is outlined in Algorithm 2.

Proof. We use the definition of partition sequence and compressed partition sequence from [8].
Given a permutation π and a parameter β, the partition sequence of a point x ∈ X, denoted
by σ(x)

π,β , is the sequence σ(x)
π,β(i) = min{π(y) | y ∈ X, d(x, y) ≤ β · 2δ−i} for i = 0, . . . , δ, i.e.

point y has the highest priority among vertices up to level i. We note that a trie (radix
tree) built on the partition sequence is the FRT tree, but as mentioned we cannot build
this explicitly. The compressed partition sequence, denoted as σ̄(x)

π,β , replaces consecutive
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(8)
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Figure 2 An illustration for dominance sequence, partition sequence and compressed partition
sequence for vertex 8. Here we assume that the label of each vertex corresponds to its priority. The
left part shows the distances of all vertices to vertex 8 in log-scale, and the red vertices dominate
vertex 8.

equal points in the partition sequence σ(x)
π,β by the pair (pi, li) where pi is the vertex and li is

the highest level pi dominates x in the FRT tree. Figure 2 gives an example of a partition
sequence, a compressed partition sequence, and their relationship to the dominance sequence.

To convert the dominance sequences χπ to the compressed partition sequences σ̄π,β note
that for each point x the points in σ̄(x)

π,β are a subsequence of χ(x)
π . Therefore, for σ̄(x)

π,β , we
only keep the highest priority vertex in each level from χ

(x)
π and tag it with the appropriate

level. Since there are only O(logn) vertices in χ
(x)
π w.h.p., the time to generate σ̄(x)

π,β is
O(logn) w.h.p., and hence the overall construction time is O(n logn) w.h.p.

The compressed FRT tree can be easily generated from the compressed partition sequences
σ̄π,β . Blelloch et. al. [8] describe a parallel algorithm that runs in O(n2) time (sufficient for
their purposes) and polylogarithmic depth. Here we describe a similar version to generate
the FRT tree sequentially in O(n logn) time w.h.p. The idea is to maintain the FRT as
a patricia trie [27] (compressed trie) and insert the compressed partition sequences one at
a time. Each insertion just needs to follow the path down the tree until it diverges, and
then either split an edge and create a new node, or create a new child for an existing node.
Note that a hash table is required to trace the tree nodes since the trie has a non-constant
alphabet. Each insertion takes time at most the sum of the depth of the tree and the length
of the sequence, giving the stated bounds. J

We note that for the same permutation π and radius parameter β, it generates exactly
the same tree as the original algorithm in [17].

4.3 Expected Stretch Bound
In Section 4.2 we discussed the algorithm to convert the dominance sequences to a FRT tree.
When the dominance sequences is generated from a graph metric (G, dG), the expected stretch
is O(logn), which is optimal, and the proof is given in many previous papers [17, 8]. Here
we show that any distance function d̂G in Lemma 11 is sufficient to preserve this expected
stretch. As a result, we can use the approximate shortest-paths computed in Section 3 to
generate the dominance sequences and further convert to optimal tree embeddings.

I Lemma 11. Given a graph metric (G, dG) and a distance function d̂G(u, v) such that for
u, v, w ∈ V , |d̂G(u, v)− d̂G(u,w)| ≤ 1/α · dG(v, w) and dG(u, v) ≤ d̂G(u, v) ≤ 1/α · dG(u, v)
for some constant 0 < α ≤ 1, then the dominance sequences based on (G, d̂G) can still yield
optimal tree embeddings.
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Proof Outline. Since the overestimate distances hold the dominating property of the tree
embeddings, we show the expected stretch is also not affected. We now show the expected
stretch is also held.

Recall the proof of the expected stretch by Blelloch et al. in [8] (Lemma 3.4). By replacing
dG by d̂G, the rest of the proof remains unchanged except for Claim 3.5, which upper bounds
the expected cost of a common ancestor w of u, v ∈ V in u and v’s dominance sequences. The
original claim indicates that the probability that u and v diverges in a certain level centered
at vertex w is O(|dG(w, u)− dG(w, v)|/dG(u,w)) = O(dG(u, v)/dG(u,w)) and the penalty is
O(dG(u,w)), and therefore the contribution of the expected stretch caused by w is the product
of the two, which is O(dG(u, v)) (since there are at most O(logn) of such w (Lemma 9), the
expected stretch is thus O(logn)). With the distance function d̂G and α as a constant, the
probability now becomes O(|d̂G(w, u) − d̂G(w, v)|/d̂G(u,w)) = O(dG(u, v)/dG(u,w)), and
the penalty is O(d̂G(u,w)) = O(dG(u,w)). As a result, the expected stretch asymptotically
remains unchanged. J

4.4 Efficient construction of approximate dominance sequences
Assume that d̂G(u, v) is computed as du(v) by the shortest-path algorithm in Section 3
from the source node u. Notice that du(v) does not necessarily to be the same as dv(u), so
(G, d̂G(u, v)) is not a metric space. Since the computed distances are distance preserving, it
is easy to check that Lemma 11 is satisfied, which indicate that we can generate optimal tree
embeddings based on the distances. This leads to the main theorem of this paper.

I Theorem 12 (Efficient optimal tree embeddings). There is a randomized algorithm that
takes an undirected positively weighted graph G = (V,E) containing n = |V | vertices and
m = |E| edges, and produces an tree embedding such that for all u, v ∈ V , dG(u, v) ≤ dT (u, v)
and E[dT (u, v)] ≤ O(logn) · dG(u, v). The algorithm w.h.p. runs in O(m logn) time.

The algorithm computes approximate dominance sequences χ̂π by the approximate SSSP
algorithm introduced in Section 3. Then we apply Lemma 10 to convert χ̂π to an tree
embedding. Notice that this tree embedding is an FRT-embedding based on d̂G. We still call
this an FRT-embedding since the overall framework to generate hierarchical tree structure is
similar to that in the original paper [17].

The advantage of our new SSSP algorithm is that the Decrease-Key and Extract-
Min operation only takes constant time when the relative edge range (maximum divided by
minimum) is no more than nO(1). To handle arbitrary weight edges we adopt a similar idea
to [23] to solve the subproblems on specific edge ranges, and concatenate the results to form
the final output. This requires pre-processing to restrict the edge range.

The high-level idea of the algorithm is as follows. In the pre-processing, the goal is to use
O(m logn) time to generate a list of subproblems: the i-th subproblem has edge range in the
interval [ni−1, ni+1] and we compute the elements in the dominance sequences with values
falling into the range from ni to ni+1. All the edge weights less than the minimum value of
this range are treated as 0. Namely, the vertices form some components in one subproblem
and the vertex distances within each component is 0.

After the subproblems are computed, we run the shortest-path algorithm on each subprob-
lem, and the i-th subproblem generates the entries in the approximate dominance sequences
in the range of [ni, ni+1). Finally, we solve an extra subproblem that only contains edges
with weight less than n to generate the elements in dominance sequences whose distances
fall in range [1, n).
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Due to page limit, the details of the algorithm, the proofs of the correctness and time
bound are given in the full version of this paper.

5 An Application of FRT-Embedding: Ramsey Partitions and
Distance Oracles

In this section we show a new application of FRT-embedding, which with our efficient
construction, accelerates the construction of some existing approximate distance oracles [34,
10]. The bridge is to show that the FRT trees are Ramsey partitions [24]. It is interesting to
point out that, the construction of FRT trees is not only much faster and simpler than the
previous best-known approach [25] to generate Ramsey partitions, but the stretch factor of
k, which is 18.5, is also smaller than the previous constants of 128 [24] and 33 [28].

We start with the definition of Ramsey partitions. Let (X, dX) be a metric space. A
hierarchical partition tree of X is a sequence of partitions {Pk}∞k=0 of X such that P0 = {X},
the diameter of the partitions in each level decreases by a constant c > 1, and each level
Pk+1 is a refinement of the previous level Pk. A Ramsey partition [24] is a distribution of
hierarchical partition trees such that each vertex has a lower-bounded probability of being
sufficiently far from the partition boundaries in all partitions k, and this gap is called the
padded range of a vertex. More formally:

I Definition 13. An (α, γ)-Ramsey partition of a metric space (X, dX) is a probability
distribution over hierarchical partition trees P of X such that for every x ∈ X:

Pr
[
∀k ∈ N, BX

(
x, α · c−k∆

)
⊆ Pk(x)

]
≥ |X|−γ .

An asymptotically tight construction of Ramsey partition where α = Ω(γ) is provided by
Mendel and Naor [24] using the Calinescu-Karloff-Rabani partition [9] for each level.

I Theorem 14. The probability distribution over FRT trees is an asymptotically tight Ramsey
Partition with α = Ω(γ) (shown in the appendix) with fixed c = 2. More precisely, for every
x ∈ X,

Pr
[
∀i ∈ N, BX

(
x,
(

1− 2−1/2a
)

2−i∆
)
⊆ Pi(x)

]
≥ 1

2 |X|
− 2

a

for any positive integer a > 1.

The details of the proof are provided in the full version of this paper.
Ramsey Partitions are used in generating approximate distance oracles (ADOs), which

supports efficient approximate pairwise shortest-distance queries. ADOs are well-studied by
many researchers (e.g. [33, 5, 1, 16, 11, 24, 34, 10]), and a (P, S,Q,D)-distance oracle on a
finite metric space (X, dX) is a data structure that takes expected time P to preprocess from
the given metric space, uses S storage space, and answers distance query between points x
and y in X in time Q satisfying dX(x, y) ≤ dO(x, y) ≤ D · dX(x, y), where dO(x, y) is the
pairwise distance provided by the distance oracle, and D is called the stretch.

I Corollary 15. With Theorem 14, we can accelerate the time to construct the Ramsey-
partitions-based Approximate Distance Oracle in [24] to

O
(
n1/k(m+ n logn) logn

)
on a graph with n vertices and m edges, improving the stretch to 18.5k, while maintaining
the same storage space and constant query time.
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This can be achieved by replacing the original hierarchical partition trees in the distance
oracles by FRT trees (and some other trivial changes). The construction time can further
reduce to O

(
n1/km logn

)
using the algorithm introduced in Section 4.4 while the oracle still

has a constant stretch factor. Accordingly, the complexity to construct Christian Wulff-
Nilsen’s Distance Oracles [34] and Shiri Chechik’s Distance Oracles [10] can be reduced
to

O
(
kmn1/k + kn1+1/k logn+ n1/ckm logn

)
since they all use Mendel and Naor’s Distance Oracle to obtain an initial distance estimation.
The acceleration is from two places: first, the FRT tree construction is faster; second, FRT
trees provide better approximation bound, so the c in the exponent becomes smaller.
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Abstract
We study the complexity of approximate counting Constraint Satisfaction Problems (#CSPs)
in a bounded degree setting. Specifically, given a Boolean constraint language Γ and a degree
bound ∆, we study the complexity of #CSP∆(Γ), which is the problem of counting satisfying
assignments to CSP instances with constraints from Γ and whose variables can appear at most ∆
times. Our main result shows that: (i) if every function in Γ is affine, then #CSP∆(Γ) is in FP for
all ∆, (ii) otherwise, if every function in Γ is in a class called IM2, then for all sufficiently large
∆, #CSP∆(Γ) is equivalent under approximation-preserving (AP) reductions to the counting
problem #BIS (the problem of counting independent sets in bipartite graphs) (iii) otherwise, for
all sufficiently large ∆, it is NP-hard to approximate the number of satisfying assignments of an
instance of #CSP∆(Γ), even within an exponential factor. Our result extends previous results,
which apply only in the so-called “conservative” case.
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1 Introduction

Constraint Satisfaction Problems (CSPs), which originated in Artificial Intelligence [18]
provide a general framework for modelling decision, counting and approximate counting
problems. The paradigm is sufficiently general that applications from diverse areas such
as database theory, scheduling and graph theory can all be captured (see, for example,
[14, 15, 17]). Moreover, all graph homomorphism decision and counting problems [12] can be
re-cast in the CSP framework and partition function problems from statistical physics [21] can
be represented as counting CSPs. Given the usefulness of CSPs, the study of the complexity
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of CSPs is a an extremely active area in computational complexity (for example, see [2] and
the references therein).

In this paper, we are concerned with Boolean counting CSPs. An instance I = (V, C)
of a Boolean counting CSP consists of a set V of variables and a set C of constraints. An
assignment σ : V → {0, 1} assigns a Boolean value called a “spin” to each variable. Each
constraint associates a tuple (v1, . . . , vk) of variables with a Boolean relation which constrains
the spins that can be assigned to v1, . . . , vk. The assignment σ is said to “satisfy” the
constraint if the tuple (σ(v1), . . . , σ(vk)) is in the corresponding relation. An assignment is
said to be “satisfying” if it satisfies all constraints. A Constraint Satisfaction Problem comes
with two important parameters – the constraint language Γ is the set of all relations that may
be used in constraints and the degree ∆ is the maximum number of times that any variable
v ∈ V may be used in constraints in any instance. The number of satisfying assignments is
denoted ZI . The computational problem #CSP∆(Γ) is the problem of computing ZI , given
a CSP instance I with constraints in Γ and degree at most ∆. We use #CSP(Γ) to denote
the version of the problem in which the degree of instances is unconstrained.

Although constraints are supported by Boolean relations, they can be used to code up
weighted interactions such as those that arise in statistical physics. For example, let R be the
“not-all-equal” relation of arity 3. Then consider the conjunction of R(x, a, b) and R(y, a, b).
There are two satisfying assignments with σ(x) = 0 and σ(y) = 1 since σ(a) and σ(b) must
differ. Similarly, there are two satisfying assignments with σ(x) = 1 and σ(y) = 0. On the
other hand, there are three satisfying assignments with σ(x) = σ(y) = 1 and there are three
satisfying assignments with σ(x) = σ(y) = 0. Thus, the induced interaction on the variables
x and y is the same as the interaction of the ferromagnetic Ising model (at an appropriate
temperature) – an assignment in which x and y have the same spin has weight 3, whereas an
assignment where they have different spins has weight 2.

For every ∆ ≥ 3, the work of Cai, Lu and Xia [5] completely classifies the complexity of
exactly solving #CSP∆(Γ), depending on the parameter Γ. If every relation in Γ is affine,
then #CSP∆(Γ) is solvable in polynomial time (so the problem in the complexity class FP).
Otherwise, it is #P-complete. The term “affine” will be defined in § 2. Roughly, it means
that the tuples in the relation are solutions to a linear system, so Gaussian elimination gives
an appropriate polynomial-time algorithm. The characterisation of Cai, Lu and Xia is exactly
the same classification that was obtained for the unbounded problem #CSP(Γ) by Creignou
and Hermann [6]. Thus, as far as exact counting is concerned, the degree-bound ∆ does not
affect the complexity as long as ∆ ≥ 3. As Cai, Lu and Xia point out, the dichotomy is
false for ∆ = 2, where #CSP2(Γ) is equivalent to the Holant problem Holant(Γ) – see the
references in [5] for more information about Holant problems.

Much less is known about the complexity of approximately solving #CSP∆(Γ). In fact,
even the decision problem is still open. While Schaefer [19] completely classified the complexity
of the decision problem CSP(Γ) – where the goal is to determine whether or not ZI is 0 for
an instance of #CSP(Γ) – the complexity of the corresponding decision problem CSP∆(Γ),
where the instance has degree at most ∆, is still not completely resolved. For ∆ ≥ 3, Dalmau
and Ford [7] have solved the special case where Γ includes both of the relations Rδ0 = {0}
and Rδ1 = {1}. This special case is known as the “conservative case” in the CSP literature.
For ∆ ≥ 6, Dyer et al. [9] have classified the difficulty of the approximation problem:

If every relation in Γ is affine, then #CSP∆(Γ ∪ {Rδ0 , Rδ1}) is in FP.
Otherwise, if every relation in Γ is in a class called IM2 (a class defined in § 2) then
#CSP∆(Γ ∪ {Rδ0 , Rδ1}) is equivalent under approximation-preserving (AP) reductions
to the counting problem #BIS (the problem of counting independent sets in bipartite
graphs).
Otherwise, there is no FPRAS for #CSP∆(Γ ∪ {Rδ0 , Rδ1}) unless NP = RP.
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Dyer et al. made only partial progress on the cases where ∆ ∈ {3, 4, 5}. We refer the reader
to [9, 16] for a discussion of the partial classification. However, it is worth noting here that
the complexity of #CSP∆(Γ ∪ {Rδ0 , Rδ1}) is closely related to the complexity of counting
satisfying assignments of so-called read-d Monotone CNF Formulas. Crucial progress was
made by Liu and Lu [16], who completely resolved the complexity of the latter problem.
Given the work of Liu and Lu, a complete classification of #CSP∆(Γ ∪ {Rδ0 , Rδ1}) for
∆ ∈ {3, 4, 5} may be in reach.

The restriction that Rδ0 and Rδ1 are contained in Γ is a severe one because it does not
apply to many natural applications. On the other hand, we are a long way from a precise
understanding of the complexity of #CSP∆(Γ) without this restriction because there are
specific, relevant parameters that we do not understand. For example, for a positive integer k,
let Γ be the singleton set containing only the arity-k “not-all-spin-1” relation. Then satisfying
assignments of an instance of #CSP∆(Γ) correspond to independent sets of a k-uniform
hypergraph with maximum degree ∆. It is known that there is an FPRAS for ∆ = O(2k/2)
[13] and that the problem is NP-hard to approximate for ∆ = Ω(2k/2) [1]; the implicit
constants in these bounds do not currently match and thus, for big k, there is a large range
of ∆’s where we do not yet know the complexity of approximating #CSP∆(Γ). If Γ instead
contains (only) the arity-k “at-least-one-spin-0” relation then satisfying assignments of an
instance of #CSP∆(Γ) correspond to the so-called “strong” independent sets of a k-uniform
hypergraph. Song, Yin and Zhao [20] have presented a barrier for hardness results, showing
why current technology is unsuitable for resolving the cases where ∆ ∈ {4, 5} (roughly, these
cases are in “non-uniqueness”, but this is not realisable by finite gadgets).

The purpose of the present paper is to remove the severe restriction that Rδ0 and Rδ1

are contained in Γ in the approximate counting classification of #CSP∆(Γ) from [9]. Since
pinning down precise thresholds seems a long way out of reach, we instead focus on whether
there is a “barrier” value ∆0 such that, for all ∆ ≥ ∆0, approximation is intractable. Since
we wish to get the strongest possible inapproximability results (showing the hardness of
approximating ZI even within an exponential factor), we define the following computational
problem, which has an extra parameter c > 1 that captures the desired accuracy.

Name #CSP∆,c(Γ).
Instance An n-variable instance I of a CSP with constraint language Γ and degree at most ∆.
Output A number Ẑ such that c−nZI ≤ Ẑ ≤ cnZI .

Although we have not yet defined all of the terms, we can now at least state (a weak
version of) our result.

I Theorem 1. Let Γ be a Boolean constraint language. Then,
1. If every relation in Γ is affine then #CSP(Γ) is in FP.
2. Otherwise, if every relation in Γ is in the class IM2, then there exists an integer ∆0 such

that for all ∆ ≥ ∆0, #CSP∆(Γ) is #BIS-equivalent under AP-reductions.
3. Otherwise, there exists an integer ∆0 such that for all ∆ ≥ ∆0, there exists a real

number c > 1 such that #CSP∆,c(Γ) is NP-hard.

After defining all of the terms, we will state a stronger theorem, Theorem 6, which
immediately implies Theorem 1. The stronger version applies to the #CSP problems that
we have already introduced, but it also applies to other restrictions of these problems, which
have even more applications.

We now explain the restriction. Note that in the CSP framework, as we have defined
it, the variables that are constrained by a given constraint need not be distinct. Thus, if
the arity-4 relation R is present in a constraint language Γ, then an instance of #CSP(Γ)
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with variables x and y may contain a constraint such as R(x, x, y, x). This ability to repeat
variables is equivalent to assuming that equality relations of all arities are present in Γ. This
feature of the CSP definition is inconvenient for two reasons: (1) It does not fit well with
some spin-system applications, and (2) In many settings, it obscures the nuanced complexity
classification that arise.

As an example of (1), recall the application where Γ is the singleton set containing only
the arity-k “not-all-spin-1” relation. As we noted earlier, satisfying assignments of a #CSP(Γ)
instance correspond to independent sets of a k-uniform hypergraph. Here, hyperedges are
size-k subsets of vertices and it does not make sense to allow repeated vertices!

The point (2) is well-known. In fact, the “equality is always present” assumption is the
main feature that separates #CSPs from the more general Holant framework [3].

In our current setting, it turns out that adding equality functions to Γ does not change
the complexity classification, but this is a result of our theorems rather than an a priori
assumption – indeed, determining which constraint languages Γ can appropriately simulate
equality functions is one of the difficulties – thus, throwing equalities in “for free” would
substantially weaken our results! Our main result, Theorem 6, which will be presented in
§ 2, applies both to the #CSPs that we have already defined, and to more refined versions,
in which constraints may not repeat variables.

We wish now to discuss an important special case in which both the #CSPs and the
refined versions have already been studied. This is the special case in which Γ consists of
a single relation which is symmetric in its arguments. A symmetric relation that is not
affine is not in IM2. Therefore, Item 2 in the statement of Theorem 1 never arises in this
special case. Our earlier paper [11] shows that, in this case (where Γ consists of a single,
symmetric, non-affine relation) there is an integer ∆0 such that for all ∆ ≥ ∆0, there exists
a real number c > 1 such that #CSP∆,c(Γ) is NP-hard.

While the work of [11] is important for this paper, note that the special case is far from
general – in particular, it is easy to induce asymmetric constraints using symmetric ones.
For example, suppose that R1 is the (symmetric) arity-2 “not-all-spin-1” constraint, R2 is
the (symmetric) arity-2 “not the same spin” constraint and R3 = {(0, 0), (0, 1), (1, 1)} is the
(asymmetric) arity-2 “Implies” constraint. Then the conjunction of R1(x, a) and R2(a, y)
induces R3(x, y).

It is interesting that Theorem 1 is exactly the same classification that was obtained for
the unbounded problem #CSP(Γ) by Dyer et al. [10]. In particular, they showed
1. If every relation in Γ is affine then #CSP(Γ) is in FP.
2. Otherwise, if every relation in Γ is in the class IM2, then #CSP(Γ) is #BIS-equivalent

under AP-reductions.
3. Otherwise, #CSP(Γ) is #SAT-equivalent under AP-reductions, where #SAT is the problem

of counting the satisfying assignments of a Boolean formula.
The inapproximability that we demonstrate in Item 3 of Theorem 1 is stronger than what
was known in the unbounded case, both (obviously) because of the degree bound, but also
because we show that it is hard to get within an exponential factor. (This strong kind of
inapproximability was also missing from the results of [9]).

2 Definitions and Statement of Main Result

Before giving formal definitions of the problems that we study, we introduce some notation.
We use boldface letters to denote Boolean vectors. A pseudo-Boolean function is a function
of the form f : {0, 1}k → R≥0 for some positive integer k, which is called the arity of f .
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I Definition 2. Given a pseudo-Boolean function f : {0, 1}k → R≥0 , we use the notation
Rf to denote the relation Rf = {x ∈ {0, 1}k | f(x) > 0}, which is the relation underlying f .

If the range of f is {0, 1} then f is said to be a Boolean function and of course in that case
Rf = {x ∈ {0, 1}k | f(x) = 1}.

In order to allow consistency with obvious generalisations, our formal definition of the
Boolean Constraint Satisfaction Problem is in terms of Boolean functions (rather than,
equivalently, using the underlying relations).

A Constraint language Γ is a set of pseudo-Boolean functions. It is a Boolean constraint
language if all of the functions in it are Boolean functions. An instance I = (V, C) of a CSP with
constraint language Γ consists of a set V of variables and a set C of constraints. Each constraint
Ci ∈ C is of the form fi(vi,1, . . . , vi,ki

) where fi is an arity-ki function in Γ and (vi,1, . . . , vi,ki
)

is a tuple of (not necessarily distinct) variables in V . The constraint Ci is said to be
“Repeat-Free” if all of the variables are distinct. Each assignment σ : V → {0, 1} of Boolean
values to the variables in V has a weight wI(σ) :=

∏
fi(vi,1,...,vi,ki

)∈C fi(σ(vi,1), . . . , σ(vi,ki
)).

The partition function maps the instance I to the quantity ZI :=
∑
σ:V→{0,1} wI(σ) =∑

σ:V→{0,1}
∏
fi(vi,1,...,vi,ki

)∈C fi(σ(vi,1), . . . , σ(vi,ki
)).

If Γ is a Boolean constraint language then it is easy to see that wI(σ) = 1 if the assignment
is satisfying and wI(σ) = 0, otherwise. Thus, ZI is the number of satisfying assignments of I.

When ZI > 0, we will use µI(·) to denote the Gibbs distribution corresponding to ZI .
This is the probability distribution on the set of assignments σ : V → {0, 1} such that
µI(σ) = wI(σ)/ZI for all σ : V → {0, 1}.

The degree dv(C) of a variable v in a constraint C is the number of times that the
variable v appears in the tuple corresponding to C and the degree dv of the variable is
dv =

∑
C∈C dv(C). Finally, the degree of the instance I is maxv∈V dv.

I Definition 3. #CSP∆(Γ) is the problem of computing ZI , given a CSP instance I with
constraints in Γ and degree at most ∆. #CSP(Γ) is the version of the problem in which the
degree of instances is unconstrained. #CSP∆,c(Γ) has an extra parameter c > 1 that captures
the desired accuracy. The problem is to compute a number Ẑ such that c−nZI ≤ Ẑ ≤ cnZI ,
where n is the number of variables in the instance I. The problems #NoRepeatCSP∆(Γ),
#NoRepeatCSP(Γ) and #NoRepeatCSP∆,c(Γ) are defined similarly, except that inputs are
restricted so that all constraints are Repeat-Free.

I Definition 4. A Boolean function f : {0, 1}k → {0, 1} is affine if there is a k × k Boolean
matrix A and a length-k Boolean vector b such that Rf is equal to the set of solutions x of
Ax = b over GF(2).

I Definition 5 (The set of functions IM2). A Boolean function f : {0, 1}k → {0, 1} is in
IM2 if f(x1, . . . , xk) is logically equivalent to a conjuction of (any number of) predicates of
the form xi, ¬xi or xi ⇒ xj .

We have now defined all of the terms in our main theorem apart from some well-known
concepts from complexity theory, which we discuss next. FP is the class of computational
problems (with numerical output) that can be solved in polynomial time. An FPRAS is a
randomised algorithm that produces approximate solutions within specified relative error
with high probability in polynomial time. For two counting problems #A and #B, we say
that #A is #B-easy if there is an approximation-preserving (AP)-reduction from #A to #B.
The formal definition of an AP-reduction can be found in [8]. It is a randomised Turing
reduction that yields close approximations to #A when provided with close approximations
to #B. The definition of AP-reduction meshes with the definition of FPRAS in the sense
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that the existence of an FPRAS for #B implies the existence of an FPRAS for #A. We say
that #A is #B-hard if there is an AP-reduction from #B to #A. Finally, we say that #A is
#B-equivalent if #A is both #B-easy and #B-hard.

The problem of counting satisfying assignments of a Boolean formula is denoted by #SAT.
Every counting problem in #P is AP-reducible to #SAT, so #SAT is said to be complete for
#P with respect to AP-reductions. It is known that there is no FPRAS for #SAT unless
RP = NP. The problem of counting independent sets in a bipartite graph is denoted by #BIS.
The problem #BIS appears to be of intermediate complexity: there is no known FPRAS for
#BIS (and it is generally believed that none exists) but there is no known AP-reduction from
#SAT to #BIS. Indeed, #BIS is complete with respect to AP-reductions for a complexity
class #RHΠ1.

Given all of these definitions, we now formally state the stronger version of Theorem 1
promised in the introduction. The proof can be found in full version.

I Theorem 6. Let Γ be a Boolean constraint language. Then,
1. If every function in Γ is affine then #CSP(Γ) and #NoRepeatCSP(Γ) are both in FP.
2. Otherwise, if Γ ⊆ IM2, then there exists an integer ∆0 such that for all ∆ ≥ ∆0,

#CSP∆(Γ) and #NoRepeatCSP∆(Γ) are both #BIS-equivalent under AP-reductions, and
3. Otherwise, there exists an integer ∆0 such that for all ∆ ≥ ∆0, there exists a real

number c > 1 such that #CSP∆,c(Γ) and #NoRepeatCSP∆,c(Γ) are both NP-hard.

3 Overview of the Proof of Theorem 6

In this section, we give a non-technical overview of the proof of Theorem 6. Our objective is
to illustrate the main ideas and obstacles without delving into the more detailed definitions.
A more technical overview can be found in § 5. Our focus in this section will be on the case
where Γ consists of a single Boolean function f : {0, 1}k → {0, 1}. This case is the main
ingredient in the proof of the theorem.

A typical approach for showing that a counting CSP is intractable is to use an instance of
the CSP to build a “gadget” which simulates an intractable binary 2-spin constraint. This was
the approach used in [11], which proved the intractability of #NoRepeatCSP∆({f}) for any
symmetric non-affine Boolean function f . There, an instance I of #NoRepeatCSP∆({f}) was
constructed, along with variables x and y, such that for all spins sx ∈ {0, 1} and sy ∈ {0, 1}
the marginal distribution µI(x, y) satisfies

µI(σ(x) = sx, σ(y) = sy) = g(sx, sy)/(g(0, 0) + g(0, 1) + g(1, 0) + g(1, 1)), (1)

where g is a binary function that codes up the interaction of an intractable anti-ferromagnetic
2-spin system. We will not need to give detailed definitions of 2-spin systems in this paper.
Instead, we give a sufficient condition for intractability.

I Definition 7. A binary function g : {0, 1}2 → R≥0 is said to be “hard” if all of the following
hold: g(0, 0)+g(1, 1) > 0, min{g(0, 0), g(1, 1)} <

√
g(0, 1)g(1, 0), and max{g(0, 0), g(1, 1)} ≤√

g(0, 1)g(1, 0).

It was established in [11] that the ability to “simulate” a hard function g in the sense of (1)
ensures that #NoRepeatCSP∆({f}) is NP-hard to approximate, even within an exponential
factor.

A key feature of symmetric Boolean functions f which facilitated such simulation in [11]
was the fact that the class of relevant hard functions g is well-behaved, and it turned out that
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it suffices to encode such a hard binary function with only ε-accuracy, for some sufficiently
small ε > 0, and this was enough to ensure the NP-hardness of #CSP∆,c({f}).

The main obstacle in adapting the approach of [11] to the case where f need not be
symmetric in its arguments arises when f is in IM2. It is unlikely that such a function f
can simulate a hard function g in the sense of (1) – indeed such a simulation would prove
the (very surprising) result that #BIS does not have an FPRAS (unless NP = RP). Thus,
for f ∈ IM2, we need instead to encode a binary function which will allow us to connect the
problem #NoRepeatCSP∆({f}) to #BIS.

Now consider the binary Boolean function Implies whose underlying relation RImplies =
{(0, 0), (0, 1), (1, 1)} contains all (x, y) satisfying x⇒ y. Obviously, Implies is not symmetric,
and it is not hard according to Definition 7. On bipartite instances, however, the symmetry
can be restored by interpreting differently the spins 0 and 1 on the two parts of the graph, and
this leads to a connection with #BIS. In particular, it is well-known [10] that #CSP({Implies})
is equivalent to #BIS under AP-reductions. This connection was extended to the bounded-
degree setting by [4].

Unfortunately, the symmetrisation which connects #CSP({Implies}) to #BIS is not very
robust. For example, suppose that a (non-symmetric) Boolean function f can be used to
simulate, in the sense of (1), a binary function g which is very close to Implies. In particular,
suppose that for some ε > 0 and ε1, ε2, ε3, ε4 satisfying |εi| ≤ ε for i = 1, 2, 3, 4, we have
g(0, 0) = 1+ε1, g(0, 1) = 1+ε2, g(1, 0) = ε3, and g(1, 1) = 1+ε4. Such a close approximation
is about the best that can be expected using the kind of approximate encodings that are
available. However, the complexity of asymmetric 2-spin systems is not sufficiently well
understood to exploit such a simulation. Surprisingly, for any arbitrarily small constant
ε > 0, it is not known even whether the unbounded degree version #CSP({g}) is #BIS-
hard, and certainly nothing is known in our bounded-degree setting! The trouble is that
the symmetrisation that works for Implies (i.e., when εi = 0 for i = 1, 2, 3, 4) is no longer
guaranteed to symmetrise the imperfect version with the εi’s, so the swapping of spin-0
and spin-1 values on one side of the bipartite graph leads to an asymmetric 2-spin system
on bipartite graphs and this does not fall into the scope of known results [4] concerning
bounded-degree bipartite 2-spin systems.

Our approach to handle this problem for f ∈ IM2 is to carefully ensure that there is no
accuracy error ε in encoding the function Implies. In other words, we show that, using f ∈ IM2,
we can encode Implies perfectly, a task which is surprisingly intricate in the repeat-free setting.
Our main technical theorem, Theorem 17, achieves this goal. Namely, it shows that, for every
non-affine Boolean function f , either f simulates a hard function (with arbitrarily small
accuracy-error ε, which leads to the desired intractability of #NoRepeatCSP∆({f})) or else
f “supports perfect equality” – a concept which will be defined later, but essentially means
that f can be used to perfectly simulate the binary function EQ with underlying relation
REQ = {(0, 0), (1, 1)}. Using EQ, it is possible to simulate repeated variables in constraints,
so the #BIS-hardness of #CSP∆({f}) follows from [10]. When f /∈ IM2 but f supports
perfect equality, instead of reducing to the work in [10], we work somewhat harder to make
sure that we also get the strong (exponential factor) inapproximability given in Theorem 6.

4 Pinning, equality and simulating functions

An important case in our proof is the case where Γ contains a single function f : {0, 1}k → R≥0.
In this case, we can we simplify the notation because the constraints in an instance I are in
one-to-one correspondence with k-tuples of variables (there is no need to repeat the name of
the function f in each constraint). So, for convenience, we make the following definitions.
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A k-tuple hypergraph H = (V,F) consists of a set V of vertices, together with a set F of
hyperarcs, where every hyperarc in F is a k-tuple of distinct vertices in V . The degree of H
is the maximum, over all vertices v ∈ V , of the number of hyperarcs that contain v. Given
a function f : {0, 1}k → R≥0, we let If (H) denote the instance of #NoRepeatCSP({f})
whose constraints correspond to the hyperarcs of H. Given an assignment σ : V → {0, 1}
we define wf ;H(σ) :=

∏
(v1,...,vk)∈F f(σ(v1), . . . , σ(vk)) and Zf ;H :=

∑
σ:V→{0,1} wf ;H(σ), so

ZIf (H) = Zf ;If (H). By analogy to the Gibbs distribution on satisfying assignments, when
Zf ;H > 0, we use µf ;H(·) to denote the probability distribution in which, for all assignments
σ : V → {0, 1}, µf ;H(σ) = wf ;H(σ)/Zf ;H .

Given a function f : {0, 1}k → R≥0 and a positive integer ∆, we define #Multi2Spin∆(f)
to be the problem of computing Zf ;H , given as input a k-tuple hypergraph H with degree at
most ∆. The name #Multi2Spin∆(f) indicates that the problem is to compute the partition
function of a 2-spin system with multi-body interactions specified by f and degree-bound ∆.
Given a real number c > 1, the problem #Multi2Spin∆,c(f) has the same input, and the goal,
when the input has n vertices, is to compute a number Ẑ such that c−nZf ;H ≤ Ẑ ≤ cnZf ;H .
Clearly, #Multi2Spin∆(f) is equivalent to #NoRepeatCSP∆({f}) and #Multi2Spin∆,c(f) is
equivalent to #NoRepeatCSP∆,c({f}).

4.1 Supporting pinning and equality
Let k be a positive integer and let H = (V,F) be a k-tuple hypergraph. Given a configuration
σ : V → {0, 1} and a subset T ⊆ V , we will use σT to denote the restriction of σ to vertices
in T . For a vertex v ∈ V , we will also use σv to denote the spin σ(v) of vertex v in σ. The
following definitions are generalisations of definitions from [11].

I Definition 8. Let f : {0, 1}k → R≥0. Suppose that ε ≥ 0 and s ∈ {0, 1}. The k-tuple
hypergraph H is an ε-realisation of pinning-to-s if there exists a vertex v of H such that
µf ;H(σv = s) ≥ 1− ε.

I Definition 9. Let f : {0, 1}k → R≥0 and s ∈ {0, 1}. We say that f supports pinning-to-s
if, for every ε > 0, there is a k-tuple hypergraph which is an ε-realisation of pinning-to-s.
We say that f supports perfect pinning-to-s if there is a k-tuple hypergraph which is a
0-realisation of pinning-to-s.

We now define what it means for a function f to support (perfect) equality (cf. § 3).

I Definition 10. Let f : {0, 1}k → R≥0 and ε ≥ 0. The k-tuple hypergraph H is an
ε-realisation of equality if there exist distinct vertices v1 and v2 of H such that, for each
s ∈ {0, 1}, µf ;H(σv1 = σv2 = s) ≥ (1− ε)/2.

I Definition 11. Let f : {0, 1}k → R≥0. The function f supports equality if, for every ε > 0,
there is a k-tuple hypergraph which is an ε-realisation of equality. The function f supports
perfect equality if there is a k-tuple hypergraph which is a 0-realisation of equality.

4.2 Realising conditional distributions induced by pinning and equality
Given a set S of vertices, we write σS = 0 to denote the event that all vertices in S are
assigned the spin 0 under the assignment σ. We similarly write σS = 1 to denote the event
that all vertices in S are assigned the spin 1 under the assignment σ. Finally, we use use σeq

S

to denote the event that all vertices in S have the same spin under σ (the spin could be 0
or 1). The following definition is a generalisation of Definition 16 of [11] except that we have
changed the notation slightly for convenience.
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I Definition 12 ([11, Definition 16]). Let f : {0, 1}k → R≥0. Let H = (V,F) be a k-tuple
hypergraph. Let V = (Vpin0, Vpin1,Veq) where Vpin0 and Vpin1 are disjoint subsets of V and Veq
is a (possibly empty) set of disjoint subsets of V \(Vpin0 ∪Vpin1). Suppose that: (i) Vpin0 = ∅ if
f does not support pinning-to-0, (ii) Vpin1 = ∅ if f does not support pinning-to-1, (iii) Veq = ∅
if f does not support equality, (iv) it holds that µf ;H(σVpin0 = 0, σVpin1 = 1,

⋂
W∈Veq

σeq
W ) > 0.

We will then say that “V is admissible for H with respect to f” and we will denote by
µ

cond(V)
f ;H the probability distribution µf ;H(· | σVpin0 = 0, σVpin1 = 1,

⋂
W∈Veq

σeq
W ).

4.3 Simulating hard functions and inapproximability results
We can now give a formal definition of “simulation”, along the lines that was informally
discussed in § 3 (Equation (1)).

I Definition 14. Let f : {0, 1}k → R≥0 and g : {0, 1}t → R≥0. The function f simulates
the function g if there is a k-tuple hypergraph H, an admissible set V for H with respect to
f , and t vertices v1, v2, . . . , vt of H such that, for all (s1, s2, . . . , st) ∈ {0, 1}t,

µ
cond(V)
f ;H (σ(v1) = s1, σ(v2) = s2, . . . , σ(vt) = st) = g(s1, s2, . . . , st)∑

(s′
1,s

′
2,...,s

′
t)∈{0,1}t

g(s′1, s′2, . . . , s′t)
.

If V = (∅, ∅, ∅), then we say that f perfectly simulates g. More generally, we say that f
simulates a set of functions G if f simulates every g ∈ G.

The connection betweeen “hard” as defined in Definition 7 and intractability is given in
the following lemma. The lemma is stated for symmetric functions in [11], but the proof also
works for asymmetric functions.

I Lemma 15 ([11, Lemma 18]). Let f : {0, 1}k → R≥0. If f simulates a hard function, then
for all sufficiently large ∆, there exists c > 1 such that #Multi2Spin∆,c(f) is NP-hard. J

5 Proof Sketch

In this section, for a Boolean function f : {0, 1}k → {0, 1}, we consider the complexity of
the problems #Multi2Spin∆(f) and #Multi2Spin∆,c(f). Classifying the complexity of these
problems is the most important step in the proof of Theorem 6. Namely, to obtain Theorem 6,
it suffices to show that for every non-affine function f , we have that:

If f is in IM2, then for all sufficiently large ∆, #Multi2Spin∆(f) is #BIS-equivalent.
If f is not in IM2, then for all sufficiently large ∆, there exists a real number c > 1 such
that #Multi2Spin∆,c(f) is NP-hard.

Our main technical theorem to prove this is the following classification of Boolean functions,
which asserts that every non-affine function either supports perfect equality or simulates a
hard function. A proof sketch is provided later.

I Theorem 17. Let k ≥ 2 and let f : {0, 1}k → {0, 1} be a Boolean function. Then at least
one of three following propositions is true:
1. f is affine;
2. f supports perfect equality;
3. f simulates a hard function.

When f simulates a hard function, using Lemma 15, we can immediately conclude that
for all sufficiently large ∆, there exists c > 1 such that #Multi2Spin∆,c(f) is NP-hard. As
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we already discussed in § 3, it is important that, in the case where f does not simulate a
hard function, Theorem 17 guarantees that f supports perfect equality (rather than simple
imperfect equality); this allows us to recover the connection to #BIS for those f ∈ IM2. In
fact, when f supports perfect equality, we can effectively carry out (a strengthening of) the
program in [10] to obtain the following classification which perfectly aligns with Theorem 6.

I Theorem 18. Let f : {0, 1}k → {0, 1} be a Boolean function that is not affine. Suppose
that f supports perfect equality.
1. If f is in IM2, then for all sufficiently large ∆, #Multi2Spin∆(f) is #BIS-equivalent.
2. If f is not in IM2, then for all sufficiently large ∆, there exists a real number c > 1 such

that #Multi2Spin∆,c(f) is NP-hard.

Theorems 17 and 18 together achieve the desired classification of #Multi2Spin∆(f) when
f ∈ IM2 as well as the strong inapproximability results when f /∈ IM2. Before presenting a
more elaborate sketch of the proof of Theorem 17, it will be instructive to give the main
ideas behind both proofs.

To prove Theorem 17, our proof departs from the previous approaches in the related
works [10] and [11]. In these works, f was used to directly encode a binary function which
was feasible because of the presence of equality in [10] and the symmetry of f in [11]. Instead,
we take a much more painstaking combinatorial approach by using induction on the arity of
the function f .

The base case of the induction (proving Theorem 17 for arity-2 functions) is fairly simple
to handle, so let us focus on the induction step. The rough idea, to put the induction
hypothesis to work, is to study whether f supports pinning-to-0 or pinning-to-1; then,
provided that at least one these pinnings is available, we need to pin appropriately some
arguments of f to obtain a function h of smaller arity. Our goal is then to ensure that h is
non-affine; then, we can invoke the induction hypothesis and obtain that h either supports
perfect equality or simulates a hard function. From there, since h was obtained by pinning
some arguments of f , we will obtain by a transitivity argument (cf. Lemma 33 in the full
version) that f either supports perfect equality or f simulates the same hard function as
h. (Note, in the case where h supports perfect equality, to conclude that f supports perfect
equality, we need to ensure that the pinnings of f used to obtain h were perfect.)

Determining which arguments of f need to be pinned is the most challenging aspect of
this scheme. Our method for reducing the number of functions under consideration is to
symmetrise f in a natural way and obtain a new function f∗ which is now symmetric (see
definitions in § 6). Then, it turns out that there are seven possibilities for the function f∗
which we need to consider in detail. That is, when the symmetrisation of f is one of these
seven functions, we have to figure out whether f supports perfect equality and, if not, work
out the combinatorial structure of f and pinpoint which arguments are suitable to be pinned.
The details of the argument can be found in the full version of this paper.

The proof of Theorem 18, where f supports perfect equality, basically follows the approach
of [10]. However, to get the stronger inapproximability results, we have to take a detour
studying self-dual functions (functions whose value does not change when we complement
their arguments). We show that if f is self-dual then it simulates a hard function (Theorem 46
of the full version). The problem with self-dual functions is that they do not support pinning-
to-0 or pinning-to-1, so we are not able to use the relevant results from [10]. After proving
Theorem 46 and demonstrating (Lemma 42) that “implementations in CSPs” work in the
repeat-free setting when f supports perfect equality, the techniques of [10] can be adapted
to get Theorem 18.
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6 A partial sketch of the proof of Theorem 17

Let f : {0, 1}k → {0, 1} be a Boolean function. For S ⊆ [k], χS denotes the characteristic
vector of S, which is the length-k Boolean vector such that, for all i ∈ [k], the i-th bit of χS is 1
iff i ∈ S. Ωf = {S ⊆ [k] | χS ∈ Rf}. The function f is said to be semi-trivial iff there is a set S
such that Ωf = {T | S ⊆ T ⊆ [k]} or Ωf = {T | T ⊆ S}. Every semi-trivial Boolean function
is affine. Let Pk denote the set of all permutations π : [k]→ [k]. Then the symmetrisation f∗
of f is the function f∗ : {0, 1}k → R≥0 defined by f∗(x1, . . . , xk) =

∏
π∈Pk

f(xπ(1), . . . , xπ(k)).
For s ∈ {0, 1}, let δs : {0, 1} → {0, 1} be the Boolean function defined by δs(s) = 1 and
δs(1⊕ s) = 0. Define fi→s to be the function obtained from f by pinning the i-th argument
of f to s, i.e. fi→s(x1, . . . , xi−1, xi+1, . . . , xk) =

∑
xi∈{0,1} f(x1, . . . , xk) · δs(xi). Similarly,

for S, T ⊆ [k], let fS→0,T→1 be the (k − |S ∪ T |)-ary function obtained from f by pinning
the arguments in S to 0 and the arguments in T to 1. So if x′ denotes the |S ∪ T |-ary vector
containing all xi with i ∈ S ∪ T and x′′ denotes the k − |S ∪ T |-ary vector containing all xi
with i ∈ [k] \S ∪T , fS→0,T→1(x′′) =

∑
x′∈{0,1}|S∪T | f(x1, . . . , xk) ·

∏
i∈S δ0(xi) ·

∏
j∈T δ1(xj).

If S = ∅ or T = ∅, we will omit S → 0 or T → 1 from the notation.

Partial Proof Sketch. We prove the theorem by induction on the arity of f . The base
case, k = 2, is covered in the full version. For the induction step, assume k ≥ 3. The
inductive hypothesis is that for all 2 ≤ k′ < k, all k′-ary functions f ′ satisfy at least one of
the three propositions in the statement of the theorem. We now prove that an arbitrary
f : {0, 1}k → {0, 1} also satisfies at least one of the propositions. The easy case is when f∗
is not affine. In this case, the work of [11] shows that f∗ either simulates a hard function (in
which case f simulates the hard function as well) or f∗ supports perfect equality (in which
case f does as well). The bulk of the proof deals with the case where f∗ is affine. It turns
out that there are seven possible symmetric affine functions f∗. To illustrate the ideas, we
consider just one of them here. So from now on (to cover this special case), suppose that, for
all x ∈ {0, 1}k, f∗(x) = 0.

We prove in the full version that either f supports perfect equality or f supports both
perfect pinning-to-0 and perfect pinning-to-1. If f supports perfect equality, then we are done,
so suppose from now on that f supports both perfect pinning-to-0 and perfect pinning-to-1.

We will show below that at least one of the following items holds. (1) f is affine (so
we are finished), (2) there exist S, T ⊆ [k] such that fS→0,T→1 is not affine, (3) f supports
perfect equality (so we are finished), or (4) f simulates a hard function (so we are finished).
In situation (2), since fS→0,T→1 is not affine, it must support perfect equality or simulate a
hard function g by the induction hypothesis. So we finish by showing (Lemma 33) that f
either supports perfect equality or simulates the same hard function g. We now discuss how
to show that at least one of the four items holds.

We prove in the full version (Lemma 39) that for all W ∈ Ωf , fW→0 is semi-trivial
(otherwise one of the items holds). Choose S ∈ Ωf such that |S| is as large as possible. Let
h = fS→0. Since h is semi-trivial (by taking W = S above), we claim that there is a T
satisfying ∅ ⊂ T ⊆ S such that Ωh = {U | T ⊆ U ⊆ S}. (To see this, note that the definition
of semi-trivial implies that there is a subset T of S such that either Ωh = {U | U ⊆ T} or
Ωh = {U | T ⊆ U ⊆ S}. The former is impossible since ∅ 6∈ Ωh since h(0) = f(0) = f∗(0) = 0.
Also, in the latter case, T is not empty because, once again, ∅ 66∈ Ωh.)

Case 1. Suppose that ∀X ∈ Ωf , T ⊆ X: Recall that T is non-empty. Also, for every
i ∈ T , {i} ∪ Ωfi→1 = Ωf so either f is affine (item (1)) or fi→1 is not affine (item (2)).

Now, if Case 1 does not hold then there is an X ∈ Ωf such that T \ X is non-empty.
Since Ωh = {U | T ⊆ U ⊆ S} we conclude that X /∈ Ωh. Since h = fS→0 we conclude that
X \ S is non-empty. Thus, the only other case to consider is as follows.
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Case 2. Suppose that there is an X ∈ Ωf such that T \ X and X \ S are both non-
empty: Let Ψ = {X ∈ Ωf | T \X 6= ∅ and X \ S 6= ∅ }, a = min{|T \ X| : X ∈ Ψ},
and b = min{|X \ S| : X ∈ Ψ and |T \X| = a}. Choose R ∈ Ψ with |T \ R| = a and
|R \ S| = b. Now before proceeding, we use the sets S, T and R to partition [k]. Specifically,
let A = {i ∈ [k] | i ∈ S, i ∈ T, i /∈ R}, B = {i ∈ [k] | i ∈ S, i ∈ T, i ∈ R}, C = {i ∈ [k] | i ∈
S, i /∈ T, i /∈ R}, D = {i ∈ [k] | i ∈ S, i /∈ T, i ∈ R}, E = {i ∈ [k] | i /∈ S, i /∈ T, i /∈ R} and
F = {i ∈ [k] | i /∈ S, i /∈ T, i ∈ R}. It is clear from the definitions that the sets A, B, C, D,
E and F are disjoint. Also, since T ⊆ S, they partition [k]. From the definitions, A = T \R
and F = R \ S so, by the choice of R, A and F are non-empty. Let g = fC∪E→0,B∪D→1.

By definition, every element of Ωg is a subset of A ∪ F . Also, for Y ⊆ A ∪ F , “Y ∈ Ωg”
means the same thing as “Y ∪ B ∪D ∈ Ωf”. We establish some facts before dividing the
analysis into sub-cases.

Fact 1: A ∈ Ωg. We have Ωh = {U | T ⊆ U ⊆ S} and T = A ∪B so A ∪B ∪D ∈ Ωh.
Since A ∪B ∪D ⊆ S, this means A ∪B ∪D ∈ Ωf . Equivalently, A ∈ Ωg.

Fact 2: F ∈ Ωg. From the definition of R, R ∈ Ωf . Also, R = B ∪ D ∪ F so
F ∪B ∪D ∈ Ωf . Equivalently, F ∈ Ωg.

Fact 3: If Y ∈ Ωg then either Y ∩ A ∈ {∅, A} or Y ∩ F = ∅ (or both). Suppose
for contradiction that ∅ ⊂ Y ∩A ⊂ A and Y ∩ F is non-empty. Note that R = B ∪D ∪ F .
Let R′ = B ∪D ∪ Y . Note that T \R = A and T \R′ = A \ Y ⊂ A so |T \R′| < |T \R|. We
will show a contradiction to the choice of R by showing that R′ ∈ Ψ. First, since Y ∈ Ωg,
R′ ∈ Ωf . Also, T \R′ = A \ Y is non-empty and R′ \ S = Y ∩ F is non-empty.

Fact 4: If Y ∈ Ωg and Y ∩ A = ∅ then Y ∈ {∅, F }. Suppose for contradiction that
∅ ⊂ Y ⊂ F . As in the proof of Fact 3, let R′ = B ∪D ∪ Y . Note that T \R = T \R′ = A.
Also, R\S = F and R′ \S = Y so |R\S| > |R′ \S|. Once again, we will show a contradiction
to the choice of R by showing that R′ ∈ Ψ. As in the proof of Fact 3, since Y ∈ Ωg, R′ ∈ Ωf .
Also, T \R′ is non-empty since T \R is. Finally, R′ \ S = Y , which is non-empty.

Fact 5: If Y ∈ Ωg and Y ∩F = ∅ then Y = A. Since Y ∈ Ωg, we have Y ∪B∪D ∈ Ωf .
But since Y ⊆ A, we have Y ∪B ∪D ⊆ S, so Y ∪B ∪D ∈ Ωh. Since Ωh = {U | T ⊆ U ⊆ S}
we have T ⊆ Y ∪B ∪D so A ⊆ Y .

Given Facts 1–5, we have only the following sub-cases.

Case 2a: Ωg = {A, F }. In this case, we will show that f supports perfect equality.
Let H0 be a k-tuple hypergraph, with a vertex u0 such that µf ;H0(σu0 = 0) = 1. Let H1
be a k-tuple hypergraph, with a vertex u1 such that µf ;H1(σu1 = 0) = 1. We have already
noted that A is non-empty. Suppose, without loss of generality, that 1 ∈ A (otherwise, we
simply re-order the arguments of [k]). Now let H ′ be the k-tuple hypergraph with vertices
v0, v1, . . . , vk and hyperarcs (v0, v2, . . . , vk) and (v1, v2, . . . , vk). Construct H from H ′ by
doing the following:

For every i ∈ C ∪ E, take a new copy of H0 and identify vertex u0 with vi.
For every i ∈ B ∪D, take a new copy of H1 and identify vertex u1 with vi.

Now since Ωg = {A,F}, µf ;H(σ(v0) = σ(v1) = 0) = µf ;H(σ(v0) = σ(v1) = 1) = 1/2. Thus,
f supports perfect equality, so item (3) holds.

Case 2b: ∃Y ∈ Ωg such that Y ∩ A = A and Y ∩ F is non-empty. We show in the
full version that ft→1 is not affine for some t ∈ A (so item (2) holds). J
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Abstract
We study the problem of approximately evaluating the independent set polynomial of bounded-
degree graphs at a point λ. Equivalently, this problem can be reformulated as the problem of
approximating the partition function of the hard-core model with activity λ on graphs G of max-
imum degree ∆. For λ > 0, breakthrough results of Weitz and Sly established a computational
transition from easy to hard at λc(∆) = (∆ − 1)(∆−1)/(∆ − 2)∆, which coincides with the tree
uniqueness phase transition from statistical physics.

For λ < 0, the evaluation of the independent set polynomial is connected to the problem
of checking the conditions of the Lovász Local lemma (LLL) and applying its algorithmic con-
sequences. Shearer described the optimal conditions for the LLL and identified the threshold
λ∗(∆) = (∆− 1)∆−1/∆∆ as the maximum value p such that every family of events with failure
probability at most p and whose dependency graph has maximum degree ∆ has nonempty inter-
section. Very recently, Patel and Regts, and Harvey et al. have independently designed FPTASes
for approximately computing the partition function whenever |λ| < λ∗(∆).

Our main result establishes for the first time a computational transition at the Shearer
threshold. Namely, we show that for all ∆ ≥ 3, for all λ < −λ∗(∆), it is NP-hard to approxim-
ate the partition function on graphs of maximum degree ∆, even within an exponential factor.
Thus, our result, combined with the algorithmic results for λ > −λ∗(∆), establishes a phase
transition for negative activities. In fact, we now have a complete picture for the complexity of
approximating the partition function for all λ ∈ R and all ∆ ≥ 3, apart from the critical values.
1. For −λ∗(∆) < λ < λc(∆), there exists an FPTAS for approximating the partition function

with activity λ on graphs G of maximum degree ∆.
2. For λ < −λ∗(∆) or λ > λc(∆), it is NP-hard to approximate the partition function with

activity λ on graphs G of maximum degree ∆, even within an exponential factor.
Rather than the tree uniqueness threshold of the positive case, the phase transition for negative
activities corresponds to the existence of zeros for the partition function of the tree below −λ∗(∆).
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28:2 Inapproximability of the Independent Set Polynomial Below the Shearer Threshold

1 Introduction

The independent set polynomial is a fundamental object in computer science which has
been studied with various motivations. From an algorithmic viewpoint, the evaluation of
this polynomial is crucial for determining the applicability of the Lovász Local Lemma and
thus obtaining efficient algorithms for both finding [14] and approximately counting [6, 12]
combinatorial objects with specific properties.

The independent set polynomial also arises in statistical physics, where it is called the
hard-core partition function. Given a graph G, the value of the independent set polynomial
of G at a point λ is equal to the value of the partition function of the hard-core model where
the so-called “activity parameter” is equal to λ. We use the following notation. Given a
graph G, let IG denote the set of independent sets in G. The weight of an independent set
I ∈ IG is given by λ|I|. The hard-core partition function with parameter λ is defined as
ZG(λ) :=

∑
I∈IG

λ|I|.
The hard-core model has attracted significant interest in computer science during recent

years, due to the pioneering results by Weitz and Sly which established that the computational
complexity of approximating the partition function undergoes a transition that coincides
with the uniqueness phase transition in statistical physics. Namely, for ∆ ≥ 3, let λc(∆) :=
(∆ − 1)∆−1/(∆ − 2)∆. Weitz [22] designed an FPTAS for approximating the partition
function on graphs G of maximum degree ∆ when the activity parameter λ is in the range
0 < λ < λc(∆). On the other hand, Sly [19] showed that approximating the partition function
for λ > λc(∆) is NP-hard (see [20] for the refinement stated here). The threshold λc(∆)
coincides with the uniqueness threshold of the infinite ∆-regular tree and it captures whether
root-to-leaf correlations persist, or decay exponentially, as the height of the tree goes to
infinity. This beautiful connection between computational complexity and phase transitions
has lead to a classification of the complexity of approximating the partition function of
general antiferromagnetic 2-spin systems on graphs of maximum degree ∆ (see [11, 18] for
the algorithmic side and [20, 3] for the hardness side).

Our goal in this paper is to determine whether a computational transition takes place for
negative activities as well, i.e., when λ < 0. Interestingly, the evaluation of the independent
set polynomial for λ < 0 has significant algorithmic interest due to its connection with the
Lovász Local Lemma (LLL) and, more precisely, to the problem of checking when the LLL
applies. We will review this well-known connection shortly; prior to that, we introduce the
Shearer threshold, which is relevant for our work.

Shearer, as part of his work [17] on the LLL, implicitly established that for every ∆ ≥ 2,
there is a threshold λ∗(∆), given by λ∗(∆) = (∆− 1)∆−1/∆∆, such that
1. for all λ ≥ −λ∗(∆), for all graphs G of maximum degree ∆, it holds that ZG(λ) > 0.
2. for all λ < −λ∗(∆), there exists a graph G of maximum degree ∆ such that ZG(λ) ≤ 0.
We refer to the point −λ∗(∆) as the Shearer threshold. Similarly to the positive case, the
∆-regular tree plays a role in determining the location of the Shearer threshold, in the sense
that for all λ < −λ∗(∆), the truncation of the tree at an appropriate height yields a (finite)
tree T of maximum degree ∆ such that ZT (λ) ≤ 0. Scott and Sokal [16] were the first to
realise the relevance of Shearer’s work to the phase transitions of the hard-core model, and
to make explicit Shearer’s contribution in this context. They further developed these ideas
to study the analyticity of the logarithm of the partition function in the complex plane.

From an algorithmic viewpoint, the Shearer threshold is tacitly present in most, if not
all, applications of the (symmetric) LLL. In particular, Shearer [17] proved that λ∗(∆) is the
maximum value p such that every family of events, with failure probability at most p and
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with a dependency graph of maximum degree ∆, has nonempty intersection. This simple
characterisation is a corollary of far more elaborate conditions formulated in the same work
that determine whether a dependency graph falls into the scope of the LLL. To date, no
polynomial-time algorithm has been presented that, given as input a dependency graph G
of maximum degree ∆, decides whether Shearer’s conditions are satisfied when the failure
probabilities of some events exceed the threshold λ∗(∆) and it is very plausible that none
exists (see for example [8, Section 4] for results in this direction).

Very recently, there have been two independent works that study the Shearer threshold
from an approximate counting perspective. In particular, Patel and Regts [15] and Harvey,
Srivastava, and Vondrák [8] (see also [21]) designed FPTASes, using different techniques, that
approximate ZG(λ) on graphs G of maximum degree ∆ when −λ∗(∆) < λ < 0 (and also for
complex values λ with |λ| < λ∗(∆)). Thus, not only is it trivial to decide whether ZG(λ)
is positive above the Shearer threshold, but also it is computationally easy to approximate
ZG(λ) within an arbitrarily small polynomial relative error (see [8] for extensions to the
multivariate partition function). Apart from partial results in [8] which we shall review
shortly, these works left open the regime λ < −λ∗(∆). In light of their results, it is natural
to ask whether the Shearer threshold has a computational complexity significance for the
problem of approximating ZG(λ) when λ < 0, analogous to the role that the tree uniqueness
threshold has for λ > 0.

In this work, we answer this question by showing that, for all ∆ ≥ 3, for all λ < −λ∗(∆),
it is NP-hard to approximate |ZG(λ)|, even within an exponential factor. To formally state
our result, we define the following problem which has three parameters–the activity λ, a
degree bound ∆, and a value c > 1 which specifies the desired accuracy of the approximation.

Name #HardCore(λ,∆, c).
Instance An n-vertex graph G with maximum degree at most ∆.
Output A number Ẑ such that c−n|ZG(λ)| ≤

∣∣Ẑ∣∣ ≤ cn|ZG(λ)|.

We now formally state our result.

I Theorem 1. Let ∆ ≥ 3 and λ < −λ∗(∆). Then there exists a constant c > 1 such that
#HardCore(λ,∆, c) is NP-hard, i.e., it is NP-hard to approximate |ZG(λ)| on graphs G of
maximum degree at most ∆, even within an exponential factor.

The previous known result for the inapproximability of the partition function for λ < 0 was
given in [8, Theorem 4.4] which applies for ∆ ≥ 62 and λ < −39/∆. Theorem 1 therefore
vastly tightens that result, by showing a strong inapproximability result all the way to the
Shearer threshold for all degree bounds ∆ ≥ 3.

To elucidate the content of Theorem 1, we remark that, combined with the algorithmic
results of [8, 15], it establishes for the first time a sharp computational transition at the Shearer
threshold for negative activities. In fact, we now have a complete picture for the complexity
of approximating ZG(λ) for all λ ∈ R apart from the critical values −λ∗(∆) and λc(∆).
1. For −λ∗(∆) < λ < λc(∆), there exists an FPTAS for approximating ZG(λ) on graphs

G of maximum degree ∆; this follows by [8, 15] for −λ∗(∆) < λ < 0 and by [22] for
0 < λ < λc(∆). (The case λ = 0 is trivial since ZG(λ) = 1 for all graphs G.)

2. For λ < −λ∗(∆) or λ > λc(∆), it is NP-hard to approximate |ZG(λ)| on graphs G of
maximum degree ∆, even within an exponential factor; this follows by Theorem 1 for
λ < −λ∗(∆) and by [20] for λ > λc(∆).

While both of the thresholds −λ∗(∆) and λc(∆) come from the infinite ∆-regular tree, they
are of different nature: the Shearer threshold marks the point where the partition function of
the tree of appropriate height eventually becomes negative, while the uniqueness threshold
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marks the point where correlations between the root and the leaves persist, as the height of
the tree grows.

The interplay between the zeros of graph polynomials and the complexity of approximating
partition functions has appeared before in the approximate counting literature, see for example
[4, 5]. However, one of the main differences in our present setting is the constant degree
bound ∆, which significantly restricts the power of “thickening”. One might then think that
perhaps Sly’s technique for establishing inapproximability above the uniqueness threshold
might be relevant; this would entail analysing the partition function of random bipartite
∆-regular graphs for negative activities using moment analysis, which, to say the least,
quickly runs into severe problems. Working around these difficulties for degrees as low as
∆ = 3 is one the technical contributions of our work–see Section 1.1 for a high-level outline.

We conclude this introductory section by outlining very briefly the series of works that
have established the Shearer threshold as an algorithmic benchmark. Beck [2] gave the
first algorithmic application of the LLL, albeit with significantly worse guarantees than the
non-constructive version; three decades later, Moser [13] and Moser and Tardos [14] succeeded
in giving elegant, constructive analogues of the vanilla LLL; Shearer’s conditions were finally
used in full generality to give a constructive proof of the LLL by Kolipaka and Szegedy [10],
which yielded as a corollary efficient algorithms up to the Shearer threshold. See also [1, 7, 9]
for recent algorithmic extensions of the LLL (and a more thorough overview of the LLL
literature) and see [6, 12] for new applications of the LLL in approximate counting.

1.1 Proof outline and organisation

At a very high level, to prove Theorem 1 for an activity λ < −λ∗(∆), our strategy is to
transform λ into a “nicer” activity. Our key technical lemma, stated as Lemma 4 in Section 2,
shows how to simulate a dense set of activities on the real line using graphs of maximum
degree ∆ as gadgets. As we shall explain later in detail, this lemma crucially uses the
assumption that λ < −λ∗(∆) by utilising trees of appropriate depth and combining them in
suitable graph constructions that respect the degree bound ∆. Once Lemma 4 is in place,
some extra care is needed to obtain the inapproximability results for ∆ = 3. Our approach is
to construct binary gadgets and use inapproximability results for antiferromagnetic 2-spin
systems on 3-regular graphs.

The paper is organised in two parts. In the first part, which is in Section 2, we state
our key Lemma 4 and then show how to use it to conclude the inapproximability results of
Theorem 1. In the second part, which is in Section 3, we present an overview of the proof of
Lemma 4 and then give, in more detail, the proofs of some indicative lemmas.

2 Proof of Theorem 1

To give some rough intuition for our main proof technique of Theorem 1, suppose that we
are given a degree bound ∆ ≥ 3 and an activity λ < −λ∗(∆). We will pursue the freedom to
“change” the activity λ to a “nicer” activity λ′ by using a suitable graph of maximum degree
∆. We will refer to this construction as implementing the activity λ′ (cf. Definition 3 for the
formal notion that is used throughout the paper). Our reduction for the proof of Theorem 1
is designed so that we need to implement just two well-chosen values of λ′. Using these two
activities carefully so that we do not increase the degree ∆, we will construct binary gadgets
(i.e., gadgets acting on edges) that will allow us to get our NP-hardness results by reducing
from an appropriate (antiferromagnetic) 2-spin model on 3-regular graphs.



A. Galanis, L. A. Goldberg, and D. Štefankovič 28:5

To illustrate more precisely the relevant ideas, we will need a few quick definitions. Let
λ ∈ R and G = (V,E) be an arbitrary graph. For a vertex v ∈ V , we will denote

Z in
G,v(λ) :=

∑
I∈IG; v∈I

λ|I|, Zout
G,v(λ) :=

∑
I∈IG; v/∈I

λ|I|.

Thus, Z in
G,v(λ) is the contribution to the partition function ZG(λ) from those independent

sets I ∈ IG such that v ∈ I; similarly, Zout
G,v(λ) is the contribution to ZG(λ) from those

I ∈ IG such that v /∈ I. We can now formalise the notion of implementation.

I Definition 2. Let λ ∈ R 6=0. We say that the graph G implements the activity λ′ ∈ R with
accuracy ε > 0 if there is a vertex v in G such that Zout

G,v(λ) 6= 0 and
1. the degree of vertex v in G is 1,

2. it holds that
∣∣∣Z in

G,v(λ)
Zout
G,v(λ) − λ

′| ≤ ε.

We will refer to the vertex v as the terminal of G. When Item 2 holds with ε = 0, then we
will just say that G implements the activity λ′.

I Definition 3. Let ∆ ≥ 2 be an integer and λ ∈ R 6=0. We say that (∆, λ) implements the
activity λ′ ∈ R if there is a graph G of maximum degree at most ∆ which implements the
activity λ′.

More generally, we say that (∆, λ) implements a set of activities S ⊆ R, if for every
λ′ ∈ S it holds that (∆, λ) implements λ′.

Our main lemma to prove Theorem 1 is the following, whose proof is given in Section 3
(there, we also give an overview of the proof).

I Lemma 4. Let ∆ ≥ 3 and λ < −λ∗(∆). Then, for every λ′ ∈ R, for every ε > 0, there
exists a graph G of maximum degree at most ∆ that implements λ′ with accuracy ε. In other
words, (∆, λ) implements a set of activities S which is dense in R.

We remark here that Lemma 4 fails for λ > −λ∗(∆). For example, for λ ≥ 0, it is not
hard to see that 0 ≤ Z in

G,v(λ)/Zout
G,v(λ) ≤ λ for all graphs G and all vertices v in G. Moreover,

in the regime λ > −λ∗(∆), Scott and Sokal [16] have shown that Z in
G,v(λ)/Zout

G,v(λ) > −1 for
all graphs G of maximum degree ∆ (and all vertices v in G). This lower bound (in various
forms) was also a key ingredient in the approximation algorithms of [8, 15].

We also remark that Lemma 4 does not give any quantitative guarantees on the dependence
of the size of the graph G with respect to λ, λ′, 1/ε. This is by design: such estimates will
not be important for us since our reduction for Theorem 1 invokes Lemma 4 for just two
constant values of λ′ with some small constant ε > 0 (the particular values depend on λ but
not on the input). In particular, for our applications of Lemma 4 in the proof of Theorem 1,
the sizes of the relevant graphs G will be bounded by a constant (depending on λ).

2.1 The hard-core model with non-uniform activities
Implementing activities can be thought of as constructing unary gadgets that allow modi-
fication of the activity at a particular vertex v. We will use the implemented activities
to simulate a more general version of the hard-core model with non-uniform activities. In
particular, let G = (V,E) be a graph and λ = {λv}v∈V be a real vector; we associate to
every vertex v ∈ V the activity λv. The hard-core partition function with activity vector λ is
defined as ZG(λ) =

∑
I∈IG

∏
v∈I λv. Note that the standard hard-core model with activity

λ is obtained from this general version by setting all vertex activities equal to λ. For a vertex
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v1

(a) The graph G1 with terminal v1

implementing an activity λ′
1

v2

(b) The graph G2 with terminal v2

implementing an activity λ′
2

1
λ1 = λ′1

2
λ2 = λ′2

3
λ3 = λ

4
λ4 = λ′1

(c) The graph G with activity vector λ

1 2 3 4

(d) The graph G′ with uniform activity λ

Figure 1 An illustrative depiction of the construction in the statement of Lemma 5. The graphs
G1, G2 in Figures 1a, 1b implement the activities λ′

1, λ
′
2, respectively, i.e.,

Z in
G1,v1

(λ)
Zout

G1,v1
(λ) = λ′

1 and
Z in

G2,v2
(λ)

Zout
G2,v2

(λ) = λ′
2 for some λ′

1, λ
′
2 ∈ R. In Figure 1c, we have a graph G with non-uniform activities

{λi}i∈[4] such that λi ∈ {λ, λ′
1, λ

′
2} for i ∈ [4]. By sticking onto G the graphs G1, G2 as in Figure 1d,

we obtain the graph G′. Note that the vertex whose activity was equal to λ was not modified.

v ∈ V , we define Z in
G(λ) and Zout

G (λ) for the non-uniform model analogously to Z in
G(λ) and

Zout
G (λ) for the uniform model, respectively.
The following lemma connects the partition function ZG(λ) with non-uniform activities to

the hard-core partition function with uniform activity λ. Roughly, whenever all the activities
in the activity vector λ can be implemented, we can just stick graphs on the vertices of G
which implement the corresponding activities in λ (if a vertex activity equals λ, no action is
required).

I Lemma 5. Let λ ∈ R 6=0, let t ≥ 1 be an arbitrary integer, and let λ′1, . . . , λ′t ∈ R.
Suppose that, for j ∈ [t], the graph Gj with terminal vj implements the activity λ′j, and let
Cj := Zout

Gj ,vj
(λ). Then, the following holds for every graph G = (V,E) and every activity

vector λ = {λv}v∈V such that λv ∈ {λ, λ′1, . . . , λ′t} for every v ∈ V .
For j ∈ [t], let Vj := {v ∈ V | λv = λ′j}. Consider the graph G′ obtained from G by

attaching, for every j ∈ [t] and every vertex v ∈ Vj, a copy of the graph Gj to the vertex v
and identifying the terminal vj with the vertex v (see Figure 1). Then, for C :=

∏t
j=1 C

|Vj |
j ,

it holds that ZG′(λ) = C · ZG(λ).

I Remark. Note that, in the construction of Lemma 5, every vertex v ∈ G with λv = λ

maintains its degree in G′ (in fact, the neighbourhood of such a vertex v is the same in G
and G′). The degree of every other vertex v in G gets increased by one. This observation
will ensure in later applications of Lemma 5 that we do not blow up the degree.

2.2 Antiferromagnetic 2-spin systems on ∆-regular graphs
In our setting, where every vertex has degree at most ∆, an implementation consumes one
of the ∆ slots that a vertex has available to connect to other vertices. This is particularly
problematic for the case where ∆ = 3. In the following we circumvent this problem
by constructing suitable binary gadgets, so that we can use inapproximability results for
computing the partition function of antiferromagnetic 2-spin systems on ∆-regular graphs.
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Recall, an antiferromagnetic 2-spin system (without external field) is specified by two
parameters β, γ > 0 such that βγ < 1. Let M = {Mij}i,j∈{0,1} be the matrix

[
β 1
1 γ

]
. For a

graph H = (V,E), configurations of the 2-spin system are assignments σ : V → {0, 1} and
the weight of a configuration σ is given by wH,β,γ(σ) =

∏
{u,v}∈EMσ(u),σ(v). The partition

function of H is then given by

ZH,β,γ =
∑

σ:V→{0,1}

wH,β,γ(σ) =
∑

σ:V→{0,1}

∏
{u,v}∈E

Mσ(u),σ(v).

For positive parameters β, γ and c > 1, we consider the following computational problem,
where the input is a 3-regular graph H.

Name #2Spin(β, γ, c).
Instance An n-vertex graph H which is 3-regular.
Output A number Ẑ such that c−nZH,β,γ ≤ Ẑ ≤ cnZH,β,γ .

The case β = γ < 1 corresponds to the well-known (antiferromagnetic) Ising model. As a
corollary of results of Sly and Sun [20] (see also [3]), it is known that, for 0 < β = γ < 1/3,
there exists c > 1 such that #2Spin(β, β, c) is NP-hard, i.e., approximating the partition
function ZG,β,β of the Ising model on 3-regular graphs H is NP-hard, even within an
exponential factor. The following lemma is somewhat less known but follows easily from the
results of [20].

I Lemma 7. Let ∆ = 3 and β, γ be such that 0 < β, γ < 1/3. Then, there exists c > 1 such
that #2Spin(β, γ, c) is NP-hard.

The following lemma will be used in the proof of Theorem 1 to specify the activities that
we need to implement to utilise the inapproximability result of Lemma 7. It allows us to use
the graph in Figure 2 as a binary gadget to simulate a 2-spin system with parameters β, γ.

I Lemma 8. Let λ < 0. Then, there exist λ′1, λ′2 such that

−1− 1
6 |λ|

1/3 < λ′1 < −1, −1− 2λ < λ′2 < −1− 2λ+ λ′1λ

1 + λ′1 + 3|λ|1/3
. (1)

For all λ′1, λ′2 satisfying (1), the following parameters β, γ (defined in terms of λ, λ′1, λ′2)

β =
(1 + λ′1)

(
(1 + λ′1)(1 + λ′2 + 2λ)− 2λ′1λ

)
|λ|1/3

(
λ′1λ− (1 + λ′1)(1 + λ′2 + 2λ)

) , γ = |λ|1/3(1 + λ′2 + 2λ)
λ′1λ− (1 + λ′1)(1 + λ′2 + 2λ) . (2)

satisfy 0 < β, γ < 1/3.

2.3 The reduction & Proof of Theorem 1
The reduction to obtain Theorem 1 uses a binary gadget to simulate an antiferromagnetic
2-spin system on 3-regular graphs, i.e., we will replace every edge of a 3-regular graph H
with a suitable graph B which has two special vertices to encode the edge. The gadget B is
given in Figure 2, the two special vertices are v1, v2. Note that the gadget B has nonuniform
activities but this will be compensated for later by invoking Lemma 5. We thus obtain the
following lemma (whose proof is in the full version).

I Lemma 9. Let λ < 0 and λ′1, λ′2 ∈ R satisfy (1). Then, for β, γ as in (2), the following
holds. For every 3-regular graph H = (VH , EH) we can construct in linear time a graph G =
(VG, EG) of maximum degree 3 and specify an activity vector λ = {λv}v∈V on G such that
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v1

λv1 = −|λ|1/3
x

λx = λ′1

z λz = λ

v2

λv2 = −|λ|1/3
y

λy = λ′1

w λw = λ

s λs = λ′2

Figure 2 The binary gadget B = (U,F ) used in Lemma 9 to simulate an antiferromagnetic 2-spin
system on 3-regular graphs. The gadget B is used to encode the edges of a 3-regular graph H. In
particular, every edge e = {h1, h2} of H gets replaced by a distinct copy of B, with the vertices
v1, v2 of B getting identified with the vertices h1, h2 of H, respectively.

1. ZH,β,γ = ZG(λ)/C |EH |, where C := |λ|1/3
(
λ′1λ− (1 + λ′1)(1 + λ′2 + 2λ)

)
> 0.

2. For every vertex v of G, it holds that λv ∈ {λ, λ′1, λ′2}. Moreover, if λv 6= λ, then v has
degree two in G.

Now, we are ready to prove Theorem 1.

Proof of Theorem 1 (Sketch). By Lemma 4, there are graphs G1, G2 of max degree ∆ with
terminals v1, v2 which implement activities λ′1, λ′2 satisfying the condition (1) of Lemma 8. For
later use, set C1 := Zout

G1,v1
(λ), C2 := Zout

G2,v2
(λ) and note that C1, C2 are explicitly computable

constants. Let β, γ be the parameters given by (2). By Lemma 8, it holds that 0 < β, γ < 1/3.
Thus, by Lemma 7, there exists c > 1 such that #2Spin(β, γ, c) is NP-hard. We will use
Lemmas 5 and 9 to reduce #2Spin(β, γ, c) to #HardCore(λ,∆, c′) for some constant c′ > 1.

Let H be a 3-regular graph which is an input graph to the problem #2Spin(β, γ, c). By
Lemma 9, we can construct in linear time a graph G of maximum degree 3 and specify an
activity vector λ = {λv}v∈V on G such that
1. ZH,β,γ = ZG(λ)/C |EH |, where C := |λ|1/3

(
λ′1λ− (1 + λ′1)(1 + λ′2 + 2λ)

)
> 0.

2. For every vertex v of G, λv ∈ {λ, λ′1, λ′2}. Also, if λv 6= λ, then v has degree two in G.
Using the graphs G1, G2 that implement λ′1, λ′2 respectively, we obtain from Lemma 5 that
we can construct in linear time a graph G′ = (VG′ , EG′) of maximum degree at most ∆
such that ZG′(λ) = Cn1

1 Cn2
2 · ZG(λ), where n1, n2 are the number of vertices in G whose

activity equals λ′1, λ′2, respectively. Note, the fact that the maximum degree of G′ is at most
∆ follows from the construction of Lemma 5 and Item 2 (cf. the Remark after Lemma 5).

It follows that ZH,β,γ = ZG′(λ)/
(
C |EH |Cn1

1 Cn2
2
)
. Since the size of G′ exceeds the size of

H only by a constant factor, there is a constant c′ > 1 (depending only on λ) such that an
approximation to |ZG′(λ)| within a factor (c′)|VG′ | yields an estimate to |ZH,β,γ | = ZH,β,γ
within a factor c|VH |. It follows that #HardCore(λ,∆, c′) is NP-hard. J

3 Proof of Lemma 4

In this final section, we give a proof overview of Lemma 4, which is the last missing ingredient
used in the proof of Theorem 1. Let us fix a degree bound ∆ ≥ 3. Our goal is to show
that for any fixed λ < −λ∗(∆), we can implement a dense set of activities using graphs of
maximum degree ∆. At a very rough level, the proof of Lemma 4 splits into two regimes:
1. when λ < −λ∗(2) = −1/4,
2. when −1/4 ≤ λ < −λ∗(∆).
Roughly, in regime 1, we will be able to use paths to implement a dense set of activities. In
regime 2, we will first use a (∆ − 1)-ary tree to implement an activity λ′ < −1/4. Then,
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using the activity λ′, we will be able to use the path construction of the first regime to
implement a dense set of activities.

Unfortunately, the actual proof is more intricate, since as it turns out there is a set
B ⊂ R, dense in (−∞,−1/4), such that, if λ ∈ B, paths exhibit a periodic behaviour in
terms of implementing activities (and thus can only be used to implement a finite set of
activities). The following lemma will be important in specifying the set B and understanding
this periodic behaviour. The proof is a manipulation with trigonometric identities and can
be found in Section 3.2 of the full version.

I Lemma 10. Let λ < −1/4 and θ ∈ (0, π/2) be such that λ = −1/(2 cos θ)2. Then, the
partition function of the path Pn with n vertices is given by

ZPn
(λ) = sin((n+ 2)θ)

2n(cos θ)n sin(2θ) .

The “bad” set B of activities (for which paths exhibit a periodic behaviour) can be read off
from Lemma 10. To make this precise, let

B :=
{
λ ∈ R | λ = − 1

4(cos θ)2 for some θ ∈ (0, π/2) which is a rational multiple of π
}
. (3)

Note, for example, that −1,−1/2,−1/3 ∈ B (set θ = π/3, π/4, π/6, respectively). For
λ < −1/4, it is not hard to infer from Lemma 10 that the ratio Z in

Pn,v(λ)
Zout

Pn,v
(λ) is equal to

− 1
2 cos θ

sin(nθ)
sin((n+1)θ) . Therefore, when λ ∈ B or equivalently θ is a rational multiple of π, the

ratio is periodic in terms of the number of vertices n in the path. On the other hand, when
λ < −1/4 and λ /∈ B, then we can show that the ratio is dense in R as n varies (this follows
essentially from the fact that {nθ mod 2π | n ∈ Z} is dense on the circle when θ is irrational)
and hence we can use paths to implement a dense set of activities. This is the scope of the
next lemma, which is proved in Section 3.2 of the full version.

I Lemma 11. Let λ < −1/4 be such that λ /∈ B. Let Pn denote a path with n vertices and
let v be one of the endpoints of Pn. Then, for every λ′ ∈ R, for every ε > 0, there exists n
such that |Z

in
Pn,v(λ)

Zout
Pn,v

(λ) − λ
′| ≤ ε.

When λ ∈ B, we can no longer use paths to implement a dense set of activities, as we
explained earlier, and we need to use a more elaborate argument. A key observation is that,
for λ ∈ B, the partition function of a path of appropriate length is equal to 0. In particular,
we have the following simple corollary of Lemma 10.

I Corollary 12. Let λ < −1/4 be such that λ ∈ B. Denote by Pn the path with n vertices.
Then, there is an integer n ≥ 1 such that the partition function of the path Pn is zero, i.e.,
ZPn(λ) = 0.

Having a path P whose partition function is 0 allows us to implement the activity −1: indeed,
for an endpoint v of the path P , we have that Z in

P,v(λ) + Zout
P,v(λ) = ZP (λ) = 0, and hence

P , with terminal v, implements Z in
P,v(λ)

Zout
P,v

(λ) = −1 (note, we will later ensure that P is such that
Zout
P,v(λ) 6= 0). A somewhat ad-hoc gadget allows us to also implement the activity +1. Using

these two implemented activities, −1 and +1, we then show how to implement all rational
numbers using graphs whose structure resembles a caterpillar (the proof is inspired by the
“ping-pong” lemma in group theory, used to establish free subgroups). We carry out this
scheme in a more general setting where, instead of a path, we have a tree whose partition
function is zero (this will also be relevant in the regime λ > −1/4). More precisely, we have
the following lemma, whose proof is given in Section 3.1.
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I Lemma 13. Suppose that λ ∈ R 6=0 and that T is a tree with ZT (λ) = 0. Let d be the
maximum degree of T and let ∆ = max{d, 3}. Then, (∆, λ) implements a dense set of
activities in R.

We thus obtain the following throughout the regime 1 (λ < −1/4).

I Lemma 14. Let λ < −1/4. For ∆ = 3, (∆, λ) implements a dense set of activities in R.

Proof. We may assume that λ ∈ B, otherwise the result follows directly from Lemma 11.
For λ ∈ B, we have by Corollary 12 a path P such that ZP (λ) = 0. Since P has maximum
degree 2, applying Lemma 13 gives the desired conclusion. J

Note, Lemma 14 applies only for values of λ which are far from the threshold −λ∗(∆) for any
∆ ≥ 3 and thus it should not be surprising that we can implement a dense set of activities
using graphs of maximum degree 3. This highlights the next obstacle that we have to address:
for general degree bounds ∆ ≥ 3, to get all the way to the threshold −λ∗(∆) we need to use
graphs with maximum degree ∆ (rather than just 3) to have some chance of implementing
interesting activities.

Analyzing more complicated graphs for ∆ ≥ 3 and −1/4 ≤ λ < −λ∗(∆) might sound
daunting given the story for λ < −1/4, but it turns out that all we need to do is construct
a graph G of maximum degree ∆ that implements an activity λ′ < −1/4. Then, to show
that (∆, λ) implements a dense set of activities, we only need to consider whether λ′ ∈ B. If
λ′ /∈ B, we can argue by decorating the paths from Lemma 11 using the graph G. Otherwise,
if λ′ ∈ B, we can first construct a tree T of maximum degree ∆ such that ZT (λ) = 0 (by
decorating the path from Lemma 12), and then invoke Lemma 13. Thus, we are left with the
task of implementing an activity λ′ < −1/4. For that, we combine appropriately (∆− 1)-ary
trees of appropriate depth, which can be analysed relatively simply using a recursion. (A
technical detail here is that, initially, we are not able to implement this boosted activity λ′
in the sense of Definition 3 since the terminal of the relevant tree has degree bigger than 1;
nevertheless, the degree of the terminal is at most ∆− 2, so it can be combined with the
paths without overshooting the degree bound ∆.) Putting together these pieces yields the
following lemma (see Section 3.5 of the full version).

I Lemma 15. Let ∆ ≥ 3 and −1/4 ≤ λ < −λ∗(∆). Then, (∆, λ) implements a dense set of
activities in R.

Using Lemmas 14 and 15, the proof of Lemma 4 is immediate.

3.1 The case where the partition function of some tree is zero
In this section, we prove Lemma 13 which is an ingredient in both Lemmas 14 and 15.

We start with the following lemma, whose full proof is given in the full version. Roughly,
in the proof, the implementation of −1 uses as a gadget the tree T with a leaf as the terminal;
the implementation of +1 uses an ad-hoc gadget.

I Lemma 19. Let λ ∈ R 6=0 and d ≥ 2 be a positive integer. Suppose that there exists a tree
T with maximum degree d such that ZT (λ) = 0. Then, for ∆ = max{d, 3}, we have that
(∆, λ) implements the activities −1 and +1.

The following functions f+ and f− will be important in what follows:

f+ : R\{−1} 7→ R\{0}, given by f+(x) = 1
1 + x

for all x 6= −1,

f− : R\{+1} 7→ R\{0}, given by f−(x) = 1
1− x for all x 6= +1.
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I Definition 20. Let S ⊆ R be the set of real numbers defined as follows: z ∈ S iff for
some integer n ≥ 0, there exists a sequence x0, . . . , xn such that x0 = 0, xn = z and for all
i = 0, . . . , n− 1 it holds that either xi+1 = f+(xi) or xi+1 = f−(xi).

The set S in Definition 20 is obtained by the following recursive procedure. Set S0 = {0}. For
h = 0, 1, . . ., define Sh+1 by first letting S+

h+1 = f+(Sh) and S−h+1 = f−(Sh) and then setting
Sh+1 = S+

h+1 ∪ S
−
h+1. S can then be recovered by taking the union of the sets Sh, i.e., S =

∪∞h=0Sh. Our interest in the set S is due to the following lemma (proof in the full version).

I Lemma 21. Let ∆ ≥ 3 and λ < 0. Suppose that (∆, λ) implements the activities −1 and
+1. Then, (∆, λ) also implements the set of activities {λz | z ∈ S}.

It is simple to see that all numbers in the set S of Definition 20 are rationals. Somewhat
surprisingly, the following lemma asserts that S is in fact the set Q of all rational numbers.

I Lemma 22. Let S ⊆ R be the set in Definition 20. Then, S = Q.

Proof. Recall that S ⊆ Q, so we only need to argue that Q ⊆ S. Since 0 ∈ S (by taking
n = 0 in Definition 20) and f+(0) = 1, we have that 0, 1 ∈ S. Note that

f−(f−(f+(x))) = −x for x 6= −1, 0. (4)

It follows that −1 ∈ S. Also, 1/2, 2 ∈ S since f+(f+(0)) = 1/2 and f−(f+(f+(0))) = 2. Let
T := {−1, 0, 1/2, 1, 2}; the arguments above established that T ⊆ S. Consider an arbitrary
ρ ∈ Q such that ρ /∈ T . To prove the lemma, we need to show that ρ ∈ S.

We will show that, for some integer n ≥ 0, there is a sequence {ρi}ni=0 such that
(i) ρ0 = ρ, ρn = −1.
(ii) ρi /∈ {0, 1/2, 1} for i = 0, . . . , n− 1.
(iii) ρi+1 = f+(ρi) or ρi+1 = f−(ρi) for i = 0, . . . , n− 1.
Before proving the existence of such a sequence, we first show how to conclude that ρ ∈ S. To
do this, let xi := ρn−i for i = 0, . . . , n. Properties (i)–(iii) of the sequence {ρi}ni=0 translate
into the following properties of the sequence {xi}ni=0:
(a) x0 = −1, xn = ρ.
(b) xi /∈ {0, 1/2, 1} for i = 1, 2, . . . , n.
(c) xi = f−1

+ (xi−1) or xi = f−1
− (xi−1) for i = 1, 2, . . . , n.

We show by induction on i that xi ∈ S for all i = 0, . . . , n, which for i = n gives that ρ ∈ S
(since by Item (a) we have xn = ρ). For the base case i = 0, we have that x0 = −1 by
Item (a) and hence x0 ∈ S. For the induction step, assume that xi ∈ S for some integer
0 ≤ i ≤ n− 1, our goal is to show that xi+1 ∈ S. The main observation is that the inverses
of the functions f− and f+ can be obtained by composing appropriately the functions f−
and f+. Namely, we have that

f−1
− (x) = x− 1

x
= f−(f−(x)) for x 6= 0, 1, (5)

f−1
+ (x) = 1− x

x
= f−(f−(f+(f−(f−(x)))))) for x 6= 0, 1

2 , 1. (6)

(5) is proved by just making the substitutions. (6) is obtained from (4) and (5), and
checking when f−(f−(x)) = x−1

x equals −1 and 0. Since by Items (a) and (b) we have that
xj 6= 0, 1/2, 1 for all 0 ≤ j ≤ n and xi ∈ S by the induction hypothesis, it follows by Item (c)
and (5), (6) that xi+1 ∈ S, as wanted.

It remains to establish the existence of the sequence {ρi}ni=0 with the properties (i)–(iii).
Consider the following set Sρ, which is defined analogously to the set S with the only
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difference that the starting point for Sρ is the point ρ (instead of 0 that was used in the
definition of S). Formally, z ∈ Sρ iff for some integer n ≥ 0, there exists a sequence {ρi}ni=0
such that ρ0 = ρ, ρn = z and for all i = 0, . . . , n − 1 it holds that either ρi+1 = f+(ρi) or
xi+1 = f−(ρi). For convenience, we will call such a sequence a certificate that z ∈ Sρ and we
will refer to n as the length of the certificate. We will show that, for any ρ ∈ Q such that
ρ /∈ T = {−1, 0, 1/2, 1, 2}, it holds that

0, 1 /∈ Sρ, −1 ∈ Sρ. (7)

By considering a certificate of smallest length that −1 ∈ Sρ (existence is guaranteed by (7)),
we obtain a sequence {ρi}ni=0 that has all of the required properties (i), (ii), and (iii), see
the full version for the details. Thus, in the following we focus on establishing (7). First,
we show that 0, 1 /∈ Sρ. Observe that ρ 6= 0, 1, so any certificate that 0, 1 ∈ Sρ must have
nonzero length. Further, the range of the functions f+, f− excludes 0, which implies that
0 /∈ Sρ. Moreover, the only way that we can have 1 ∈ Sρ is if for some x ∈ Sρ it holds that
f+(x) = 1 or f−(x) = 1. Both of these mandate that x = 0, but 0 /∈ Sρ as we just showed.

The remaining bit of (7), i.e., that −1 ∈ Sρ, will require more effort to prove. As a
starting point, note that from ρ ∈ Q, we have that Sρ ⊆ Q. Also, Sρ is nonempty since
ρ ∈ Sρ. Thus, there exists z∗ ∈ Sρ such that z∗ = p/q where p, q are integers such that
|p|+ |q| is minimum. Since |p|+ |q| is minimum, it must be the case that gcd(p, q) = 1.

We first prove that z∗ ∈ T ; note, we already know that z∗ 6= 0, 1 since 0, 1 /∈ Sρ and
z∗ ∈ Sρ, but keeping the values 0, 1 into consideration will be convenient for the upcoming
argument. Namely, for the sake of contradiction, assume that z∗ /∈ T , which implies in
particular that z∗ 6= 0,−1. Since z∗ ∈ Sρ, by (4), we obtain that −z∗ ∈ Sρ as well. By
switching to −z∗ if necessary, we may thus assume that z∗ is positive and hence that p, q > 0,
i.e., that both p, q are positive integers. Since z∗ 6= 1 (from z∗ /∈ T ), we have that p 6= q. For
each of the cases p > q and p < q, we obtain a contradiction to the minimality of p+ q by
constructing z′ = p′/q′ ∈ Sρ with p′, q′ positive integers such that 0 < p′ + q′ < p+ q.

Case 1. p > q. Since z∗ 6= 1, 2 (from z∗ /∈ T ), we have that p/q 6= 1 and f−(p/q) =
q
q−p 6= 0,−1, so by (4) we have that f−(f−(f+(f−(p/q)))) = q

p−q . Thus, letting p
′ = q and

q′ = p− q yields z′ = p′/q′ ∈ Sρ with p′ > 0, q′ > 0 and 0 < p′ + q′ < p+ q.

Case 2. p < q. Since z∗ 6= 0, 1/2, 1 (from z∗ /∈ T ), we obtain from (6) that
f−(f−(f+(f−(f−(p/q)))))) = q−p

p . Thus, letting p′ = q − p and q′ = p yields z′ = p′/q′ ∈ Sρ
with p′ > 0, q′ > 0 and 0 < p′ + q′ < p+ q.

This concludes the proof that z∗ ∈ T . In fact, we can now deduce easily that −1 ∈ Sρ. As
noted earlier, we have that z∗ 6= 0, 1 as a consequence of 0, 1 /∈ Sρ, so in fact z∗ ∈ {−1, 1/2, 2}.
If z∗ = −1, then we automatically have that −1 ∈ Sρ since z∗ was chosen to be in Sρ. If
z∗ = 2, then we have that 2 ∈ Sρ and hence f−(2) = −1 ∈ Sρ as well. Finally, if z∗ = 1/2,
we have that 1/2 ∈ Sρ and hence f−(f−(1/2)) = −1 ∈ Sρ. Thus, it holds that −1 ∈ Sρ,
which completes the proof of (7) and hence the proof of Lemma 22. J

Combining Lemmas 19, 21 and 22, we obtain Lemma 13.
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Abstract
Holant problem is a general framework to study the computational complexity of counting prob-
lems. We prove a complexity dichotomy theorem for Holant problems over the Boolean domain
with non-negative weights. It is the first complete Holant dichotomy where constraint functions
are not necessarily symmetric.

Holant problems are indeed read-twice #CSPs. Intuitively, some #CSPs that are #P-hard
become tractable when restricted to read-twice instances. To capture them, we introduce the
Block-rank-one condition. It turns out that the condition leads to a clear separation. If a function
set F satisfies the condition, then F is of affine type or product type. Otherwise (a) Holant(F) is
#P-hard; or (b) every function in F is a tensor product of functions of arity at most 2; or (c) F
is transformable to a product type by some real orthogonal matrix. Holographic transformations
play an important role in both the hardness proof and the characterization of tractability.
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1 Introduction

There has been considerable interest in several frameworks to study the complexity of counting
problems. One natural framework is the counting Constraint Satisfaction Problem (#CSP)
[18, 2, 19, 4, 22, 3, 8, 7, 1]. Another is Graph Homomorphism (GH) [30, 27, 21, 5, 20, 25, 6, 9],
which can be seen as a special case of #CSP. Such frameworks express a large class of counting
problems in the Sum-of-Product form. It is known that if P 6= NP, then there exists a
problem that is neither in P nor NP-complete [29]. And there is an analogue of Ladner’s
Theorem for the class #P. However, for these frameworks, various beautiful dichotomy
theorems have been proved, classifying all problems in the broad class into those which are
computable in polynomial time (in P) and those which are #P-hard. A natural question is:
For how broad a class of counting problems can one prove a dichotomy theorem?
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While GH can express many interesting graph parameters, Freedman, Lovász and Schrijver
[24] showed that the number of perfect matchings of a graph cannot be represented as a
homomorphism function. Inspired by holographic algorithms [32, 31], Cai, Lu and Xia [14]
proposed a more refined framework called Holant Problems. Here we give a brief introduction.
In this paper, constraint functions are defined over the Boolean domain, if not specified. Let
F denote a set of algebraic complex-valued functions. A signature grid Ω is a tuple (G,F , π)
where G = (V,E) is an undirected graph, and π is a map that maps each vertex v ∈ V to
some function fv ∈ F and its incident edges E(v) to the input variables of fv. The counting
problem on Ω is to compute

HolantΩ =
∑

σ:E→{0,1}

∏
v∈V

fv(σ|E(v)),

where σ|E(v) is the restriction of σ to E(v). All such signature grids constitute the set of
instances of the problem Holant(F). For example, consider the problem of counting perfect
matchings (#PM) on graph G. In a perfect matching, every vertex is saturated by exactly
one edge. Such constraint on a vertex of degree n can be expressed as an Exact-One
function f : {0, 1}n → {0, 1}, which takes the value 1 if and only if its input has Hamming
weight 1. If every vertex is assigned such a function, then the value HolantΩ is exactly
the number of perfect matchings. Let F denote the set of all Exact-One functions, then
Holant(F) represents the problem #PM.

The Holant framework is general enough: #CSPs can be viewed as special Holant
problems where all equality functions are available [14]. However, the very generality makes
it more difficult to prove a dichotomy. A function is symmetric if the function values only
depend on the Hamming weights of inputs, like the Exact-One functions. Satisfactory
progress has been made in the complexity classification of Holant problems specified by sets
of symmetric functions [13, 28, 26, 11, 10]. And in the process, some unexpected tractable
classes were discovered. They give many deep insights into both tractability and hardness.

It still remains open whether a complete dichotomy exists, since the definition of Holant
problems does not require that constraint functions be symmetric. Such restriction is stringent
and generally it is not imposed in #CSP. Cai, Lu and Xia [16] proved a dichotomy without
symmetry for a special family of Holant problems, called Holant∗, where all unary functions
are assumed to be available. But without this assumption, as in [11], more tractable classes
will be released, which makes the hardness proof very different.

We prove a dichotomy theorem for Holant problems with non-negative algebraic real
weights. It is the first complete Holant dichotomy where constraint functions are not
necessarily symmetric and no auxiliary function is assumed to be available. This generalizes
the results on Boolean #CSP in [18, 19], and the dichotomies in [28, 11] restricted to non-
negative case. Our proof starts with an infinitary condition, but finally obtains an explicit
criterion (Theorem 19).

A simple observation is that, Holant problems are indeed read-twice #CSPs where every
variable in an instance appears exactly twice (see subsection 2.4). Intuitively, some #CSPs
that are #P-hard become tractable when restricted to read-twice instances. To capture them,
we need insights into what makes a problem hard in #CSP. Inspired by dichotomy theorems
over general domains [5, 23, 8, 7], we introduce the Block-rank-one condition for Holant
problems (see subsection 7.1). It is known that non-block-rank-one structures imply hardness
in #CSP. So our condition is necessary for tractability since it is imposed on the functions
defined by read-twice instances. Surprisingly, on the Boolean domain, the Block-rank-one
condition is also sufficient and leads to a clear separation:
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I. Function set F satisfies the condition. Then #CSP(F) is in P, and hence its subproblem
Holant(F) is also in P.

II. Function set F violates the condition. Then (a) Holant(F) is #P-hard or (b) #CSP(F)
is #P-hard but Holant(F) is tractable.
First we discuss Part II. We can prove #P-hardness directly, or further induce an

orthogonal holographic transformation. After performing the transformation, we have to
handle real-valued functions. Luckily, we can even prove a dichotomy theorem for a family
of complex-valued Holant problems (Theorem 9). And towards this theorem, we prove a
lemma (Lemma 6) on how to “extract” a function from its tensor powers. The proof is
non-constructive and the idea can simplify some existing proofs. For example, it can be shown
directly that the two problems #CSPd(F ∪{[1, 0]⊗d, [0, 1]⊗d}) and #CSPd(F ∪{[1, 0], [0, 1]})
in [28] are equivalent under polynomial-time Turing reduction.

Now consider Part I. It can be derived that F is of affine type or F is of product type,
exactly the criterion given by Dyer, Goldberg and Jerrum [19]. Dichotomies for #CSP over
general domains [1, 23, 3, 8] are very different from those over the Boolean domain [18, 19].
Our proof builds a connection between them.

The Block-rank-one condition is a little conceptual. To obtain the structure of F , we
introduce an equivalent notion, called balance, for Holant problems (see subsection 7.2). The
equivalence is simply built on the concept of vector representation in [8], which was used to
design a polynomial-time algorithm for #CSP. Back to non-negative #CSP, we find that
actually the notions of weak balance and balance (different from our version for Holant) in
[8] are equivalent, without assuming FP 6= #P. Therefore, to decide the complexity of a
problem #CSP(F), we only need to decide whether F is of weak balance.

2 Preliminaries

2.1 Functions and Signatures
Let C and R+ denote the set of algebraic complex numbers and the set of algebraic non-
negative real numbers, respectively. Throughout this paper, we refer to them simply as
complex and non-negative numbers.

Given a function f : {0, 1}n → C, we will often write it as a vector of dimension 2n
whose entries are the function values, indexed by x ∈ {0, 1}n lexicographically. This vector
is called a signature. If the values of an n-ary function only depend on the Hamming weights
of inputs, then the function is called symmetric and can be expressed as [f0, f1, ..., fn] where
fk is the function value for inputs of Hamming weight k. For example, the ternary logic OR
function has the signature [0, 1, 1, 1].

Generally, given a function f of arity n, we can express it as a 2r × 2n−r matrix
(1 ≤ r ≤ n), denoted by M[r](f). The rows and columns are indexed by x ∈ {0, 1}r and
y ∈ {0, 1}n−r respectively, and f(x,y) is the (x,y)th entry of the matrix. And the matrices
{M[r](f) | r ∈ [n]} are called the signature matrices of f . When the integer r is clear from
the context, we simply write Mf .

In most cases, if not confused, we identify functions, signatures and signature matrices.
But in section 7, we shall distinguish a function from its matrix representations.

Given an n-ary function f and a permutation π on [n], we define the function fπ : For
x1, x2, ..., xn ∈ {0, 1}, fπ(x1, x2, ..., xn) = f(xπ(1), xπ(2), ..., xπ(n)).

A function F is reducible if Fπ is a tensor product of two functions (of arity ≥ 1) for
some permutation π. Otherwise F is called irreducible. A function is called degenerate if it
is a tensor product of some unary functions. Otherwise we call it non-degenerate.
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Given a positive integer k, we use =k to denote the k-ary equality function [1, 0, ..., 0, 1].
And we use 6=2 to denote the binary disequality function [0, 1, 0].

In the following, we define three classes of complex-valued functions. Let T denote the
set of functions that can be expressed as a tensor product of functions of arity at most 2.

The support of an n-ary function f , denoted by supp(f), is the set {x ∈ Zn2 | f(x) 6= 0}.
A Boolean relation is affine if it is the set of solutions to a system of linear equations over
the field Z2. We say that f has affine support if its support is affine.

I Definition 1. A function f of arity n is affine if its support is affine and there is a constant
λ ∈ C such that for all x ∈ supp(f), f(x) = λ · iQ(x), where i =

√
−1 and Q is a quadratic

polynomial Q(x1, ..., xn) =
∑n
i=1 aix

2
i + 2

∑
1≤i<j≤n bijxixj with ai ∈ Z4 and bij ∈ {0, 1}.

We use A to denote the set of all affine functions.

I Definition 2. A function f is of product type if it can be expressed as a product of unary
functions, binary functions of the form =2 and 6=2 (on not necessarily disjoint subsets of
variables). We use P to denote the set of all functions of product type.

2.2 Holographic Reductions
To introduce the holographic reductions, we define bipartite Holant problems. Holant(F | G)
denotes the Holant problem on bipartite graphs H = (U, V,E) where each vertex in U (V )
is assigned a function from F (G). A Holant problem Holant(F) can seen as the bipartite
problem Holant(=2 | F).

Let T be a 2×2 matrix and let F be a function set. Whenever we write TF , the functions
in F are viewed as column vectors and, TF = {T⊗nf | f ∈ F and n = arity(f)}. Similarly,
FT = {fT⊗n | f ∈ F and n = arity(f)} where the functions in F are expressed as row
vectors.

Let T be a matrix in GL2(C). We say there is a holographic reduction defined by T from
Holant(F | G) to Holant(F ′ | G′), if FT ⊆ F ′ and T−1G ⊆ G′. The holographic reduction
maps a signature grid Ω = (G,F | G, π) to Ω′ = (G,F ′ | G′, π′): For each vertex v of G, π′
assigns the function fvT or T−1fv to v, depending on which part v belongs to.

I Theorem 3 (Valiant’s Holant Theorem [32]). Let T be any matrix in GL2(C). Suppose
that the holographic reduction defined by T maps a signature grid Ω to Ω′. Then HolantΩ =
HolantΩ′ .

We will use ≤T to denote polynomial-time Turing reductions and use ≡T to denote the
equivalence relation under polynomial-time Turing reductions.

I Theorem 4. Let F be a function set and let H be an orthogonal matrix (HTH = I). Then
Holant(HF) ≡T Holant(F).

2.3 Realizability
Let F be a set of functions. An F-gate [15] Γ is a tuple (G,F , π) where G = (V,E,D) is a
graph with regular edges E and some dangling edges D. Other than these dangling edges,
the gate Γ is the same as a signature grid: π maps each vertex v ∈ V to some function
fv ∈ F and it incident edges (including the dangling ones) to the input variables of fv. We
denote the edges in E by 1, 2, ...,m and the dangling edges in D by m+ 1,m+ 2, ...,m+ n.
Then we can define a function f for Γ:

f(y1, y2, ..., yn) =
∑

x1,x2,...,xm∈{0,1}

F (x1, x2, ..., xm, y1, y2, ..., yn)
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where (y1, y2, ..., yn) ∈ {0, 1}n is an assignment on the dangling edges and F (x,y) denotes
the product of evaluations at all vertices of V . We say the function f is realizable from the
function set F . We use S(F) to denote the set of functions realizable from F .

Given a function f , we use fxi=c to denote the function obtained by pinning the ith
input variable of f to c ∈ {0, 1}.

2.4 Weighted Counting CSP
Let F be a set of complex-valued functions. Then the problem #CSP(F) is defined as follows.
An input instance I of the problem consists of a finite set of variables V = {x1, ..., xn} and a
finite set of constraints {C1, ..., Cm}. Each Ci has the form (Fi,xi) where Fi ∈ F and xi is
a tuple of (not necessarily distinct) variables from V . The instance I defines a function FI
over x = (x1, ..., xn) ∈ {0, 1}n: FI(x) =

∏m
i=1 Fi(xi) for x ∈ {0, 1}n. The output is the sum:

Z(I) =
∑

x∈{0,1}n FI(x).
Holant problems are indeed read-twice #CSPs. Given a signature grid, we assume that

the numbering of its vertices and edges is also given. If these edges are viewed as variables,
then the signature grid is a #CSP instance where every variable appears exactly twice. So
we also say that a signature grid defines a function. And the concept of realizability can be
defined in the CSP language.

Cai, Lu and Xia [17] proved a dichotomy for complex-weighted #CSP over the Boolean
domain.

I Theorem 5 ([17]). Let F be a set of complex-valued functions. Then the problem #CSP(F)
is computable in polynomial time if F ⊆ A or F ⊆ P. Otherwise #CSP(F) is #P-hard.

3 Decomposition

In Holant problems, sometimes we are able to realize a function F = f ⊗ g, but do not know
how to realize the function f directly, which can be technically beneficial. Fortunately, under
certain conditions, if F is realizable, then we may assume that f is freely available.

In this section, we prefer to prove the lemmas in the CSP language. If not specified, the
functions we discussed are over a fixed finite domain and take complex values.

Let m be a positive integer. We use f⊗m to denote the m-th tensor power of f . f⊗m can
be seen as m copies of f : f⊗m(x1, ...,xm) = f(x1) · · · f(xm). Let I be a #CSP instance that
contains m constraints: (f,x1), (f,x2), ...., (f,xm). We replace these m tuples by one tuple
(f⊗m,x1,x2, ...,xm) and then obtain a new instance I ′. It is easy to see that Z(I) = Z(I ′).

I Lemma 6. For any function set F and function f , Holant(F ∪{f}) ≤T Holant(F ∪{f⊗d})
for all d ≥ 1.

Proof. Impose induction on d. Let n denote the arity of f .
The base case, d = 1, is trivial. Now suppose that the conclusion holds for all d < k (k ≥ 2).

In the problem Holant(F ∪ {f⊗k}), we may assume that the functions f⊗(mk) are freely
available for integers m > 0. There are two cases to consider:

There exists an instance I of Holant(F ∪ {f}) such that Z(I) 6= 0 and f appears p times
where p = qk + r (q ≥ 0, 0 < r < k). Let C1, ..., Cp be the p constraints that have the
form (f,xi). We replace the first qk constraints by one tuple C ′1 = (f⊗(qk),x1, ...,xqk),
and the last r constraints by one tuple C ′2 = (f⊗k,xqk+1, ...,xp,y) where y denotes a list
of new distinct variables, of length (k − r)n. After the substitution, we get a function
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F (x,y) where x denotes the variables of the original instance I. Every variable in x
occurs twice, so by summing on them we can realize the following function:∑

x
F (x,y) =

∑
x
FI(x)f⊗(k−r)(y) = Z(I)f⊗(k−r)(y).

Because Z(I) 6= 0, we have Holant(F ∪ {f⊗(k−r)}) ≤T Holant(F ∪ {f⊗k}). And by
the induction hypothesis, Holant(F ∪ {f}) ≤T Holant(F ∪ {f⊗(k−r)}). Therefore, the
conclusion holds.
For all I with Z(I) 6= 0, f appears a multiple of k times. Given an instance I of Holant(F∪
{f}), we show how to compute Z(I) with the help of the oracle for Holant(F ∪ {f⊗k}).
First we check whether the number p of constraints containing f is a multiple of k. If not,
we simply output 0. Otherwise we replace all such constraints by one tuple (f⊗p,x) as
in case (1), and then obtain an instance I ′ of Holant(F ∪ {f⊗k}). Clearly Z(I) = Z(I ′),
and we can compute Z(I ′) by accessing the oracle.

In either case, there exists a polynomial-time Turing reduction. This completes the induction.
J

Note that our proof only shows the existence of polynomial-time Turing reductions, but
does not produce such reductions constructively for given function sets. Based on Lemma 6,
we can prove a more general one.

I Lemma 7. Let F be a set of functions, and f, g be two functions. Suppose that there exists
an instance I of Holant(F ∪ {f, g}) such that Z(I) 6= 0, and the number of occurrences of g
in I is greater than that of f . Then Holant(F ∪ {f, f ⊗ g}) ≤T Holant(F ∪ {f ⊗ g}).

4 When A Non-trivial Equality Function Appears

Let Holantc(F) denote the problem Holant(F∪{[1, 0], [0, 1]}). We have the following theorem:

I Theorem 8. Let λ be any nonzero complex number that is not a root of unity. For any
set F of complex-valued functions, Holantc(F ∪ {[1, 0, λ]}) is computable in polynomial time
if F ⊆ T or F ⊆ P. Otherwise the problem is #P-hard.

The conclusion still holds if we remove the unary functions [1, 0] and [0, 1]:

I Theorem 9. Let λ be any nonzero complex number that is not a root of unity. For any
set F of complex-valued functions, Holant(F ∪ {[1, 0, λ]}) is computable in polynomial time
if F ⊆ T or F ⊆ P. Otherwise the problem is #P-hard.

Proof. We can interpolate [1, 0]⊗2 and [0, 1]⊗2 using [1, 0, λ]. Then by Lemma 6, Holantc(F∪
{[1, 0, λ]}) ≤T Holant(F ∪ {[1, 0, λ]}). J

Intuitively, we can interpolate all functions of the form [a, 0, b], using the binary function
[1, 0, λ]. By connecting with these binary funtions, a function f may range arbitrarily. To
avoid #P-hardness, the structure of the support of f must be simple enough.

5 P-transformability

We start with some simple facts from linear algebra. Let M =
[
a1 a2 · · · an
b1 b2 · · · bn

]
(n ≥ 2)

be a non-negative matrix of rank 2. Then A = MMT =
[
a b

b c

]
satisfying a, c > 0. Moreover,

by Cauchy-Schwarz inequality, detA = ac− b2 > 0.
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I Lemma 10. If a 6= c or b 6= 0, then A has two distinct positive eigenvalues α and β.

The following lemma is a simple case of the Spectral Theorem for real symmetric matrices.

I Lemma 11. There is an orthogonal matrix H such that HAHT =
[
α 0
0 β

]
, where α and

β are the eigenvalues of A.

Let f be a non-negative binary function. If f is non-degenerate and affine, then f =
a[1, 0, 1] or f = a[0, 1, 0] for some a > 0.

I Lemma 12. Let f = (a, b, c, d) be a non-negative function. Suppose that f is non-degenerate
and f /∈ A. Then for any function set F with f ∈ S(F), Holant(F) is #P-hard or F ⊆ T or
F ⊆ HP for some orthogonal matrix H.

Proof. Since f ∈ S(F), the symmetric matrix

A =
[
a b

c d

] [
a c

b d

]
=
[
a2 + b2 ac+ bd

ac+ bd c2 + d2

]
is also realizable. Because f is non-degenerate, a2 + b2, c2 + d2 > 0 and ac + bd ≥ 0. We
claim that ac+ bd 6= 0 or a2 + b2 6= c2 + d2. Suppose ac+ bd = 0, then ac = bd = 0 since f

is non-negative. So f =
[
a 0
0 d

]
or f =

[
0 b

c 0

]
. In both cases, as f /∈ A, a2 + b2 6= c2 + d2.

By Lemma 10 and Lemma 11, there is some orthogonal matrix H such that HAHT =[
α 0
0 β

]
, where α and β are the two distinct positive eigenvalues of A. Now we perform the

transformation H and obtain the following equivalence:

Holant({[α, 0, β]} ∪HF) ≡T Holant({A} ∪ F) ≡T Holant(F).

The latter equivalence follows from the fact A ∈ S(f) ⊆ S(F). β/α is nonzero and not a root
of unity, so if HF 6⊆ T and HF 6⊆ P, the problem is #P-hard by Theorem 9. J

6 On Special Functions of Arity 4

In this section, we consider some special functions of arity 4, and complete the preparation
for the hardness part of our dichotomy.

I Lemma 13. Let f be a function of arity 4, whose signature matrix has the form

Mf =


f0000 f0001 f0010 f0011
f0100 f0101 f0110 f0111
f1000 f1001 f1010 f1011
f1100 f1101 f1110 f1111

 =


1 0 0 a

0 b c 0
0 c b 0
a 0 0 1


where a, b, c ≥ 0 and at least two of them are positive. Then Holant(f) is #P-hard if
f 6= [1, 0, 1, 0, 1].

We prove a dichotomy for function sets that contain certain functions of arity 4.

I Lemma 14. Let f be a non-negative function of arity 4. And
[
f0000 f0011
f1100 f1111

]
=
[
a b

b c

]
where b 6= 0 and ac > b2. Then for any function set F containing f , Holant(F) is #P-hard
or F ⊆ T or F ⊆ HP for some orthogonal matrix H.

Proof. We can show that Holant(F) is #P-hard by Theorem 5 and Lemma 13, or there
is some non-negative binary function f /∈ A ∪ P such that Holant(F ∪ {f}) ≤T Holant(F).
Then the conclusion follows from Lemma 12. J
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7 The Dichotomy

7.1 The Block-rank-one Condition Captures the Dichotomy
Given a function f of arity n, we use f [t], for each t ∈ [n], to denote the function

f [t](x1, ..., xt) =
∑

xt+1,...,xn∈{0,1}

f(x1, ..., xt, xt+1, ..., xn).

Recall that Holant problems are read-twice #CSPs and every #CSP instance defines a
function (subsection 2.4). We adopt the notation in [7], defining the following set of functions
for a given F :

WF = {F [t] |F is a function defined by an instance of Holant(F) and 1 ≤ t ≤ arity of F}.

Note that the functions in WF are not necessarily realizable from F . The following two
lemmas show how WF and S(F) are related:

I Lemma 15. Let f ∈ WF be a function of arity n. Then there is a function g ∈ S(F) of
arity 2n, such that for all x1, x2, ..., xn ∈ {0, 1}, f(x1, x2, ..., xn) = g(x1, x1, x2, x2, ..., xn, xn).

I Lemma 16. For f ∈ S(F), f2 ∈ WF .

Let M be a non-negative matrix. We say M is block-rank-one if every two rows of it are
linearly dependent or orthogonal. Given a non-negative function f of arity n, we say f is
block-rank-one if either n = 1 or the matrix M[n−1](f) is block-rank-one.

Now we impose a condition on WF :

Block-rank-one: All functions in WF are block-rank-one.

We can classify those function sets that do not satisfy this condition:

I Lemma 17. Let F be a set of non-negative functions. If F does not satisfy the Block-
rank-one condition, then Holant(F) is #P-hard or F ⊆ T or F ⊆ HP for some orthogonal
matrix H.

Proof. Let f ∈ WF be a function of arity n. Then by Lemma 15, there is a func-
tion g ∈ S(F) of arity 2n, such that for all x1, x2, ..., xn ∈ {0, 1}, f(x1, x2, ..., xn) =
g(x1, x1, x2, x2, ..., xn, xn).

Now suppose that f is not block-rank-one. By definition, n ≥ 2 and the two columns of
M[n−1](f) are linearly independent but not orthogonal. Then the first and the last columns
of the matrix M = M[2n−2](g), gx2n−1=x2n=0 and gx2n−1=x2n=1, are also linearly independent
but not orthogonal. Let h denote the 4 × 4 matrix MTM . Then h0011 = h1100 > 0 and
h0000h1111 > h2

0011. Since g ∈ S(F), h is also realizable. Thus Holant(F∪{h}) ≤T Holant(F).
By Lemma 14, Holant(F) is #P-hard or F ⊆ T or F ⊆ HP for some orthogonal H. J

Surprisingly, the Block-rank-one condition has captured the dichotomy. We have the
crucial lemma below:

I Lemma 18. Let F be a set of non-negative functions. If F satisfies the Block-rank-one
condition, then F ⊆ A or F ⊆ P.

Therefore, if F satisfies the Block-rank-one condition, then Holant(F) is in polynomial
time. So our dichotomy is quite simple and it is decidable in polynomial time [12]:
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I Theorem 19. Let F be a set of non-negative functions. The problem Holant(F) is
computable in polynomial time if F satisfies one of the following three conditions:
F ⊆ T ;
F ⊆ A;
F ⊆ HP for some real orthogonal matrix H.

Otherwise Holant(F) is #P-hard.

The remaining is to prove Lemma 18. To obtain the structure of F , it is more convenient
to consider directly the set F and the functions realizable from it. So in the next subsection,
we will introduce a notion equivalent to the Block-rank-one condition. This notion restricts
the function set S(F).

7.2 Balance
We define the notion of balance for non-negative Holant problems. The notion was introduced
for non-negative #CSP by Cai, Chen and Lu [8].

I Definition 20 (Balance). Let F be a set of non-negative functions. F is called balanced
if for any function f ∈ S(F), every signature matrix in {M[r](f) | 1 ≤ r ≤ arity(f)} is
block-rank-one. A non-negative function f is balanced if the set {f} is balanced.

Note that in the definition above, when r = arity(f), the matrix M[r](f) is a column vector
and hence trivially block-rank-one.

Balanced sets satisfy the Block-rank-one condition. Generally, we have the following
lemma.

I Lemma 21. Let F be a set of non-negative functions. Suppose that F is balanced. Then
for any f ∈ WF , every matrix in {M[r](f) | 1 ≤ r ≤ arity(f)} is block-rank-one.

Proof. Let f ∈ WF be a function of arity n. Then by Lemma 15, there exists a function
g ∈ S(F) of arity 2n, such that for all x1, x2, ..., xn ∈ {0, 1},

f(x1, x2, ..., xn) = g(x1, x1, x2, x2, ..., xn, xn).

Therefore, for any r ∈ [n],M[r](f) is a submatrix ofM[2r](g). Because F is balanced, M[2r](g)
is block-rank-one. Hence so is M[r](f). J

Let f be a non-negative function of arity n. And let s1, ..., sn be n non-negative unary
functions. We call (s1, ..., sn) a vector representation of f if for all x ∈ {0, 1}n, either f(x) = 0
or f(x) = s1(x1) · · · sn(xn).

I Lemma 22 ([8]). Let f be a non-negative function of arity n. If f [t] is block-rank-one for
all t ∈ [n], then f has a vector representation.

I Lemma 23. Let F be a set of non-negative functions that satisfies the Block-rank-one
condition. Then every function in S(F) has a vector representation.

Proof. Let f be a function in S(F) of arity n. By Lemma 16, f2 ∈ WF . Then f2 has
a vector representation (s1, ..., sn) by Lemma 22. Let (s′1, ..., s′n) be n non-negative unary
functions such that for all i ∈ [n], s′i(a) =

√
si(a) for a ∈ {0, 1}. Then (s′1, ..., s′n) is a vector

representation of the function f . J

Now we are able to prove the equivalence between the notion of balance and the Block-
rank-one condition.
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I Lemma 24. Let F be a set of non-negative functions. F is balanced if and only if F
satisfies the Block-rank-one condition.

Proof. The necessity follows directly from Lemma 21. We only need to show the sufficiency.
Let f be an n-ary function in S(F), with n ≥ 2. And suppose that M = M[r](f) is

not block-rank-one for some r ∈ [n]. Then there exist two rows of M , indexed by some
x,y ∈ {0, 1}r, which are linearly independent but not orthogonal. So we can realize a
signature g = MMT. Its submatrix

h =
[
g(x,x) g(x,y)
g(y,x) g(y,y)

]
=
[
a b

b c

]
is of full rank and a, b, c > 0. But by Lemma 23, g has a vector representation (s1, ..., s2r),
such that for all u ∈ supp(g), g(u) = s1(u1) · · · s2r(u2r). Let s = s1 ⊗ · · · ⊗ sr and
t = sr+1 ⊗ · · · ⊗ s2r. Then

h =
[
s(x)t(x) s(x)t(y)
s(y)t(x) s(y)t(y)

]
,

which is singular. A contradiction. J

Having shown the equivalence, we turn to consider some properties of balanced sets.
There are two basic facts about balance. Later we will often use them but without explicit
reference.

I Lemma 25. If F ⊆ G and G is balanced, then F is also balanced.

I Lemma 26. If f ∈ S(F) and F is balanced, then F ∪ {f} is also balanced.

In Boolean #CSP, the two unary functions [1, 0] and [0, 1] can be simulated [19]. And the
function [1, 1] is the unary equality function, which is freely available. These unary functions
make it more convenient to construct certain functions. But in Holant problems, generally we
do not know how to realize or simulate them. Fortunately, we can circumvent this difficulty
by the lemma below. It follows from Lemma 28 and Lemma 30.

I Lemma 27. If F is balanced, then the set F ∪ {[1, 0], [0, 1], [1, 1]} is balanced.

I Lemma 28. If F is balanced, then F ∪ {[1, 0], [0, 1]} is balanced.

I Lemma 29. Suppose that F is a balanced set of non-negative functions. Let f be an n-ary
function in S(F) and let F denote the function f2. Then for each t ∈ [n], there exists a
constant λt > 0 such that F [t] = λt(f [t])2.

Proof. Impose induction on t. The base case t = n is trivial where λn = 1.
Suppose that F [t] = λt(f [t])2 for t = k + 1 ≤ n. Consider the case t = k. For all

x ∈ {0, 1}k,

F [k](x) = F [k+1](x, 0) + F [k+1](x, 1) = λk+1

[(
f [k+1](x, 0)

)2
+
(
f [k+1](x, 1)

)2
]
.

Note that the function F [k+1] ∈ WF since F = f2 ∈ WF . Because F is balanced, F [k+1] is
block-rank-one by Lemma 24. Thus the function f [k+1] =

√
F [k+1]/λk+1 is also block-rank-

one, which implies that the two column vectors of the matrix M[k](f [k+1]), denoted by v0
and v1, are orthogonal or linearly dependent:



J. Lin and H. Wang 29:11

v0 and v1 are orthogonal. Then for all x ∈ {0, 1}k,

F [k](x) = λk+1

[(
f [k+1](x, 0)

)2
+
(
f [k+1](x, 1)

)2
]

= λk+1

(
f [k+1](x, 0) + f [k+1](x, 1)

)2
= λk+1

(
f [k](x)

)2
.

v0 and v1 are linearly dependent. Without loss of generality, we assume that v1 = λv0
for some λ ≥ 0. Then for all x ∈ {0, 1}k,

F [k](x) = λk+1(1 + λ2)
(
f [k+1](x, 0)

)2
= λk+1

1 + λ2

(1 + λ)2

(
f [k](x)

)2
.

In either case, the conclusion holds. This completes the induction. J

I Lemma 30. If F is balanced, then F ∪ {[1, 1]} is balanced.

Proof. Suppose that [1, 1] /∈ S(F), otherwise we are done. Let g be an n-ary function in
S(F ∪ {[1, 1]}). We need to show that all the matrices in {M[r](g) | 1 ≤ r ≤ arity(g)} are
block-rank-one.

Let Γ denote the gate that realizes g. If there is an isolated vertex with a dangling
edge in Γ, assigned the function [1, 1], then we remove this vertex; If there are two adjacent
vertices, both assigned the function [1, 1], then we delete the pair. Repeat removing until
no such vertices. Finally we obtain a new gate Γ′. If Γ′ has no dangling edges, then we are
done. Suppose not. Let h denote the function that Γ′ realizes. And for all x1, ..., xn ∈ {0, 1},
g(x1, ..., xn) = 2sh(xi1 , ..., xit) where 1 ≤ i1 < · · · < it ≤ n and s denotes the number of
pairs we delete. It suffices to prove that the signature matrices of h are all block-rank-one.

Note that h = f [t] for some f ∈ S(F) and 1 ≤ t ≤ arity(f). Let F denote the function f2.
Then by Lemma 29, there is a constant λt > 0 such that F [t] = λt(f [t])2. Therefore, for any
r ∈ [t], the two matrices M[r](f [t]) and M[r](F [t]) are both block-rank-one or neither. Since
F [t] ∈ WF , all of its signature matrices are block-rank-one by Lemma 21. Thus every matrix
in {M[r](f [t]) | 1 ≤ r ≤ t} is block-rank-one. J

With these unary functions, we are able to prove two more lemmas:

I Lemma 31. Let F be a set of non-negative functions and let g = [1, 0, 1, 0]. If F ∪ {g} is
balanced, then F ⊆ A.

I Lemma 32. Let F be a set of non-negative functions and let g = [a, 0, ..., 0, b] be a general
equality function where arity(g) ≥ 3 and a, b > 0. If F ∪ {g} is balanced, then F ⊆ A or
F ⊆ P.

7.3 Proof Sketch of Lemma 18
Suppose that a function set F satisfies the Block-rank-one condition. Then the set G =
F ∪ {[1, 0], [0, 1], [1, 1]} is balanced. So it suffices to prove that G ⊆ A or G ⊆ P.

First we consider the case G ⊆ T . In this case, every nondegenerate binary function in
S(G) has the form [a, 0, b] or (0, a, b, 0). Thus all of them are of product type. Since the set
P is closed under tensor product, G ⊆ P.

Now suppose that G 6⊆ T . Then there is an irreducible function f ∈ S(G) of arity n ≥ 3.
For 1 ≤ i < j ≤ n and a, b ∈ {0, 1}, we use fabij denote the column vector M[n−2](fxi=a,xj=b).
And we define the 2n−2 × 22 matrices Mij = (f00

ij , f
01
ij , f

10
ij , f

11
ij ).
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Since f is irreducible and G is balanced, any two elements of the support of f differ at
two or more bits. Thus we have:〈

f00
ij , f

01
ij

〉
= 0,

〈
f00
ij , f

10
ij

〉
= 0,〈

f11
ij , f

01
ij

〉
= 0,

〈
f11
ij , f

10
ij

〉
= 0,

where 〈·, ·〉 denotes the inner product. Therefore, for every pair (i, j), the 4 × 4 matrix
Bij = (Mij)TMij has the form

a 0 0 b

0 x y 0
0 y z 0
b 0 0 c

 .
By Cauchy-Schwarz inequality, ac ≥ b2 and xz ≥ y2. If for all 1 ≤ i < j ≤ n, Bij is diagonal,
then there exists a function g = [a, 0, ..., 0, b] ∈ S(G) where arity(g) ≥ 3 and a, b > 0. If some
Bij is not diagonal, then Bij = a[1, 0, 1, 0, 1] for some a > 0 due to the balance of G. In this
case, we can further realize the function a[1, 0, 1, 0]. According to Lemma 32 or Lemma 31,
G ⊆ A or G ⊆ P.

8 Conclusion

To determine the complexity of a problem Holant(F), the proofs of previous Holant di-
chotomies often start with a non-trivial function in F . This works well for symmetric
functions, but the structure of an asymmetric one can be very intricate. In [16], we have al-
ready seen that asymmetry poses great challenges in arity reduction and gadget construction,
even assuming the presence of all unary functions. In fact, similar difficulty arises on higher
domains, where it is tough to obtain an explicit dichotomy. The #CSP dichotomies over
general domains [23, 8, 7] are more abstract than those over the Boolean domain, but they
offer great insights into sum-of-product computation. Inspired by them, we introduce the
Block-rank-one condition for Holant problems, which leads to a clear classification. At the
beginning of our work, we were not sure whether the condition is sufficient for tractability.
Lemma 24 and Lemma 27 make it possible to absorb the results in [19] and reach the
destination.
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earlier version of this paper.
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Abstract
The main result of this paper is a polynomial time version of Rademacher’s theorem. We show
that if z ∈ Rn is p-random, then every polynomial time computable Lipschitz function f : Rn → R
is differentiable at z. This is a generalization of the main result of [19].

To prove our main result, we introduce and study a new notion, p-porosity, and prove several
results of independent interest. In particular, we characterize p-porosity in terms of polynomial
time computable martingales and we show that p-randomness in Rn is invariant under polynomial
time computable linear isometries.
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1 Introduction

The topic of interactions between algorithmic randomness [11, 18] and computable analysis
[17, 27] has been extensively studied in the recent years. The general idea is that classical
theorems about properties holding almost everywhere in Rn have effective variants formulated
in terms of algorithmic randomness. Differentiability of well-behaved functions is a sub-area
that attracted particular interest of researchers (see [8, 13]). Most of results in this area are
concerned with computable real functions of one variable. Less is known about functions of
several variables (however, see [20, 15, 14]) and still less is known about differentiability and
randomness in resource bounded settings [19].

The randomness notion this paper is concerned about is p-randomness, first studied by
Wang [26]. It is usually defined in terms of polynomial time computable betting strategies.

In [19], Nies characterized p-randomness in terms of differentiability of polynomial time
computable real-valued monotone functions of one variable. He showed that z ∈ [0, 1] is
p-random if and only if every polynomial time computable monotone function f : [0, 1]→ R
is differentiable at z. Note that if f : R→ R is a K−Lipschitz function, then x→ f(x) +Kx

is a monotone function. Hence the ⇒ direction of this result also shows that polynomial
time computable Lipschitz functions are differentiable at p-random reals.

The following classical result by Hans Rademacher [23] shows that Lipschitz real valued
functions on Rn are almost everywhere differentiable.

I Theorem 1 (Rademacher, 1919). If f : Rn → R is Lipschitz, then it is differentiable at
almost every x ∈ Rn (with respect to the Lebesgue measure).

In this paper we prove the following polynomial time version of Rademacher’s theorem:

I Theorem 2 (Polynomial time Rademacher). If f : Rn → R is Lipschitz and polynomial
time computable, then it is differentiable at every p-random x ∈ Rn.
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The notion of porosity, which originated in works of Denjoy, is crucial for this paper.
Informally, x is a porosity point of S ⊆ Rn if it is possible to find relatively large balls disjoint
from S (called holes in S) arbitrarily close to x. Most proofs of Rademacher’s theorem, as
well as our proof of the Theorem 1, have two distinct steps:

The “one-dimensional” step, showing that directional derivatives (of a given Lipschitz
function f : Rn → R) exist almost everywhere. This part can be seen as concerned with
differentiability of real functions of one variable.
The step which shows that the set of points where the full derivative does not exist
despite existence of some of the directional derivatives is negligible too.

Porosity can be observed and exploited in both steps. For real functions of one variable,
porosity appears in sets where different types of derivatives disagree (see [9, 25] and [1]).
In a polynomial time setting this phenomenon has been exploited by Nies in [19]. In the
second step porosity appears in sets witnessing failures of linearity of directional derivatives
(that is, when the directional derivative at a point as a function of direction is not a linear
function). This particular phenomenon has been observed and studied for functions exhibiting
Lipschitz-like regularity (for example, see [22] and [7]).

Since our main goal is to prove a polynomial-time version of Rademacher’s theorem, we
need a polynomial-time version of porosity. In the Section 3 we define a suitable notion,
which we call p-porosity. It is worth mentioning that at least one effective version of porosity
and its connections to algorithmic randomness has been studied before (see [6, 16]). We will
briefly explain the difference between this notion of porosity and ours later in the paper.

The paper is structured as follows: in the Section 2 we review the relevant basic notions
and define the notation used in the paper. In the Section 3 we define and study the notion
of p-porosity. In the Section 4 we outline the proof of the Theorem 2.

2 Preliminaries and notation

In this paper we often have to go back and forth between the Cantor space and Rn. Mostly,
we use the standard notation (for notation related to the Cantor space and strings of finite
length, please consult [18]). However, for the sake of readability and expressiveness, we will
introduce some custom notation which is described below.

2.1 Dyadic cubes in Rn, 1/3-shift trick
Let Dn denote the collection of half-open basic dyadic cubes in Rn. That is

Dn =
{

2−k([m1,m1 + 1)× · · · × [mn,mn + 1)) : k ∈ Z, m1, . . . ,mn ∈ Z
}
.

For k ∈ Z, let Dn(k) denote the collection of basic dyadic cubes in Rn with its side length
equal to 2−k. If Ω : Rn → Rn is a linear isometry, let DΩ denote the set of images of elements
of Dn under Ω. Analogously, let DΩ(k) be the collection of images of elements of Dn(k)
under Ω. For x ∈ Rn and i ∈ N, define Dn(x, i) (respectively, DΩ(x, i)) to be the unique
element of Dn(i) (respectively, DΩ(i)) containing x.

By B(x, r) we denote the open ball in Rn with radius r and centered at x. The following
proposition is known as the “1/3−shift trick” in Rn.

I Proposition 3 (cf. Theorem 3.8 in [24]). For any ball B = B(x, r) ⊂ Rn, there exists k ∈ Z,
Q ∈ Dn(k) and t ∈ {0, 1/3, 2/3}n such that B ⊂ (Q+ t) and 6r < 2−k ≤ 12r.
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2.2 Binary expansion of elements in Rn

Each real number r ∈ [0, 1) can be written in the form r =
∑
i≥0 ri2−i−1 where ri ∈ {0, 1}.

We say r0r1... is the binary expansion of r. The binary expansion of r is unique unless r is a
dyadic rational.

Let x ∈ Rn. For every 1 ≤ i ≤ n, let Xi denote the binary expansion of xi, the i−th
component of x. Then X ∈ 2ω is the binary expansion of x if for all 1 ≤ i ≤ n and all j,
X(nj + i− 1) = Xi(j).

Fix a positive m ∈ N. Let A ∈ 2ω. We denote by 0.mA an element of Rm, whose binary
expansion is A. We omit the m subscript, when it is clear from the context.

Let σ ∈ 2<ω with |σ| = nk + m for some natural numbers n, k,m with n > 0 and
m < n. Define {σ}n by {σ}n = σ�nk. By [σ]n we denote the basic (open) dyadic cube (in
Rn) corresponding to {σ}n.

2.3 Polynomial time computability and p-randomness
Intuitively, a function f : Rn → R is computable in polynomial time if for any s ∈ N and
x ∈ Rn, we can compute, uniformly in s and x, an approximate value e to f(x) within an
error 2−s in time O(sk) for some constant k. For the rigorous definition, please see the
Section 2.5 in [17]. This approach is equivalent to the one used in [19].

A martingale is a function M : 2<ω → R+
0 such that 2M(σ) = M(σ0) +M(σ1) for all

σ ∈ 2<ω. This notion of martingales is meant to formalize the intuitive notion of a betting
strategy:

M(σ) represents the capital available after betting on bits of σ, which is always positive,
betting the amount α ≤ M(σ) on the next bit being 0, will result in losing α in
the case when the next bit is 1 (M(σ1) = M(σ) − α) and winning α otherwise
(M(σ0) = M(σ) + α).

We say that M succeeds on Z if lim supnM(Z �n) =∞. For more details, please see [18].

I Definition 4. A martingale M is called polynomial time computable if from a string σ and
i ∈ N we can in time polynomial in |σ|+ i compute an approximate value (M(σ))i to M(σ)
with |M(σ)− (M(σ))i| ≤ 2−i.

I Definition 5. We say that Z ∈ 2ω is p-random if no polynomial time martingale succeeds
on Z. An element of Rn is said to be p-random if its binary expansion is p-random.

p-randomness is a polynomial time variant of computable randomness (see [18]). Com-
putable randomness is usually defined in terms of succeeding of computable martingales.
However, it is known that in the context of computable randomness, succeeding can be
replaced with divergence. That is, Z ∈ 2ω is not computably random iff there exists a
computable martingale M with lim infiM(Z�i) < lim supiM(Z�i). An analogous result
holds for p-randomness and a somewhat stronger proposition will be shown later in this
paper.

2.4 Martingales-measures correspondence and derivatives
We denote the Lebesgue measure (both on Rn and on 2ω) by λ. ByMλ we denote the class
of measures µ on Rn for which µ(A) ≤ k · λ (A) holds for some k and all Borel A.

Most of martingales considered in this paper are bounded. We will use repeatedly the
following correspondence between measures fromMλ and bounded martingales.
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I Definition 6. Let M be a martingale bounded from above. For all σ ∈ 2<ω define

µ0([σ]n) = M({σ}n)λ([σ]n).

This defines a pre-measure on [0, 1]n. We can extend µ0 to a measure µ ∈ Mλ on Rn
supported on a subset of the unit cube. We say µ is a corresponding (to M) measure.

For the other direction, let µ ∈Mλ. We define the corresponding (to µ) martingale M
by setting

M(σ) = µ([σ]n)
λ([σ]n) .

Clearly, M is a bounded martingale.

I Notation 7. Let µ be a measure on Rn. Let x ∈ Rn and let i ∈ N. Define

∂2µ

∂2λ
(x, i) = µ(Dn(x, i))

λ(Dn(x, i))

and

∂2µ

∂2λ
(x) = lim

i→+∞

∂2µ

∂2λ
(x, i).

If Ω : Rn → Rn is a linear isometry, we define

∂Ωµ

∂Ωλ
(x, i) = µ(DΩ(x, i))

λ(DΩ(x, i))

and

∂Ωµ

∂Ωλ
(x) = lim

i→+∞

∂Ωµ

∂Ωλ
(x, i).

I Notation 8. Let n ≥ 1. By e1, . . . , en we denote the unit vectors of the standard basis for
Rn.

Let f : Rn → R be a function and let v, x ∈ Rn. By D1f(x), . . . , Dnf(x) we denote the
partial derivatives of f . We denote the directional derivative (in the direction of v) of f at x
by Dvf(x).

3 p-porosity

Let (X, d) be a metric space. x ∈ X is said to be a porosity point of S ⊆ X if

por(x, S) = lim sup
r→0

γ(x, r, S)/r > 0,

where γ(x, r, S) is defined for any r > 0 as

sup{r′ > 0 : for some z ∈ X, B(z, r′) ⊆ B(x, r) and B(z, r′) ∩ S = ∅}.

A set S is said to be porous if all its points are porosity points of S. A set is said to be
σ−porous if it is a countable union of porous sets.

The following definitions are meant to formalize an efficient version of the above notion
of porosity.
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I Definition 9. Let C be a subset of 2ω and let Z ∈ C. Define

por2(Z,C) = lim inf
i→∞

{|σ| − i : σ � Z�i ∧ [σ] ∩ C = ∅}.

If por2(Z,C) <∞, then we say that Z is a dyadic porosity point of C.

Since we are interested in polynomial time computable betting strategies, we need to
restrict our attention to subsets of 2ω for which finding holes can be done in polynomial time.

I Definition 10. Let A ⊆ 2ω be a Σ0
1 set. We say A is polynomial time computable if there is

a function p : 2<ω → {0, 1} computable in polynomial time such that p(σ) = 1 ⇐⇒ [σ] ⊂ A
for all σ. Let B ⊆ 2ω be a Π0

1 set. We say it is polynomial time computable in if its
complement is polynomial time computable.

I Definition 11. Let X ∈ 2ω. We say X is a polynomial time porosity point (p-porosity
point) if there exists a polynomial time computable Π0

1 set A ⊆ 2ω such that X is a dyadic
porosity point of A. If C ⊆ A and X ∈ C, we say X is a p-porosity point of C.

We say X ∈ 2ω is a p-nonporosity point if it is not a p-porosity point.

To show that Z ∈ 2ω is a p-porosity point, it is sufficient to describe a polynomial-time
algorithm for locating holes in some S ⊂ 2ω arbitrarily close to Z. That is, to exhibit a
function p : 2<ω → {0, 1} computable in polynomial time, such that
1. p(σ) = 1 ⇐⇒ [σ] ∩ S = ∅ and
2. Z is a dyadic porosity point of the complement of

⋃
p(σ)=1[σ].

I Remark. While our definitions admit straightforward generalizations to Rn, for the sake of
simplicity, we have defined our notion of p-porosity in terms of the Cantor space.
I Remark. As was mentioned in the introduction, one other effective version of porosity has
been studied in the context of algorithmic randomness [6, 16]. X ∈ 2ω is said to be a porosity
point if there exists a Π0

1 set S ⊆ 2ω such that X is a dyadic porosity point of S. The main
difference between this notion and p-porosity is that the latter requires a polynomial time
algorithm for finding holes, while holes in a Π0

1 set in general can only be enumerated.

3.1 p-porosity and polynomial time computable martingales
Since out main result, Theorem 2, is concerned with p-randomness, and we plan to use
the notion of p-porosity extensively in the proof of it, we need to characterize the notion
of p-porosity in terms of success sets of polynomial time computable martingales. This
subsection is devoted to this task.
I Remark. A closely related notion, p-genericity, has been studied extensively (see [3], [2]).
Z ∈ 2ω is said to be p-generic if it does not belong to the boundary of any polynomial time
computable Σ0

1 subset of 2ω. Since every p-porosity point belongs to the boundary of some
polynomial time computable Σ0

1 set, p-genericy implies p-nonporosity. Moreover, it is known
that p-randomness implies p-genericity (see [4]). Hence, p-randomness implies p-nonporosity.

I Definition 12. Let µ be a measure on Rn and let ε > 0. We say x ∈ Rn is an ε−oscillation
point of µ if for infinitely many i ∈ N,∣∣∣∣∂2µ

∂2λ
(x, i)− ∂2µ

∂2λ
(x, i+ 1)

∣∣∣∣ ≥ ε.
We say x ∈ Rn is an oscillation point of µ if x is an ε−oscillation point of µ for some ε > 0.
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Analogously, we say X ∈ 2ω is an ε−oscillation point of a martingale M if for infinitely
many i ∈ N,

|M(X�i)−M(X�i+1)| ≥ ε.

Let M be a martingale and let ε > 0. By Osc(M, ε) we denote the set of ε−oscillation points
of M . Finally, we let

Osc(M) =
⋃
ε>0

Osc(M, ε).

I Definition 13. For A,B ⊆ Rn we say A and B are ε−separated by µ if∣∣∣∣ µ(A)
λ (A) −

µ(B)
λ (B)

∣∣∣∣ ≥ ε.
The following proposition provides a characterization of p-randomness in terms of ε−oscillation
points of polynomial time computable martingales.

I Proposition 14. Let Z ∈ 2ω. The following are equivalent:
1. Z is p-random and
2. Z 6∈ Osc(M) for every bounded from above polynomial time computable martingale M .

Proof Sketch. The (1)⇒ (2) direction is a polynomial time version of the Doob martingale
convergence theorem. A straightforward adaptation of the proof of Theorem 7.1.3 from [10]
suffices.

For the (2) ⇒ (1) direction, suppose M is a polynomial time computable martingale
succeeding on Z ∈ 2ω. We may assumeM has the saving property, that isM(σν) ≥M(σ)−1
and M(σ) > 1 for all σ, ν ∈ 2<ω. (See the proof of the Proposition 5.3.8 in [10])

Our proof is a suitable modification of the construction found in the proof of Theorem 4.2
from [13]. There, given a computable martingale M with the saving property, succeeding on
Z, authors construct a computable martingale B that diverges on Z and for all σ ∈ 2<ω,
1 ≤ B(σ) ≤ 4. It is easy to verify, that when M is polynomial time computable, B is
polynomial time computable too. The construction turns the success of M into oscillations
of B. It does so by having B alternating between two “phases”: in the up phase B adds the
capital that M risks, until B(σ) reaches 3, while in the down phase, B subtracts the capital
that M risks, until B(σ) reaches 2. The required modification is following: the last bet of
every up phase is a 1/4−bet. It can be verified that for all σ ∈ 2<ω, 1−1/4 ≤ B(σ) ≤ 4+1/4
and Z ∈ Osc(B, 1/4). J

I Definition 15. Let M be a martingale. We define E≥(M) to be the set of those X such
that M does not make any losses while betting on X. More formally,

E≥(M) = {Z : ∀i M(Z�i+1) ≥M(Z�i)} .

The following proposition provides a characterization of p-porosity points in terms of martin-
gales: p-porosity points are precisely those X for which there exists a martingale computable
in polynomial time that succeeds on X without making any losses and places infinitely many
ε-bets in the process.

I Proposition 16. Let Z ∈ 2ω. The following two are equivalent:
1. Z is a p-porosity point, and
2. Z ∈ Osc(M) ∩ E≥(M) for some computable in polynomial time martingale M .
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Proof 1 ⇒ 2. Let A be a polynomial time computable Σ0
1 set and let p : 2<ω → {0, 1} be as

in the Definition 10. Suppose Z is a dyadic porosity point of 2ω \A. Let s = por2(Z, 2ω \A).
We define a martingale M in the following way. Let M(∅) = 1 (by ∅ we denote the
empty string). For all strings σ ∈ 2<ω with l = |σ| = k(s + 1) for some k > 1, we let
M(σ) = M(σ�l−1). Suppose M(σ) has been defined, where l = |σ| = k(s+ 1). If there is a
string τ � σ of length l+s such that p(τ) = 1, then letM(τ) = 0 and letM(σ1) = M(σ) 2s

2s−1
for all σ1 � σ with σ1 6= τ and |σ1| = s + l. Otherwise, if such string τ does not exist,
let M(σ1) = M(σ) for all σ1 � σ with |σ1| < (k + 1)(s + 1). M is clearly computable in
polynomial time. Since Z is a dyadic porosity point of 2ω \A, for infinitely many i, we have

M(Z�i+s)−M(Z�i) ≥
1

2s − 1 .

It follows that Z ∈ Osc
(
M, 1

s(2s−1)

)
∩ E≥(M). J

Proof 2 ⇒ 1. Suppose Z ∈ Osc(M, ε) ∩ E≥(M), where M is a computable in polynomial
time martingale and ε > 0. Let s ∈ N be such that ε > 2−s. For every σ ∈ 2<ω with σ 6= ∅,
let σ denote the string obtained from σ by flipping the last bit.

Define p : 2<ω → {0, 1} by letting
p(∅) = 0 and
for all σ 6= ∅, if

(
M(σ)−M(σ�|σ|−1)

)
s
> 0, then p(σ) = 1. Otherwise, let p(σ) = 0.

Since
(
M(σ)−M(σ�|σ|−1)

)
s
> 0 is decidable in polynomial time, p is computable in poly-

nomial time too. Hence the set A = 2ω \
⋃
p(σ)=1[σ] is polynomial time computable. For

infinitely many i, we have M(Z�i+1)−M(Z�i) > 2−s and hence p
(
Z�i+1

)
= 1. It follows

that Z is a dyadic porosity point of A. J

4 Polynomial-time Rademacher’s theorem

4.1 Overview of the proof
Let f : Rn → R be a Lipschitz function. Let us denote by N(f) the set of points where f is
not differentiable. Classical Rademacher’s theorem asserts that it is a Lebesgue nullset. This
can be proven in two steps.

1. Firstly, fix a countable set of unit vectors V ⊂ Rn. Let N(V, f) ⊂ Rn denote the set
where Dvf(x) does not exist for at least one v ∈ V . A.e. differentiability of real-valued
Lipschitz functions of one variable in conjunction with Fubini’s theorem implies that this
set is a Lebesgue nullset.

2. Secondly, consider the set N(f) \N(V, f). It can be proven that this set is σ−porous
provided V is not empty (for example, see Theorem 3.1 in [5] and Theorem 2 in [21]).
This concludes the proof, since σ−porous sets are Lebesgue nullsets.

Our proof of Theorem 2 follows a similar path. Firstly, let Vp be the set of polynomial
time computable unit vectors in Rn. Suppose f : Rn → R is a polynomial time computable
Lipschitz function. We need to show that N(f) contains no p-random elements. Just like in
the classical case outlined above, we show this by splitting N(f) in two parts - N(f)\N(Vp, f)
and N(Vp, f) - and then showing that neither of them contains a p-random element.

The proof has three nontrivial and relatively self-contained parts:
Firstly, we show a result of independent interest. In the subsection 4.2 we prove that
p-randomness in Rn is invariant under linear isometries computable in polynomial time.
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It is worth mentioning that the one-dimensional version of this result follows from results
in [12]. Higher dimensional result in this paper, requires, however, quite a different
approach.
Then, we show that p-randomness of z is sufficient for existence of partial derivatives
of f at z. This is an adaptation of the one-dimensional proof from [19]. Existence of
directional derivatives Dvf(z) where v ∈ Vp follows the preservation property mentioned
in the previous point. This concludes the proof that N(Vp, f) contains no p-random
elements.
Finally, we demonstrate that N(f) \ N(Vp, f) contain no p-random points. This is
accomplished by a careful analysis of structural properties of N(f)\N(Vp, f) and showing
that binary expansions of elements of this set are p-porosity points.

Due to size limitations, this paper contains the full proof of the first part only (bar the
proof of the technical lemma from the Section 4.2.2).

4.2 Invariance of p-randomness under linear isometries computable in
polynomial time

In this subsection we will use the following notational convention.

I Notation 17. Let µ be a measure on Rn, and let Ω : Rn → Rn be a linear isometry. By
µΩ we denote the measure defined by µΩ(A) = µ(Ω(A)) for all Borel A.

If M is a martingale corresponding to µ, by MΩ we denote the martingale corresponding
to µΩ.

The main result of this subsection is that p-randomness is invariant under polynomial
time computable linear isometries. Let us examine how an analogous result can be shown for
computable randomness. Suppose z ∈ Rn be not computably random and let Ω : Rn → Rn
be a computable linear isometry. We want to show that Ω−1(z) is not computably random.
Let M be a bounded computable martingale diverging on Z (where z = 0.Z) and let µ be a
corresponding measure on Rn. Define y = Ω−1(z) and let Y be the binary expansion of y.
Observe that MΩ is also a bounded computable martingale. There are two possibilities:
(A) Either MΩ diverges on Y , in which case Y is not computably random, or
(B) MΩ converges on Y and then y belongs to the set

A =
{
x : ∂2µΩ

∂2λ
(x) exists and ∂ΩµΩ

∂Ωλ
(x) does not exist

}
.

In this case it is possible to show that y is a porosity point of some subset of A and use
this information to conclude that y is not computably random.

A similar argument can be made about p-randomness. However, there are two additional
obstacles. Firstly, it is not clear what (additional) conditions on M and Ω ensure that MΩ
is polynomial time computable. Secondly, the porosity mentioned in (B) would have to be
replaced with p-porosity. A significant portion of this section is dedicated to address those
two problems. The plan is following:

In the Subsection 4.2.1 we show that ε−oscillation points of MΩ are not p-random, even
if it is not known whether MΩ is computable in polynomial time;
In the Subsection 4.2.2 we prove a technical lemma related to linear transformations and
ε−oscillation;
Finally, in the Subsection 4.2.3 we combine those ideas to prove our main invariance
theorem.
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4.2.1 Betting on ε-oscillation points of MΩ

I Lemma 18. Let A,B ⊆ Rn be Borel with A ⊆ B and λ (B) > 0. Let µ be a measure on
Rn such that for some k ∈ N, µ(C) ≤ kλ (C) for all C. Suppose λ(B\A)

λ(A) ≤ ε for some ε ∈ R.
Then∣∣∣∣ µ(B)

λ (B) −
µ(A)
λ (A)

∣∣∣∣ ≤ 2k · ε.

Proof.∣∣∣∣ µ(B)
λ (B) −

µ(A)
λ (A)

∣∣∣∣ =
∣∣∣∣µ(B)λ (A)− µ(B)λ (B) + µ(B \A)λ (B)

λ (B)λ (A)

∣∣∣∣
=
∣∣∣∣ µ(B)
λ (B)

λ (B)− λ (A)
λ (A) + µ(B \A)

λ (A)

∣∣∣∣
≤ 2k · ε. J

I Lemma 19 (Approximation lemma). Let M be a computable in polynomial time martingale
bounded above by some k ∈ N. Let µ be a corresponding measure on Rn. Let Ω : Rn → Rn
be a computable in polynomial time linear isometry. Fix s ∈ N. There exists function
MΩ,s : 2<ω → R computable in polynomial time such that for all σ

|MΩ,s(σ)−MΩ(σ)| ≤ 2−s.

Proof. This is a consequence of Lemma 18. For a given σ, we can find in polynomial time a
finite collection of dyadic basic cubes (D(σ)i)i∈N such that

λ (Ω([σ]n) \
⋃
iD(σ)i)

λ (
⋃
iD(σ)i)

≤ 2−s−1

k
,

so that∣∣∣∣ µ(Ω([σ]n))
λ (Ω([σ]n)) −

µ(
⋃
iD(σ)i)

λ (
⋃
iD(σ)i)

∣∣∣∣ ≤ 2−s.

Define MΩ,s(σ) = µ(
⋃

i
D(σ)i)

λ(
⋃

i
D(σ)i) . This function is computable in polynomial time and the

following holds for every σ:

|MΩ(σ)−MΩ,s(σ)| =
∣∣∣∣ µ(Ω([σ]n))
λ (Ω([σ]n)) −

µ(
⋃
iD(σ)i)

λ (
⋃
iD(σ)i)

∣∣∣∣ ≤ 2−s. J

I Lemma 20. Let M be a polynomial time computable martingale bounded above by some
k ∈ N and let Ω : Rn → Rn be a polynomial time computable linear isometry. For every
ε > 0, there exists a polynomial time computable martingale Hε such that every ε−oscillation
point of MΩ is an ε/2−oscillation point of Hε.

Proof. Let s be such that 2−s+1 < ε. By Lemma 19, there exists a polynomial time
computable function MΩ,s such that for all σ

|MΩ,s(σ)−MΩ(σ)| ≤ 2−s.

We define Hε as following. We let Hε(∅) = MΩ,s(∅). For any σ, suppose Hε(σ) has been
defined. We define α(σ) = Hε(σ)− 1

2 (MΩ,s(σ0) +MΩ,s(σ1)) and we let

Hε(σ0) = MΩ,s(σ0) + α(σ), and Hε(σ1) = MΩ,s(σ1) + α(σ).

ICALP 2017



30:10 Polynomial-Time Rademacher Theorem, Porosity and Randomness

It is easy to verify that Hε is a polynomial time computable martingale. Now suppose
|MΩ(σ)−MΩ(σ1)| ≥ ε. We have

|Hε(σ)−Hε(σ1)| = 1
2 |MΩ,s(σ1)−MΩ,s(σ0)| ≥ 1

2(2ε− 2−s+1) > ε/2.

The case when |MΩ(σ)−MΩ(σ0)| ≥ ε is handled analogously. J

4.2.2 A technical lemma
Let M be a martingale computable in polynomial time, bounded from above, and let µ be
a corresponding measure on Rn. Suppose y ∈ Rn is an ε−oscillation point of µ. It can be
easily shown that for any k > 0 and for infinitely many i, Dn(y, i) contains two dyadic cubes
from Dn(i+ k), that are ε− separated by µ.

Now consider a linear isometry Ω : Rn → Rn. Suppose that for some k > 0, ε > 0
and for infinitely many i, D = Dn(y, i) contains two cubes D1, D2 ∈ DΩ(i + k), that are
ε−separated by µ. In general, this does not imply that y is an oscillation point of µ. However,
the following technical lemma shows that if y is not an oscillation point of µ, then it is a
p-porosity point.

I Lemma 21. Let M be a martingale computable in polynomial time, bounded from above.
Let µ be a corresponding measure on Rn. Let Ω : Rn → Rn be a linear isometry. Let y ∈ Rn
with Y ∈ 2ω being its binary expansion. Suppose that for some k > 0, ε > 0 and for infinitely
many i, D = Dn(y, i) contains two cubes D1, D2 ∈ DΩ(i+ k), that are ε−separated by µ. If
y is not an oscillation point of µ, then Y is a p-porosity point.

4.2.3 Invariance theorems
I Theorem 22. Let z ∈ [0, 1]n and let r ∈ R be a polynomial time computable real. Suppose
z is not p-random. Then z + rei is not p-random for any 1 ≤ i ≤ n.

Proof. Since we are only interested in the question whether z + rei is p-random or not, we
may assume that z and r are such that z + rei ∈ [0, 1]n.

Without loss of generality we may assume that every component of z is p-random and
n > 1 (otherwise, the required result follows from preservation properties proven in [12]).
Fix i ∈ N with 1 ≤ i ≤ n and define Φ,Ω : Rn → Rn by Ω(x) = x − rei and Φ = Ω−1.
Let y = Φ(z). Let Z be the binary expansion of z and let Y be the binary expansion
of y. Let M be the polynomial time computable martingale M from the (sketch of the
)proof of the Proposition 14 such that Z is an ε−oscillation point of M for some ε > 0. M
makes an infinite number of ε bets along Z. However, we need a modified version of M
(which we also call M). First, let us introduce some notation. Let µ denote the measure
corresponding to M . For every σ ∈ 2<ω with [σ]n ∈ D(j), let D1(σ), D2(σ) ∈ DΩ(j) be such
that [σ]n ⊆ D1(σ) ∪ D2(σ). D1(σ) and D2(σ) are not necessarily unique, but that does
not matter. Our martingale M , instead of making an ε bet, waits until its input σ is such
that λ([σ]n∩D1(σ))

λ([σ]n) ≥ 1/3 and λ([σ]n∩D2(σ))
λ([σ]n) ≥ 1/3 (this will occur sooner or later since all

components of z are p-random). Once such input σ is found (with [σ]n ∈ D(j) for some j),
M places two ε/2 bets on τ1, τ2 � σ such that [τ1]n, [τ2]n ∈ D(j + 2), [τ1]n ⊆ [σ]n ∩D1(σ)
and [τ2]n ⊆ [σ]n ∩D2(σ).

What is important in this construction is that for infinitely many i, both D1(Z�i)
and D2(Z�i) contain two elements of D(i + 2) that are ε/2−separated by µ and either
y ∈ Φ(D1(Z�i)) or y ∈ Φ(D2(Z�i)).
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Figure 1 A particular betting pattern employed in the proof of the Theorem 22.

Clearly M is computable in polynomial time and Z is an ε/2−oscillation point of M .
Consider the martingaleMΩ. By the Lemma 21, either Y ∈ Osc(MΩ) or Y is a p-porosity

point. In both cases Y is not p-random. J

I Remark. There is an important implication of the above theorem. In those cases where we
are only concerned whether some x ∈ Rn is p-random or not, we can always use the 1/3-shift
trick freely. That is, since for every i, x+ 1/3ei is p-random iff x is p-random, instead of
x we can always consider a suitable shift of x. This will be used below, in the proof of our
main result of this subsection.

I Theorem 23. Let Ω : Rn → Rn be a polynomial time computable linear isometry. Let
z ∈ [0, 1]n. z is p-random iff Ω(z) is p-random.

Proof. Since Ω−1 is polynomial time computable linear isometry as well, it is only required
to show that if z is not p-random, then Ω−1(z) is not p-random either. Again, we may
assume Ω−1(z) ∈ [0, 1]n.

Let Z be the binary expansion of z. Let M be a bounded polynomial time computable
martingale such that Z is an ε−oscillation point of M for some ε > 0. Define Φ = Ω−1, let
y = Φ(z) and let Y be the binary expansion of y.

Consider the martingale MΩ and its corresponding measure µΩ. If y is an oscillation
point of µΩ, Y is not p-random. Suppose y is not an oscillation point of µΩ.

There are infinitely many j, such that DΦ(j, y) and DΦ(j + 1, y) are ε−separated by µΩ.
By the 1/3-shift trick and by Theorem 22, we may assume that for infinitely many such j′s,
DΦ(j, y) is contained in Dn(y, j − p̂) for some fixed p̂. In that case, by the Lemma 21, Y is a
p-porosity point and hence not p-random. J

4.3 Existence of directional derivatives
To prove our main result about directional derivatives, we need the following proposition:

I Proposition 24. Let f : Rn → R be a polynomial time computable Lipschitz function. If
z ∈ Rn is p-random, then Dnf(z) exists.

I Remark. The proof of the above proposition is a generalization of the proof of the ⇒
direction of the Theorem 4 in [19]. The most technically challenging part required by the
proof is the ⇐ part of van Lambalgen’s theorem for p-randomness. That is, we had to show
that if there is an oracle martingale computable in polynomial time diverging on A while
having an oracle access to B, then there is a martingale computable in polynomial time
succeeding on A⊕n B.
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I Theorem 25. Let f : Rn → R be a Lipschitz function computable in polynomial time. Let
u ∈ Vp and let x ∈ Rn be p-random.

The directional derivative Duf(x) exists.

Proof. Let Θ : Rn → Rn be a change of basis map, such that Θ(e1) = u. We may assume it
is computable in polynomial time. Define z = Θ−1(x). By the Theorem 23, z is p-random
too.

Define g = f ◦ Θ. g is a Lipschitz function computable in polynomial time. Then
Duf(x) = D1g(z) and we know that D1g(z) exists. J

4.4 Linearity of directional derivatives
Let f : Rn → R be a Lipschitz function computable in polynomial time. Recall that
N(f) \N(Vp, f) is the set of points x ∈ Rn such that Dvf(x) exists for all unit vectors v
computable in polynomial time but f is not differentiable at x.

Let u, v ∈ Rn. Define D(f, u, v) ⊆ Rn as the set of such x that Duf(x), Dvf(x) and
Du+vf(x) exist, but

Duf(x) +Dvf(x) 6= Du+vf(x).

Since f is Lipschitz and Vp is dense in the set of unit vectors, it is known that

N(f) \N(Vp, f) =
⋃

u,v∈Vp

D(f, u, v).

The following proposition is the last bit required to prove the Theorem 2:

I Proposition 26. Let f : Rn → R be a Lipschitz function computable in polynomial time.
Let x ∈ Rn with X ∈ 2ω being its binary expansion. If x ∈ N(f) \N(Vp, f), then X is a
p-porosity point.
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Abstract
The General Scheduling Problem (GSP) generalizes scheduling problems with sum of cost ob-
jectives such as weighted flow time and weighted tardiness. Given a set of jobs with processing
times, release dates, and job dependent cost functions, we seek to find a minimum cost pree-
mptive schedule on a single machine. The best known algorithm for this problem and also for
weighted flow time/tardiness is an O(log logP )-approximation (where P denotes the range of the
job processing times), while the best lower bound shows only strong NP-hardness. When release
dates are identical there is also a gap: the problem remains strongly NP-hard and the best known
approximation algorithm has a ratio of e+ ε (running in quasi-polynomial time). We reduce the
latter gap by giving a QPTAS if the numbers in the input are quasi-polynomially bounded, rul-
ing out the existence of an APX-hardness proof unless NP ⊆ DTIME(2polylog(n)). Our techniques
are based on the QPTAS known for the UFP-Cover problem, a particular case of GSP where
we must pick a subset of intervals (jobs) on the real line with associated heights and costs. If
an interval is selected, its height will help cover a given demand on any point contained within
the interval. We reduce our problem to a generalization of UFP-Cover and use a sophisticated
divide-and-conquer procedure with interdependent non-symmetric subproblems.

We also present a pseudo-polynomial time approximation scheme for two variants of UFP-
Cover. For the case of agreeable intervals we give an algorithm based on a new dynamic pro-
gramming approach which might be useful for other problems of this type. The second one is a
resource augmentation setting where we are allowed to slightly enlarge each interval.
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1 Introduction

The General Scheduling Problem (GSP) considers scheduling jobs with job dependent cost
functions in a very general setting. We are given a single machine and a set of jobs J ,
where each job j has a release date ρj ∈ N, a processing time pj ∈ N, and a cost function
fj : N→ N0 ∪ {∞} that is non-decreasing. The goal is to find a preemptive schedule on the
machine that minimizes the total cost

∑
j∈J fj(Cj), where Cj is the completion time of job

j in the computed schedule.
With arbitrary cost functions for the jobs, we have a lot of modeling power, which

we believe makes the problem worth studying. In fact, we can model many scheduling
objectives that were also studied separately, such as weighted flow time (each job j has
weight wj and fj(Cj) = wj(Cj − ρj)) or weighted tardiness (each job j additionally has
a deadline dj and fj(Cj) = max{wj(Cj − dj), 0}). The best known result for GSP is a
O(log logP )-approximation [5] (where P denotes the range of the processing time) and
no better polynomial time results are known for any of the mentioned special cases. The
best known lower bound shows only strong NP-hardness [13] (even in the case without
release dates), thus leaving a large gap compared to the O(log logP )-approximation. Even
if all jobs have identical release dates there is a gap in our understanding: the best known
results are a (4 + ε)-approximation in polynomial time [11] and an (e + ε)-approximation
in quasi-polynomial time [12]. It is open whether this case is APX-hard. In this paper we
settle the latter question: for GSP with identical release dates we present a QPTAS, i.e., a
(1 + ε)-approximation algorithm with a running time of nlog(n)O(1) for any constant ε > 0.
This implies that the problem is not APX-hard, unless NP ⊆ DTIME(2poly(logn)).

In this extended abstract, many proofs and details had to be omitted due to space
constraints.

1.1 General Scheduling Problem and UFP-Cover
For identical release dates, GSP is purely a sequencing problem, since a solution cannot
profit from preempting jobs or leaving idle-time. Assuming that ρj = 0 for each j, the whole
schedule finishes at time T :=

∑
j pj . Using the viewpoint from [5], we can see this problem

as a covering problem. In any feasible solution, for each time t, we need that the total
processing time of jobs finishing after time t is at least Dt := T − t. We can think of Dt as
the demand of time point t. Now, we rephrase the problem as follows. For each job j select
a completion time Cj such that for each t′ the total processing time of the jobs unfinished at
time t′ is at least Dt′ . We say that job j is unfinished or active during the interval [0, Cj).
An easy proof shows that, for each such choice of completion times, there exists a schedule
in which every job j is finished by its completion time Cj [5].

An important special case arises when the cost function fj of each job j attains only
one of three values: zero in an interval [0, rj) (rj should not to be confused with the release
date ρj = 0), a job dependent value cj in an interval [rj , dj), and ∞ in [dj ,∞). In this
setting, we can assume that the optimal solution selects either [0, rj) or [0, dj) to be the
interval during which j is active. Moreover, we can simply remove pj from the demand
at each time [0, rj), which leaves as the only decision for j whether we pay cj and cover
pj units of demand during [rj , dj), or not. Thus, this special case can be reduced to the
Unsplittable Flow on a Path (UFP)-Cover problem. In UFP-Cover, we are given a set of
jobs J , each job described by a cost cj , a size pj , and the interval [rj , dj) and, for each time
point t, a demand Dt. The goal is to select a subset J ′ of the jobs such that, for each time
point t, the total size of the jobs j ∈ J ′ with t ∈ [rj , dj) is at least Dt. Note that we do not
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I
tM

Figure 1 The bold curve denotes the size profile of job parts selected by the optimal solution that
cross tM . The blue step function shows an underestimating profile that approximates the former
curve. The height of the green area (subprofile) is an (under-)estimation of the size of job parts
in the optimal solution for all jobs that have a part covering tM and whose right end point lies at
interval I (i.e., the fourth step of the blue function).

require that the demand function Dt is non-increasing (but by adding jobs of zero cost one
could assume this w.l.o.g.). The best known results for UFP-Cover are a 4-approximation in
polynomial time [6, 8] and a QPTAS which requires the input data to be quasi-polynomially
bounded [12]. Since there is the QPTAS, it is natural to conjecture that also a PTAS
exists. In this paper, we make progress towards this by presenting pseudo-polynomial time
approximation schemes for the settings of agreeable intervals, i.e., when for any two jobs j, j′
we have that rj ≤ rj′ ⇒ dj ≤ dj′ , and for a resource augmentation setting, where we are
allowed to increase each given interval [rj , dj) by a factor of 1 + µ for an arbitrarily small
µ > 0 while the compared optimal solution cannot do this.

1.2 Our Contribution
Our first result is a QPTAS for GSP with identical release dates, assuming that all numbers in
the input are quasi-polynomially bounded. We reduce GSP to a generalization of UFP-Cover.
This generalized UFP-Cover problem is defined like regular UFP-Cover, but now each job
j consists of K parts. More precisely, for each job j we are given an integral starting time
rj , a size pj , up to K many integral end times rj < d1

j < d2
j < ... < dKj , and corresponding

accumulated costs c1j , c2j , ..., cKj . Jobs can be selected or not. If a job is not selected its cost
is zero and it does not contribute to cover any demand. If job j is selected, we can choose to
extend it up to any part i ∈ {1, . . . ,K}, which means that then it is active during [rj , dij).
In this case we pay cij for this job while it contributes to cover pj units of demand to each
time within [rj , dij). The objective is to cover all demand Dt while minimizing the total cost.
Notice that if K = 1 then we recover the UFP-Cover problem. On the other hand, we show
that by losing a factor of 1 + ε in the objective we can assume that K = 1/ε2.

Starting with this, we extend the known QPTAS for UFP-Cover, which works as follows.
We consider the jobs crossing the middle time point tM ; denote them by JM . They are
split into (logn)Oε(1) groups according to size and cost. For each group and each time t, we
consider the total size of the jobs in the group crossing time point t in the optimal solution.
This yields a function that is increasing from time 0 to time tM , and decreasing from tM
to T . This function can be underestimated by a step-function (profile) with O(1/δ) (where
δ = Oε(1)) many steps (see the blue curve in Figure 1). One first guesses the step-function
and then selects jobs that cover the demand given by this step-function greedily (which
is essentially optimal). There is still some error due to the fact that the step-function
underestimates the true amount that jobs in OPT ∩ TM cover on each time point. In the
case of regular UFP-Cover, one can compensate this error by greedily selecting jobs that
were not yet selected.
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Job Set

Solution 1

Solution 2
tMt1 t2

(a) Picking the blue part of the top job rules out
Solution 1, while not picking it rules out Solution 2.
Note that both solutions are incomparable since on
t1 and t2 they cover different amounts of demand.

tM

(b) Assume that the optimal solution selects
all blue job parts (crossing tM ). Then there
are still an exponential number of options for
which jobs we should also select the green
parts. Thus, we cannot take this decision
immediately.

Figure 2 Locally Pareto-optimal choices.

In contrast to regular UFP-Cover, this approach fails for our generalization. We can
think of each job as a collection of parts [rj , d1

j), [d1
j , d

2
j), ..., [dK−1

j , dKj ). The step function
can only be guessed for the part that actually covers tM . Yet, if we select that part, we need
to pick all preceding parts of that job as well. This influences our options on the left side of
tM . On the other hand, if we do not pick the part that covers tM of a certain job, succeeding
parts of that job cannot be picked. This influences our options on the right side of tM (see
Figure 2a).

To address these issues we guess more fine-grained underestimating profiles. We group
the jobs further such that for each job in a group the same part crosses tM . Assume that for
the jobs in the considered group their respective i-th part, [di−1

j , dij), covers tM . We guess a
right underestimating profile that estimates the total size covered to the right of tM by these
i-th parts that are selected by OPT. This profile partitions the jobs into subgroups according
to the “step” of the profile in which the i-th part ends (see the green curve in Figure 1).
For each of these constantly many groups we create a subprofile which underestimates the
additional demand covered by the (i+ 1)-th parts of those jobs in OPT, i.e., by the intervals
[dij , di+1

j ). We continue recursively and create underestimating subprofiles for all parts of the
jobs, which gives a tree structure. We refer to this construction as tree profiling.

The tree profiling yields constantly many subgroups of jobs. For each of them we guess
the number of jobs that the optimal solution selects (recall that the jobs in the same group
have essentially the same size and cost). Then we recurse only on the left subproblem in
which we want to cover the demand of the interval [0, tM ) subject to the new constraint
that from each subgroup we select the previously guessed number of jobs. Once we have
a solution to this left subproblem, ideally we would like to decide how many parts of the
jobs crossing tM we select, i.e., the parts laying in the interval [tM + 1, T ). Unfortunately,
there can still be very many Pareto-optimal choices for this (see Figure 2b for an example).
This can even happen when taking into account the information from the tree profiling.
Instead, at this point we select for each job only the part that crosses tM and we decide
later about the additional parts we want to select. We recurse on the interval [tM + 1, T )
and the remaining problem is to cover the demand of the interval [tM + 1, T ) while we can
select additional parts from the jobs that we selected already. In each subproblem we recurse
on the respective middle time point, which yields a recursion depth of O(logn) and thus
quasi-polynomial running time overall.
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UFP-Cover for agreeable deadlines. Our second result is a pseudo-polynomial time (1+ ε)-
approximation for UFP-Cover with agreeable deadlines. We first present an exact pseudo-
polynomial time dynamic program (DP) for the case that the interval of each job is of the
form [0, dj) or [rj , T ), i.e., rj = 0 or dj = T . Then, we generalize this to the case where
there are 1/ε intervals [T0, T1), [T1, T2), ..., [T1/ε−1, T1/ε) and for each job j we have that
[rj , dj) ∩ [T`, T`+1) equals either [rj , T`+1) or [T`, dj). Using the fact that the job deadlines
are agreeable we can show that the time axis can be partitioned into a possibly superconstant
number of intervals [T`, T`+1) with this property. By losing only a factor 1+ε in the objective,
we can split those into groups of at most 1/ε consecutive intervals, each of which then yields
an independent subinstance of our problem on which we apply our DP. The backbone of
the latter is that the agreeable-deadlines property yields an ordering to process the jobs
such that we need to remember only little information about the previously chosen jobs. We
believe that this ordering and the resulting DP technique might be useful for other problems
on agreeable intervals as well. Note that the opposite case where the job intervals form a
laminar family has a simple exact DP. Thus, we can now handle the two “extreme” cases of
the problem.

PTAS under resource augmentation. For UFP-Cover we present a pseudopolynomial time
PTAS for the setting where we can enlarge each job interval [rj , dj) by a factor 1 + µ for
some µ > 0, i.e., replace it by the interval [rj − µ

2 (dj − rj), dj + µ
2 (dj − rj)), while the

compared optimal solution does not have this privilege. We use this resource augmentation
to discretize the begin and end points of the intervals of the jobs. As in a similar result for
UFP-packing [3], we group the jobs by the lengths of their intervals. In UFP-packing, the
grouping can be done such that two jobs in different groups have intervals whose lengths
differ by a large factor. Then each group can be handled almost independently. In our case
we cannot establish such a property, since it requires the removal of some jobs from the
input, which in turn may make our instance of UFP-Cover infeasible. Instead, our DP needs
to transfer a lot of information between groups. The key for our approach is to prove that
for each group it is sufficient to remember information from one previous group.

1.3 Other related work

The General Scheduling Problem can model a vast class of well-studied objective functions.
The known O(log logP )-approximation for it [5], is even the best known result for several im-
portant special cases. For example, for the weighted flow time objective there were previously
algorithms known with approximation ratios of O(log2 P ), O(logW ) and O(lognP ) [4, 10],
where P and W denote the ranges of the job processing times and weights, respectively. Also,
there is a QPTAS with a running time of nOε(logP logW ) [9].

For GSP with identical release dates the first constant factor approximation is due to
Bansal and Pruhs [5] and yields an approximation ratio of 16. This was later improved
to 4 + ε [11] by adapting ideas from the 4-approximation algorithm for UFP-Cover [6, 8].
For UFP-Cover this is the best known polynomial time result, while for quasi-polynomially
bounded input numbers the problem even admits a QPTAS, implying a quasi-polynomial
time (e+ ε)-approximation for GSP with identical release dates [12]. The used techniques
are based on a QPTAS for the packing version of UFP [3]. For the latter algorithm, one can
even remove the assumption that the input data is quasi-polynomially bounded [7]. The best
known polynomial time results for UFP-packing are a (2 + ε)-approximation [1] and PTASs
for some special cases [7].
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31:6 A QPTAS for the General Scheduling Problem with Identical Release Dates

2 QPTAS for GSP with identical release dates

We present our QPTAS for the General Scheduling Problem with identical release dates.
Throughout this section we assume that all input numbers are quasi-polynomially bounded
integers, and that we are given an ε > 0 such that 1/ε is an integer. We assume as well that
we are given the number fmax = max{fj(t) : fj(t) 6=∞, t ≤ T} as part of the input. First,
we simplify the input such that the job cost functions attain only values that are powers of
1 + ε or ∞.

I Lemma 1. By losing a factor 1 + ε in the objective, we can assume for each job j and
each t that fj(t) ∈ {(1 + ε)k|k ∈ N0} ∪ {0,∞} and that fj is a non-decreasing step function
with Oε(poly(logn)) steps. We can further assume that each fj is given explicitly, even if in
the input it was given via an oracle.

As in [5] we interpret GSP as a covering problem. Given a demand Dt for each interval
[t, t + 1) and a set of jobs J . Each job j ∈ J is characterized by a size pj , a set of parts
with corresponding intervals I1

j = [t(0)
j , t

(1)
j ), I2

j = [t(1)
j , t

(2)
j ), ... for t(0)

j ≤ t
(1)
j ≤ t

(2)
j ≤ . . .

and cost values 0 ≤ c1j < c2j < . . .. The goal is to select for each job j a prefix of its parts,
i.e., a value σ(j) ∈ N0 such that all parts k ≤ σ(j) are selected. The cost for j is then cσ(j)

j .
Possibly σ(j) = 0 and then no part is selected, and thus we define c0j := 0 for each job j. For
a solution σ we say that a job j is active at time t if t ∈ ∪σ(j)

i=1 I
i
j . We require that for each t

the total size of the jobs active at t is at least Dt, i.e.,
∑
j:t∈∪σ(j)

i=1 I
i
j

pj ≥ Dt. The objective

is to minimize the total cost
∑
j∈J c

σ(j)
j . We call this problem the generalized UFP-Cover

problem (regular UFP-Cover is the special case where each job has only one part).
Using a similar argumentation as in [5] we can prove the following lemma.

I Lemma 2. For any instance of GSP with identical release dates in which each cost function
attains only polynomially many different values, we can construct in polynomial time an
instance of generalized UFP-Cover such that approximations are preserved, i.e., for any
α ≥ 1 an α-approximate solution for the generalized UFP-Cover instance can be transformed
in polynomial time to an α-approximate solution for the GSP instance.

We apply Lemma 2 to reduce our given GSP instance to an instance of generalized UFP-Cover.
Next, we ensure that each job has only 1/ε2 parts.

I Lemma 3. By losing a factor 1 + ε in the objective, we can assume that each job has at
most K := 1/ε2 many parts, each value ckj is a power of 1 + ε, and that ck+1

j = (1 + ε)ckj for
each k.

Assume w.l.o.g. that there is a value T ≤ poly(n) such that Ikj ⊆ [0, T ) for each job j and
each part k. Our algorithm is recursive. Let tM = dT2 e be the middle point of the interval
[0, T ). The overall idea is to take a decision about the parts of jobs j that cover [tM , tM + 1),
i.e., such that tM ∈ Ikj for some k, and then recursively decide on all job parts k′ with
Ik

′

j′ ⊆ [0, tM ) (left subproblem) and k′′ with Ik′′

j′′ ⊆ [tM + 1, T ) (right subproblem).

2.1 Tree profiling and grouping of jobs

Let JM ⊆ J denote the set of jobs j having a part k with tM ∈ Ikj . We partition JM into a
poly-logarithmic number of subsets according to their respective size, by the index of the
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. . .
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′

M .

Figure 3 Recursive partitioning of the jobs.

part that covers tM , and by the cost of the latter. Formally, for numbers k, γ and λ we
define sets

J
(k,γ,λ)
M := {j ∈ JM : tM ∈ Ikj , ckj = (1 + ε)γ , and (1 + ε)λ ≤ pj < (1 + ε)λ+1}.

Consider one such group J (k,γ,λ)
M . We want to partition it further. Let δ = δ(ε) be a small

enough constant. First, we want to partition it into O(1/δ) subgroups J (k,γ,λ,i)
M such that:

(i) OPT selects essentially the same number of jobs from each of these subgroups, and (ii)
the k-th part of each job in the subgroup has a “similar” endpoint. Formally, we ensure the
latter by partitioning the interval [tM , T ) into subintervals A1, A2, ... such that for each job j
of a subgroup J (k,γ,λ,i)

M the k-th part ends in Ai (see Figure 3). Let J̄ (k,γ,λ)
M be the set of jobs

j ∈ J (k,γ,λ)
M ∩ OPT that OPT extends up to part k or further, i.e., for which OPT selects

parts I1
j , ..., I

k
j and possibly more. To define our partition, we see that the respective k-th

parts of the jobs in J̄ (k,γ,λ)
M cover some demand at each time point t, given by the function

f̄k(t) :=
∑
j∈J̄(k,γ,λ)

M
:t∈Ik

j

pj . Observe that f̄k is non-decreasing on [0, tM ) and non-increasing

on [tM , T ). Ideally, we would like to guess f̄k so that we have some idea about how much the
k-th parts of the jobs in J (k,γ,λ)

M need to cover. Unfortunately, there are too many options
on how f̄k might look. Therefore, we guess

∣∣∣J̄ (k,γ,λ)
M

∣∣∣ and a simpler underestimating function
f̃k that approximates f̄k sufficiently well, as given by the following lemma (see Figure 1).
For our later purposes we need this function only on the interval [tM , T ).

I Lemma 4. There exists a function f̃k : [tM , T ) → {0, 1, ...,
∑
j∈J pj} such that f̃k is a

step-function with at most O(1/δ) many steps, f̃k(t) ≤ f̄k(t) ≤ f̃k(t)+δ ·
∣∣∣J̄ (k,γ,λ)
M

∣∣∣ · (1+ ε)λ+1,
and f̃ is non-increasing.

We use the function f̃k to split the set J (k,γ,λ)
M into subgroups, according to where the part

k of each job j ∈ J
(k,γ,λ)
M ends. Let A1, A2, ... denote a partition of [tM , T ) into O(1/δ)

subintervals such that on each subinterval Ai the function f̃k is constant. For each such
interval Ai we define J (k,γ,λ,i)

M ⊆ J (k,γ,λ)
M to be the jobs j ∈ J (k,γ,λ)

M such that (t(k)
j − 1) ∈ Ai

(recall that Ikj = [t(k−1)
j , t

(k)
j )).

Subprofiles. It is convenient to think of a tree where J (k,γ,λ)
M forms the root node and the

sets J (k,γ,λ,i)
M form the children of J (k,γ,λ)

M . We take each such group J (k,γ,λ,i)
M and partition

it further into O(1/δ) smaller subgroups J (k,γ,λ,i,1)
M , J

(k,γ,λ,i,2)
M , .... In the tree view, we can

think of appending those as children to the node for the group J (k,γ,λ,i)
M , see Figure 3. For
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31:8 A QPTAS for the General Scheduling Problem with Identical Release Dates

the subgroups, as before our goal is that OPT selects essentially the same number of jobs
from each subgroup J (k,γ,λ,i,i′)

M and that for each such subgroup the (k + 1)-th part has a
“similar” end point.

Recall that when we partitioned J (k,γ,λ)
M we estimated what the k-th part of the jobs in

J
(k,γ,λ)
M ∩OPT cover (via the function f̃k) and obtained a grouping according to the steps of
f̃k. For the finer partitioning of J (k,γ,λ,i)

M we consider the jobs in J (k,γ,λ,i)
M for which OPT

selects also the (k + 1)-th part (and thus also the k-th part). Denote that set as J̄ (k,γ,λ,i)
M .

We define the function f̄k,i(t) that models how much the k-th and the (k+ 1)-th parts of the
jobs in J̄ (k,γ,λ,i)

M ∩ OPT cover. Formally, f̄k,i(t) :=
∑
j∈J̄(k,γ,λ,i)

M
:t∈Ik

j
∪Ik+1
j

pj . We guess an

underestimating function f̃k,i with the same properties as the function f̃k as given in Lemma 4,
i.e., f̃k,i has O(1/δ) many steps, f̃k,i(t) ≤ f̄k,i(t) ≤ f̃k,i(t) + O(δ) · |J̄ (k,γ,λ,i)

M | · (1 + ε)λ+1,
and f̃k,i is non-increasing. Like before, the steps of f̃k,i yield a partition of [tM , T ) into
O(1/δ) many subintervals Ai,1, Ai,2, ... such that f̃k,i is constant in each of them. Each
such subinterval Ai,i′ yields a subgroup J (k,γ,λ,i,i′)

M that contains all jobs j ∈ J (k,γ,λ,i)
M whose

(k + 1)-th part ends in Ai,i′ , i.e., (t(k+1)
j − 1) ∈ Ai,i′ .

We continue recursively for K levels, expanding the tree accordingly. Analogous to before,
we obtain for each node v in level k′ of the tree (that is not a leaf), a subprofile function f̄v
and an approximate version f̃v such that f̃v(t) ≤ f̄v(t) ≤ f̃v(t) +O(δ) · |J̄ (k,γ,λ,v)

M | · (1 + ε)λ+1,
where J̄ (k,γ,λ,v)

M is the set of jobs in Jv that the optimum extends up to its (k + k′)-th part.
The leafs of the tree yield a partition of the job set, and the total number of nodes is (1/δ)K .

We can guess the whole partition in time n(1/δ)O(K) which will eventually be bounded by
nOε(1) (note that there are only T ≤ poly(n) options for each endpoint of an interval Ai or
Ai,i′ , etc.). In the same running time, we can guess for each arising group and subgroup the
total number of jobs that OPT selects from these groups. More precisely, let G(k,γ,λ) be the
resulting tree and for each node v denote by Jv the corresponding job group. For a node v
on level k′ we guess the value N(v), the number of jobs in Jv that the optimum extends at
least up to their respective (k + k′)-th part.

We now bound the total demand deficit made by the underestimating functions. Let
f(t) =

∑
j∈J(k,γ,λ)

M
:j active at t in OPT pj be the total size of jobs in J (k,γ,λ)

M that cover t in the
optimal solution. We say that a solution is concordant with the tree G(k,γ,λ) and numbers
N(v) if, for each node v of each level k′, the solution selects the (k + k′)-th part of at least
(1 + ε)N(v) jobs in Jv, or of all jobs in Jv in case that |Jv| < (1 + ε)N(v). As the next lemma
shows, any tree concordant solution covers the demand at any point t almost as good as
the optimal solution. The gap is bounded by K · δ · |J̄ (k,γ,λ)

M | · (1 + ε)λ+1 which is an upper
bound on the sum of the deficits of all subprofiles relevant for a time point t. Here J̄ (k,γ,λ)

M is
the subset of jobs in J (k,γ,λ)

M that OPT extends at least to the k-th part.

I Lemma 5. Consider any solution concordant with tree G(k,γ,λ). The demand covered by
such a solution at any time t ∈ [tM , T ) is at least f(t)−K · δ · |J̄ (k,γ,λ)

M | · (1 + ε)λ+1.

2.2 Fixing the demand deficit
We would like to recurse on the left and on the right subproblem, i.e., on [0, tM ) and
[tM + 1, T ). We have guessed the correct number of jobs in each group but we have not
decided yet which exact jobs from each group we want to select.

We deal with these issues as follows. Let us fix a tree G(k,γ,λ). We first consider any
solution ALG that is concordant with the tree. By Lemma 5, this solution already covers
almost all necessary demand, having a deficit of at most δ · |J̄ (k,γ,λ)

M | · (1 + ε)λ+1 for every
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Parts picked by ALG
Parts picked by OPT
Parts picked by ALG and OPT

Jobs ALG can pick completely for fixing
t

Figure 4 In contrast to the regular UFP-Cover Problem where selecting new jos is always
sufficient, here this is not the case: even selecting all the new (bottom) jobs does not suffice to cover
t! Instead, extending previously selected jobs is necessary.

time point in [tM , T ]. Even if we can fix this demand by adding more jobs (and we will,
essentially, do so), picking an arbitrary concordant solution at this point will create issues
for the left subproblem: nothing guarantees that the chosen solution we pick allows to cover
the remaining demand within [0, tM ) at a reasonable cost. To avoid this problem, we call
the left subproblem recursively, giving the trees G(k,γ,λ) and numbers N(v) for each node
as input. We will require this problem to give us a solution ALG that is concordant with
the tree for each group J (k,γ,λ)

M and that satisfies all demand at [0, tM ). The exact way of
solving this left subproblem is given in the next subsection. We call a solution constructed
this way a left-feasible solution.

Consider now a left-feasible solution ALG and fix a tree G(k,γ,λ). The idea is to fix the
deficit in [tM , T ) by adding jobs picked greedily. As a first approach we could consider the
following method: within all jobs in J (k,γ,λ)

M not active at tM , pick the δ|J̄ (k,γ,λ)
M |(1 + ε) ones

that extend furthest to the right when all of their K parts are chosen. We denote by H(k,γ,λ)

the set of these jobs. For any timepoint t that is covered by all these jobs, we will cover the
whole deficit. Also, we can show that total incurred cost is at most an ε-fraction of the cost
of OPT ∩ J̄ (k,γ,λ)

M . One might be tempted to conclude that we are done: since we picked the
jobs greedily, a time point t that is not covered by all jobs in H(k,γ,λ) cannot be covered by
any other job that we did not make active at tM . This is indeed enough to argue in the
regular UFP-Cover problem [12]. However, the argument fails in our setting as we might
still be able to further extend some jobs that our solution picks to cover tM but not are not
extended to cover t; see Figure 4.

To solve this issue we truncate ALG by removing for each group J (k,γ,λ)
M and each job

j ∈ J (k,γ,λ)
M all parts that do not cover any point t ∈ [0, tM + 1). Let ALGM be the truncated

solution. We show that ALGM plus all parts of all jobs in H(k,γ,λ) can be extended (by
adding more parts, not necessarily like ALG) to a solution that covers all required demand
and costs at most a 1 + ε factor more than OPT. The constructed solution covers all demand
at times [0, tM + 1) and we will solve the remaining problem in the right subproblem.

To make this idea formal, denote by OPTM the solution obtained by taking OPT and
removing from it all parts Ikj such that Ikj ⊆ [tM + 1, T ). For any left-feasible solution S we
say that a solution S′ is an extension of S if for each job j the solution S′ extends j up to at
least as many parts as S.

I Lemma 6. Assume that 1/δ = K · ε(1 + ε)O(K). Suppose we are given the left-feasible
truncated solution ALGM . Then we can compute in polynomial time a set of jobs H ⊆ JM
such that

if we select all parts of each job in H this yields a total cost of at most O(ε) · c(OPTM ),
and
for the solution ALGM ∪H there is an extension ALG′ such that c(ALG′)− c(ALGM ∪
H) ≤ c(OPT)− c(OPTM ).
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Proof Sketch. Consider a set J (k,γ,λ)
M . We consider all jobs of this set that are not covering tM

in ALG and sort them non-increasingly with respect to the right endpoint of IKj . Let H(k,γ,λ)

be the set of the first K ·δ|J̄ (k,γ,λ)
M |(1+ε) such jobs and define H = ∪k,γ,λH(k,γ,λ). Notice that

extending all parts of jobs in H(k,γ,λ) incurs a cost of at most K · δ(1+ ε)K+1(1+ ε)γ |J̄ (k,γ,λ)
M |.

By choosing the constants in the definition of δ appropriately we obtain that the cost is
O(ε) · c(J̄ (k,γ,λ)

M ). Summing over all triplets k, γ, λ yields the desired bound on the total cost
of H.

For a given set H(k,γ,λ), out of all right endpoints of jobs in the set, call τR the one most to
the left. Inside the interval [tM , τR) the jobs in H(k,γ,λ) cover at least K(1 + ε)λ+1δ|J̄ (k,γ,λ)

M |,
and thus they cover all deficit left by the solution ALG (or any other tree concordant solution).
On the other hand, for any t > τR our greedy choice for H(k,γ,λ) guarantees that all jobs in
J

(k,γ,λ)
M that can be extended to cover t are taken at least up to their k-th part in ALGM ∪H.

This allows us to construct the claimed extension ALG′ of ALGM ∪H: we start with ALG
and transform it step by step to make it resemble the optimal solution. Note that this is a
purely existential result since we need to know the optimal solution for this procedure. J

2.3 Left subproblem

Suppose that via recursion we have computed a left-feasible solution ALG. Then, using
Lemma 6 we compute the jobs H such that c(H) ≤ O(ε) · c(OPTM ) and such that the
extension ALG′ is guaranteed to exist. In order to compute (an approximation to) ALG′ we
recurse on the right subproblem, given by the interval [tM + 1, T ).

For each t ∈ [tM + 1, T ) we update the demand Dt to take into account that we already
selected some job parts crossing tM and the jobs in H. Formally, we define the new demands
as D′t := Dt−

∑
j:t∈J̃(t) pj where J̃(t) denotes the set of jobs j such that ALGM ∪H contains

a part of j that covers t. For each job j such that ALGM selected the part Ikj covering tM ,
our subproblem only has the parts of j that lie completely within [tM + 1, T ). We update
their cost, taking into account that the left subproblem has already paid ckj for it, i.e., the
cost value c̄`−kj for each new part `− k is set to c̄`−kj = c`j − ckj . This yields an instance of
our problem on the interval [tM + 1, T ) whose size is only half the size of the original interval
[0, T ). Strictly speaking, the new costs might no longer be a power of 1 + ε. However, note
that the adjustment of costs means that c̄1j = ck+1

j − ckj = εc1j . Therefore, the costs of any
two parts of a job still differ by at most a constant factor and the new cost values come from
a set of size O(poly(logn)) (which is important to bound the number of job groups J (k,γ,λ)

M )
. Moreover, this factor does not increase further in the recursion and hence we can recurse
one the right subproblem with essentially the same routine as above.

It remains to describe how to recurse on the left subproblem for the interval [0, tM ).
Formally, this subproblem is defined as follows: we are given the interval [0, tM ) together
with the demand D′t for each point t ∈ [0, tM ) (the updated demand). Also, for each tree
G(k,γ,λ) and each vertex v we are given a corresponding group of jobs Jv. Additionally we
have to consider the set of all input jobs j such that no part of j crosses tM - we refer to
this set of jobs as JL. Finally, for each group Jv we are given a value N(v) that indicates
that for at least (1 + ε)N(v) jobs in Jv we have to select the respective part that crosses tM .

Our objective is to find a solution for jobs in JL ∪
⋃
k,γ,λ J

(k,γ,λ) that covers all demand
in [0, tM ) and that is concordant for each tree. To have a cleaner subproblem, we observe
that the leaves of G(k,γ,λ) imply a partition of the jobs of J (k,γ,λ) into subgroups. For each
of them we guess how many jobs the optimal solution selects from the subset corresponding
to that leaf. Then for each of them we require that the left subproblem selects either a factor
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1 + ε more jobs or all jobs from that subset. The resulting solution can easily be transformed
into a concordant solution.

We consider the point t′M := d tM2 e. Like above, we partition the jobs into groups according
to which part of them crosses t′M . However, we do this separately for JL and each subgroup
of jobs crossing tM . For each resulting separate group, we guess the profiles and recursive
subprofiles as before. Once we have guessed this partition of the jobs together with the
required number of jobs of each group, we recurse on the left-left problem, i.e., on the problem
for the interval [0, t′M ). When we obtained a solution for the left-left subproblem in the
interval [0, t′M ) we recurse further on the interval [t′M , tM ). For this left-right subproblem, we
update the cost of the jobs whose respective parts crossing t′M were selected by the left-left
subproblem (like we did when we defined the right subproblem of the interval [tM + 1, T ))
and additionally impose the constraint that from each group Jv (as defined by the main
subproblem for the interval [0, T )) for at least (1 + ε)N(v) jobs we select the respective part
crossing tM .

Number of groups. We continue recursively in the same fashion. In the recursion, the
number of job groups we pass to each subproblem increases since from the main subproblem
for the interval [0, T ) we are given a partition into subgroups and whenever we recurse on a
left subproblem these subgroups are partitioned further and also new subgroups are defined.
However, we can show that in each step of the recursion the total number of arising subgroups
is bounded by ( 1

ε2 logn)O(K).

I Lemma 7. In the input of each subproblem arising in the recursion, the jobs are partitioned
into at most ( 1

ε2 logn)O(K) different groups.

Whenever we are given a subproblem on some interval I ′ then we guess subgroups and
certain values with a quasi-polynomial number of options in total and we recurse on two
subproblems, given by subintervals of I ′ whose size is half the size of I ′. Thus, the recursion
tree has a depth of O(log T ) = O(logn) and each internal node of the tree has at most
quasi-polynomially many children. Hence, our algorithm has quasi-polynomial running time
overall.

I Theorem 8. There are quasi-polynomial time (1 + ε)-approximation algorithms for the
general scheduling problem and for the generalized UFP-Cover problem, assuming that all
input values are quasi-polynomially bounded integers.

3 Agreeable Instances

In this section we present our pseudopolynomial-time (1 + ε)-approximation algorithm for the
UFP-Cover problem on agreeable instances. We first show how to partition a given instance
into smaller subinstances (Section 3.1). Then we then present our algorithm for a special
type of subinstances (Section 3.2).

For simplicity of presentation, we will assume throughout this section w.l.o.g. that each
integer timepoint t is associated with a demand Dt and that we only need to cover the
demands at such timepoints. Furthermore, we assume w.l.o.g. that the the intervals defined
by the release-time and deadline of each job are closed, i.e., have the form [rj , dj ]. We also
assume that all elements of the set U := ∪j{rj , dj} are disjoint. To simplify the presentation,
we further assume w.l.o.g. that all elements of U are even integers.
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Figure 5 The thick blue jobs are the pivotal jobs, and the dashed vertical lines define the intervals.
It is helpful to think of rj for the first pivotal job j as the start point of the first interval.

3.1 Preprocessing & Preliminary Observations
We partition the time-horizon into intervals. We may assume that there is no timepoint
throughout [0, T ] that is not covered by any job, since then we could easily seperate the
instance at this timepoint into two independent subinstances. For our partitioning we
inductively introduce a set of pivotal jobs P .

I Definition 9. The first pivotal job is the job with earliest start time rj . We define the
other pivotal jobs by induction. Assume that we have defined the first k pivotal jobs j1, ..., jk.
Then the (k+1)-th pivotal job is the job with latest start time among all jobs j with rj ≤ djk .

We use the end points of the pivotal jobs in order to partition the time horizon into
intervals I. More formally, we partition the time horizon into intervals at timepoints
X := {dj : j ∈ P} ∪ {0}. Let T0, T1, · · · be the timepoints in X in increasing order. Then
each interval in I is of the form [Tk, Tk+1] for some k ∈ N. See Figure 5 for an example.

I Lemma 10. The [rj , dj ]-interval of any non-pivotal job intersects at most one timepoint
of X. The [rj , dj ]-interval of any pivotal job intersects at most two timepoints of X.

Next, we cut the instance into subinstances so that each subinstance contains at most q
many intervals (in our final algorithm we will set q = O(1/ε)). We do this in a randomized
fashion but the procedure can be easily derandomized, similar to, e.g., [2]. Let x be a random
variable that takes its value uniformly at random among the integers {0, 1, 2, . . . , q − 1}.
We “cut” the instance into subinstances at timepoints W := {Tx, Tx+q, Tx+2q, . . . }. Let
each subinstance Ii := [Tx+iq, Tx+(i+1)q] contain all jobs j whose interval [rj , dj ] intersects
Ii. Jobs j whose intervals [rj , dj ] span two consecutive subinstances Ii and Ii+1 are split
into two jobs: a job j′ with rj′ := rj , dj′ := Tx+iq, pj′ := pj , cj′ := cj , and a job j′′ with
rj′′ := Tx+iq, dj′′ := dj , pj′′ := pj , cj′′ := cj .

Note that the choice of x can be derandomized by trying out all q possible choices for x
and selecting the best one. For the obtained division into subinstances we prove the following
lemma.

I Lemma 11. An exact algorithm with running time O(f(n)) for a subinstance containing
at most q consecutive intervals from I yields a (1 + 2/q)-approximation algorithm for the
original instance, with a running time of O(n · f(n)).

We give a pseudopolynomial-time exact algorithm for the problem on instances with q =
O(1/ε) many consecutive intervals. The algorithm is based on dynamic programming. Due
to space constraints in the main body of the paper we only present a simpler version of our
DP for the case q = 1 in Subsection 3.2.

3.2 Solving a subinstance with only one interval
Assume that we are given a subinstance consisting of only one interval Ii. We form a partition
JL∪̇JR for the jobs whose [rj , dj ]-interval intersects this interval Ii. The set JL is the set of
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all jobs j such that dj ∈ Ii, and JR is the set of such jobs j such that rj ∈ Ii. By Lemma 10,
JL∪̇JR comprises the whole set of jobs j such that [rj , dj ] ∩ I 6= ∅. We now define a set of
relevant timepoints M for our interval Ii as M := (U ∩ Ii), where U := {rj , dj |j ∈ J} is the
set of all globally relevant timepoints.

Let us consider this set ordered from left to right, so that M = {t1, t2 . . . tk}. We fill out
the table of our dynamic program in a bottom-up fashion by considering these timepoints in
reverse order, that is from right to left. Each cell of the dynamic programming table has the
form T [tz, b, iL, cL, cR]. Intuitively, it describes the subproblem of covering the demand on
the subinterval [tz, tk] by a set of jobs J ′L ⊆ JL having their respective deadline in [tz, tk + 1]
with p(J ′L) :=

∑
j∈J′

L
pj = iL and c(J ′L) :=

∑
j∈J′

L
cj = cL, and by a set of jobs J ′R ⊆ JR

having their respective release dates in [tz, tk + 1] with c(J ′R) = cR. The demand at each
point t ∈ [tz, tk] is Dt − b, i.e., the reader may imagine that some other routine of the global
algorithm selects jobs with a total size of b that cover each point in [tz, tk].

Formally, this DP cell is filled out with a “yes” if and only if there exist two sets J ′L ⊆ JL
and J ′R ⊆ JR, such that:
(i) for each job j ∈ J ′R, there holds rj ≥ tz, and for each job j ∈ J ′L there holds dj ≥ tz,
(ii) p(J ′L) =

∑
j∈J′

L
pj = iL and c(J ′L) =

∑
j∈J′

L
cj = cL,

(iii) c(J ′R) = cR, and
(iv) ∀` : z ≤ ` ≤ k,

∑
j∈J′

L∪J
′
R:[rj ,dj ]3t` pj ≥ Dt` − b.

Filling out the table. We fill out the table starting with all entries for the rightmost
timepoint tk. First, we fill in T [tk, b, iL, cL, cR] for all possible values of 0 ≤ iL ≤

∑
j pj ,

0 ≤ cL, cR ≤
∑
j cj , and 0 ≤ b ≤

∑
j∈JR pj . Note that for such a cell only the pivotal job jp

of the interval is relevant since no other job can have its release date or deadline at tk. For
filling in the entry it suffices to consider the two possibilities of selecting jp and not selecting
jp.

Assume now that we have filled in all cells corresponding to timepoints from tz+1 to tk
and we want to fill in the entries for tz. The timepoint tz is the start or the end point of a job
j that either belongs to JL or to JR. The entries for tz in our dynamic programming table
depend on the set to which j belongs to, and on whether j is added to the solution. Formally,
if j ∈ JR, then T [tz, b, iL, cL, cR] = “yes” if and only if T [tz+1, b, iL, cL, cR] = “yes” and
iL+b ≥ Dtz or if T [tz+1, b+pj , iL, cL, cR−cj ] = “yes” and iL+b+pj ≥ Dtz . So either we do
not add j to the solution, and then we need to cover the demand at tz with the jobs already
selected for tz+1, or we add j to the solution, and then we can add its size to the respective b-
entry at tz+1. Symmetrically, if j ∈ JL, then T [tz, b, iL, cL, cR] = “yes” if and only if we have
that T [tz+1, b, iL, cL, cR] = “yes” and iL+b ≥ Dtz or if T [tz+1, b, iL − pj , cL − cj , cR] = “yes”
and iL + b ≥ Dtz .

By keeping track of the respective sets JL and JR in each cell we are able to reconstruct
our solution starting from the cell of the form T [t1, 0, iL, cL, cR] that minimizes cL+cR among
all such cells with a “yes”-entry. Our dynamic program requires pseudopolynomial running
time, because the considered possible values for cL, cR, iL and b are pseudopolynomial in the
input size. It returns an exact solution to the given problem. We are able to generalize these
ideas to subinstances with O(1/ε) many intervals, and thus prove the following theorem.

I Theorem 12. There is a pseudopolynomial-time (1 + ε)-approximation algorithm for the
UFP-Cover problem on agreeable instances.
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Abstract
We consider the MST-interdiction problem: given a multigraph G = (V,E), edge weights {we ≥
0}e∈E , interdiction costs {ce ≥ 0}e∈E , and an interdiction budget B ≥ 0, the goal is to remove
a set R ⊆ E of edges of total interdiction cost at most B so as to maximize the w-weight of an
MST of G−R := (V,E \R).

Our main result is a 4-approximation algorithm for this problem. This improves upon the
previous-best 14-approximation [31]. Notably, our analysis is also significantly simpler and cleaner
than the one in [31]. Whereas [31] uses a greedy algorithm with an involved analysis to extract
a good interdiction set from an over-budget set, we utilize a generalization of knapsack called
the tree knapsack problem that nicely captures the key combinatorial aspects of this “extraction
problem.” We prove a simple, yet strong, LP-relative approximation bound for tree knapsack,
which leads to our improved guarantees for MST interdiction. Our algorithm and analysis are
nearly tight, as we show that one cannot achieve an approximation ratio better than 3 relative
to the upper bound used in our analysis (and the one in [31]).

Our guarantee for MST-interdiction yields an 8-approximation for metric-TSP interdiction
(improving over the 28-approximation in [31]). We also show that maximum-spanning-tree inter-
diction is at least as hard to approximate as the minimization version of densest-k-subgraph.
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mization, G.2 Discrete Mathematics

Keywords and phrases Approximation algorithms, interdiction problems, LP-rounding algo-
rithms, iterative rounding, tree-knapsack problem, supermodular functions
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1 Introduction

Interdiction problems are a broad class of optimization problems with a wide range of
applications. They model the problem faced by an attacker, who given an underlying, say,
minimization, problem, aims to destroy or interdict the elements involved in the optimization
problem (e.g., nodes or edges in a network-optimization problem) without exceeding a given
interdiction budget, so as to maximize the optimal value of the residual optimization problem
(where one cannot use the interdicted elements). A classical example is the minimum-
spanning-tree (MST) interdiction problem [22, 9, 31], which is the focus of this work: we are

∗ A full version of the paper is available at https://arxiv.org/abs/1706.00034.
† This work was supported in part by NSERC grant 327620-09 and an NSERC Discovery Accelerator

Supplement Award.

EA
T

C
S

© André Linhares and Chaitanya Swamy;
licensed under Creative Commons License CC-BY

44th International Colloquium on Automata, Languages, and Programming (ICALP 2017).
Editors: Ioannis Chatzigiannakis, Piotr Indyk, Fabian Kuhn, and Anca Muscholl;
Article No. 32; pp. 32:1–32:14

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

http://dx.doi.org/10.4230/LIPIcs.ICALP.2017.32
https://arxiv.org/abs/1706.00034
http://creativecommons.org/licenses/by/3.0/
http://www.dagstuhl.de/lipics/
http://www.dagstuhl.de


32:2 Improved Algorithms for MST and TSP Interdiction

given a multigraph G = (V,E), edge weights {we ≥ 0}e∈E , interdiction costs {ce ≥ 0}e∈E ,
and an interdiction budget B ≥ 0; the goal is to interdict (i.e., remove) a set R ⊆ E of
edges of total interdiction cost at most B so as to maximize the w-weight of an MST of the
multigraph G−R := (V,E \R). Note that G may have parallel edges, which can be useful
in modeling partial-interdiction effects, wherein interdicting an edge causes an increase in its
weight that depends on the interdiction cost incurred for the edge.

At a high level, interdiction problems can be seen as investigating the sensitivity of an
underlying optimization problem with respect to the removal of a limited set of underlying
elements. This type of sensitivity analysis may be utilized to identify vulnerable spots (e.g.,
regions in a network) either: (a) for possible reinforcement, or, (b) if the optimization problem
models an undesirable process (e.g., the spread of infection, or nuclear-arms smuggling), for
disruption, so as to maximally impair the underlying process. A variety of applications of
interdiction problems ensue from these two perspectives, including infrastructure protection [5,
27], hospital-infection control [1], prevention of nuclear-arms smuggling [24], and military
planning [11] (see also the references in [31]). Consequently, interdiction problems have been
extensively studied, especially in the Operations Research literature; besides MST-interdiction,
some well-studied interdiction problems include network-flow interdiction [25, 28, 2, 30, 13, 3],
shortest s-t path interdiction [10, 14, 17, 20], and maximum-matching interdiction [29, 6].
All these problems, as well as MST-interdiction, are NP-hard.
Our results. Our main result is a 4-approximation algorithm for MST interdiction (Theo-
rem 7), i.e., we compute in polytime a solution of value at least (optimum)/4. This is a substan-
tial improvement over the previous-best approximation ratio of 14 obtained by Zenklusen [31].

Notably, and perhaps more importantly, our algorithm is simple, and its analysis is
significantly simpler and cleaner than the one in [31]. The key ingredient (see also “Our
techniques”) of both our algorithm and the one in [31] is a procedure for extracting a good
interdiction set from one that exceeds the interdiction budget. Whereas [31] uses a greedy
algorithm with a rather involved analysis to achieve this, our simple and more-effective
procedure is based on two chief insights. First, we discern that the key combinatorial aspects
of this “extraction problem” can be captured quite nicely via a clean generalization of the
knapsack problem called the tree knapsack problem [15] (Section 3). In particular, we argue
that approximation guarantees for tree knapsack relative to the natural LP for this problem
translate directly to guarantees for MST interdiction. Second, complementing the above
insight, we show that the tree knapsack problem admits a simple iterative-rounding based
algorithm that achieves a strong LP-relative guarantee (Theorem 4, Corollary 6). Our
improved guarantee for MST interdiction then readily follows by combining these two ideas.

We also show a lower bound of 3 (Theorem 16) on the approximation ratio achievable
relative to the upper bound used in our analysis (and the analysis in [31]), thereby showing
that our algorithm and analysis are nearly tight.

Our MST-interdiction result also yields an improved guarantee for the metric-TSP
interdiction problem (Section 5): given metric edge weights {we}, we now seek an interdiction
set R with

∑
e∈R ce ≤ B so as to maximize the minimum w-weight of a closed walk in G−R

that visits all nodes at least once. Since an α-approximation for MST interdiction yields a
2α-approximation for metric-TSP interdiction [31], we obtain an approximation factor of 8
for metric-TSP interdiction, which improves upon the previous-best factor of 28 [31].

In Section 6, we consider the maximum-spanning-tree interdiction problem, where the goal
is to minimize the maximum w-weight of a spanning tree of G−R. We show that this problem
is at least as hard to approximate as the minimization version of the densest-k-subgraph
problem (MinDkS). MinDkS does not admit any constant-factor approximation under certain
less-standard complexity assumptions [26] (and is believed to have a larger inapproximability
threshold), so this highlights a stark contrast with the MST-interdiction problem.
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Our techniques. We give an overview of our algorithm for MST interdiction. Let val(R) be
the w-weight of an MST of G−R. Using standard arguments, we can reduce the problem to
the following setting (see Section 2 and Theorem 3): we are given interdiction sets R1 ⊆ R2
with c(R1) < B < c(R2) such that a ·val(R1)+b ·val(R2) ≥ OPT , where OPT is the optimal
value and a, b ≥ 0 are such that a+ b = 1 and a · c(R1) + b · c(R2) = B. These arguments
resemble the ones in [31], but we do not need to assume that the we weights are powers of
2. (We emphasize however that this by itself is not the chief source of our improvement.)
The technical meat of the algorithm, and where we diverge significantly from [31] to obtain
our improved guarantee, is to show how to extract a good interdiction set from R1, R2. As
mentioned earlier, we replace the greedy algorithm of [31] for extracting a good interdiction
set from R2, and its associated intricate analysis, by considering the tree-knapsack problem
to capture the key aspects of this extraction problem, and devise a simple iterative-rounding
algorithm that yields a strong LP-relative guarantee for tree knapsack. This conveniently
translates to a much-improved 5-approximation algorithm for MST interdiction (Theorem 13).
The further improvement to a 4-approximation arises by also leveraging R1 to find a good
interdiction set: instead of focusing solely on R2 (as done in [31]), we return an interdiction
set R such that R1 ⊆ R ⊆ R2 (see Section 4.1).

To arrive at the tree knapsack problem, observe that val(R) can be conveniently expressed
as a weighted sum of the number of components of (V, {e ∈ E \R : we ≤ t}), where t ranges
over some distinct edge weights, say, 0 ≤ w1 < · · · < wk (Lemma 2). Let A0 denote the com-
ponents of (V,E≤0 := ∅), and Ai denote the components of (V,E≤i := {e ∈ E\R2 : we ≤ wi})
for i = 1, . . . , k. The multiset

⋃k
i=0Ai forms a laminar family, which can be viewed as a rooted

tree. We seek to build our interdiction set R by selecting a suitable collection of sets from
this laminar family, ensuring that if we pick a component A ∈ Ai then δ(A)∩E≤i is included
in R (so that A is a component of (V,E≤i \R)). Whereas val(R) is nicely decoupled across
the selected components, it is harder to decouple the interdiction cost incurred and account
for it. For instance, summing c

(
δ(A)∩E≤i

)
for the selected A ∈ Ai may grossly overestimate

the interdiction cost, whereas summing c
(
δ(A) ∩ {e : we = wi}

)
for the selected A ∈ Ai

underestimates the interdiction cost. A crucial insight is that, if we ensure that whenever
we pick A ∈ Ai, we also pick its children in the laminar family, then summing c

(
δ(A) ∩ {e :

we = wi}
)
for the selected A ∈ Ai is a good proxy for the interdiction cost incurred.

This motivates the definition of the tree knapsack problem: given a rooted tree Γ
with node values {αv}, node weights {βv}, and budget B, we want to pick a maximum-
value downwards-closed set of nodes (not containing the root) whose weight is at most B,
where downwards-closed means that if we pick a node, then we also pick all its children.
The standard knapsack problem is thus the special case where Γ is a star (rooted at its
center). We consider the natural LP (TK-P) for tree knapsack, and generalizing a well-
known result for knapsack, show that we can efficiently compute a solution of value at least
OPTTK-P −maxchains C

∑
v∈C αv (Theorem 4), where a chain is a subset of a root-leaf path.

Finally, we show that for the tree-knapsack instance derived (as above) from R2, OPTTK-P
is “large” (Lemma 10); combining this with the above bound yields our approximation ratio.

Related work. MST interdiction in its full generality seems to have been first considered
by [22], who showed that the problem is NP-hard. The approximation question for MST
interdiction was first investigated by [9]. They focused on the setting with unit interdiction
costs, often called the B-most-vital-edges problem, showed that this special case remains NP-
hard, and obtained an O(logB)-approximation (which also yields an O(log |E|)-approximation
with general interdiction costs). This guarantee was improved only recently by Zenklusen [31],
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who gave the first (and current-best) O(1)-approximation algorithm for (general) MST
interdiction, achieving an approximation ratio of 14. The B-most-vital edges problem has
been well studied for B = 1 and for B = O(1), where it can be solved optimally; see,
e.g., [21] and the references therein. The special case of MST interdiction where we have
only two distinct edge weights captures the budgeted graph disconnection (BGD) problem [7]
for which a 2-approximation is known [7]. As noted by [31], MST interdiction can be viewed
as multilevel-BGD, which makes it much more challenging as it is difficult to control the
interactions at the different levels. It is noteworthy that our approximation ratio of 4 for
MST interdiction is quite close to the approximation ratio of 2 for BGD.

As with MST interdiction, until recently, there were wide gaps in our understanding of
the approximability of the other classic NP-hard interdiction problems mentioned earlier.
Maximum s-t flow interdiction, even on undirected graphs with unit interdiction costs, is
now known to be at least as hard as MinDkS on λ-uniform hypergraphs. This follows from
a recent hardness result for k-route s-t cut in [13], which turns out to be an equivalent
problem.1 This hardness result has been rediscovered (in a slightly weaker form) by [3], who
also gave an O(n)-approximation algorithm. For shortest s-t path interdiction, very recently,
Lee [20] proved a super-constant hardness result. For maximum-matching interdiction, [6]
devised the first O(1)-approximation algorithm. Despite this recent progress, interdiction
variants of common optimization problems are generally not well understood, especially from
the viewpoint of approximability.

The tree knapsack problem was introduced by [15], and is a special case of the partially-
ordered knapsack (POK) problem [18]. While an FPTAS can be obtained for tree knapsack
and some special cases of POK [15, 18], and the natural LP for POK has been investigated [18],
our LP-relative guarantee and rounding algorithm for tree knapsack are new.

2 Preliminaries

For any vector d ∈ RE and any subset F ⊆ E of edges, we use d(F ) to denote
∑
e∈F de. Given

a subset R ⊆ E of edges, we use val(R), which we call the value of R, to denote the w-weight
of an MST in the multigraph G − R, i.e., val(R) := minspanning trees T of G− R w(T ). The
minimum-spanning-tree interdiction problem can thus be restated as follows: max

{
val(R) :

R ⊆ E, c(R) ≤ B
}
.

If there is an interdiction set R with c(R) ≤ B such that G − R is disconnected, then
val(R) =∞, and so the MST-interdiction problem is unbounded. Note that this happens
iff a min-cut δ(S) of G satisfies c

(
δ(S)

)
≤ B, and we can efficiently detect this. So in

the sequel, we assume that this is not the case. Let OPT denote the optimal value of the
MST-interdiction problem (which is now finite). For F ⊆ E, let σ(F ) denote the number of
connected components of (V, F ).

Let w1, w2, . . . , wM be the distinct weights in {we : e ∈ E}, where 0 ≤ w1 < w2 < · · · <
wM . For i = 1, . . . ,M , define Ei := {e ∈ E : we = wi} and E≤i := {e ∈ E : we ≤ wi}.
For notational convenience, we define w0 := 0 and E0 = E≤0 := ∅. (Note that E0 is not
necessarily {e ∈ E : we = w0}, and E≤0 is not necessarily {e ∈ E : we ≤ w0}.)

1 In k-route s-t cut, the goal is to remove a min w-cost set of edges so as to reduce the s-t edge connectivity
to at most k − 1. This corresponds to taking all but the k − 1 most-expensive edges of some cut. So we
can rephrase this problem as follows: remove at most k − 1 edges to minimize the (min-s-t-cut value =
max-s-t-flow value) with capacities {we}; this is precisely the maximum s-t flow interdiction problem
with unit interdiction costs and budget k − 1.
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Let k ∈ {1, . . . ,M} be the smallest index such that c
(
δ(S) ∩ E≤k

)
> B for every

∅ 6= S ( V ; that is, the multigraph (V,E≤k \R) is connected for all R such that c(R) ≤ B.
Note that k is well defined due to our earlier assumption. This implies the following properties,
as also observed in [31]:
(i) OPT ≥ wk (since, by definition of k, there is a feasible interdiction set R whose removal

disconnects (V,E≤k−1));
(ii) for any R with c(R) ≤ B, we have val(R) = val(R ∩ E≤k−1), and hence, there is an

optimal solution that only interdicts edges from E≤k−1; and
(iii) given (ii), we may add additional edges of weight wk without impacting the optimal

value, so we may assume that (V,Ek) is connected.
We summarize these properties and assumptions below.

I Claim 1. Let k ∈ {1, . . . ,M} be the smallest index such that (V,E≤k \R) is connected for
every R ⊆ E with c(R) ≤ B. Assume that such a k exists. Then, (i) OPT ≥ wk, and (ii)
there is an optimal solution R∗ such that R∗ ⊆ E≤k−1. Moreover, we may assume that (iii)
the multigraph (V,Ek) is connected.

I Lemma 2. Let R ⊆ E be an edge-set such that (V,E≤k \R) is connected. Then val(R) =
−wk +

∑k−1
i=0 σ (E≤i \R) (wi+1 − wi).

Proof. Consider, for example, running Kruskal’s algorithm to obtain an MST of G−R. We
include exactly σ(E≤j−1 \R)− σ(E≤j \R) edges of weight wj for every 1 ≤ j ≤M , and this
quantity is 0 for all j > k. It follows that

val(R) =
M∑
j=1

(
σ (E≤j−1 \R)− σ(E≤j \R)

)
wj =

k∑
j=1

(
σ(E≤j−1 \R)− σ(E≤j \R)

)
wj

=
k∑
j=1

(
σ (E≤j−1 \R)− σ(E≤j \R)

) j−1∑
i=0

(wi+1 − wi)

=
k−1∑
i=0

(wi+1 − wi)
k∑

j=i+1

(
σ(E≤j−1 \R)− σ(E≤j \R)

)

=
k−1∑
i=0

(
σ(E≤i \R)− 1

)
(wi+1 − wi) = −wk +

k−1∑
i=0

σ(E≤i \R)(wi+1 − wi). J

Given Claim 1, we focus on interdiction sets R ⊆ E≤k−1 and recast the MST-interdiction
problem as: max

{
val(R) : R ⊆ E≤k−1, c(R) ≤ B

}
. As is common in the study of constrained

optimization problems (see, e.g., [19, 12] and the references therein), we Lagrangify the
budget constraint c(R) ≤ B, and consider the following Lagrangian problem (offset by −λB),
where λ ≥ 0 is a parameter:

max
R⊆E≤k−1

fλ(R) := val(R)− λc(R). (Pλ)

The expression for val(R) in Lemma 2 holds for all R ⊆ E≤k−1 as (V,Ek) is connected. Since
σ(E≤i \R) is a supermodular function of R, this implies that val(·), and hence the objective
function fλ(·) of (Pλ), is supermodular over the domain 2E≤k−1 : for any A1, A2 ⊆ E≤k−1,
we have fλ(A1) + fλ(A2) ≤ fλ(A1 ∩A2) + fλ(A1 ∪A2). Hence, (Pλ) can be solved exactly,
which we crucially exploit.

Let O∗λ denote the set of optimal solutions to (Pλ). Observe that for any λ ≥ 0 and any
R ∈ O∗λ, we have val(R)− λc(R) ≥ OPT − λB. So if we find some λ ≥ 0 and R ∈ O∗λ such

ICALP 2017



32:6 Improved Algorithms for MST and TSP Interdiction

that c(R) = B, we have val(R) ≥ OPT , so R is an optimal solution. In general, such a pair
(λ,R) need not exist, or can be hard to find. However, by doing a binary search for λ, or
alternatively, as noted in [31], via parametric submodular-function minimization [8, 23], we
can obtain the following result; we include a self-contained proof in the full version.

I Theorem 3 ([31]). One can find in polytime: either (i) an optimal solution to the MST-
interdiction problem, or (ii) a parameter λ ≥ 0 and two optimal solutions R1, R2 to (Pλ)
such that R1 ⊆ R2 and c(R1) < B < c(R2).

3 The tree knapsack problem

We now define the tree knapsack problem, and devise a simple, clean LP-based approxi-
mation algorithm for this problem (Theorem 4, Corollary 6). As we show in Section 4,
the tree knapsack problem nicely abstracts the key combinatorial problem encountered
in extracting a good interdiction set from an over-budget set R2 in case (ii) of Theo-
rem 3, and our LP-relative guarantees for tree knapsack readily yield improved approxima-
tion guarantees for MST interdiction.

In the tree knapsack problem [15], we have a tree Γ = ({r} ∪ N,A) rooted at node r.
Each node v ∈ N has a value αv ≥ 0 and a weight βv ≥ 0, and we have a budget B. We say
that a subset S ⊆ N of nodes is downwards-closed if for every v ∈ S, all children of v are also
in S. The goal is to find a maximum-value downwards-closed set S ⊆ N (so r /∈ S) such that∑
v∈S βv ≤ B. Observe that the (standard) knapsack problem is precisely the special case of

tree knapsack where the underlying tree is a star (rooted at its center). Throughout, we use
v to index nodes in N . For S ⊆ N and a vector ρ ∈ RN , we use ρ(S) to denote

∑
v∈S ρv.

The following is a natural LP-relaxation for the tree knapsack problem involving variables
xv for all v. Let ch(v) denote the set of children of node v.

max
∑
v

αvxv (TK-P)

s.t. xv ≤ xu for all v, for all u ∈ ch(v) (1)∑
v

βvxv ≤ B, 0 ≤ xv ≤ 1 for all v.

Tree knapsack was first defined by [15] who devised an FPTAS for this problem via dynamic
programming. However, for our purposes, we need an approximation guarantee relative to
the above LP, which was not known previously.

The main result of this section is as follows. We say that C ⊆ N is a chain if for every
two distinct nodes in C, one is a descendant of the other.

I Theorem 4. We can compute in polytime an integer solution to (TK-P) of value at least
OPTTK-P −maxchains C ⊆ N α(C).

Theorem 4 nicely generalizes a well-known result about the standard knapsack problem,
namely, that we can always obtain a solution of value at least (LP-optimum)−maxv αv.
Notice that when Γ is a star (i.e., we have a knapsack instance), this is precisely the guarantee
that we obtain above. The proof of Theorem 4 relies on the following structural result (which
extends a similar result known for knapsack). Let Γ(v) denote the subtree of Γ rooted at v.

I Lemma 5. Let x̄ be an extreme-point solution to the linear program (TK-P). Then there
is at most one child v of r for which the subtree Γ(v) contains a fractional node, i.e., some
node w with 0 < x̄w < 1.
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Proof of Theorem 4. We use iterative rounding, and the proof is by induction on the depth
d of Γ, which is the maximum number of edges on a root-leaf path.

If d = 0, then N = ∅, and (TK-P) has no variables and constraints, so the statement is
vacuously true. So suppose d ≥ 1. Let x∗ be an extreme-point optimal solution of (TK-P).
If x∗ is integral, then we obtain value OPTTK-P, completing the induction step. Otherwise,
by Lemma 5, there is exactly one child v of r such that the subtree Γ(v) contains a fractional
node.

Set x̃′ = x∗
∣∣
N\Γ(v), i.e., x

∗ restricted toN\Γ(v), which is integral. We have
∑
u∈N\Γ(v) αux̃

′
u =

OPTTK-P −
∑
w∈Γ(v) αwx

∗
w. Now consider the tree knapsack instance defined by the tree

Γ(v) with root v, and budget B −
∑
u∈N\Γ(v) βux̃

′
u (and values αw and weights βw for all

w ∈ Γ(v) \ {v}). Observe that x∗
∣∣
Γ(v)\{v} is a fractional solution to the LP-relaxation

(TK-P) corresponding to this tree knapsack problem, so the optimal value of this LP is
at least

∑
w∈Γ(v)\{v} αwx

∗
w. (These objects are null if Γ(v) = {v}.) Thus, since Γ(v) has

depth at most d − 1, by our induction hypothesis, our rounding procedure applied to
this tree knapsack instance yields an integer solution x̃′′ ∈ {0, 1}Γ(v)\{v} of value at least∑
w∈Γ(v)\{v} αwx

∗
w − maxchains C ⊆ Γ(v) \ {v} α(C). Thus, taking x̃ = (x̃′, x̃v = 0, x̃′′), we

obtain a feasible integer solution to (TK-P) having value at least

OPTTK-P −
∑

w∈Γ(v)

αwx
∗
w +

∑
w∈Γ(v)\{v}

αwx
∗
w − max

chains C ⊆ Γ(v) \ {v}
α(C)

≥ OPTTK-P − αv − max
chains C ⊆ Γ(v) \ {v}

α(C)

≥ OPTTK-P − max
chains C ⊆ N

α(C) .

This completes the induction step, and hence the proof of the theorem. J

We remark that (as is standard) the iterative-rounding procedure in Theorem 4 is in
fact combinatorial, since when we move to the subtree Γ(v), we only need to move from
x∗
∣∣
Γ(v)\{v} to an extreme-point of the LP of the smaller tree-knapsack instance of no smaller

value (instead of obtaining an optimal LP solution), which can be done combinatorially.
We now state a stronger version of Theorem 4 that will be useful in Section 4, where

we utilize tree knapsack to solve the MST-interdiction problem. This result follows from a
more-careful scrutiny of the proof of Theorem 4. The depth of a node v is the number of
edges on the (unique) r-v path of Γ. Let Li(Γ) be the set of nodes of Γ at depth i; we drop Γ
if it is clear from the context. For a chain C of Γ, let Ci denote C ∩Li(Γ); note that |Ci| ≤ 1.

I Corollary 6. We can obtain in polytime an integer solution x̃ to (TK-P) of value at least
OPTTK-P −maxchains C ⊆ N

{∑
i≥1:x̃(Li)<|Li| α(Ci)

}
.

4 MST interdiction

I Theorem 7. There is a 4-approximation algorithm for MST interdiction.

The above theorem is our main technical result. Our guarantee substantially improves
the previous-best approximation ratio of 14 obtained by [31]. Also, notably and significantly,
our algorithm and analysis, which are based on the tree knapsack problem introduced in
Section 3, are noticeably simpler and cleaner than the one in [31]. Improved guarantees for
MST interdiction readily follow from (Theorem 4 and) Corollary 6 and Lemma 14, yielding
approximation ratios of 5 and 4 respectively for MST interdiction (see Theorem 13 and
Section 4.1). The proof below shows a slightly worse guarantee of 5 but introduces the main
underlying ideas. Section 4.1 discusses the refinement needed to obtain the 4-approximation.
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Our algorithm follows the same high-level outline as the one in [31]. As mentioned earlier,
we consider the Lagrangian problem (Pλ), maxR⊆E≤k−1 fλ(R) := val(R)− λc(R), obtained
by dualizing the budget constraint c(R) ≤ B. We then utilize Theorem 3. If this returns an
optimal solution, then we are done. So assume in the sequel that Theorem 3 returns λ ≥ 0
and two optimal solutions R1 and R2 to (Pλ) such that R1 ⊆ R2 and c(R1) < B < c(R2).

For R ⊆ E≤k−1, define h(R) :=
∑k−1
i=0 σ (E≤i \R) (wi+1 − wi) = val(R) + wk. Let

R∗ ⊆ E≤k−1 denote an optimal solution to the MST-interdiction problem, so OPT =
h(R∗) − wk. Let a, b ≥ 0 such that a + b = 1 and ac(R1) + bc(R2) = B. Then, since
val(R1)− λc(R1) = val(R2)− λc(R2) ≥ OPT − λB, we have ah(R1) + bh(R2) ≥ h(R∗). We
establish our approximation guarantee by comparing the value of our solution against the
upper bound ah(R1) + bh(R2) − wk. The following claim shows that this upper bound is
precisely the optimal value of the Lagrangian relaxation of the MST interdiction problem,
which is UB := minλ′≥0

(
λ′B + maxR⊆E≤k−1 fλ′(R)

)
. Complementing our 4-approximation,

we prove a lower bound of 3 on the approximation ratio achievable relative to UB (Section 4.2).

I Claim 8. We have ah(R1) + bh(R2)− wk = UB.

Translation to tree knapsack. We now describe how the problem of combining R1 and R2
to extract a good, feasible interdiction set can be captured by a suitable instance of the tree
knapsack problem defined in Section 3.

For i = 0, . . . , k, let Ai ⊆ 2V be the partition of V induced by the connected components
of the multigraph (V,E≤i \ R2). Thus, Ak = {V } and A0 = {{v} : v ∈ V }. The multiset⋃k
i=0Ai, where we include S ⊆ V multiple times if it lies in multiple Ais, is a laminar

family (i.e., any two sets in the collection are either disjoint or one is contained in the other).
This laminar family can naturally be viewed as a rooted tree, which defines the tree Γ in
the tree knapsack problem. Taking a cue from Lemma 2, we build our interdiction set R
by selecting a suitable collection of sets from this laminar family, ensuring that if we pick
some A ∈ Ai, then we include all edges of δ(A) ∩ E≤i in R and create A as a component
of (V,E≤i \R) (and hence contribute wi+1 − wi to h(R)). Formally, the tree Γ has a node
vA,i for every component A ∈ Ai and all i = 0, . . . , k. For i > 0, the children of vA,i are
the nodes {vS,i−1 : S ∈ Ai−1, S ⊆ A}. Thus, Γ has depth k and root r = vV,k. Recall that
Li := Li(Γ) denotes the set of nodes of Γ at depth i, which correspond to the components in
Ak−i here. Let N be the set of non-root nodes of Γ.

For a node vA,i ∈ N (so 0 ≤ i < k), define its value αvA,i := wi+1 − wi. Let R(vA,i) :=
δ(A)∩Ei (which is ∅ for every leaf vA,0). Define the weight of vA,i to be βvA,i := c

(
R(vA,i)

)
.

For N ′ ⊆ N , let R(N ′) :=
⋃
q∈N ′ R(q). Observe that R(N) ⊆ R2. We set the budget of the

tree-knapsack instance to B, the budget for MST interdiction.
The intuition is that we want to encode that picking node vA,i corresponds to creating

component A in the multigraph (V,E≤i \R), where R is our interdiction set, in which case
αvA,i gives the contribution from A to h(R). However, in order to pay for the interdiction
cost c

(
δ(A)

)
incurred, we need to take the βq weights of all nodes q in the subtree rooted at

vA,i. Therefore, we insist that if we pick vA,i then we pick all its descendants (i.e., we pick
a downwards-closed set of nodes), and then

∑
q∈Γ(vA,i) αq gives the contribution from the

components created to h(R). Lemma 9 formalizes this intuition, and shows that if N ′ ⊆ N is
a downwards-closed set of nodes, then β(N ′) and α(N ′) are good proxies (roughly speaking)
for the interdiction cost c

(
R(N ′)

)
incurred and h

(
R(N ′)

)
respectively.

I Lemma 9. Let N ′ ⊆ N be downwards closed, and R = R(N ′). Then
(i) β(N ′)/2 ≤ c(R) ≤ β(N ′); and
(ii) h(R) = val(R) + wk ≥ α(N ′) +

∑
0≤i≤k−1:Lk−i\N ′ 6=∅(wi+i − wi).
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Proof. Each edge in R appears in at least one, and at most two, of the sets {R(q)}q∈N ′ , so
1
2
∑
q∈N ′ c

(
R(q)

)
≤ c(R) ≤

∑
q∈N ′ c

(
R(q)

)
. This yields part (i) since β(N ′) =

∑
q∈N ′ c

(
R(q)

)
.

For part (ii), consider an index 0 ≤ i ≤ k − 1. Since N ′ is downwards closed, for every
node vA,i ∈ N ′, all descendants of vA,i are in N ′; so R ⊇ δ(A) ∩ E≤i and A is a connected
component of (V,E≤i \R). Further, note that if Lk−i \N ′ 6= ∅, then the sets {A : vA,i ∈ N ′}
do not cover V entirely, and so (V,E≤i \ R) must have at least one additional connected
component. It follows that (V,E≤i \ R) always has at least min

{
|N ′ ∩ Lk−i| + 1, |Lk−i|

}
connected components. Plugging this in Lemma 2 yields the result. J

I Lemma 10. The vector x̂ :=
(
x̂q = b

2
)
q∈N is a feasible solution to (TK-P) for the above

tree-knapsack instance (Γ, {αq}, {βq}, B). Hence, OPTTK-P ≥ b
2 · h(R2).

Proof. It is clear that x̂ satisfies (1), and 0 ≤ x̂q ≤ 1 for all q ∈ N . Applying Lemma 9 to
N ′ = N (which is indeed downwards-closed), we obtain β(N) ≤ 2c

(
R(N)

)
≤ 2c(R2). So∑

q∈N βqx̂q ≤ b · c(R2) ≤ a · c(R1) + b · c(R2) = B. Finally, OPTTK-P is at least the objective
value of x̂, which is b

2 · α(N) = b
2 · h(R2). J

Given this translation between tree knapsack and MST interdiction, it is easy to see that
Corollary 6 (coupled with Lemmas 9 and 10) yields the following guarantee, which directly
leads to an improved approximation guarantee of 5 for MST interdiction (see Claim 12).

I Lemma 11 (Consequence of Corollary 6, Lemmas 9 and 10). We can obtain a feasible
interdiction set R such that h(R) ≥ b

2 · h(R2).

I Claim 12. We have max
{
wk, h(R1)− wk, b2 · h(R2)− wk

}
≥ UB/5 ≥ OPT/5.

Proof. We have

max
{
wk,h(R1)− wk, b2 · h(R2)− wk

}
≥ 2−b

5−2b · wk + 1−b
5−2b ·

(
h(R1)− wk

)
+ 2

5−2b ·
(
b
2 · h(R2)− wk

)
= 1

5− 2b

(
ah(R1) + bh(R2)− wk

)
= UB

5− 2b ≥ UB/5 ≥ OPT/5. J

I Theorem 13. There is a 5-approximation algorithm for MST interdiction.

Proof. If Theorem 3 returns an optimal solution, we are done. Otherwise, we return the best
among a min-cut of (V,E≤k−1), the set R1, and the interdiction set returned by Lemma 11.
The proof now follows from Claim 12. J

4.1 Improvement to the guarantee stated in Theorem 7
The improved approximation guarantee of 4 comes from the fact that instead of focusing
only on R2, we now interpolate between R1 and R2 to obtain our interdiction set R,
i.e., we return R such that R1 ⊆ R ⊆ R2. Since we always include R1, we change the
definition of the tree-knapsack instance that we create accordingly. The tree Γ and the
node weights {αq} are unchanged; the weight of vA,i is now βnew

vA,i := c
(
Rnew(vA,i)

)
, where

Rnew(vA,i) := R(vA,i) \ R1 =
(
δ(A) \ R1

)
∩ Ei, and our budget is Bnew := B − c(R1). For

N ′ ⊆ N , define Rnew(N ′) := R1 ∪
⋃
q∈N ′ R

new(q). Observe that Rnew(N) ⊆ R2.
Since R1 ⊆ R2, each component U of (V,E≤i\R1) is a union of components of (V,E≤i\R2),

and hence, maps to a subset S of the nodes of Γ at depth k− i. We exploit the fact that since
we include R1 in our interdiction set, if we pick ` nodes from S, then we create min{`+1, |S|}
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components within U ; this +1 term that we accrue (roughly speaking) from all components
of (V,E≤j \R) over all j = 0, . . . , k − 1 is the source of our improvement.

The following variant of Corollary 6 exploits the structure of the tree-knapsack instance
obtained from the MST-interdiction problem, which we then utilize to obtain an interdiction
set with an improved bound on h(R) (Lemma 15).

I Lemma 14. Let
(
Γ, {αv}, {βv}, B

)
be an instance of the tree knapsack problem such that

αv = α(i) for all v ∈ Li(Γ) and all i ≥ 1. Let Si be a partition of Li(Γ) for all i ≥ 1.
Let θ ∈ [0, 1] be such that (x̂q = θ)q∈N is a feasible solution to (TK-P). We can obtain in
polytime an integer solution x̃ to (TK-P) such that∑

i≥1

∑
S∈Si

α(i) min{x̃(S) + 1, |S|} ≥
∑
i≥1

α(i)|Li|θ +
∑

i≥1:|Si|>1

α(i)
(

(1− θ)|Si| − 1
)
.

I Lemma 15. Using Lemma 14, we can obtain a feasible interdiction set R such that
h(R) ≥ a

2 · h(R1) + b
2 · h(R2)− a

2 · wk.

Proof. For i = 0, . . . , k, let Bi denote the partition of V induced by the connected components
of (V,E≤i\R1). Since R1 ⊆ R2, the partition Ai refines (not necessarily strictly) the partition
Bi for all i = 0, . . . , k. The components in Bk−i therefore naturally induce a partition Si of
the nodes of Γ at depth i, consisting of the sets {vA,k−i : A ∈ Ak−i, A ⊆ S}S∈Bk−i

.
We apply Lemma 14 to the tree-knapsack instance

(
Γ, {αq}, {βnew

q }, Bnew), taking α(i) =
wk−i+1 − wk−i and Si to be the partition defined above, for all i = 1, . . . , k, and θ = b

2 . We
show that x̂ := (x̂q = θ)q∈N is a feasible solution to (TK-P) for this tree-knapsack instance.
This follows because βnew(N) = 2c

(⋃
q∈N R

new(q)
)
≤ 2
(
c(R2)− c(R1)

)
and (1− b) · c(R1) +

b · c(R2) = B, so we have
∑
q β

new
q x̂q = θβnew(N) ≤ b

(
c(R2)− c(R1)

)
= B − c(R1) = Bnew.

Let x̃ be the integer solution returned by Lemma 14, which specifies a downwards-closed
set N ′ ⊆ N . Let R = Rnew(N ′). We first show that, analogous to Lemma 9, R is feasible,
and h(R) ≥ g(x̃) :=

∑
i≥1
∑
S∈Si

α(i) min{x̃(S) + 1, |S|}. We have

c(R) = c(R1) + c
( ⋃
q∈N ′

Rnew(q)
)
≤ c(R1) +

∑
q∈N ′

c
(
Rnew(q)

)
= c(R1) + βnew(N ′) ≤ c(R1) +Bnew = B.

Consider any index 0 ≤ i ≤ k − 1. As in the proof of part (ii) of Lemma 9, for every node
vA,i ∈ N ′, we know that A is a component of (V,E≤i \ R). Consider any S ∈ Sk−i, and
let U =

⋃
vA,i∈S A. Note that if S \N ′ 6= ∅, then

⋃
vA,i∈S\N ′ A is non-empty. So there are

always at least min
{
|N ′ ∩ S|+ 1, |S|

}
components of (V,E≤i \R) contained in U . Therefore,

by Lemma 2 (and since Si is a partition of Li for each i), we obtain

h(R) = val(R) + wk ≥
k−1∑
i=0

∑
S∈Sk−i

(wi+1 − wi) min
{
|N ′ ∩ S|+ 1, |S|

}
= g(x̃).

The guarantee in Lemma 14 then yields the following. Recall that a = 1− b.

h(R) ≥
k−1∑
i=0

(wi+1 − wi)σ(E≤i \R2) · b2 +
∑

i=0,...,k−1:
σ(E≤i\R1)>1

(wi+1 − wi)
[(

1− b
2

)
σ(E≤i \R1)− 1

]

≥ b
2 · h(R2) +

∑
i=0,...,k−1:
σ(E≤i\R1)>1

(wi+1 − wi)σ(E≤i \R1) · a2 (2)
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where inequality (2) follows since t
(
1− b

2
)
− 1 ≥ t(1− b)/2 for all t ≥ 2. The RHS of (2) is

b
2 · h(R2) + a

2 · h(R1)−
∑

i=0,...,k−1:
σ(E≤i\R1)=1

(wi+1 − wi) · a2 ≥
a
2 · h(R1) + b

2 · h(R2)− a
2 · wk. J

Proof of Theorem 7. We either return an optimal solution found by Theorem 3, or return
the better of a min-cut of (V,E≤k−1) and the interdiction set returned by Lemma 15. We
obtain a solution of value max

{
wk,

a
2 · h(R1) + b

2 · h(R2)−
(
1 + a

2
)
wk
}
, which is at least

1 + a

3 + a
· wk + 2

3 + a
·
(
a
2 · h(R1) + b

2 · h(R2)−
(
1 + a

2
)
wk

)
= UB

3 + a
≥ OPT/4. J

4.2 Lower bound on the approximation ratio achievable relative to UB
We show that for every ε > 0, there exist MST-interdiction instances, where UB/OPT ≥ 3−ε.
This implies that one cannot achieve an approximation ratio better than 3 when comparing
against the upper bound UB used in our analysis (and the one in [31]).

I Theorem 16. For any ε > 0, there exists an MST-interdiction instance with UB
OPT ≥ 3− ε.

Proof. Our instance is a graph G = (V,E), where V := {v1, . . . , vn} with n ≥ min{4, 4/ε}.
The edge set is E = E1 ∪ E2, where E1 := {v1v2, v2v3, . . . , vn−2vn−1, vn−1v1} is a simple
cycle on v1, . . . , vn−1, and E2 := {v1vn, v2vn, . . . , vn−1vn} is a star rooted at vn with leaves
v1, . . . , vn−1. The edges in E1 have weight w1 = 0 and interdiction cost n, while the edges in
E2 have weight w2 = 1 and interdiction cost 2n. The interdiction budget is B = 2n− 2.

Observe that the index k defined in Claim 1 is equal to 2. This also implies that val(R) ≤ 1
for any feasible interdiction set R: since R ⊆ E1 and |R ∩ E1| ≤ 1, we can construct a
spanning tree of G−R by taking n−2 edges from E1 \R and any edge from E2. So OPT = 1.

Now we proceed to compute the upper bound UB. For R ⊆ E≤1, we have fλ(R) = 1
if R = ∅, and |R|(1 − nλ) otherwise. Therefore, η(λ) := λB + maxR⊆E≤1 fλ(R) = λB +
max

{
1, (n− 1)(1− nλ)

}
= max

{
λB + 1, (n− 1)− λ

(
n(n− 1)−B

)}
, which is minimized at

λ = n−2
n(n−1) . Therefore UB := minλ≥0 η(λ) = 2(n−2)

n + 1 = 3− 4
n ≥ (3− ε)OPT . J

5 Extension to metric-TSP interdiction

In the metric-TSP interdiction problem, we are given a complete graph G = (V,E) with
metric edge weights {we}e∈E and nonnegative interdiction costs {ce}e∈E , along with a
nonnegative budget B. The goal is to find a set of edges R ⊆ E such that c(R) ≤ B so as
to maximize the minimum w-weight of a closed walk in the graph G − R that visits each
vertex at least once. Zenklusen [31] observed that an α-approximation algorithm for the MST
interdiction problem yields a 2α-approximation algorithm for the metric-TSP interdiction
problem. As a corollary to our Theorem 7, we therefore obtain the following result.

I Theorem 17. There is an 8-approximation algorithm for metric-TSP interdiction.

6 Maximum-spanning-tree interdiction

We now consider the maximum-spanning-tree (MaxST) interdiction problem, wherein the
input

(
G = (V,E), {we ≥ 0}e∈E , {ce ≥ 0}e∈E , B

)
is the same as in the MST interdiction

problem, but the goal is to remove a set R ⊆ E of edges with c(R) ≤ B so as to minimize the
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w-weight of a maximum spanning tree of G−R. We show that this problem is at least as hard
as the minimization version of the densest-k-subgraph problem (MinDkS), wherein we seek a
minimum-size set S of nodes in a given graph such that at least k edges have both endpoints
in S. This shows a stark contrast between MST interdiction and MaxST interdiction.

I Theorem 18. An α(m,n)-approximation algorithm for the maximum-spanning-tree inter-
diction problem for instances with m edges, n nodes, yields a 2α(m+n− 1, n)-approximation
algorithm for MinDkS for instances with m edges and n nodes.

Proof. Let I =
(
H = (N,F ), k

)
be a MinDkS instance, with |N | = n, |F | = m. We may

assume that |F | ≥ k as otherwise the instance is infeasible. We construct the following
MaxST-interdiction instance I ′. The multigraph is G = (N,E := E′ ∪ F ), where E′ is an
arbitrary tree spanning N . Set we = 0, ce = m− k+ 1 for all e ∈ E′, and we = ce = 1 for all
e ∈ F . We set the budget to B = m− k. Thus, if R ⊆ E satisfies c(R) ≤ B, we must have
R ⊆ F , and so G−R is connected and the interdiction problem has a finite optimal value.

We show that: (1) if R ⊆ F is a feasible interdiction set, then the set S of non-isolated
nodes of (N,F \R) is a feasible MinDkS solution of value at most 2 ·MaxST(G−R), where
MaxST(G−R) is the weight of a maximum spanning tree of G−R; (2) conversely, if S ⊆ N
is a feasible MinDkS solution, then F \F (S) is a feasible interdiction set with objective value
at most |S|, where F (S) is the set of edges in F having both endpoints in S.

These two statements imply the theorem as follows. LetA be the stated α = α(m+n−1, n)-
approximation algorithm for maximum-spanning-tree interdiction. We run A to obtain a
feasible interdiction set R, which yields a corresponding MinDkS solution S. Then,

|S| ≤ 2 ·MaxST(G−R) ≤ 2αOPT (I ′) ≤ 2αOPT (I) ,

where the first and last inequalities follow from statements (1) and (2) above.
We now prove statements (1) and (2). Let R ⊆ F be such that c(R) = |R| ≤ B. Let S

denote the set of non-isolated vertices in the graph (N,F \ R), so every node in S has at
least one edge of F \R incident to it. First, we argue that S is a feasible MinDkS-solution.
Since each vertex of N \ S is isolated in the graph (N,F \R), it follows that R ⊇ F \ F (S).
Therefore, |F | − |F (S)| ≤ |R| ≤ B = m− k, and so |F (S)| ≥ k. The weight of a maximum
spanning tree in G−R is equal to |S| − σ, where σ is the number of connected components
of the graph (S, F \R). By the definition of S, this multigraph has no isolated vertices. So
σ ≤ |S|/2, and therefore MaxST(G−R) = |S| − σ ≥ |S|/2. This proves (1).

Conversely, suppose S ⊆ N is such that |F (S)| ≥ k. Then R = F \ F (S) satisfies c(R) =
m− |F (S)| ≤ B, so is a feasible interdiction set. We have MaxST(G−R) = |S| − σ ≤ |S|,
where σ is the number of connected components of (S, F \R). This proves (2). J

The above hardness result continues to hold with unit interdiction costs, since we can
replace each edge e with ce = m − k + 1 in the above reduction with m − k + 1 parallel
unit-cost edges (of weight 0). Our reduction creates a MaxST-interdiction instance with two
distinct edge weights w1 < w2. This interdiction problem can be seen as a special case of the
following matroid interdiction problem (involving the graphic matroid on {e ∈ E : we = w2}):
given a matroid with ground set U and rank function rk, interdiction costs c : U 7→ R+,
and budget B, minimize rk(U \ R) subject to c(R) ≤ B. Our hardness result for MaxST
interdiction thus also implies that matroid interdiction is MinDkS-hard. A related rank-
reduction problem—minimize c(R) subject to rk(U \R) ≤ rk(U)− k—was considered by [16]
and shown to be MinDkS-hard for transversal matroids (but not for graphic matroids, wherein
this is essentially the min k-cut problem).
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We remark that it is possible to achieve bicriteria approximation guarantees for MaxST
interdiction: we can obtain a solution of weight W ≤ (1 + ε)OPT while violating the budget
by a

(
1 + 1

ε

)
factor (and W > OPT implies no budget violation). This follows by taking λ =

εOPT/B in the Lagrangian problem minR
(
MaxST(G−R) + λc(R)

)
, which is a submodular

minimization problem that can be solved exactly; it also follows from the work of [4].
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Abstract
In the reordering buffer management problem a sequence of requests arrive online in a finite
metric space, and have to be processed by a single server. This server is equipped with a request
buffer of size k and can decide at each point in time, which request from its buffer to serve next.
Servicing of a request is simply done by moving the server to the location of the request. The
goal is to process all requests while minimizing the total distance that the server is travelling
inside the metric space.

In this paper we present a deterministic algorithm for the reordering buffer management
problem that achieves a competitive ratio of O(log ∆ + min{logn, log k}) in a finite metric space
of n points and aspect ratio ∆. This is the first algorithm that works for general metric spaces
and has just a logarithmic dependency on the relevant parameters. The guarantee is memory-
robust, i.e., the competitive ratio decreases only slightly when the buffer-size of the optimum is
increased to h = (1 + ε)k. For memory robust guarantees our bounds are close to optimal.
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1 Introduction

In the reordering buffer management problem a sequence of requests arrive online in a finite
metric space, and have to be processed by a single server. This server is equipped with a
request buffer and can decide at each point in time, which request from its buffer to serve
next. Servicing of a request is simply done by moving the server to the location of the request.
The goal is to process all requests while minimizing the total distance that the server is
traveling inside the metric space.

This simple, abstract model can be used for modeling context switching costs that occur
in various applications in many different areas ranging from production engineering through
computer graphics to information retrieval [7, 10, 17, 21]. In the online version of the problem
the server does not see future requests but has to make its decision based on past requests
and the requests it currently holds in the request buffer. The worst case ratio between
the cost of the online algorithm and the cost of an optimal offline algorithm is called the
competitive ratio.

We say a guarantee on the competitive ratio for the reordering buffer management problem
is memory robust if the guarantee degrades gracefully as the buffer-size of the optimum
algorithm is increased over the buffer-size of the online algorithm. More precisely, the ratio
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between the cost of the online algorithm with a buffer-size of k, and the cost of an optimum
offline algorithm with a buffer-size of h ≥ k should be at most O(ch/k).

The main result of this paper is a deterministic algorithm for the reordering buffer
management problem that achieves a competitive ratio of O(h(log ∆ + min{logn, log k})/k)
in a finite metric space of n points and aspect ratio ∆. The algorithm is also O(h)-competitive
because any reasonable algorithm achieves this competitive ratio (see Lemma 13 in the
appendix). This is the first algorithm that works for general metric spaces and has just a
logarithmic dependency on the relevant parameters. The algorithm and its analysis are also
very simple.

It has been shown that even on a uniform metric (∆ = 1) the competitive ratio of
an online algorithm (deterministic or randomized) must be Ω(log k) against an optimum
algorithm with buffer-size h ≥ (1 + ε)k [1, 12]. Hence, an O(log k) term in the competitive
ratio is unavoidable for memory robust algorithms.

Biénkowski et al. [9] have shown that for a sub-linear dependency on the buffer-size there
needs to be another term in the competitive ratio apart from k for memory-robust algorithms.
In particular, they give an instance on a line metric with n equidistant points for which
any online algorithm looses a factor of Ω(min{k, logn}) against an optimum algorithm with
slightly larger buffer (h = (1 + ε)k). For this instance the number of points n is equal to the
aspect ratio ∆. So a logarithmic dependency on the aspect ratio seems reasonable.

Englert and Räcke [12] present a deterministic, memory-robust algorithm for tree metrics
of hop-diameter D that obtains a competitive ratio of O(hk (logD + log k)). They then use
the technique of approximating arbitrary metrics by tree-metrics due to Fakcharoenphol,
Rao, and Talwar [14] to obtain a randomized O(hk logn · log h)-competitive algorithm for
general metrics.

As a whole these results are uncomparable to our results. There exist metrics where the
aspect ratio ∆ is very small, but there are a lot of points, resulting in very poor guarantees
from the result by Englert and Räcke. However, if one considers a star with edges of different
length, the aspect ratio could be very high, but the hop-diameter in the tree is just 2, which
makes the guarantee given by the result in [12] stronger than ours. One advantage of our
result is that for general metrics the dependency on our parameters is logarithmic, while
Englert and Räcke have the product of two logarithms. This product cannot easily be
removed as any (memory-robust) algorithm that relies on the FRT-approximation will loose
one logarithm because of FRT, and another because an online solution on a tree will have a
logarithmic competitive ratio.

In Section 5 we deal with the question whether it is possible to trade the dependency on
log ∆ in our competitive ratio for something else, like e.g. logn, which does not depend on
the aspect ratio. Our algorithm is memory restricted in the sense that it makes its decisions
only depending on the content of the buffer, and on the content of an additional memory
that contains k bits. We show, that for such a scenario there exist instances with an aspect
ratio ∆, on which every memory-restricted algorithm with k bits is Ω(

√
log ∆)-competitive.

This extends a lower bound due to Khandekar and Pandit [20] for memoryless algorithms.

1.1 Further Related Work
Most previous work on the reordering buffer management problem considers the case of
uniform metrics. Räcke et al. [22] introduced the problem and developed a deterministic
algorithm with competitive ratio O(log2 k), which was subsequently improved to O(log k) by
Englert and Westermann [13]. The analysis of both these algorithms can be slightly modified
to give a memory-robust guarantee.
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The first paper that used an analysis technique that is not memory-robust (and can
therefore beat the Θ(log k)-guarantee) was due to Avigdor-Elgrabli and Rabani, who presented
a deterministic algorithm with competitive ratio O(log k/ log log k). This in turn was improved
to a guarantee of O(

√
log k) by Adamaszek et al. [2], which is close to optimal due to a lower

bound of Ω(
√

log k/ log log k) shown in the same paper. For randomized algorithms Avigdor-
Elgrabli and Rabani present an O(log log k)-competitive algorithm [6]. This is optimal due
to a corresponding lower bound proved by Adamaszek et al. [2].

For star metric spaces the result by Englert and Westermann [13] obtains a deterministic
competitive ratio of O(log k). The result by Adamaszek et al. [2] gives an O(

√
log k) guarantee

for the case that ∆ = O(poly(k)). A straightforward extension to arbitrary values of ∆ gives
a competitive ratio of O(

√
log k + log ∆). For the randomized case Avigdor-Elgrabli et al. [4]

give an O((log log(k∆))2)-competitive algorithm, i.e., an algorithm with a slight dependency
on the aspect ratio of the metric space.

Gamzu and Segev [15] analyze the reordering buffer problem for n points on a line as this
can be used to model the disc scheduling problem. They present a deterministic algorithm
with a competitive ratio of O(logn).

In the offline case it has been shown that finding an optimal solution to the problem
is NP-hard even on uniform metrics [3, 11]. Avigdor-Elgrabli and Rabani have given a
constant factor approximation [5]. Im and Moseley gave an O(log log(k∆))-approximation
for the star-metric [18] and subsequently improved this to O(log log log(k∆)) [19]. Barman
et al. [8] gave a bicriteria approximation algorithm that achieves an approximation guarantee
of O(logn) when the buffer of the online algorithm is a constant factor larger than the buffer
of the optimum algorithm. This works in general metric spaces.

1.2 The Model
An input sequence σ of requests has to be processed, where each request σi corresponds to
some point in a finite metric space M = (V, d). We use n = |V | to denote the number of
distinct points in M , and ∆ to denote its aspect ratio, i.e., the ratio between the largest
and smallest distance between two points. We assume w.l.o.g. that the minimum non-zero
distance between two points is 1.

A reordering buffer that can store k requests can be used to rearrange the input sequence
into an output sequence σ′ in the following way. Initially, the buffer contains the first k
requests of σ. In every time step t an algorithm has to select a request r from the buffer and
append it to the output sequence, i.e., the algorithm sets σ′t to r. If there are still requests
waiting in the input sequence, the next such request takes r’s place in the buffer; otherwise
this place stays empty. The process is repeated until all requests from σ have been appended
to the output sequence.

An online algorithm ALG has to make its decision based on the requests in the buffer
and on the requests previously seen, but not based on future requests that are still to come.
Suppose an algorithm ALG generates a request sequence σ′ when giving a request sequence
σ as input. The (true) cost ALGtrue(σ) is defined as

ALGtrue(σ) =
`−1∑
i=1

d(σ′i, σ′i+1) ,

where ` is the length of the input sequence. Note that this means that the server may start
its processing at the first request without incurring any cost for traveling to this location.

Throughout the paper we use a slightly different notation w.r.t. the optimum algorithm
OPT for processing σ. Firstly, we assume that OPT has a larger buffer-size h ≥ k. Secondly,
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we denote the (true) cost of this algorithm with OPT(σ) = OPTtrue(σ). The reason
is that for an online algorithm we will introduce an approximate (simplified) version of
ALGtrue(σ), which will be denoted with ALG(σ). Hence, for the online algorithm we need
the differentiation between ALG(σ) and ALGtrue(σ), whereas this is not required for the
optimum algorithm.

2 The Algorithm

A block-oriented algorithm for the reordering buffer management problem serves requests
in blocks. Whenever the buffer gets full, the algorithm identifies a set S of requests from
the buffer and serves these requests. Additional requests that arrive while serving requests
in S are ignored, and will not be considered until all requests in S have been handled. We
call such a set S of requests chosen by the algorithm a block. The process of choosing and
servicing blocks of requests is repeated until the end of the input sequence is reached. The
requests in the buffer at this time form the last block of the algorithm.

For a block-oriented algorithm we can write down the (approximate) cost of the algorithm
just in terms of the sequence S1, S2, S3, . . . of generated blocks. This is done as follows. For
a block Si, we use C(Si) to denote the cost of the block, which is defined as the length of a
shortest path that connects all requests in Si (note that computing C(Si) is NP-hard). For
two blocks Si and Sj , we define the distance d(Si, Sj) between the two blocks, by

d(Si, Sj) = min
ri∈Si,rj∈Sj

d(ri, rj) ,

i.e., the distance of the closest pair (ri, rj) ∈ Si × Sj .
Suppose that for a request sequence σ a block-oriented algorithm generates a sequence

S1, S2, . . . , S` of blocks. We define the cost ALG(σ) of the algorithm by

ALG(σ) =
∑̀
i=1

C(Si) +
`−1∑
i=1

d(Si, Si+1) . (1)

We refer to the first term in Equation 1 as the block cost ALGbc(σ) of the algorithm, and
to the second term as the connection cost ALGcc(σ). The following lemma shows that this
definition of cost is close to the true cost of the algorithm. The fact that we can specify the
cost of the algorithm just in terms of the generated blocks will greatly simplifies our analysis.

I Lemma 1. We can implement any block-oriented algorithm ALG such that ALG(σ) ≤
ALGtrue(σ) ≤ 3 ALG(σ).

Proof. In the following we describe how to serve all requests in a block Si, and how to move
to the next block Si+1. Suppose the server is initially located at a request from Si (for the
first block S1 we can assume this because according to our model the server may start at an
arbitrary location). Since the requests in block Si are known completely before serving its
first request, we can efficiently compute an MST that covers all requests in Si. The cost of
traversing the elements by following the edges of the MST is at most 2C(Si). Let (ri, ri+1)
denote the request pair in Si × Si+1 with minimum distance. We move, from our current
location (after serving the last request from Si) along a shortest path to ri+1. The cost for
this step is at most C(Si) + d(ri, ri+1).

Repeating the above step for all blocks gives a total true cost ALGtrue(σ) of at most
3 ALGbc(σ) + ALGcc(σ) ≤ 3 ALG(σ). J
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In order to complete the description of the algorithm we need to describe how to choose
a good block of requests for service when the buffer becomes full. For this we need a few
definitions. For a set S of requests, and a value δ, 0 ≤ δ ≤ 1 we define the δ-fraction cost
Cδ(S) of S as the minimum cost for servicing a δ-fraction of the elements from S. Formally,

Cδ(S) = min
U⊆S,|U |≥δ·|S|

C(U) .

Our algorithm StableSet is based on the following notion of a large, stable set. Intuitively,
the cost for servicing the elements of a stable set S does not reduce by too much even if a
large fraction of elements from S is removed.

I Definition 2. A set S of requests is (α, β, γ)-stable if the following holds
1. C1−α(S) ≥ β · C(S) (stability constraint),
2. |S| ≥ γk (size constraint).

In Section 4 we prove the following lemma showing that we can efficiently find stable sets
with good parameters.

I Lemma 3. Let V denote a set of k requests covering at most ` ≤ k distinct locations in
a metric space with aspect ratio ∆. There exists a polynomial time algorithm that finds an
(α, β, γ)-stable subset S ⊆ V with α ≥ 1/(1 + log ∆ + log `), β ≥ 1/8, and γ ≥ 1/e.

With these definitions our algorithm StableSet becomes very simple. When the buffer
becomes full, choose a stable subset S from the elements of the buffer according to the
algorithm implicit in Lemma 3. Then service this block of requests according to the algorithm
in Lemma 1. This is repeated until the end of the input sequence is reached. The elements
that still remain in the buffer form the last block of the algorithm.

3 Analysis

In the following we first describe a general approach to obtain a lower bound on the cost
OPT(σ) of the optimal solution. Let X1, . . . , X` denote subsets of requests from the input
sequence. We say that a subset Xi is partially scheduled by OPT at time t, if the first t
requests in OPT’s output sequence contain at least one but not all elements from Xi. The
following claim gives a lower bound on the optimum cost.

I Claim 4. Let X1, . . . , X` denote (not necessarily disjoint) subsets of requests from the
input sequence, and suppose that at each point in time there are at most s subsets Xi that
are partially scheduled by OPT. Then OPT(σ) ≥ 1

s

∑
i C(Xi).

Proof. We associate an interval [start(i), end(i)] with each set Xi, where start(i) denotes
the position of the first element of Xi that appears in OPT’s output sequence, and end(i)
denotes the position of the last such element. Clearly, the cost of OPT for serving elements
that lie between start(i) and end(i) is at least C(Xi).

We can color the intervals with s colors such that intervals with the same color do not
intersect. This holds because the interval graph corresponding to the set of intervals has a
maximum clique size of s. Such interval graphs can be colored with s colors by a Greedy
algorithm. Since sets Xi from the same color class do not interleave in OPT’s output sequence
the cost for serving all elements of a color-class is at least

∑
i∈I C(Xi), where I denotes the

index set of the color-class. As there must exist a color-class with cost at least 1
s

∑
i C(Xi)

the claim follows. J
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3.1 Analyzing Block Cost
The following lemma gives the bound on the block cost induced by an algorithm that uses
stable sets.

I Lemma 5. Let S1, S2, . . . , S` denote the sequence of blocks generated by a block-oriented
algorithm, where all but the last block are (α, β, γ)-stable, where k ≥ 6

αγ . Then ALGbc(σ) ≤( 6h
αβγk + 1

)
·OPT(σ).

Proof. Let z = dαγk/3e. We obtain a set Xi (i < `) by taking Si and removing the first z
and the last z requests from it that appear in OPT’s output sequence. Then the cardinality
of Xi is at least

|Xi| = |Si| − 2z = |Si| − 2dαγk/3e ≥ |Si| − 2αγk/3− 2 ≥ |Si| − αγk ≥ (1− α)|Si| ,

where the second inequality holds for k ≥ 6
αγ , and the final inequality holds due to the size

constraint for block Si. The stability constraint for Si gives us that C(Xi) ≥ βC(Si).
We show that at most (h+ k)/z sets Xi can be partially scheduled by OPT at any given

time. Fix a time t. We define a partially scheduled set Xi to be of Type I if not all of Si
has already appeared in the input sequence, otherwise, we define it to be of Type II. For
sets of Type II, OPT must hold the last z requests of Si (according to the order given by
OPT’s output sequence) in its buffer, as these have already appeared. For sets of Type I,
ALG must hold the first z requests of Si in its buffer, as these have already appeared but
ALG only starts removing elements from Si after all of Si has appeared. This means there
can at most be k/z partially scheduled sets of Type I, and at most h/z partially scheduled
sets of Type II. Applying Claim 4 gives that

OPT(σ) ≥ z

h+ k

`−1∑
i=1

C(Xi) ≥
αβγk

6h

`−1∑
i=1

C(Si) . (2)

Combining the definition of block-cost, Equation 2, and the fact that OPT(σ) ≥ C(S`) gives

ALGbc(σ) =
∑̀
i=1

C(Si) ≥
( 6h
αβγk

+ 1
)
·OPT(σ) ,

as desired. J

3.2 Analyzing Connection Cost
I Lemma 6. Let S1, S2, . . . , S` denote the sequence of blocks generated by a block-oriented
algorithm, where all but the last block have cardinality at least γk. Then ALGcc(σ) ≤( 5h
γk + 1

)
·OPT(σ).

Proof. We use ALG′cc(σ) to denote the connection cost, where we ignore the cost for
connecting the last two blocks S`−1 and S`. For every pair of consecutive blocks Si, Si+1,
i ≤ `− 2 we generate dγke request-pairs by matching dγke requests from Si to dγke requests
from Si+1 in an arbitrary manner. Let Xr

i , i ∈ {1, . . . , `− 2}, r ∈ {1, . . . , dγke} denote the
request pairs generated this way. We have

I Fact 7.
∑
i,r C(Xr

i ) ≥ γk ·ALG′cc(σ).

To see this, observe that for a request-pair Xr
i we have C(Xr

i ) ≥ d(Si, Si+1), as the request
pair connects sets Si and Si+1. Since for every i we have at least γk requests the fact holds.
The following fact allows us to apply Claim 4.
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I Fact 8. At any given time, there exist at most 5h request pairs from sets Xr
i that are

partially scheduled by OPT.

Proof. Fix a time step t. Suppose we have a request pair that is partially scheduled by OPT
at time t. We say that it is of Type I if it has not been scheduled by ALG at all (by time
step t); it is of Type II if ALG has already scheduled both requests of the pair; and it is of
Type III, otherwise.

There can be at most 2h request pairs of Type II, because OPT must hold the second
request of such a pair in its buffer, and any request can belong to at most two pairs. There
can be at most 2k request pairs of Type I, because ALG must hold the first request of such a
pair in its buffer, as this request has already appeared but ALG has not scheduled it. Finally,
observe that there are at most k pairs that are partially scheduled by ALG at any point in
time. Hence, the total number of partially scheduled requests of Type III is at most k.

Altogether there exists at most 3k + 2h ≤ 5h request pairs that are partially scheduled
by OPT. J

Combining Claim 4 with the above fact gives OPT(σ) ≥ 1
5h
∑
i,r C(Xr

i ). Together with
Fact 7 we obtain

ALGcc(σ) ≤ ALG′cc(σ) + OPT(σ) ≤ 1
γk

∑
i,r

C(Xr
i ) + OPT(σ) ≤

(5h
γk

+ 1
)
·OPT(σ) ,

as desired. The first inequality uses the fact that the cost for connecting the two last blocks
is at most OPT(σ). J

3.3 Proof of the Main Result
Combining the analysis of the block cost and the connection cost gives our main theorem.

I Theorem 9. A block-oriented algorithm that only chooses (α, β, γ)-stable blocks is O(hk ·
(αβγ)−1)-competitive, against an optimal algorithm with buffer size h ≥ k. Using the stable
set computation from Lemma 3 gives a competitive ratio of O(h(log ∆+min{logn+log k})/k)
in a metric space of n points and aspect ratio ∆.

Proof. For the case that k ≥ 6
αγ we can simply combine the bounds in Lemma 5 and

Lemma 6. For the case that k ≤ 6
αγ we use the fact that any algorithm is O(h)-competitive

which gives the result since O(h) = O(hk · k) = O(hk (αβγ)−1). J

4 Finding Stable Sets

In this section we present an algorithm for finding stable sets.

I Lemma 3. Let V denote a set of k requests covering at most ` ≤ k distinct locations in
a metric space with aspect ratio ∆. There exists a polynomial time algorithm that finds an
(α, β, γ)-stable subset S ⊆ V with α ≥ 1/(1 + log ∆ + log `), β ≥ 1/8, and γ ≥ 1/e.

Proof. Set β′ := 1/2 and α := 1/(1 + log2 ∆ + log2 `). For a subset S of requests we define
MST1-α(S) to be a minimum spanning tree among at least d(1− α)|S|e requests from S. It
is NP-hard to find such an MST but there is a 2-approximation algorithm that returns a tree
T1−α that spans d(1− α)|S|e requests and has cost cost(T1−α) ≤ 2 cost(MST1-α(S)) [16].

Our algorithm for finding a stable set proceeds as follows. Initially it sets S := V .
Then it (approximately) checks whether S is stable. For this it computes an approximation
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T1−α to MST1-α(S) according to the algorithm by Garg [16]. Then it checks whether
cost(T1−α) ≥ β′ cost(MST(S)). If this is the case the set S is returned. Otherwise the
algorithm sets S := V (T1−α), where V (T1−α) is the vertex set of tree T1−α, and repeats
the process. In the following we prove that the set S returned by the algorithm fulfills the
desired constraints. We start with the stability constraint:

I Fact 10. For each subset U ⊆ S, |U | ≥ (1− α)|S|, we have C(U) ≥ 1
8 · C(S).

Proof. We have

C(U) ≥ cost(MST1-α(S)) ≥ 1
2 cost(T1−α) ≥ β′

2 cost(MST(S)) ≥ 1
8C(S) .

The first step follows because an optimum path for C(U) is also a spanning tree on at least
d(1−α)|S|e vertices. The second step holds because of the approximation guarantee of Garg’s
algorithm. The third step is due to the termination condition of our procedure for finding a
stable set, and the last step holds because an MST is a 2-approximation for C(S). J

It remains to prove the size constraint. For this we require a bound on the number of
iterations.

I Fact 11. The algorithm performs at most rmax ≤ log2(`∆) + 1 unsuccessful iterations.

Proof. In every unsuccessful iteration the cost of the minimum spanning tree over the set
S decreases by factor β′ = 1/2. The cost can be at most `∆ at the start, and if the cost
drops below one, all remaining requests are located at a single vertex, which leads to a stable
set. J

In every unsuccessful iteration the cardinality of the set S decreases by a (1 − α) factor.
Hence, the final cardinality is at least k(1− α)rmax ≥ k/e. This completes the proof of the
lemma. J

5 Lower Bound for Memory Restricted Algorithms

In [20] Khandekar and Pandit defined a memoryless reordering buffer management algorithm
as an algorithm that bases its decisions only on the content of the buffer and not on some
further information that may be stored in its memory. They showed that such algorithms
are severely limited by giving a lower bounds of Ω(k) on the competitive ratio. In terms of
the aspect ratio their lower bound example gives Ω(log ∆/ log log(∆)).

In this section we extend their result and show that an algorithm that only bases its
decision on the buffer-content and on further k bits of memory may experience a competitive
ratio of Ω(

√
log ∆). This means, if the memory used by the algorithm does not depend on

the aspect ratio, the aspect ratio must appear in the competitive ratio in some form (unless,
of course, the competitive ratio is a trivial bound like O(k)).

Since our block-oriented algorithm only needs to mark all requests that belong to the
current block, it can be implemented with k bits of memory. Hence, one reason that the
aspect ratio appears in our competitive ratio is the structure of the algorithm that makes it
memory-restricted.

I Lemma 12. There exists an input sequence with aspect ratio ∆ ≤ (k(k + 1)2m)k, for
which any deterministic reordering buffer management algorithm with m bits of memory has
competitive ratio Ω(k). For m = k this gives a lower bound of Ω(

√
log ∆) on the competitive

ratio.
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Proof. The instance consists of a metric space over k + 1 vertices {v0, . . . , vk}, where the
distance between two distinct vertices vi and vj is d(vi, vj) = λi + λj . The vertices can be
viewed as the leaves of a star, where the vertex vi is connected to the center of the star via
an edge of length λi. λ will be chosen later.

Let ALGt ∈ {v0, . . . , vk} denote the position of the online server in the metric space after
the t-th request has been served. Initially, there is a request at every vertex vi, i 6= 0, and
we assume contrary to the definition of our model in Section 1.2 that the online algorithm
has to start at vertex v0 (i.e., ALG0 = v0). This slight change in the model does not affect
our asymptotic results. The input sequence is chosen adversarily: after serving the request
at ALGt a new request at ALGt−1 appears. This means that whenever the online algorithm
is making a decision on the next request to serve, there is a request located at every vertex
vi different from the current position of the ALG-server.

There are k + 1 possible states of the buffer; one state for every position of the online
server. In addition, the m bits of memory give rise to 2m memory-states. The state of the
algorithm is a combination of the buffer-state and the memory-state. This means in total
there are z := (k + 1)2m different states that the algorithm may be in. Depending on its
state S the algorithm deterministically chooses a vertex vnext, and serves the request located
at this vertex. Then a new request appears at its previous position, and the algorithm is in
some new state S ′.

We model the servicing of our adversarial sequence σ by a deterministic algorithm, as a
path on a state graph G that contains one vertex for every possible state S, and a directed
edge (S,S ′) if S ′ is the successor state to state S. We assign a weight to every edge in G
as follows. If S corresponds to a state where the server is located at vi and S ′ corresponds
to a state with the server at position vj , we assign a length of d(vi, vj) to edge (S,S ′). By
this definition the servicing of the request sequence corresponds to a path P on the state
graph and the length of this path is the cost of the online algorithm. Note that the path will
actually contain a cycle C, and asymptotically the cost of the online algorithm is determined
by the cost for serving the cycle.

Let vimax denote the vertex with largest index that corresponds to some state along the
cycle, let nmax denote the number of states along the cycle that correspond to this position,
and let nC denote the total number of vertices along the cycle. The cost of the online
algorithm for serving the cycle is at least

costALG(C) ≥ 2nmaxλ
imax ,

as it enters and leaves the vertex vimax at least nmax times. An optimum algorithm can serve
the cycle differently. It only holds requests at location vimax in its buffer. All other requests
are served immediately as they arrive. Then it only has to pay for the edge to vimax every
k-th time. Hence, the optimum (average) cost for serving the cycle is at most

costOPT(C) ≤ 2nCλimax−1 + 2nmaxλ
imax/k .

This gives

costALG(C)
costOPT(C) ≥

nmaxλ
imax

nCλimax−1 + nmaxλimax/k
≥ nmax

z/λ+ nmax/k
≥ nmax

1 + nmax
k = Ω(k) .

Here, we use the fact that nC ≤ z (the number of states) for the second inequality, and we
choose λ = kz for the third inequality. The ratio of the costs on the cycle gives an asymptotic
bound on the competitive ratio, as the cycle dominates the cost. With our choice of λ we get
that the aspect ratio ∆ is ∆ ≤ λk = (k(k + 1)2m)k . J
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A Reasonable Algorithms

We define an algorithm for the reordering buffer management problem to be reasonable if at
any point in time it chooses a request r from the buffer as the next request to be served, and
then moves from its current location to r along a shortest path.

I Lemma 13. Any reasonable algorithm for the reordering buffer management problem has
competitive ratio 2(h+ k).

Proof. Suppose a reasonable online algorithm generates an output sequences s1, s2, . . . , s`.
Its cost ALGtrue(σ) is then

∑`−1
i=1 d(si, si+1). We define sets of consecutive requests: Xi :=

{si, si+1}. In the following we prove that at any point in time there can at most be 2(h+ k)
sets Xi that are partially scheduled by OPT. The result then follows by applying Claim 4.

Fix a time t. We order the elements within a request-pair Xj according to the order in
which the elements are scheduled by OPT, and will refer to them as the first and second
request, respectively. Suppose a request pair Xj , j ≤ t is partially scheduled by OPT at
time t. This means that the second request of the pair must stay in OPT’s buffer between
steps t and t + 1 because both requests have already appeared by time t. Note that this
holds even for the case j = t, because the element st+1 that is output by ALG at time t+ 1
must have appeared on or before time t. Any request is only contained in at most two pairs.
Consequently, there can be at most 2h request pairs Xj , j ≤ t, that are partially scheduled
by OPT at time t.

Now, consider a request pair Xj , j > t that is partially scheduled by OPT at time t.
The first request of the pair is scheduled by OPT at time t or before, but ALG schedules
both requests at time t+ 1 or later. Hence, the first request of the pair must be stored by
ALG between steps t and t+ 1. This means we can have at most 2k request pairs Xj , j > t
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that are partially scheduled by OPT at time t. In total we get at most 2(h+ k) partially
scheduled pairs. Applying Claim 4 gives

OPT(σ) ≥ 1
2(h+ k)

∑
i

C(Xi) ,

and, hence, ALGtrue(σ) ≤ 2(h+ k) ·OPT(σ), as desired. J
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Abstract
We introduce correlated randomized dependent rounding where, given multiple points y1, . . . ,yn
in some polytope P ⊆ [0, 1]k, the goal is to simultaneously round each yi to some integral
zi ∈ P while preserving both marginal values and expected distances between the points. In
addition to being a natural question in its own right, the correlated randomized dependent
rounding problem is motivated by multi-label classification applications that arise in machine
learning, e.g., classification of web pages, semantic tagging of images, and functional genomics.
The results of this work can be summarized as follows: (1) we present an algorithm for solving
the correlated randomized dependent rounding problem in uniform matroids while losing only
a factor of O(log k) in the distances (k is the size of the ground set); (2) we introduce a novel
multi-label classification problem, the metric multi-labeling problem, which captures the above
applications. We present a (true) O(log k)-approximation for the general case of metric multi-
labeling and a tight 2-approximation for the special case where there is no limit on the number
of labels that can be assigned to an object.
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into an integral value. Unfortunately, when constraints on the rounded solution are present,
randomized rounding does not always produce a feasible solution. Hence, dependent rounding
schemes were introduced [1, 2, 10, 12, 22, 26, 35]. In general, dependent rounding needs to
solve the following problem: given a polytope P ⊆ [0, 1]k over ground set K of size k and
y ∈ P, round y into z ∈ P ∩ {0, 1}k such that E [z] = y. Intuitively, z has the following two
properties: (1) z is always integral and feasible since z ∈ P ∩ {0, 1}k; and (2) z preserves the
marginal values given by y for each element in K since E [z] = y. The above problem has
been extensively studied and was solved for different types of polytopes P, e.g., bipartite
matching and b-matching [22, 26], uniform matroids [35], spanning trees [2], and general
matroids [12]1.

In this work we consider a natural extension of dependent rounding in which we are given
many points in P and the goal is to round all the points, while preserving both marginal
values and expected distances (up to some loss) between any pair of points. Formally, given
a polytope P ⊆ [0, 1]k over ground set K of size k and y1, . . . ,yn ∈ P, we need to round
each yi to some zi such that the following hold: (1) zi ∈ P ∩ {0, 1}k for every i = 1, . . . , n;
(2) E

[
zi
]

= yi for every i = 1, . . . , n; and (3) there exists some loss factor α such that
E
[
||zi − zj ||1

]
≤ α||yi − yj ||1 for every i, j = 1, . . . , n. We call this problem correlated

randomized dependent rounding. Note that requirements (1) and (2) imply that each zi is a
feasible rounding of yi that preserves marginal values, as in the standard dependent rounding
setting. The novelty of our problem lies in requirement (3) which states that for all pairs of
points the expected distance after the rounding, i.e., E

[
||zi − zj ||1

]
, is within a factor of α

from the original distance between the points, i.e., ||yi − yj ||1. Additionally, it will be useful
also to consider an extension of the above where each point yi (and thus also zi) is required
to be in a different polytope Pi.

Our main reason for introducing the correlated randomized dependent rounding setting
originates from multi-label classification problems. In classification problems, one must assign
labels to objects given some observed data. In this work we consider classification problems
where multiple labels can be assigned to each object. Such problems naturally arise in various
settings, e.g., classification of textual data such as web pages [38, 39], semantic tagging of
images and videos [7, 30, 42], and functional genomics [4, 5].

The assignment of labels to objects should be done in a manner that is most consistent
with the observed data, from which two important ingredients are derived. The first is
an assignment cost for every (object,label) pair, reflecting a recommendation given by a
local learning process which infers label preferences of objects. The second is similarity
information on pairs of objects, giving rise to separation costs incurred once different label
sets are assigned to a pair of similar objects. Our goal is to find a labeling that minimizes a
global cost function, while taking into account both local and pairwise information.

To provide some intuition for the formal problem given below and the possible range
of its parameters, we provide a concrete example. The objective in the example is that of
assigning topics to web pages, where objects are the web pages and labels are the topics.
Here, it is very natural for a web page to discuss more than one topic. The assignment cost
of a (webpage,topic) pair can be derived from the features associated with a web page, e.g.,
its words, or shingles, and the domain it is located in. However, consider information from
search queries leading to the web page. A specific search query is typically observed only a

1 In some of the above works, additional properties of z are required, e.g., concentration of linear functions
over z. Since such concentration bounds are not required for the metric multi-labeling (MML) problem,
the discussion on this topic is postponed to a full version of the paper.
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handful of times, and though features can be extracted from it, a very natural way to use
the latter information is by having pairwise similarity relations between web pages, if both
were reached by the same search query.

We note that when assigning multiple labels to objects, it is often desirable to bound
the number of labels assigned to objects. As a matter of fact, in most of the papers cited
above the total number of labels can be in the thousands or even millions, while each object
is expected to be assigned only a handful of labels. In particular, in the above example,
we expect a single webpage to be assigned only a small fraction of all possible topics. This
property imposes further constraints on our objective that we elaborate on below.

We are now ready to introduce the metric multi-labeling (MML) problem. In (MML) we
are given a set of nodes V , where each node corresponds to an object, and a set of labels
K = {1, 2, . . . , k}. The pairwise relations are given in the form of an edge set E and a weight
function s : E → R+, capturing similarity between objects. Additionally, the bound function
b : V → N specifies how many labels can be assigned to each node. Finally, we are given
an assignment cost function c : V ×K → R. Assignment costs may be either positive or
negative, reflecting a recommendation given by a local learning process which infers the label
preferences of objects. Intuitively, if c(v, `) ≥ 0 (or c(v, `) < 0) we say that node v dislikes
(or likes) label `. A detailed explanation as to why assignment costs might be either positive
or negative is deferred to a full version of the paper. The learning process determining
assignment costs ignores pairwise relations between objects. Clearly, the labeling cost of
completely agreeing with this recommendation is the minimum possible, and this is our
benchmark labeling. We evaluate the assignment cost of a labeling by its deviation from the
benchmark labeling.

A feasible multi-labeling f : V → 2K \ ∅ is an assignment of at least one label to every
node, such that |f(v)| ≤ bv, i.e., the number of labels assigned to v is at most bv. For the
special case where bv = k for every v ∈ V , i.e., there is no upper bound on the number of
labels that can be assigned to a node, we denote the problem by (Unbounded-MML).

The cost of a multi-labeling is measured by the sum of two terms: assignment costs and
separation costs. Let us first focus on assignment costs, which measure the deviation of f
from the benchmark labeling. Specifically, for every node v, the benchmark labeling assigns
to v all labels it likes, i.e., labels ` for which c(v, `) < 0, and does not assign to v any of
the labels it dislikes, i.e., labels ` for which c(v, `) ≥ 0. Thus, focusing on a single label
`, f deviates from the benchmark labeling by c(v, `) if ` ∈ f(v) and ` is a label v dislikes,
i.e., c(v, `) ≥ 0. Similarly, f deviates from the benchmark labeling by |c(v, `)| if ` /∈ f(v)
and ` is a label v likes, i.e., c(v, `) < 0. Formally, denote by K+(v) , {` ∈ K : c(v, `) ≥ 0}
the collection of all labels v dislikes, and by K−(v) , {` ∈ K : c(v, `) < 0} the collection
of all labels v likes. Then, the total assignment cost of node v with respect to f is:∑
`∈K+(v) c(v, `)1{`∈f(v)} +

∑
`∈K−(v) |c(v, `)|1{`/∈f(v)}.

Let us now focus on the separation costs. The separation cost of edge (u, v) is the number
of labels nodes u and v disagree on, i.e., the `1 distance between the characteristic vectors of
f(u) and f(v). Formally, a pair of nodes (u, v), given a multi-labeling f , incurs the following
separation cost: s(u, v) · ||1f(u) − 1f(v)||1. For any subset of labels S ⊆ K, 1S denotes the
characteristic vector of S. Summing up over the above we are now ready to provide a formal
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definition of the (MML) problem: find a feasible multi-labeling f that minimizes

∑
v∈V

 ∑
`∈K+(v)

c(v, `)1{`∈f(v)} +
∑

`∈K−(v)

|c(v, `)|1{`/∈f(v)}


+

∑
(u,v)∈E

s(u, v)||1f(u) − 1f(v)||1 . (1)

Summarizing, (MML) is a novel classification model in which multiple labels can be assigned
to objects. We emphasize that in (MML), obtaining a solution to the (global) optimization
objective is decoupled from the local learning process for the objects, thus allowing us to
view the output of these processes as part of the input to (MML), and treating them in a
“black box" fashion.

Let us now focus on our results. We introduce the correlated randomized dependent
rounding problem and the (MML) problem. We tackle the correlated dependent rounding
problem for the case of multiple (possibly different) uniform matroids, as summarized in the
following theorem.

I Theorem 1. Let K be a ground set of size k and M1, . . . ,Mn be n uniform matroids
over K, where rank(Mi) = bi. Additionally, let yi ∈ {y ∈ [0, 1]k :

∑k
`=1 y` ≤ bi} for every

i = 1, . . . , n. Then there is an efficient algorithm for sampling z1, . . . , zn s.t.: (1) zi is the
characteristic vector of an independent set of Mi for every i = 1, . . . , n; (2) E

[
zi
]

= yi for
every i = 1, . . . , n; and (3) E

[
||zi − zj ||1

]
≤ O(log k)||yi − yj ||1 for every i, j = 1, . . . , n.

Note that the loss in the distance, i.e., property (3) above, depends only on the size of the
ground set k and not on the number of given matroids n.

We use the above to obtain a (true) approximation of O(log k) for (MML). For the special
case of (Unbounded-MML) we present a tight 2-approximation.

I Theorem 2. The (MML) problem admits a (true) approximation of O(log k).

I Theorem 3. The (Unbounded-MML) problem admits an approximation of 2.

I Theorem 4. Assuming the unique games conjecture, the (Unbounded-MML) problem does
not admit an approximation better than 2 (1− 1/k).

Let us now focus on our approach and techniques. Consider the correlated dependent
rounding problem, we now elaborate as to why known techniques fail when applied to it. The
problem of rounding of online paging [6] is closely related to correlated dependent rounding.
Unfortunately, techniques developed in the paging context allow us to bound distances
only between some of the pairs of points, i.e., E

[
||zi+1 − zi||1

]
for every i = 1, . . . , n − 1,

as opposed to the desired E
[
||zi − zj ||1

]
for every i, j = 1, . . . , n. Therefore, a different

approach is required.
We note that achieving requirements (1) and (2) alone, i.e., zi ∈ P ∩ {0, 1}k and

E
[
zi
]

= yi for every i = 1, . . . , n, has already been achieved by any of the dependent
rounding algorithms that can be applied to a uniform matroid, e.g., [10, 12, 35] (just execute
the algorithm independently for each yi). Obviously, this approach completely fails when
considering requirement (3), i.e., E

[
||zi − zj ||1

]
≤ α||yi − yj ||1, as α might be unbounded.

The reason for the latter is that if yi = yj for some i 6= j, then ||yi − yj ||1 = 0 but
E
[
||zi − zj ||1

]
> 0 (as the two executions of dependent rounding, one for yi and the other

for yj , are independent).
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Our approach to solving the above is to correlate all n executions of dependent round-
ing, one for each y1, . . . ,yn. Specifically, we execute the randomized dependent rounding
algorithm of [35] for each yi separately, but use the same random bits as input for all n
different executions. Remarkably, this simple approach suffices. However, we note that the
analysis of our algorithm uses the specific inner-workings of the algorithm of [35]. Hence,
it seems that correlated dependent rounding cannot be easily solved through a “black box”
application of any dependent rounding algorithm, e.g., [10, 12].

Let us now focus on the special case (Unbounded-MML) and illustrate why known
algorithms and techniques fail when applied to it. (Unbounded-MML) is inspired by the
metric labeling problem, first introduced in full generality by [25]. In the metric labeling
problem we are given an edge weighted graph G = (V,E), a collection K of k labels, a
non-negative assignment cost function c : V ×K → R+, and a metric d over K. The goal is
to assign a single label to each node while minimizing the sum of assignment and separation
costs. As in (Unbounded-MML), assignment costs are defined using c, whereas the separation
cost of edge (u, v) is the distance in the metric d between the labels assigned to u and v.
It is important to note that metric labeling differs from (Unbounded-MML) in two main
points: (1) each object can be assigned exactly one label, as opposed to multiple labels
in (Unbounded-MML), and (2) the assignment cost function c is non-negative, whereas in
(Unbounded-MML) assignment costs may be either positive or negative.

Consider a further restricted special case of (Unbounded-MML) where all assignment
costs are non-negative. If one applies the algorithm of [25] by expanding the label set K to
2K \ ∅ and considering the `1 metric on the expanded set2, then this not only results in a
large approximation guarantee of O(k), but also the running time of the algorithm scales
with 2k and not k. More generally, we wish to claim that existing techniques and algorithms
for the metric labeling problem cannot be directly applied to (Unbounded-MML). Consider a
node v which has multiple labels ` it likes, i.e., c(v, `) < 0. Since only a single label is allowed
per node in metric labeling, it must be the case that whatever algorithm or technique we
use, there is at least one label v likes that ultimately is not assigned to v. Thus, potentially
incurring a huge loss in the objective.

We address the above difficulties by employing two approaches. First, we use a global
charging argument over all labels in K when bounding the separation cost of an edge (u, v).
Typically, such global arguments are avoided, e.g., all known algorithm for metric labeling
(either with a general or a specific metric) do not employ any type of global argument.
Second, we distort the optimal marginal probabilities xv,` given by the linear programming
relaxation for (Unbounded-MML). This enables us to balance both positive and negative
assignment costs, along with separation costs.

Let us now mention some related work. An extensively studied topic is that of dependent
rounding of fractional solution. A randomized variant of pipage rounding [1] was given
by [22] who applied it to assignment polytopes (see also [26, 35]). An approach based on
maximum entropy for dependent rounding was introduced by [3] in the context of max-min
allocations, and was later extended to spanning trees by [2]. When considering general matroid
independence polytopes, [10, 12] provided methods of conducting dependent rounding.

(MML) gets as input costs for assigning labels to objects and a similarity measure between
objects. The labeling costs are based on a multi-label learning process (supervised learning)
which is applied to a set of instances, each belonging potentially to multiple classes (labels),

2 Only the general algorithm of [25] is known for the case of `1 distances over the k-dimensional hypercube,
and it achieves an approximation of O(k). This guarantee is tight as it based on tree metrics.
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34:6 Correlated Rounding of Multiple Uniform Matroids and Multi-Label Classification

and predicts a set of class labels given a new instance. Multi-label classification has attracted
much attention following various real world problems requiring usage of multiple labels [37],
and thorough surveys in this area can be found in [34, 36]. The basic approach transforms
the original problem into several instances of simpler binary classification problems, where
each instance corresponds to a single label. This method is called binary relevance, and it
assumes that labels are independent of each other, and thus one needs to solve k separate
binary-label classification problems, where k denotes the number of labels. Approaches
based on classifier chains have been adopted to model interdependencies between labels while
maintaining acceptable computational complexity [33].

The label power set approach transforms the problem into a multi-class problem [14],
where labels in the multi-class problem are a cross product of the original labels (and cover all
possible combinations of these labels), resulting in the problem of mapping each data point to
a binary vector. The main drawback of this approach is poor scaling in terms of the number
of labels (e.g., vision problems where the number of categories may be large). A different
approach addresses the problem directly, in its full generality, and is much harder than the
traditional binary and multi-class problems, which in fact are special cases of multi-labeling.
Some notable examples of multi-label algorithms, which are extensions based on binary
problems, are adaptations of AdaBoost [21], the ML-kNN [41] based on kNN algorithm [20],
and Clare which is an adapted decision tree algorithm for multi-label classification [31].

Another related machine learning approach is kernel pairwise classification [40]. Here,
relations between pairs of samples are given using kernels. Supervised pairwise prediction
aims to predict such pairwise relationships based on known relationships. Pairwise prediction
takes a pair of instances as its input, and outputs the relationship between the two instances.
The application of kernel methods to pairwise classification is based on a kernel function
between two pairs of instances [24]. The main difference between this approach and our
setting is that it does not consider single items, but rather focuses only on pairwise relations.

Metric labeling is an elegant and powerful mathematical model capturing a wide range of
classification problems, where information about objects, as well as their pairwise relations, is
given. Notice that such a scenario is not captured by neither known multi-class classification
techniques, nor by existing pairwise kernel based techniques. The problem was first formulated
in full generality by [25], and captures many classification problems that arise in various
settings. Specifically, metric labeling has applications in important fields such as Markov
theory [13, 27], image processing and computer vision [18, 8], as well as language modeling [29].
In [25], the authors gave an O(log k)-approximation for any metric3, and a 2-approximation
for the uniform metric case. The latter is known to be tight assuming the unique games
conjecture [28]. It is worth mentioning that metric labeling is of much importance in the
combinatorial optimization setting, as it captures well studied problems such as multiway
cut [9, 15, 16, 17, 23] and 0-extension [11, 19].

2 Preliminaries

We formulate the following natural linear programming relaxation for the (MML) problem
(similarly to the relaxation given by [25] for uniform metric labeling). Variable xv,` is the
(fractional) indicator for labeling node v with label `. The first constraint guarantees that
each node v receives between 1 and bv labels. The following two constraints, along with
the fact that the problem is a minimization problem, imply that zu,v,` = |xu,` − xv,`|, i.e.,

3 The metric over the labels determines their pairwise distances and can be arbitrary in general.
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zu,v,` is the separation cost of nodes u and v with respect to label `. Hence, the fourth
constraint asserts that du,v equals ||xu − xv||1, where xu = (xu,1, . . . , xu,`) for every u ∈ V .
The objective of the relaxation follows directly from the definition of (MML) (1).

min ∑
v∈V

[∑
`∈K+(v)

c(v,`)xv,`+
∑

`∈K−(v)
|c(v,`)|(1−xv,`)

]
+
∑

u,v∈V
s(u,v)du,v

s.t. 1 ≤
∑
`∈K

xv,` ≤ bv ∀v ∈ V

zu,v,` ≥ xu,` − xv,` ∀u, v ∈ V
zu,v,` ≥ xv,` − xu,` ∀u, v ∈ V

du,v =
∑
`∈K

zu,v,` ∀u, v ∈ V

0 ≤ xv,` ≤ 1 ∀v ∈ V,∀` ∈ K

The following observation simplifies the analysis of the separation cost considerably.

I Observation 5. Without loss of generality we can simply assume that any two adjacent
nodes differ in only a single coordinate, by a value ε > 0, which can be made arbitrarily
small. Specifically, given (u, v) ∈ E we assume that xu = (xu,1, xu,2, . . . , xu,k) and xv =
(xu,1 + ε, xu,2, . . . , xu,k).

3 Correlated Randomized Dependent Rounding

Denote by MK,bv
the uniform matroid over K of rank bv, and recall that P(MK,bv

) = {x ∈
[0, 1]k :

∑k
`=1 x` ≤ bv} is the standard independent set polytope corresponding to MK,bv .

For completeness, we start by presenting the basic building block of [35] for rounding a single
point in PMK,bv

, as we later require its inner-workings.
Let us now focus on rounding a single point in the uniform matroid polytope. The basic

building block (Algorithm 1) receives two marginal probabilities, 0 ≤ α ≤ 1 and 0 ≤ β ≤ 1,
for the ith and jth labels correspondingly, and randomly updates them. At least one of the
updated marginal probabilities, denoted by α′ and β′, is “rounded” to either 0 or 1. This is
done while deterministically preserving the sum of the marginal probabilities, and each of
the marginal probabilities is preserved in expectation. Lemma 6 summarizes the above, and
its proof is deferred to a full version of the paper.
It is important to note that 0 ≤ α′, β′ ≤ 1 always, i.e., Algorithm 1 returns valid marginal
probabilities.

I Lemma 6. Upon the termination of Algorithm 1:
1. E [α′] = α and E [β′] = β.
2. α′ + β′ = α+ β always.
3. One of i and j is declared fixed and its marginal value belongs to {0, 1}.

Define a label tree T of K to be a full binary tree with exactly k leaves, where each leaf
corresponds to a distinct label of K. We now describe the rounding procedure which we
denote by label tree rounding. It receives as input a label tree T , a point xv ∈ P(MK,bv

), a
collection of independent random thresholds θz ∼ Unif [0, 1] for every non-leaf node z of T ,
and one additional independent random threshold θ ∼ Unif [0, 1]. The label tree rounding
procedure operates as follows:
1. Every leaf of T sends to its parent its label and its marginal value as given by the

relaxation, i.e., a leaf that corresponds to label ` ∈ K sends to its parent (`, xv,`).
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Algorithm 1 Resolve(i, α, j, β).
draw a threshold θ ∼ Unif [0, 1].
if (case (a)) 0 ≤ α+ β ≤ 1 then

if θ ≤ α/(α+β) then
α′ ← α+ β, β′ ← 0 , and s← j.

else
α′ ← 0, β′ ← α+ β, and s← i.

end if
end if
if (case (b)) 1 < α+ β ≤ 2 then

if θ ≤ (1−β)/(2−α−β) then
α′ ← 1, β′ ← α+ β − 1 , and s← i.

else
α′ ← α+ β − 1, β′ ← 1, and s← j.

end if
end if
return (i, α′, j, β′) and declare s as fixed.

2. Every non-leaf node z of T (that is not the root) receives from its two children (i, α)
and (j, β); it executes Algorithm 1 with parameters (i, α, j, β) and θz as the random
threshold to obtain (α′, β′); updates the marginal probabilities of i and j to be α′ and β′
respectively; and sends to its parent in T the label that was not fixed from {i, j} along
with its newly updated marginal probability.

3. The root r of T operates exactly as any other non-leaf node of T with the following
exception: instead of sending the label that was not fixed to its parent along with its
newly updated marginal probability, r uses the given random threshold θ to round the
label that was not fixed, i.e., after the execution of Algorithm 1 by r if s ∈ {i, j} denotes
the label that is not fixed and the newly updated marginal probability of s equals γ, then
r sets the marginal of s to be 1 if θ ≤ γ and 0 otherwise.

The following lemma summarizes the desired properties of the label tree rounding procedure,
and its proof is deferred to a full version of the paper.

I Lemma 7. Let v ∈ V , xv ∈ P(MK,bv
), T a label tree of K, and denote by x̃v the vector

of marginal probabilities obtained by executing the label tree rounding procedure. Then,
1. x̃v ∈ {0, 1}k.
2. Let Bv ,

∑
`∈K xv,`, then bBvc ≤

∑
`∈K x̃v,` ≤ dBve always.

3. For every ` ∈ K: Pr [x̃v,` = 1] = xv,`.

Let us now focus on rounding multiple points in the uniform matroid polytope. In this
section we describe how to round multiple points in P(MK,bv

) while: (1) preserving marginal
probabilities; and (2) being “faithful” to the original `1 distances between any pair of points
in P(MK,bv

). Our correlated rounding procedure receives as input a fixed label tree T , along
with n points {xv}v∈V in P(MK,bv

). Intuitively, it applies the label tree rounding procedure
to all n points simultaneously, while using the same given tree T and the same random
thresholds in all executions. A formal description appears in Algorithm 2. As before, we
denote by x̃v the output of Algorithm 2 for node v ∈ V .

Lemma 8 bounds the expected separation cost of neighbouring nodes u and v. Assuming
xu and xv differ only in label 1 (as Observation 5 states without loss of generality), the
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Algorithm 2 Correlated Rounding
(
{xv}v∈V , T

)
.

For every non-leaf node z of T draw an independent threshold θz ∼ Unif [0, 1].
Draw an independent threshold θ ∼ Unif [0, 1] for the root r of T .
∀v ∈ V : execute label tree rounding with input T , xv, {θz}z non-leaf node of T , and θ.
Output the resulting {x̃v}v∈V .

executions of Algorithm 1 can differ between u and v only at non-leaf nodes of T that lie on
the (single) path from the leaf that represents label 1 and the root r of T . At the heart of
the proof lies the following observation: the expected additive increase in ||xu − xv||2 is O(ε)
for each of the non-leaf nodes of T that lie on the above mentioned path.

I Lemma 8. Let u, v ∈ V be such that xu and xv satisfy Observation 5, let x̃u and x̃v be the
output of Algorithm 2 for nodes u and v correspondingly, and let δ be the depth of T . Then,

E [||x̃u − x̃v||1] ≤ O(δ)ε .

Proof. Recall that Observation 5 states that xu and xv are identical, except that xv,1 =
xu,1 + ε. Hence, let P be the path from the leaf in T representing label 1 to the root r of T ,
and denote the sequence of nodes in this path by z1, z2, z3 . . . , zm (where z1 is the leaf and
zm is the root r). We use the following two assumptions that can be made without loss of
generality.

First, as the order of executions of Algorithm 1 at the nodes of T is irrelevant to the
outcome of Algorithm 2, as long as execution of Algorithm 1 at some node z of T is performed
after all executions of Algorithm 1 at all non-leaf nodes in the induced subtree of T that z is
its root. Hence, let us assume without loss of generality that all executions of Algorithm 1 at
nodes not in P are performed before any execution of Algorithm 1 at nodes z2, z3, . . . , zm.

Second, note that in every non-leaf node along P , i.e., z2, z3, . . . , zm, exactly one execution
of Algorithm 1 is performed for each of the nodes u and v. The execution of Algorithm 1
at some node zp, p = 2, . . . ,m, receives exactly two labels as input, one from the child zp−1
(along the path P ) and the other from the other child of zp which we denote by wp−1 (not
on the path P ). It is important to note that each of these two inputs might be random,
however, the input received from node wp−1 is always identical for both u and v. Therefore,
let us denote for simplicity of presentation and without loss of generality that the input
wp−1 sends to the execution of Algorithm 1 at node zp is label number p with its updated
marginal probability γp, i.e., (p, γp). Thus, we can focus only on the first m labels of K
since for labels m+ 1, . . . , k nodes u and v will always be identical and their contribution to
||x̃u − x̃v||1 will be always 0.

Denote by xtu ∈ [0, 1]m and xtv ∈ [0, 1]m the vector of marginal probabilities of the
first m labels after performing the execution of Algorithm 1 at node zt, for nodes u and v
respectively. Thus, for example, x1

u = (u1, γ2, γ3, . . . , γm) and x1
v = (u1 + ε, γ2, γ3, . . . , γm),

and xmu = (x̃u,1, x̃u,2, x̃u,3, . . . , x̃u,m) and xmv = (x̃v,1, x̃v,2, x̃v,3, . . . , x̃v,m). We prove that:

E
[
||xtu − xtv||1 − ||xt−1

u − xt−1
v ||1

]
≤ 2ε ∀t = 2, 3, . . . ,m. (2)

The proof of the lemma is completed by summing (2) over all relevant values of t, and
recalling that ||x1

u − x1
v||1 = ||xu − xv||1 = ε. Inequality (2) is proved by examining the joint

distribution of Algorithm 1 at node zt for both u and v. This computation is deferred to a
full version of the paper. J

ICALP 2017



34:10 Correlated Rounding of Multiple Uniform Matroids and Multi-Label Classification

Algorithm 3 Single Threshold (ST).
draw a threshold θ ∼ Unif [0, 1].
for every v ∈ V do
fST (v)← {` : θ ≤ h(xv,`)}.

end for
output fST .

Algorithm 4 Kleinberg-Tardos (KT).
while V 6= ∅ do
independently draw a threshold θ ∼ Unif [0, 1] and a uniform label ` ∈ K.
for every v ∈ V do

if θ ≤ xv,` then
fKT (v)← {`} and V ← V \ {v}.

end if
end for

end while
output fKT .

Proof (of Theorem 1). Apply Algorithm 2 to the given points y1, . . . ,yn with a label tree
T whose depth is O(log k). Lemmas 7 and 8 conclude the proof. J

4 O(log k)-Approximation for MML

Proof (of Theorem 2). We apply Algorithm 2 to the fractional solution provided by the
linear programming relaxation. Starting with assignment costs, Property (3) of Lemma 7
implies that all assignment costs are preserved in expectation. Considering separation costs,
one can always choose a label tree T whose depth is O(log k), and thus Lemma 8 implies
a multiplicative loss of O(log k) in the separation costs. Finally, Property (2) of Lemma 7
guarantees that every node v ∈ V is assigned at most dBve labels, but since dBve ≤ bv
our algorithm never deviates from the bound on the number of labels. Additionally, it is
important to note that Property (2) of Lemma 7 also ensures that every node v ∈ V is
assigned at least one label since bBvc ≥ 1. J

5 A Tight Approximation for Unbounded MML

Let us now focus on the basic building blocks. We use the following two algorithms as basic
building blocks for our final algorithm. The first is a simple single threshold algorithm.
Let h : [0, 1] → [0, 1] be a monotone non-decreasing distortion function. The algorithm
applies the distortion function h to each fractional value xv,`, and then finds a multi-labeling
fST (v) : V → 2K by assigning to v all labels ` whose distorted fractional value is larger than
a uniformly random threshold θ ∈ [0, 1]. The choice of an appropriate distortion function h
plays a crucial role in obtaining the best possible approximation of 2 for (Unbounded-MML).

The second building block we use is due to [25]. It is the 2-approximation they provide
for the uniform metric labeling problem.

Our algorithm is a simple “merge” of the two basic building blocks: Algorithms 3 and 4
are run independently and the union of their label assignments is returned.
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Algorithm 5 Union.
independently run Algorithms 3 and 4 to obtain fST and fKT .
for every v ∈ V do
f(v)← fST (v) ∪ fKT (v).

end for
output f .

Let us focus on the assignment costs. We denote by xv ∈ [0, 1]k the vector corresponding
to v, i.e., (xv)` = xv,`. First we start by stating two immediate observations regarding the
assignment probabilities of labels to vertices by the basic building blocks (a full proof is
deferred to a full version of the paper).

I Lemma 9. For any v ∈ V and ` ∈ K the following two claims hold:
1. Pr [` ∈ fST (v)] = h(xv,`).
2. Pr [fKT (v) = {`}] = xv,`

||xv||1 .

The following corollary states the probability that label ` is assigned to vertex v by the
Union Algorithm (Algorithm 5), and is used to bound the total labeling cost of Algorithm 5.
Its proof is deferred to a full version of the paper.

I Corollary 10. For any v ∈ V and ` ∈ K, Pr [` ∈ f(v)] = h(xv,`) + xv,`

||xv||1 − h(xv,`) · xv,`

||xv||1 .

We focus now on the separation cost of the Union Algorithm (Algorithm 5). Note that
the expected separation cost of the Union Algorithm (Algorithm 5) equals:∑

(u,v)∈E

s(u, v) · E
[∣∣∣∣1f(u) − 1f(v)

∣∣∣∣
1

]
. (3)

The next lemma provides all the ingredients required for bounding the expected separation
cost (3), its proof is deferred to a full version of the paper.

I Lemma 11. For any u, v ∈ V such that xu = (xu,1, xu,2, . . . , xu,k) and
xv = (xu,1 + ε, xu,2, . . . , xu,k), the following hold:
1. Pr [1 ∈ f(u), 1 /∈ f(v)] = 0.
2. Pr [1 /∈ f(u), 1 ∈ f(v)] = ε ·

(
1− xu,1

||xu||1

)
·
(
h(xu,1+ε)−h(xu,1)

ε + 1−h(xu,1+ε)
||xu||+ε

)
.

3. Pr [` ∈ f(u), ` /∈ f(v)] = ε · xu,`(1−h(xu,`))
||xu||1(||xu||1+ε) for every ` 6= 1.

4. Pr [` /∈ f(u), ` ∈ f(v)] = 0 for every ` 6= 1.

In order to bound the expected separation cost of an edge (u, v), as given by (3), we
employ a global charging argument. Typically, if local charging works it is the case that the
part of (3) that corresponds to a fixed label `, i.e., E

[
1{`∈f(u)∧`/∈f(v)} + 1{`/∈f(u)∧`∈f(v)}

]
could be upper bounded by α · zu,v,` for some constant α > 0. Unfortunately, this is not
the case as can be seen from Lemma 11. Edge (u, v) satisfies Observation 5, i.e., xu and xv
differ only coordinate 1, and thus without loss of generality zu,v,` = 0 for all ` 6= 1. However,
for example, case (3) of Lemma 11 implies that u and v have a non-zero probability of
disagreeing on any label ` 6= 1. Thus, a local charging argument as described above fails
and we must resort to a global argument that sums over all possible labels `. The following
corollary provides exactly such a global guarantee, and its proof is deferred to a full version
of the paper.
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I Corollary 12. Let xu = (xu,1, xu,2, . . . , xu,k) and xv = (xu,1 + ε, xu,2, . . . , xu,k) for an
edge (u, v) ∈ E. Then,

E
[∣∣∣∣1f(u) − 1f(v)

∣∣∣∣
1

]
≤
(
h(xu,1 + ε)− h(xu,1)

ε
+ 2− h(xu,1 + ε)

||xu||1 + ε

)
·
(

1− xu,1
||xu||1

)
· du,v .

Let us not focus on how to choose the distortion h. Given a specific choice of a distortion
function h : [0, 1] → [0, 1], Corollaries 10 and 12 determine the approximation guarantee.
Specifically, Corollary 10 determines the loss with respect to the labeling cost, and Corollary 12
determines the loss with respect to the separation cost.

The most natural distortion function is the identity, i.e., h(x) = x. The next theorem
shows that this choice of h yields a 3-approximation for (Unbounded-MML).

I Theorem 13. The Union Algorithm provides an approximation of 3 when h(x) = x.

Proof. First, consider the labeling costs. Corollary 10, along with the fact that ||xv||1 ≥ 1,
imply:Pr [` ∈ f(v)] = xv,` + xv,`

||xv||1 −
x2

v,`

||xv||1 ≤ 2xv,`
Pr [` /∈ f(v)] = (1− xv,`) ·

(
1− xv,`

||xv||1

)
≤ 1− xv,`

Hence, the labeling costs incur a loss of at most a factor of 2. Second, consider the separation
costs. Let (u, v) ∈ E and assume without loss of generality that xu = (xu,1, xu,2, . . . , xu,k)
and xv = (xu,1 + ε, xu,2, . . . , xu,k). Corollary 12, along with the fact that ||xv||1 ≥ 1, imply:

E
[∣∣∣∣1f(u) − 1f(v)

∣∣∣∣
1

]
≤
(
ε

ε
+ 2− xu,1 − ε
||xu||1 + ε

)(
1− xu,1
||xu||1

)
du,v ≤ 3du,v .

Thus, the separation costs incur a loss of at most a factor of 3, concluding the proof. J

We prove that choosing a quadratic distortion, i.e., h(x) = x2, provides a tight approxim-
ation of 2 for (Unbounded-MML). We are now ready to prove Theorem 3.

Proof (of Theorem 3). For simplicity we prove the theorem in two phases. In the first
phase we show that the quadratic distortion provides an approximation of (2 + ε). In the
second phase we show that, assuming ε ≤ (8k4)−1, the approximation is in fact 2. This
concludes the proof since ε can be chosen to be arbitrarily small.

Let us focus on the first phase. When considering the labeling costs, Corollary 10, along
with the facts that ||xv||1 ≥ 1 and 0 ≤ xv,` ≤ 1, imply:Pr [` ∈ f(v)] = x2

v,` + xv,`

||xv||1 −
x3

v,`

||xv||1 ≤ xv,` · (1− xv,`) ≤ 2xv,`
Pr [` /∈ f(v)] =

(
1− x2

v,`

)
·
(

1− xv,`

||xv||1

)
≤ (1− x2

v,`) ≤ 2(1− xv,`)

Hence, the labeling costs incur a loss of at most 2 in the approximation.
When considering the separation costs, let (u, v) ∈ E and assume without loss of generality

that xu = (xu,1, xu,2, . . . , xu,k) and xv = (xu,1 + ε, xu,2, . . . , xu,k). Corollary (12) implies:

E

[∑
`∈K

(
1{`∈f(u)∧`/∈f(v)} + 1{`/∈f(u)∧`∈f(v)}

)]
≤

≤

(
(xu,1 + ε)2 − x2

u,1

ε
+ 2− (xu,1 + ε)2

||xu||1 + ε

)(
1− xu,1
||xu||1

)
du,v

=
[(

2xu,1 +
2− x2

u,1

||xu||1 + ε

)(
1− xu,1
||xu||1

)
+ ε

(
||xu||1 − 2xu,1
|xu||1 + ε

)(
1− xu,1
||xu||1

)]
du,v . (4)
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Define the following function L(z, t) : [0, 1]× [1,∞)→ R+, L(z, t) ,
(

2z + 2−z2

t

)
·
(
1− z

t

)
.

Clearly the maximum value of L upper bounds the left term of (4), when plugging z = xu,1
and t = ||xu||1. One can verify that max0≤z≤1 maxt≥1 {L(z, t)} ≤ 2 (details are deferred to
a full version of the paper). Note that the right term of (4) is at most ε, hence the expected
separation cost is at most (2 + ε)du,v. This concludes the first phase. The proof of the second
phase is deferred to a full version of the paper. J

The proof of Theorem 4 is deferred to a full version of the paper.
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Abstract
Consider the following variant of the set cover problem. We are given a universe U = {1, ..., n}
and a collection of subsets C = {S1, ..., Sm} where Si ⊆ U . For every element u ∈ U we need to
find a set φ (u) ∈ C such that u ∈ φ (u). Once we construct and fix the mapping φ : U 7→ C a
subset X ⊆ U of the universe is revealed, and we need to cover all elements from X with exactly
φ(X) :=

⋃
u∈X φ (u). The goal is to find a mapping such that the cover φ(X) is as cheap as

possible.
This is an example of a universal problem where the solution has to be created before the

actual instance to deal with is revealed. Such problems appear naturally in some settings when we
need to optimize under uncertainty and it may be actually too expensive to begin finding a good
solution once the input starts being revealed. A rich body of work was devoted to investigate
such problems under the regime of worst case analysis, i.e., when we measure how good the
solution is by looking at the worst-case ratio: universal solution for a given instance vs optimum
solution for the same instance.

As the universal solution is significantly more constrained, it is typical that such a worst-case
ratio is actually quite big. One way to give a viewpoint on the problem that would be less
vulnerable to such extreme worst-cases is to assume that the instance, for which we will have to
create a solution, will be drawn randomly from some probability distribution. In this case one
wants to minimize the expected value of the ratio: universal solution vs optimum solution. Here
the bounds obtained are indeed smaller than when we compare to the worst-case ratio.

But even in this case we still compare apples to oranges as no universal solution is able
to construct the optimum solution for every possible instance. What if we would compare our
approximate universal solution against an optimal universal solution that obeys the same rules
as we do? We show that under this viewpoint, but still in the stochastic variant, we can indeed
obtain better bounds than in the expected ratio model. For example, for the set cover problem we
obtain Hn approximation which matches the approximation ratio from the classic deterministic
offline setup. Moreover, we show this for all possible probability distributions over U that have a
polynomially large carrier, while all previous results pertained to a model in which elements were
sampled independently. Our result is based on rounding a proper configuration IP that captures
the optimal universal solution, and using tools from submodular optimization.

The same basic approach leads to improved approximation algorithms for other related prob-
lems, including Vertex Cover, Edge Cover, Directed Steiner Tree, Multicut, and Facility Location.

∗ A full version of the paper is available at http://arxiv.org/abs/1707.01702.
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1 Introduction

In a typical online problem part of the input is revealed gradually to an algorithm, which has
to react to each new piece of the input by making irrevocable choices. In an online covering
problem the online input consists of a sequence of requests, which have to be satisfied by the
algorithm by buying items at minimum total cost.

Some online applications have severe resource constraints, typically in terms of time
and/or computational power. Hence even making an online (non-trivial) choice might be too
costly. In these settings it makes sense to consider universal algorithms. Roughly speaking,
the goal of these algorithms is to pre-compute a reaction to each possible input, so that the
online choice can then be made very quickly (say, looking at some pre-computed table). Since
the adversary has a lot of power in the universal setting, typically one assumes a stochastic
input. In particular, the input is sampled according to some probability distribution π, which
is either given in input or that can be sampled multiple times at polynomial cost per sample
(oracle model).

The most relevant prior work for this paper is arguably due to Grandoni et al. [21]
(conference version in [20]). The authors consider the universal stochastic version of some
classical NP-hard covering problems such as set cover, non-metric facility location, multicut
etc. They provide polynomial-time approximation algorithms for those problems in the
independent activation model, where each request u is independently sampled with some
known probability pu. Crucially, in their work the approximation ratio is obtained by
comparing the expected cost of the approximate solution with the expected cost of the
optimal offline solution (that knows the future sampled input). For example, in the set cover
case they present a polynomial-time algorithm that computes a mapping of expected cost
at most O (log (nm))E [OPToff(X)], where the expectation is taken over the sampling of X
according to π and OPToff(X) is the minimum (offline) cost of a set cover of X. Here n is
size of the universe and m the number of subsets. For m� n this ratio becomes O

(
logm

log logm

)
and is tight. They also consider the universal (non-metric) facility location problem in the
independent activation model, and provide a O (logn) approximation (in the above sense),
where n is the total number of clients and facilities. We remark that their method seems not
to lead to any improved approximation factor in the metric version of the problem. We finally
mention their O(log2 n) approximation for universal multicut in the independent activation
model, where n is the number of nodes in the graph.

1.1 Our Results and Techniques
Comparing with the offline optimum as in [21] might be too pessimistic. And often when
we need to optimize under uncertainty we cannot really find a better benchmark, flagship
example of it would be online problems. However, stochastic two-stage [29, 42] and stochastic
adaptive [38, 13, 12, 23] problems have proven that one can actually compare an approximate
solution with an optimum algorithm that is not omnipotent but obeys the same rules of the
model as the approximate one. This inspired us to ask the following question:

http://dx.doi.org/10.4230/LIPIcs.ICALP.2017.35
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Is it also possible in a stochastic universal problem to compare our algorithm with an
optimum solution that is restricted by the model in the same way as we are?

In this paper we show that we can do this indeed. In this way we manage to obtain tighter
approximation ratios – which of course are compared to a weaker benchmark, but this
benchmark itself can be interpreted as more fair and meaningful – and it also allows us to
approach more general problems.

1.1.1 Universal Stochastic Set Cover
We shall describe carefully the Universal Stochastic Set Cover problem in this section
so that we will fully present the model. For the remaining problems their full statements will
appear in appropriate sections.

In the Universal Stochastic Set Cover problem we are given in input a universe
U = {1, 2, ..., n}, and a collection C ⊆ 2U of m subsets S ⊆ U , each one with an associated
cost c(S). We need to a priori map each element u ∈ U into some set φ(u) ∈ C. Then
a subset X ⊆ U is sampled according to some probability distribution π (either given in
input as a set of scenarios or only by accessing an oracle), and we have to buy the sets
φ(X) =

⋃
u∈X φ(u) as the cover of X. Our goal is to minimize the expected value of the total

cost, i.e., EX∼π [c (φ(X))] = EX∼π
[∑

S∈φ(X) c(S)
]
. One of the most important aspects in

our model is that we do not compare ourselves against the expected value of an optimum
offline solution for a given scenario, that is, not against EX∼π [OPToff (X)], but what we
compare ourselves with is

min
φ:∀u∈Uu∈φ(u)

EX∼π

 ∑
S∈φ(X)

c(S)


which is the expected outcome of an optimal universal mapping.

The results depend on the probability distribution with which we deal in an instance of
the problem. Possible probability distributions are:

Scenario model: Here we are given in input all the sets X1, ..., XN ⊆ U such that
PX∼π [X = Xi] > 0 with the associated probability. This model allows for explicit use of
all the scenarios in the computations. For the Universal Stochastic Set Cover we
obtain O(logn)-approximation in this case even in the weighted case.
Oracle model: This is the most general model. We have a black-box access to an oracle
Π from which we can sample a scenario from distribution π. We assume that taking a
sample requires polynomial time. In this model we can find an O (logn)-approximation
for Universal Stochastic Set Cover in polynomial time only for the unweighted
case; in the weighted case we achieve the same approximation factor in pseudo-polynomial
time depending on maxS∈C c (S).
Independent activation model: In this model we assume that every element u ∈ U is
independently sampled with some given probability pu. This model does not capture
correlations of elements, and therefore sometimes it is not fully realistic. Though it
cannot be represented by a polynomial number of scenarios, its nice properties allow one
to develop good approximation algorithms for several problems. In this setting we are
able to approximate Universal Stochastic Set Cover within a factor O (logn) in
polynomial time even in the weighted case.

Our results are obtained by defining a proper configuration LP (with an exponential number
of variables) that captures the optimal mapping. We are able to solve this LP via the ellipsoid
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method using a separation oracle. Somehow interestingly, our separation oracle has to solve a
submodular minimization problem. Then we can round the fractional solution in a standard
way.

1.1.2 Overview of the results
The robustness of our framework allows us to address universal extensions of several covering
problems. After expressing the goal as a true approximation task, we can adapt tools from
the rich theory of approximation algorithms.

Here we give an overview of our results. Detailed statements of the theorems appear in
appropriate sections.

Scenario model

In this setting, we are able to construct an LP-based polynomial-time O(logn)-approximation
to the universal stochastic version of Set Cover (Theorem 6), which generalizes to Non-
Metric Facility Location and Constrained Set Multicover. In fact, the latter
algorithm achieves an approximation guarantee of exactly Hn. Different rounding proced-
ure leads to a 2-approximation for Universal Stochastic Vertex Cover. All these
approximation ratios match the best guarantees obtained in the deterministic world. What is
more, the exact polynomial time algorithm for Edge Cover extends to the scenario model.
We also present an O(

√
k)-approximation for Universal Stochastic Directed Steiner

Tree on acyclic graphs, where k is the number of terminals. Except the Set Cover problem,
proof of all of these Theorems will appear in the full version of the paper.

Independent activation model

In this setting, we are able to obtain several results in flavour of the O(1)-approximation
for the Maybecast problem by Karger and Minkoff [33]. We present a 6.33-approximation
for Universal Stochastic Metric Facility Location (Theorem 8) and an O(logn)-
approximation for Universal Stochastic Multicut (Theorem 12). As an intermediate
result, we obtain a 4.75-approximation for Universal Stochastic Multicut on trees.

Oracle model

We can generalize most of our results for the scenario model to this setting, with the restriction
that in the weighted case we get a pseudo-polynomial running time. This will be discussed
in the full version.

1.2 Related work
Other universal-like problems have been addressed in the literature. For instance, in the
universal TSP problem one computes a permutation of the nodes that is then used to visit
a given subset of nodes. This problem has been studied both in the worst-case scenario
for the Euclidean plane [39, 6] and general metrics [32, 22, 27], as well as in the average-
case [31, 7, 43, 19, 45]. (For the related problem of universal Steiner tree, see [33, 32, 22, 19].)
Jia et al. [32] introduced the universal set cover and universal facility location problems,
and studied them in the worst-case: they show that the adversary is very powerful in such
models, and give nearly-matching Ω(

√
n) and O(

√
n logn) bounds on the competitive factor.

These problems have been later studied by Grandoni et al. in the independent activation
model [21], as already mentioned before.
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A somewhat related topic is oblivious routing [40, 28, 8] (see, e.g., [47, 49] for special cases).
A tight logarithmic competitive result as well as a polynomial-time algorithm to compute the
best routing is known in the worst case for undirected graphs [5, 41]. For oblivious routing on
directed graphs in the worst case the lower bound of Ω(

√
n) [5] nearly matches upper bounds

in [24] but for the average case. The authors of [25] give an O(log2 n)-competitive oblivious
routing algorithm when demands are chosen randomly from a known demand-distribution;
they also use “demand-dependent” routings and show that these are necessary.

Another closely related notion is the one of online problems. These problems have a long
history (see, e.g., [9, 16]), and there have been many attempts to relax the strict worst-case
notion of competitive analysis: see, e.g., [14, 1, 19] and the references therein. Online problems
with stochastic inputs (either i.i.d. draws from some distribution, or inputs arriving in random
order) have been studied, e.g., in the context of optimization problems [36, 37, 19, 4], secretary
problems [18], mechanism design [26], and matching problems in Ad-auctions [35].

Alon et al. [2] gave the first online algorithm for set cover with a competitive ratio of
O(logm logn); they used an elegant primal-dual-style approach that has subsequently found
many applications (e.g., [3, 10]). This ratio is the best possible under complexity-theoretic
assumptions [34]; even unconditionally, no deterministic online algorithm can do much
better than this [2]. Online versions of metric facility location are studied in both the worst
case [36, 17], the average case [19], as well as in the stronger random permutation model [36],
where the adversary chooses a set of clients unknown to the algorithm, and the clients are
presented to us in a random order. It is easy to show that for our problems, the random
permutation model (and hence any model where elements are drawn from an unknown
distribution) are as hard as the worst case.

One can of course consider the (offline) stochastic version of optimization problems. For
example, k-stage stochastic set cover is studied in [29, 44], with an improved approximation
factor (independent from k) later given in [46].

The result for the Oracle model are based on the Sample Average Approximation approach,
see [11] for the application most relevant to our work.

As mentioned before, in two-stage stochastic problems [42, 29] and stochastic adaptive
problems [13, 38, 12, 23] it is possible to compare our algorithms with an optimum algorithm
which is equally constrained in the model as our problem, and this is what shed a light on the
possibility of obtaining results in the same spirit for the universal stochastic optimization.

In two recent papers [48, 15] authors looked at universal optimization over scenarios, but
compared against the average offline optimum, and not the optimum universal solution as
we do. All the properties of submodular functions used in our work can be found here [50].

2 Preliminaries

Here we give some basic definitions and properties. Given a universe U , we call a function
f : 2U → R submodular if f(A) +f(B) ≥ f(A∩B) +f(A∪B) for each pair of sets A,B ⊆ U .
Function f is monotone if f(B) ≥ f(A) for A ⊆ B. When considering a submodular function,
we assume that it is implicitly given in the form of an oracle that can be queried on a specific
A ⊆ U and returns the value f(A) in constant time.

I Theorem 1 (Iwata et al. [30]). There is an algorithm to minimize a given submodular
function f : 2U → N in polynomial time in |U | and in the number of bits needed to encode
the largest value of f .

Let us introduce a function gπ : 2U → R+, gπ(A) = P[A ∩ X 6= ∅] where X is drawn
from the distribution π. Our framework exploits crucially the fact that gπ is a submodular
function.
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I Lemma 2. Function gπ is submodular and monotone.

Proof. Observe that gπ(A) =
∑
X⊆U π(X) · 1 [A ∩X 6= ∅]. Function A→ 1 [A ∩X 6= ∅] is

submodular and a combination of such functions with positive coefficients is submodular.
The monotonicity holds trivially by definition. J

3 Universal Set Cover

In this section we present our approximation algorithm for universal set cover. We start by
considering the case that π is given in input, in the form of a set of N scenarios X1, . . . , XN ,
where scenario Xi ⊆ U is sampled with some given probability pi = π(Xi). Then we
(partially) extend our approach to the oracle model. Recall that n = |U | is the number of
elements in the universe.

Consider the scenario case. Recall that, for B ⊆ U , gπ(B) = P[B ∩X 6= ∅], where the
probability is taken over X ⊆ U sampled from π (namely, one of the scenarios Ai in this
case). As mentioned before, gπ is a submodular function over the universe U .

We start by expressing our problem as the following integer program (IP).

min
∑
S∈C

c(S)
∑
B⊆S

ySB · gπ(B) (IP-SC)

s.t.
∑
B3u

∑
S⊇B

ySB ≥ 1 ∀u∈U

ySB ∈ {0, 1} ∀S∈C∀B⊆S . (1)

We obtain a linear relaxation (LP-SC) of (IP-SC) by replacing the integrality constraints
(1) with ySB ≥ 0.

I Lemma 3. Integer program (IP-SC) is equivalent to Universal Stochastic Set Cover.

Proof. It is easy to translate a mapping φ : U → C into some feasible solution to (LP-SC).
All variables are zeros by default and for each S ∈ C such that φ−1(S) is non-empty, we set
ySφ−1(S) = 1. Note that always φ−1(S) ⊆ S. In that setting the objective value equals the
expected cost of the covering.

Let us fix some feasible solution {ySB}S∈C, B⊆S . We know that for each u ∈ U there is
some pair (B,S) so that u ∈ B and ySB = 1 (we will call it a covering pair). As long as
there are many covering pairs for some u, we replace one of them with (B \ {u}, S). The
new solution is still feasible and the objective value is no greater as function gπ is monotone.
Therefore there exists an optimal solution so that each u ∈ U admits exactly one covering
pair (Bu, Su). We can define φ(u) = Su to obtain a covering with expected cost equal to the
value of the objective function. J

(LP-SC) has an exponential number of variables: in order to solve it we consider its
dual, and provide a separation oracle to solve it. Interestingly, our separation oracle uses
submodular minimization.

I Lemma 4. (LP-SC) can be solved in polynomial time.
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Proof. We show how to solve the dual of (LP-SC), which is as follows:

max
∑
u∈U

αu (DP-SC)

s.t.
∑
u∈B

αu ≤ c(S) · gπ(B) ∀S∈C∀B⊆S

αu ≥ 0 ∀u∈U .

Observe that (DP-SC) has a polynomial number of variables and an exponential number
of constraints. In order to solve (DP-SC), it is sufficient to provide a (polynomial-time)
separation oracle, i.e. a procedure that, given a tentative solution {αu}u∈U , either determines
that it is feasible or provides a violated constraint.

This reduces to check, for each given S ∈ C, whether there exists B ⊆ S such that∑
u∈B αu > c(S) · gπ(B). In other terms, we wish to determine whether the minimum of

function hS(B) := c(S) · gπ(B)−
∑
u∈B αu is negative. Observe that the value of hS(B) can

be computed in polynomial time for a given B, since π is given in input as a set of scenarios.
Note also that hS is submodular: indeed gπ is submodular, costs c(S) are non-negative by
assumption, and −

∑
u∈B αu is linear (hence submodular). Hence we can minimize hS over

B ⊆ S in polynomial time via Theorem 1.1 J

Given the optimal solution to (LP-SC), it is sufficient to round it with the usual randomized
rounding algorithm for set cover.

I Lemma 5. The optimal solution to (LP-SC) can be rounded to an integer feasible solution
while increasing the cost by a factor O(logn) in expected polynomial time.

Proof. In the optimal solution, for each S ∈ C, variables {ySB}B⊆S define a probability
distribution. We sample from this distribution (independently for each S) for q = 2 lnn
many times. Let BS1 , . . . , BSq be the sets sampled for S: we let BS := ∪iBSi and tentatively
map elements of BS into S. In case the same element u belongs to BS′ and BS′′ for S′ 6= S′′,
we replace BS′ with BS′ \ {u} and iterate: this way each element is mapped into exactly
one set. The final sets BS induce our approximate mapping.

We can upper bound the expected cost of the solution by
∑
S∈C c(S)

∑q
i=1 gπ(BSi ). Indeed,

by the subadditivity of gπ (which is implied by submodularity and non-negativity), one
has gπ(BS) ≤

∑q
i=1 gπ(BSi ). Furthermore, gπ(BS′ \ {u}) ≤ gπ(BS′) since gπ is monotone.

Trivially

E

[∑
S∈C

c(S)
q∑
i=1

gπ(BSi )
]

= 2 lnn · E
[∑
S∈C

c(S)gπ(BS1 )
]

= 2 lnn ·
∑
S∈C

c(S)
∑
B⊆S

ySB · gπ(BS) ≤ 2 lnn ·OPT.

And from Markov’s inequality

P

[∑
S∈C

c(S)
q∑
i=1

gπ(BSi ) > 4 lnn ·OPT
]
<

1
2 .

1 In order to solve the configuration LP, there is an alternative to finding a separation oracle for the dual.
We can transform the configuration LP into a optimization program where we need to minimize a sum
of Lovasz’s extensions [50], which are convex functions, over a convex region. This approach would be
possibly more efficient, but we have chosen the one above for a simpler presentation.
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The probability that an element u ∈ U is not covered with a single sampling over ySB is∏
B3u

∏
S⊇B

(1− ySB) ≤
∏
B3u

∏
S⊇B

e−y
S
B = e

−
∑

B3u

∑
S⊇B

ySB ≤ 1
e
.

Therefore, by the independence of the sampling and the union bound, the probability that
at least one element is not covered is at most n · 1

e2 lnn = 1
n .

Altogether this gives a Monte-Carlo algorithm. As usual, this can be turned into a
Las-Vegas algorithm with expected polynomial running time by repeating the procedure
when some element is not covered or the cost of the solution is greater than 4 lnn ·OPT . J

The following theorem is a straight-forward consequence of Lemmas 4 and 5.

I Theorem 6. Universal Stochastic Set Cover in the scenario model admits a
polynomial-time O(logn) approximation algorithm w.r.t. the optimal universal mapping.

It turns out that not only the randomized rounding technique can be adapted to the
universal stochastic model but also the dual fitting technique. This allows us to improve the
above result to a purely deterministic algorithm with the approximation ratio exactly equal
to Hn. What is more, we are able to consider more general problems where each element u
is required to be covered at least r(u) times. Details will appear in the full version.

Our results can be also partially generalized to the oracle model, where the probability
distribution is given only by a blackbox oracle. In the unweighted case we are able to give a
polynomial time algorithm, while in the weighted case a pseudo-polynomial time one where
the complexity depends also on maxS c (S). Again, details will appear in the full version.

Finally, since in the independent activation model we can compute function gπ in
polynomial time, our approach works also in that case.

I Theorem 7. Universal Stochastic Set Cover in the independent activation model
admits a polynomial-time O(logn) approximation algorithm w.r.t. the optimal universal
mapping.

4 Metric facility location in the independent activation model

In the stochastic universal variant of the metric uncapacitated facility location (UniStoch-FL)
problem, we have a set of clients C and a set of facilities F . For each client c ∈ C and
facility f ∈ F , there is a cost d(c, f) paid if c is connected to f ; furthermore, there is a cost
of associated with opening facility f ∈ F . In the universal solution we need to assign every
client c ∈ C to a facility φ(c) ∈ F . Once a set X ⊆ U is realized we need to open all facilities
f ∈

⋃
c∈X φ (c) and connect each c ∈ X to φ (c). The goal is to minimize the expected total

cost of opening the facilities and connecting clients to facilities:

EX∼π

 ∑
f∈
⋃
c∈X

φ(c)

of +
∑
c∈X

d (c, φ (c))

 .
Just by direct modeling of the above formula with the configuration LP we can see that

the following is a relaxation of an integer program that solves the problem:

min
∑
f∈F

of
∑
B⊆C

yfB · gπ (B) +
∑
c∈C

∑
f∈F

gπ(c) · d (c, f) ·
∑

B⊆C:c∈B
yfB (CONF-LP-FL)

s.t. ∀c∈C :
∑
f∈F

∑
B⊆C:c∈B

yfB ≥ 1 and ∀f∈F∀B⊆C : yfB ≥ 0.
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LetOPTCONF−LP−FL be the optimal solution to the above LP. It holds thatOPTCONF−LP−FL
is a lower-bound on the expected outcome of an optimal universal solution.

What we are able to present in this section is a constant approximation in the case of
independent activation where every client c is independently chosen into the scenario with
probability pc. This restriction is due to the fact that we do not know of a good rounding
procedure in the general case, while we can solve the configuration LP even with the arbitrary
scenario distribution.

I Theorem 8. For Universal Stochastic Facility Location in the independent activa-
tion model there exists an algorithm with expected outcome cost at most 6.33·OPTCONF-LP-FL.

4.1 Transforming the LP
We start off with the following two inequalities for any S ⊆ C (see [33] for proof):

min
(

1,
∑
t∈S

pt

)
≥ gπ (S) = 1−

∏
t∈S

(1− pt) ≥
(

1− 1
e

)
min

(
1,
∑
t∈S

pt

)
. (2)

Now based on this inequality we shall transform and relax the (CONF-LP-FL) to get one
that is a bit easier to tackle. The inequality implies that the solution of the following LP is
at most e

e−1 bigger than the solution of (CONF-LP-FL):

min
∑
f∈F

of
∑
B⊆C

yfB ·min
(

1,
∑
c∈B

pc

)
+
∑
c∈C

∑
f∈F

gπ(c) · d (c, f) ·
∑

B⊆C:c∈B
yfB (3)

s.t.
∑
f∈F

∑
B⊆C:c∈B

yfB ≥ 1 ∀c∈C

yfB ≥ 0 ∀f∈F∀B⊆C .

Let Big be a collection of sets B ⊆ C such that
∑
t∈B pt > 1, and let Sml be a collection

of sets B ⊆ C such that
∑
t∈B pt ≤ 1. Define xfc to be the extent to which c was assigned

to f via sets from Big, and x̄fc the extent to which c was assigned to f via sets from Sml,
i.e., xfc =

∑
B∈Big:c∈B y

f
B and x̄fc =

∑
B∈Sml:c∈B y

f
B . Also, for every client c there is an

obvious inequality
∑
B∈Big y

f
B ≥

∑
B∈Big:c∈B y

f
B = xfc . Now we can lower bound (3):

∑
f∈F

of

 ∑
B∈Big

yfB +
∑

B∈Sml

yfB ·

∑
j∈B

pj

+
∑
c∈C

∑
f∈F

pc · d (c, f) ·
∑

B⊆C:c∈B
yfB

=
∑
f∈F

of

 ∑
B∈Big

yfB

+
∑
f∈F

∑
c∈C

of · pc

( ∑
B∈Sml:c∈B

yfB

)
+
∑
c∈C

∑
f∈F

pc · d (c, f) ·
∑

B⊆C:c∈B
yfB

≥
∑
f∈F

of ·max
c∈C

(
xfc
)

+
∑
f∈F

∑
c∈C

of · pc · x̄fc +
∑
c∈C

∑
f∈F

pc · d (c, f) ·
(
xfc + x̄fc

)
.

I Lemma 9. Let OPTLP−FL be the optimum solution of the following LP:

min
∑
f∈F

of ·max
c∈C

(
xfc
)

+
∑
f∈F

of ·
∑
c∈C

pc · x̄fc +
∑
c∈C

∑
f∈F

pc · d (c, f) ·
(
xfc + x̄fc

)
(LP-FL)

s.t. ∀c∈C :
∑
f∈F

xfc + x̄fc ≥ 1 and ∀f∈F∀c∈C : xfc , x̄fc ≥ 0.

It holds that OPTLP−FL ≤ e
e−1 ·OPTCONF−LP−FL.
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4.2 The rounding procedure

LP-FL has a polynomial number of variables and constraints, and so it can be solved in
polynomial time; denote by

(
xfc , x̄

f
c

)
c∈C,f∈F the optimal solution. Once we solve it we split

the clients into two groups:

Cbig :=

c ∈ C
∣∣∣∣∣∣
∑
f∈F

xfc ≥
3
4

 and Csml =

c ∈ C
∣∣∣∣∣∣
∑
f∈F

x̄fc >
1
4

 .

Dealing with clients from Cbig

From the definition we get that
( 4

3x
f
c

)
c∈Cbig,f∈F

is a feasible solution to the following
problem, which is a variant of the deterministic facility location problem where the price for
the distance for client c ∈ C is proportional to the factor pc:

min
∑
f∈F

of · max
c∈Cbig

(
zfc
)

+
∑
c∈C

∑
f∈F

pc · d (c, f) · zfc

s.t. ∀c∈Cbig :
∑
f∈F

zfc ≥ 1 and ∀f∈F∀c∈Cbig : zfc ≥ 0.

For this problem there exists a 3-approximation algorithm based on primal-dual method (the
proof is a simple exercise and will appear in the full version of the paper); let

(
zfc
)
c∈C,f∈F

be such an integral solution. Thus we have∑
f∈F

of · max
c∈Cbig

(
zfc
)

+
∑

c∈Cbig

∑
f∈F

pc · d (c, f) · zfc

≤ 3·
∑
f∈F

of · max
c∈Cbig

(
4
3x

f
c

)
+ 3 ·

∑
c∈Cbig

∑
f∈F

pc · d (c, f) · 4
3x

f
c

≤ 4·
∑
f∈F

of ·max
c∈C

(
xfc
)

+ 4 ·
∑
c∈C

∑
f∈F

pc · d (c, f) · xfc . (4)

Dealing with clients from Csml

Now the
(
4 · x̄fc

)
c∈Csml,f∈F

vector is a feasible solution to the following LP:

min
∑

c∈Csml

∑
f∈F

pc (of + d (c, f)) · zfc

s.t. ∀c∈Csml :
∑
f∈F

zfc ≥ 1 and ∀f∈F∀c∈Csml : zfc ≥ 0.

We can find an integral solution to this LP easily: just assign every client c ∈ Csml to the
facility f that minimizes of + d (c, f). If

(
zfc
)
c∈Csml,f∈F

is such an integral solution, then
we have that∑

c∈Csml

∑
f∈F

pc (of + d (c, f)) · zfc ≤
∑

c∈Csml

∑
f∈F

pc (of + d (c, f)) · 4x̄fc . (5)
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Combining the two solutions

In this way the solution composed from two integer vectors
(
zfc
)
c∈Cbig,f∈F

and
(
zfc
)
c∈Csml,f∈F

is a feasible solution to the (LP-FL), and by combining (4) and (5) its value is∑
f∈F

of · max
c∈Cbig

(
zfc
)

+
∑
f∈F

∑
c∈Csml

of · pc · zfc +
∑
c∈C

∑
f∈F

pc · d (c, f) · zfc

≤ 4·
∑
f∈F

of ·max
c∈C

(
xfc
)

+
∑
f∈F

∑
c∈C

of · pc · 4x̄fc +
∑
c∈C

∑
f∈F

pc · d (c, f) ·
(
4xfc + 4x̄fc

)
≤ 4· e

e− 1OPTCONF−LP−FL < 6.33 ·OPTCONF−LP−FL.

Thus we found a solution
(
zfc
)
c∈C,f∈F for the (LP-FL) whose value is at most 6.33 ·

OPTCONF−LP−FL. However using the left-side inequality from (2) we can transform it into
a solution of the (CONF-LP-FL) without losing its value. Hence we found a solution to the
Universal Stochastic Facility Location which is a 6.33-approximation.

5 Multicut in the independent activation model

In the (classical version of the) Multicut problem we are given an undirected graph G

with non-negative costs ce for all e ∈ E(G) and a set of pairs of vertices (s1, t1), . . . , (sk, tk).
The goal is to erase a subset of edges F of small cost so that there is no path connecting sc
with tc for any c. Multicut may be considered a covering problem in which the client c is
covered if F contains some (sc, tc)-cut.

In the universal stochastic setting we are also given a probability distribution π over the
subsets of C = [1, k] and the solution is a mapping φ : C → 2E such that φ(c) forms a (sc, tc)-
cut. The expected cost of the solution induced by a mapping φ equals EX∼π

[∑
e∈φ(c)
c∈X

ce

]
.

We express the problem with a configuration integer program. Let Pc denote the family
of all paths connecting sc with tc and let yeB = 1 mean that B = {c ∈ C : e ∈ φ(c)}.

min
∑
e∈E

ce
∑
B⊆C

yeB · gπ (B) (CONF-IP-MC) (6)

s.t.
∑
e∈P

∑
B3c

yeB ≥ 1 ∀c∈C ∀P∈Pc .

yeB∈ {0, 1} ∀e∈E ∀B⊆C .

We next use CONF-LP-MC to denote the linear relaxation of CONF-IP-MC. Likewise
for Facility location, we will show that in the independent activation model we can
reduce the universal stochastic setting to the buy-at-bulk setting, where each edge e can be
either bought for price ce to serve all the clients or be rented by client c for price ce · pc. We
define variables xe to indicate that e has been bought and variables x̄ec to express the event
of e being rented by c. This transition simplifies the linear program CONF-LP-MC to the
following one by sacrificing an approximation factor of e

e−1 .

min
∑
e∈E

ce · xe +
∑
e∈E

ce
∑
c∈C

pc · x̄ec (LP-MC)

s.t.
∑
e∈P

(xe + x̄ec) ≥ 1 ∀c∈C∀P∈Pc

xe, x̄ec ≥ 0 ∀e∈E∀c∈C .
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The proofs of the two following lemmas are similar to derivations in Sections 4.1 and 4.2
and so we omit them in this extended abstract.

I Lemma 10. If π is an independent activation distribution, then the optimal value of
LP-MP is at most e

e−1 times larger than the optimal value of CONF-LP-MP.

I Lemma 11. If G is a tree, then one can round a fractional solution to LP-MC to an
integral one of cost at most 3 times larger. The procedure runs in polynomial time.

In order to solve the problem on general graphs, we will embed the graph into a tree
that approximately preserves the structure of cuts. The following construction has been
introduced by Räcke [41]. We call a tree T decomposition tree of G if
1. the leaves of T correspond to vertices of G,
2. each edge et in T has weight cTet equal to the weight of the cut it induces on V (G) (we

call this cut mT (et)).
For an edge e ∈ E(G) and a decomposition tree T we define the relative load of e as

rloadT (e) =
( ∑

et∈E(T )
e∈mT (et)

cTet

)
/ ce.

The main result in [41] concerns the relation between multicommodity flows in G and Ti.
As our LP formulation is slightly more sophisticated we need to exploit this result in more
detail. Section 2.1 in [41] describes how to find (in polynomial time) a convex combination
of decomposition trees {λiTi}qi=1 for a graph G, such that maxe∈E(G) [

∑q
i=1 λirloadTi(e)] =

O(logn).

I Theorem 12. Universal Stochastic Multicut in the independent activation model
admits a polynomial-time O(logn) approximation algorithm.

Proof. Lemma 11 implies that a fractional solution to LP-MC over Ti can be rounded to
an integer solution with ratio 3. Observe that each tree edge on a path between terminals
corresponds to some cut between these terminals so any solution to Universal Stochastic
Multicut on a decomposition tree induces a solution on the original graph of at most the
same cost.

Let Li denote the optimal value of LP-MC over Ti and L denote the same for G. We
are going to show that

∑q
i=1 λiLi = O(L logn). In particular this means that minqi=1 Li =

O(L logn). After rounding the fractional solution on Ti of the smallest value, we will obtain
an integral solution for G of cost O(L logn), what entails an O(logn) approximation.

Let us consider the dual linear program of LP-MC.

max
∑
c∈C

∑
P∈Pc

αP (DP-MC)

s.t.
∑
c∈C

∑
P∈Pc
e∈P

αP ≤ ce ∀e∈E (7)

∑
P∈Pc
e∈P

αP ≤ ce · pc ∀c∈C ∀e∈E (8)

αP ≥ 0 ∀c∈C ∀P∈Pc .

Feasible solutions to (DP-MC) are just multicommodity flows satisfying conditions (7)-(8).
Let (βTi) be an optimal solution to (DP-MC) on a decomposition tree Ti (of value Li) and let
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(αTi) be a flow on G where a unit flow over et in (βTi) translates into a unit flow over mT (et).
Note that the value of shipped commodities remains the same. Consider (α) =

∑q
i=1 λi(αTi).

It is a (not necessarily feasible) solution of value
∑q
i=1 λiLi.

As (βTi) routes at most cTiet flow through an edge et, then (αTi) routes at most
∑

et∈E(Ti)
e∈mTi (et)

cTiet

flow through an edge e. Therefore constraint (7) is exceeded at most rloadTi(e) times in
(αTi) and

∑q
i=1 λirloadTi(e) times in (α). If we consider vectors (βTic ) given by flow routed

between terminals of client c, then we conclude the same for constraint (8).
After scaling (α) down times M = maxe∈E(G) [

∑q
i=1 λirloadTi(e)] we obtain a feasible

solution to (DP-MC) for G. This means that L is no less than
∑q
i=1 λiLi divided by M . As

we know that M = O(logn), the claim follows. J
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Abstract
We provide a single-key functional encryption scheme for Deterministic Finite Automata (DFA).
The secret key of our scheme is associated with a DFA M , and a ciphertext is associated with an
input x of arbitrary length. The decryptor learnsM(x) and nothing else. The ciphertext and key
sizes achieved by our scheme are optimal – the size of the public parameters is independent of
the size of the machine or data being encrypted, the secret key size depends only on the machine
size and the ciphertext size depends only on the input size.

Our scheme achieves full functional encryption in the “private index model”, namely the entire
input x is hidden (as against x being public and a single bit b being hidden). Our single key FE
scheme can be compiled with symmetric key encryption as in [12] to yield reusable garbled DFAs
for arbitrary size inputs, that achieves machine and input privacy along with reusability under a
strong simulation based definition of security.

We generalize this to a functional encryption scheme for Turing machines TMFE which has
short public parameters that are independent of the size of the machine or the data being en-
crypted, short function keys, and input-specific decryption time. However, the ciphertext of our
construction is large and depends on the worst case running time of the Turing machine (but not
its description size). These provide the first FE schemes that support unbounded length inputs,
allow succinct public and function keys and rely on LWE.

Our construction relies on a new and arguably natural notion of decomposable functional
encryption which may be of independent interest.

1998 ACM Subject Classification E.3 Data Encryption

Keywords and phrases Functional Encryption, Learning With Errors, Deterministic Finite Auto-
mata, Garbled DFA

Digital Object Identifier 10.4230/LIPIcs.ICALP.2017.36

1 Introduction

Functional encryption permits controlled disclosure of encrypted data, enabling the evaluator
to learn some authorised function of encrypted data in the clear. In functional encryption
(FE), a secret key corresponds to a function f and ciphertexts correspond to strings from
the domain of f . Given a function SKf and a ciphertext CTx, the decryptor learns f(x) and
nothing else. Functional encryption has found diverse applications, such as spam filtering on
encrypted data [12], online dating [13], delegation of computation [16] and many others.
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The function embedded within the secret key in FE is typically represented as a circuit.
While circuits are a powerful model of computation, the circuit representation has significant
drawbacks in practical scenarios. Consider the application of spam filtering on encrypted
emails, where the email gateway may be given a key to test the incoming email for spam.
Representing the computation as a circuit forces emails to be of a fixed length – a requirement
which is ill-fitting and wasteful. Another significant drawback of the circuit model is that it
incurs worst case running time on every input.

In practice, most spam filters as well as malware and intrusion detection systems are
implemented using pattern matching operations represented as deterministic finite automata
(DFA) [19, 14, 5, 10]. Note that in all these applications, the size of the input is highly variable
and instance specific, and restricting it to be of fixed length is cumbersome. Therefore a
functional encryption scheme for DFAs which supports dynamic data length would be the
“right fit” in such situations. However, although functional encryption for circuits has been
constructed based on the hardness of Learning With Errors (LWE) in the single key setting,
it is unclear how to leverage these techniques to support the arbitrary data length required
by DFAs.

1.1 Our Results
In this work, we provide a single-key functional encryption scheme for Deterministic Finite
Automata (DFA). The secret key of our scheme is associated with a DFA M , and a ciphertext
is associated with an input x of arbitrary length. The decryptor learns M(x) and nothing
else. The ciphertext and key sizes achieved by our scheme are optimal1 – the public key
size is independent of the machine and input size, the secret key size depends only on the
machine size and the ciphertext size depends only on the input size.

Our scheme achieves full functional encryption in the “private index model”, namely the
entire input x is hidden (as against x being public and a single bit b being hidden). Our
single key FE scheme can be compiled with symmetric key encryption as in [12] to yield
reusable garbled DFAs for arbitrary size inputs, that achieves machine and input privacy
along with reusability under a strong simulation based definition of security.

We generalize this to a functional encryption scheme for Turing machines TMFE which
has short public parameters that are independent of the size of the machine or the data being
encrypted, short function keys, and input-specific decryption time. However, the ciphertext
of our construction is large and depends on the worst case running time of the Turing machine
(but not its description size). These provide the first FE schemes that support unbounded
length inputs, allow succinct public and function keys and rely on LWE.

Our construction relies on a new and arguably natural notion of decomposable functional
encryption which may be of independent interest.

1.2 Related Work
Functional encryption for DFAs has received some attention already. Closest to our work is
the “Attribute Based Encryption” scheme for DFAs constructed by Waters [20]. In [20], the
encrypt algorithm takes as input a pair (x, b) where x may be of arbitrary size, and b is a
bit. The key corresponds to a DFA machine M so that given a key for M and a ciphertext
for (x, b), the decryptor learns the bit b if and only if M accepts x. Note that in contrast to

1 Up to logarithmic factors.



S. Agrawal and I. P. Singh 36:3

our work, the vector x is not hidden by the construction, neither is the machine M ; only the
bit b is hidden. On the other hand, the construction [20] can support polynomially many
keys, whereas ours can only support a single key. Attrapadung [4] extended the work of
Waters [20] to achieve adaptive rather than selective security. Another work that constructs
Attribute Based Encryption for DFAs is by Boyen and Li [7]. However, in their construction,
the input size to the DFA must be bounded in advance; avoiding this restriction is the main
motivation for our work.

There are other known functional encryption systems that support unbounded size inputs,
even supporting Turing machines, achieving input specific runtime and dynamic data length
[11, 2, 6, 15, 8, 9]. However, the mildest assumption required by this line of work is the
existence of indistinguishability obfuscation.

From standard assumptions, single key functional encryption has been constructed for
all polynomial sized circuits [18, 12]. A natural approach to construct reusable garbled
DFA/TM then, is to convert the machine to a circuit and leverage the constructions of
[18, 12]. However, instantiating this compiler with the reusable garbled circuits construction
[12] leads to a construction that cannot support dynamic data lengths, which is the main
focus of this work. On the other hand, using the construction by Sahai and Seyalioglu [18]
leads to a DFA/TM FE construction with large public key and ciphertext size, since the
construction by [18] suffers from public key and ciphertext size that depend on the circuit
size.

1.3 Our Techniques
To begin, we describe our single key FE scheme for DFA. Next, we describe how this
construction may be generalized to Turing machines.

1.3.1 Single Key FE for DFA
We briefly recall how a DFA works. A DFA machine M is represented by the tuple
(Q,Σ, T, qst, F ) where Q is a finite set of states, Σ is a finite alphabet, T : Σ×Q→ Q is the
transition function, qst is the start state, F ⊆ Q is the set of accepting states. Upon input
w ∈ Σk for some arbitrary polynomial k, the machine M accepts w if and only if there exists
a sequence of states q1, . . . , qk so that q1 = qst, T (wi, qi) = qi+1 for i ∈ [k − 1], and qk ∈ F .

To mimic the DFA computation, a natural starting point is to imagine a function key
that stores the transition table of a DFA, receives as input the current (symbol, state) pair
and produces as output an encryption of the next state of the computation. In more detail,
say the encryptor provides encryptions of each input symbol xi, for i ∈ [|x|], in addition to
an encryption for the first (fixed) state qst. Now, the function key could accept 2 inputs
(x1, qst), lookup the transition table and produce an encryption of the next state q2. Suppose
this encryption can only be paired with the encryption of x2 and none other, then we could
provide (x2, q2) as input to the function in the next step, thus propagating the computation.

We tie together encryptions of symbol with encryptions of state via the notion of
decomposable functional encryption. Intuitively, decomposability requires that the public
key PK and the ciphertext CTy of a functional encryption scheme be decomposable into
components PKj and CTj for j ∈ [|y|], where CTj depends on a single deterministic bit yj and
the public key component PKj . All components CTj are tied together by common randomness
used for their creation, although each CTj may use additional independent randomness.
Aside from the message dependent components, a ciphertext can contain components that are
independent of the message and depend only on the common randomness. The main advantage
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offered by decomposable functional encryption is that given the common randomness, each
ciphertext component CTj can be constructed independently of the rest. These components
can then be joined together to create a complete ciphertext which can then be decrypted
successfully. Additionally, only components that were constructed using the same randomness
can be “joined”, thereby preventing mix and match attacks where an adversary tries to treat
mismatched symbol state pairs such (x3, q2) as a single legitimate input.

Now, suppose we have a decomposable functional encryption scheme for circuits. Then, we
may proceed with the aforementioned strategy and divide the ciphertext into two components
– the first encoding the current symbol, and the second encoding the current state. We may
use the function key to generate the second component, using the same common randomness
that was used to generate the first component.

To take this approach forward we must find a suitable decomposable functional encryption
scheme for circuits – fortunately most functional encryption schemes in the literature are
decomposable. In particular, we show that the the succinct single key FE by Goldwasser et
al. [12] is decomposable. This scheme appears suitable for our purposes as the ciphertext
and public key in this scheme are independent of circuit size.

However, note that the ciphertext of [12] suffers from output-size dependence, i.e. it grows
linearly with the output length of the circuit. This implies that the function key may not
produce an output that is proportional to the length of the ciphertext. To obtain a (single
key) construction from LWE, we resolve this issue by repurposing a classic trick from Yao’s
garbled circuit construction, so that the output length of the circuit can be made independent
of the ciphertext size, at the cost of blowing up the ciphertext size somewhat. More concretely,
instead of having the circuit output a new ciphertext, the encryptor provides symmetric key
encryptions of CktFE [12] ciphertext components, encrypting all possible bit values (nesting
CktFE ciphertext inside SKE ciphertext), and the function key outputs the SKE keys to
unlock the correct CktFE ciphertext components, corresponding to the bit values chosen by
the key. This allows us to select the next state with a circuit output length independent of
the ciphertext size. For more details, we refer the reader to Section 4. This provides input
privacy and reusability but not machine privacy. We achieve machine privacy following ideas
of [12] – please see the full version [1] for details.

1.3.2 Single key FE for Turing Machines
To extend the above construction to support Turing Machines, we must address two challenges:
a) head movements should not reveal anything about the input and b) we need to write to
the tape. Below we describe how to handle each challenge in turn.

To overcome the first challenge, a natural approach is to use oblivious TMs, which fix
the head movement of a TM to be independent of the input. Moreover, there exist efficient
transformations that convert any Turing machine M that takes time T to decide an input
to an oblivious one that takes time T log T to decide the same input [17]. It remains to
address the challenge of handling tape writes. Since the head movements of the TM are
now fixed, the only thing that the transition function must specify is the next state, and
the symbol that must be written to the current tape cell. We leverage decomposability and
have the encryptor provide a ciphertext component encoding state, and another component
encoding current work tape symbol for every step in the computation. Indeed, this forces
our ciphertext to depend (linearly) on worst-case runtime of the Turing machine. All the
ciphertext components for a given time step are tied together with common randomness as
before. To ensure that the decryptor only learns the ciphertext components corresponding to
the particular state and tape symbol that occur during computation, the encryptor encrypts
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all CktFE ciphertexts with symmetric key encryption SKE. As in the case of DFA, the
function key selects the appropriate SKE keys to reveal the CktFE ciphertext encoding next
state and symbol to be read.

The careful reader may have noticed that the above description glosses over an important
detail: the cell that is written into at step i may be next accessed at any step j > i, so
the CktFE ciphertext at step i must encode SKE keys for some unknown future step j.
Fortunately, the machinery of oblivious TMs comes to our aid again. Since in an oblivious
TM, there exists a function t that computes the step that particular cell will be accessed next,
in step i, in addition to selecting the state for step i+ 1 as we did in DFAs, the function key
will also select the tape symbol to be read in step t(i). At any step j, the appropriate SKE
keys for the state were provided in step j− 1 and for tape symbol were provided at step i < j

where t(i) = j. Hence, the decryptor at step j has the SKE keys to unlock the CktFE CT
components for both state and tape symbol, which lets her proceed with the computation.
For more details, please see the full version [1].

1.4 Organization of the paper
In Section 2, we define the preliminaries we require for our constructions. In Section 3,
we define the notion of decomposable functional encryption. In Section 4, we provide our
construction for single key FE for DFAs. In the full version [1], we provide our construction
for single key functional encryption for Turing machines.

2 Definitions: FE for Deterministic Finite Automata

In this section we provide some notation and preliminaries that we require.
Functional encryption for deterministic finite automata (DFA) is defined analogously to

functional encryption for circuits, except that the public parameters may not depend on the
input length, which is unknown a priori. In this section, we will define single key functional
encryption for DFAs.

A DFA machine M is represented by the tuple (Q,Σ, T, qst, F ) where Q is a finite set of
states, Σ is a finite alphabet, T : Σ×Q→ Q is the transition function (stored as a table),
qst is the start state, F ⊆ Q is the set of accepting states. Upon input w ∈ Σk for some
arbitrary polynomial k (not known to the setup algorithm), the machine M accepts the input
if and only if there exists a sequence of states q1, . . . , qk so that q1 = qst, T (wi, qi) = qi+1 for
i ∈ [k − 1], and qk ∈ F . We say M(w) = 1 iff M accepts w and 0 otherwise.

2.1 Definition
Let Mκ : Qκ × Σκ → Qκ be a DFA family. A functional encryption scheme DfaFE for
M consists of four algorithms DfaFE = (DfaFE.Setup,DfaFE.KeyGen, DfaFE.Enc,DfaFE.Dec)
defined as follows.

DfaFE.Setup(1κ) is a p.p.t. algorithm takes as input the unary representation of the
security parameter and outputs the master public and secret keys (PK,MSK).
DfaFE.KeyGen(MSK,M) is a p.p.t. algorithm that takes as input the master secret key
MSK and a DFA machine M and outputs a corresponding secret key SKM .
DfaFE.Enc(PK,w) is a p.p.t. algorithm that takes as input the master public key PK and
an input message w and outputs a ciphertext CTw.
DfaFE.Dec(SKM,CTw) is a deterministic algorithm that takes as input the secret key
SKM and a ciphertext CTw and outputs M(w).
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I Definition 1 (Correctness). A functional encryption scheme DfaFE is correct if for all
M ∈M and all w ∈ Σ∗,

Pr
[ (PK,MSK)← DfaFE.Setup(1κ);

DfaFE.Dec
(

DfaFE.KeyGen(MSK,M),DfaFE.Enc(PK,w)
)
6= M(w)

]
= negl(κ)

where the probability is taken over the coins of DfaFE.Setup, DfaFE.KeyGen,
and DfaFE.Enc.

2.2 Security
In this section, we define simulation based security for single key FE for DFAs.

I Definition 2 (FULL-SIM- Security for DFA-FE). Let FM be a functional encryption scheme
for a DFA familyM. For every p.p.t. adversary A = (A1, A2) and a p.p.t. simulator Sim,
consider the following two experiments:

Expreal
DfaFE,A(1κ): Expideal

DfaFE,Sim(1κ):

1: (PK,MSK)← DfaFE.Setup(1κ)
2: (M, st1) ←A1(PK)
3: skM ← DfaFE.KeyGen(MSK,M)
4: (x, st) ←A2(st1,PK, skM )
5: CT← DfaFE.Enc(PK,x)
6: Output (st,CT)

1: (PK,MSK)← DfaFE.Setup(1κ)
2: (M, st1) ←A1(PK)
3: skM ← DfaFE.KeyGen(MSK,M)
4: (x, st) ←A2(st1,PK, skM )
5: C̃T← Sim(PK, skM ,M,M(x), 1|x|)
6: Output (st, C̃T)

The DFA functional encryption scheme FM is then said to be single query FULL-SIM secure
if there exists a p.p.t. simulator Sim such that for every p.p.t. adversary A = (A1, A2), the
following two distributions are computationally indistinguishable:{

Expreal
DfaFE,A(1κ)

}
κ∈N

c
≈
{

Expideal
DfaFE,Sim(1κ)

}
κ∈N

.

3 Decomposable Functional Encryption for Circuits

In this section, we define the notion of decomposable functional encryption (DFE). Decompos-
able functional encryption is analogous to the notion of decomposable randomized encodings
[3]. Intuitively, decomposability requires that the public key PK and the ciphertext CTx of a
functional encryption scheme be decomposable into components PKi and CTi for i ∈ [|x|],
where CTi depends on a single deterministic bit xi and the public key component PKi. In
addition, the ciphertext may contain components that are independent of the message and
depend only on the randomness.

We assume that given the security parameter, the following spaces are fixed: P containing
public key components, R1, R2 containing randomness used for encryption and C containing
the encoding of a single message bit. The length of the message |x| can be any polynomial.
Formally, let x ∈ {0, 1}k. A functional encryption scheme is said to be decomposable if there
exists a deterministic function E : P × {0, 1} ×R1 ×R2 → C such that:
1. The public key may be interpreted as PK = (PK1, . . . ,PKk,PKindpt) where PKi ∈ P for

i ∈ [k]. The component PKindpt ∈ Pj for some j ∈ N.
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2. The ciphertext may be interpreted as CTx = (CT1, . . . ,CTk,CTindpt), where

CTi = E (PKi, xi, r, r̂i) ∀i ∈ [k] and CTindpt = E (PKindpt, r, r̂) .

Here r ∈ R1 is common randomness used by all components of the encryption. Apart
from the common randomness r, each CTi may additionally make use of independent
randomness r̂i ∈ R2.

We note that if a scheme is decomposable “bit by bit”, i.e. into k components for inputs of
size k, it is also decomposable into components corresponding to any partition of the interval
[k]. Thus, we may decompose the public key and ciphertext into any i ≤ k components
of length ki each, such that

∑
ki = k. We will sometimes use Ē(y) to denote the tuple of

function values obtained by applying E to each component of a vector, i.e. Ē(PK,y, r) ,(
E(PK1, y1, r, r̂1), . . . , E(PKk, yk, r, r̂k)

)
, where |y| = k.

4 Single-Key Succinct FE for DFAs from LWE

In this section, we will construct a single key (public key) functional encryption scheme for
deterministic finite automata (DFA). Our construction makes use a decomposable single key
FE scheme for circuits, CktFE. In the full version [1], we show that:

I Lemma 3. The single key, succinct functional encryption scheme for circuits by Goldwasser
et al. [12], based on LWE is decomposable.

Conceptually, we decompose the input into two components of size `1 and `2 each, where
the second component is further decomposed bit by bit. We will use the first component
to encrypt the current input symbol in the DFA computation and keys to select the next
state in the computation, and the second component to encrypt the current state in the DFA
computation. While the input symbol encoded in the first component can be treated as a
unit of size `1, it will be helpful for us to represent the encoded input of size `2 bit by bit.

Thus, we have,

CktFE.PK = (PK1,PK2,PKindpt) and CktFE.CT = (CT1,CT2,CTindpt) .

Now let

CktFE.Enc(PK,x‖y) = (CT1,CT2,CTindpt)

=
(
Ē(PK1,x, r, r̂1), Ē(PK2,y, r, r̂2), Ē(PKindpt, r, r̂3)

)
.

We decompose

Ē(PK2,y, r, r̂2) =
(
E(PK2,1, y1, r, r̂2,1), . . . , E(PK2,`2 , y`2 , r, r̂2,`2)

)
.

Recall that E : P × {0, 1} × R1 × R2 → C and Ē(x) denotes the tuple of function values
obtained by applying E to each coordinate. Then,

Let |x| = `1, |y| = `2, PK1 ∈ P`1 , PK2 ∈ P`2 ,

j ∈ N, PKindpt ∈ Pj , r ∈ R1, r̂1 ∈ R`1
2 , r̂2 ∈ R`2

2 , r̂3 ∈ Rj2 .

In what follows, we abuse notation slightly and omit mention of the independent, fresh
randomness from R2 needed for each invocation for E . For convenience, we club the message
independent component CTindpt with CT1 and let

c = (CT1,CTindpt) and d = CT2 = (CT2,1, . . . ,CT2,`2) .
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LetMκ : Qκ × Σκ → Qκ be a DFA family. For notational convenience, we will drop the
subscript κ here on. Let Q = |Q|, the size of the state space of the DFA family. Then, the
single key functional encryption scheme for DFAs is constructed as follows.

DfaFE.Setup(1κ):
Upon input the security parameter 1κ, do:
1. Choose a symmetric key encryption scheme SKE with key space K.
2. Define a circuit family as follows. Let F : X → Y where X = (Σ×K2 logQ×{0, 1})×Q

and Y = KlogQ. We set

`1 = bΣc+ bK2 logQc+ 1, `2 = bQc = logQ

where b·c denotes size in bits. Let ` = `1 + `2.
3. Invoke CktFE.Setup(1κ, 1`) to obtain PK =

(
PK1, (PK2,1, . . . ,PK2,logQ),PKindpt

)
and

MSK.
4. Output (PK,MSK).

DfaFE.Enc(PK, w):
Let |w| = k. Note that k is arbitrary, and unknown to DfaFE.Setup. Do the following:
1. Sample randomness ri←R1 for i ∈ [k].
2. Sample SKE keys as follows. We define

Ki+1 =
(

(K0
(i+1,1),K

1
(i+1,1)), . . . , (K0

(i+1,logQ),K
1
(i+1,logQ))

)
where Kb

i+1,j ← K for i ∈ [k − 1], j ∈ [logQ], b ∈ {0, 1}.
3. Define message yi = (wi,Ki+1, 0) for i ∈ [k − 1] and yk = (wk,⊥, 1).
4. For i ∈ [k], we define:

ci,1 = Ē(PK1,yi, ri), ci,2 = Ē(PKindpt, ri), ci = (ci,1, ci,2) .

5. Let d1 = Ē (PK2, qst, r1). Here qst denotes the start state of the DFA. Further, let

dbi,j = E (PK2,j , b, ri) ∀ i ∈ [2, k], j ∈ [logQ], b ∈ {0, 1}.
di,q , (dqj

i,j) ∀j ∈ [logQ] where qj is the jth bit of q.

6. For i ∈ [2, k], j ∈ [logQ], b ∈ {0, 1} encrypt each dbi,j using the corresponding key Kb
i,j

as:

d̂bi,j = SKE.Enc(Kb
i,j ,dbi,j) .

7. Choose bi,j ← {0, 1} randomly for i ∈ [2, k], j ∈ [logQ] and define:

D̂i,j =
(

d̂bi,j

i,j , d̂
b̄i,j

i,j

)
, D̂i = (D̂i,j), D̂1 = d1 .

8. Output CTw = {ci, D̂i} for i ∈ [k].

DfaFE.KeyGen(MSK, M):
Let M denote a DFA machine and T denote its transition matrix. Let Ti denote the
ith row of T , with format

(
(σ, q)→ q′

)
indicating that the machine enters state q′ upon

input symbol σ and input state q. Let SKM = CktFE.Keygen(MSK, f) where f is defined
below in Figure 1.
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Function f
(
(σ,K, flag), q

)
1. Lookup table T for (σ, q). Say that (σ, q)→ q′. If no entry is found, output ⊥ and exit.
2. If flag = 1, check if q′ is an accepting state. If yes, output 1, else output 0 and exit.

3. If flag = 0, parse K as {(K0
j ,K

1
j )} for j ∈ [logQ], b ∈ {0, 1}. Choose the logQ keys K

q′j
j

(for j ∈ [logQ]), corresponding to the bits of q′ and output these.

Figure 1 Function to provide keys for next state in DFA computation.

DfaFE.Dec(SKf , CTw):
Interpret CTw = (ci, D̂i)i∈[k] and let d1,q1 = D̂1.
Initialize i = 1. While i ≤ k, do the following:

Let CT′i = (ci,di,qi
). Recall that di,qi

= (dqi,j

i,j ) for j ∈ [logQ]. If i = k, let
b← CktFE.Dec(SKf ,CT′k). Output b and exit.
Else let (Ki+1,1, . . . ,Ki+1,logQ) = CktFE.Dec(SKf ,CT′i).
For j ∈ [logQ], try to decrypt each value in D̂i+1,j using obtained key Ki+1,j . Exactly
one of the two ciphertexts per bit position will be decrypted, say d̂bj

i+1,j . Set

di+1,qi+1 =
(

SKE.Dec(Ki+1,j , d̂
bj

i+1,j)
)
∀j ∈ [logQ] .

Increment i.

4.1 Correctness

In this section, we establish correctness of the above construction. Before we proceed with
the formal argument, we provide some intuition. Note that in the encryption, the first
component ci encrypts message yi, which contains the ith input symbol, along with the set
of all 2 logQ symmetric keys used to construct SKE encryptions of the (i+ 1)th state. In the
second component, the element dbi,j in tuple ( dbi,j ) for j ∈ [logQ] and b ∈ {0, 1}, contains
an encryption of bit b, corresponding to the event that the jth bit of ith state is b. The set
D̂i contains 2 logQ SKE encryptions of dbi,j under keys Kb

i,j , shuffled for each position j.
Decryption at step i− 1 provides the level i symmetric keys Kbj

i,j to unlock the dbj

i,j for the
correct next state of the computation q′, i.e. bj = q′i,j . Thus, the decryptor recovers exactly
the components dbj

i,j which may be combined to create the ciphertext di,qi
. Put together with

ci we get an encryption of (wi,Ki+1, qi) which may again be decrypted with the function
key to obtain the appropriate keys to decrypt the correct di+1,qi+1 .

Formally, let k denote the length of input w and let q1, . . . , qk denote the states visited by
the DFA during computation. We have by correctness of decomposable functional encryption
that:

∀i ∈ [k − 1], CktFE.Enc
(

PK, (wi,Ki+1, 0, qi)
)

= (ci,di,qi
) where

ck =
(
Ē
(
PK1, (wi,Ki+1, 0), ri,

)
, Ē
(
PKindpt, ri

))
, di,qi

=
(
E(PK2,j , qi,j , ri)

)
j∈[logQ]

s.t. CktFE.Dec
(
SKf , (ci,di,qi

)
)

= Kqi+1 , (Kb1
i+1,1, . . . ,K

blog Q

i+1,logQ) where bj = qi+1,j .

Now, both elements of D̂i+1,j are attempted for decryption by Kbj

i+1,j , of which only the
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element encoding the correct bit qi+1,j is recovered. Formally, we have:

D̂i+1,j =
(

d̂0
i+1,j , d̂1

i+1,j
)

and

SKE.Dec
(
K
bj

i+1,j , d̂bi+1,j
)

= ⊥ if bj 6= b, and dqi+1,j

i+1,j otherwise.

By putting together all the components, we get by decomposability:

di+1,qi+1 =
(

dqi+1,j

i+1,j
)
∀ j ∈ [logQ]

Also, since each component of di+1,qi+1 uses the same common randomness ri+1 as is used
by ci+1, we have that CTi+1 = (ci+1,di+1,qi+1), hence we may repeat while i < k. Finally
for i = k,

CktFE.Enc
(

PK, (wk,⊥, 1, qk)
)

= (ci,dk,qk
)

so that CktFE.Dec
(
SKf , (ck,dk,qk

)
)

= 1 iff qk is an accepting state, 0 otherwise.

Efficiency. We note that the public key size of our scheme is the public key size of CktFE
[12] with message length ` = O(logQ+ log |Σ|+ logQ · log |K| which is polynomial in the
security parameter κ. The ciphertext size is O(|w| · logQ) and the secret key size is O(|M |)
(ignoring polynomials in the security parameter).

4.2 Proof of Security
We proceed to show that our construction is secure. Formally:

I Theorem 4. Assume that the underlying CktFE scheme satisfies FULL-SIM security ac-
cording to definition (please see [1]). Then the construction for DfaFE achieves FULL-SIM
security as defined in Definition 2.

Proof. We proceed to construct a simulator DfaFE.Sim as required by Definition 2. The
simulator receives (PK, SKM ,M,M(w), 1|w|) and does the following:
1. Assign the bit b = M(w), and construct the circuit f corresponding to M as defined in

Figure 1 in the description of DfaFE.KeyGen.
2. Let CktFE.SKf = SKM and invoke CktFE.Sim

(
PK, f,CktFE.SKf , b

)
to receive C̃Tk where

we may express C̃Tk = (c̃k, d̃k,qk
) and d̃k,qk

= (d̃k,j) for j ∈ [logQ].
3. For (i = k, i ≥ 1, i−−), do:

a. If i = 1, set Sim.D̂1 = d̃1,q1 and exit.
b. Sample key K∗i = (K∗i,1, . . . ,K∗i,logQ)← KlogQ and let

Sim.d̂i,j = SKE.Enc(K∗i,j , d̃i,j) ∀j ∈ [logQ] .

c. Sample b̃i,j ← {0, 1} and assign Sim.d̂b̃i,j

i,j = Sim.d̂i,j .
d. Choose another logQ keys K̃i,1, . . . K̃i,logQ ← KlogQ and compute

Sim.d̂¯̃bij

i,j = SKE.Enc(K̃i,j , 0|d̃i,j |) ∀ j ∈ [logQ] .

e. Let Sim.D̂i,j =
(
Sim.d̂b̃i,j

i,j , Sim.d̂¯̃bi,j

i,j

)
and Sim.D̂i =

(
Sim.D̂i,j

)
for j ∈ [logQ].

f. Let (c̃i−1, d̃i−1,qi−1) = CktFE.Sim(PK, f,SKf ,K∗i ).
4. Output the ciphertext as CTw = (c̃1, c̃2, . . . , c̃k, Sim.D̂1, . . . ,Sim.D̂k).
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4.2.1 Analysis of Simulator
Correctness of the simulator DfaFE.Sim can be easily established using correctness of the
simulator CktFE.Sim and the semantic security of SKE. Let us say that the DFA M visits
states q1, . . . , qk while computing on input w where |w| = k.
1. We have by correctness of CktFE.Sim that:{

CTk ← CktFE.Enc
(
PK, (wk,⊥, 1, qk)

) c
≈ C̃Tk ← CktFE.Sim

(
PK, fM , SKf , b

)}
.

By decomposability, CTk = (ck,dk,qk
) where dk,qk

= (dbj

k,j) for j ∈ [logQ] and bj = qk,j

defined as the jth bit of state qk. Similarly, C̃Tk = (c̃k, d̃k,qk
) where d̃k,qk

may be
decomposed as (d̃k,j) for j ∈ [logQ]. Let i = k.

2. We now establish that (d̂bj

i,j

c
≈ Sim.d̂i,j) where bj = qi,j and j ∈ [logQ].

a. We have that in algorithm DfaFE.Enc,

Ki =
(

(K0
(i,1),K

1
(i,1)), . . . , (K0

(i,logQ),K
1
(i,logQ))

)
where Kb

i,j ← K for j ∈ [logQ]. We also have, for j ∈ [logQ], b ∈ {0, 1}:

d̂bi,j = SKE.Enc(Kb
i,j ,dbi,j) (4.1)

b. In simulator DfaFE.Sim:

K∗i = (K∗i,1, . . . ,K∗i,logQ)← KlogQ and

Sim.d̂i,j = SKE.Enc(K∗i,j , d̃i,j) ∀j ∈ [logQ] .

Hence, since dbj

i,j

c
≈ d̃i,j and the symmetric keys are picked using the same distribution

in each case, we have that (d̂bj

i,j

c
≈ Sim.d̂i,j) where bj = qi,j and j ∈ [logQ].

3. We now establish that (d̂b̄j

i,j

c
≈ Sim.d̂¯̃bj

i,j) where j ∈ [logQ].

a. Construction of d̂b̄j

i,j is described in Equation 4.1.

b. For the latter, DfaFE.Sim samples b̃j and sets Sim.d̂b̃j

i,j = Sim.d̂i,j . Next, it samples
another logQ keys K̃i,1, . . . K̃i,logQ ← KlogQ and computes

Sim.d̂¯̃bj

i,j = SKE.Enc(K̃i,j , 0|d̃i,j |) ∀ j ∈ [logQ] .

By semantic security of SKE, we have that (d̂b̄j

i,j

c
≈ Sim.d̂¯̃bj

i,j).

4. Next, we show that D̂i
c
≈ Sim.D̂i. For i = 1, we have by definitions of D̂1 and Sim.D̂1,

that the above holds. For i > 1, in DfaFE.Enc, we have bi,j ← {0, 1} and

D̂i,j =
(

d̂bi,j

i,j , d̂
b̄i,j

i,j

)
.

In DfaFE.Sim, we have b̃i,j ← {0, 1} and

Sim.D̂i,j =
(
Sim.d̂b̃i,j

i,j , Sim.d̂¯̃bi,j

i,j

)
.

Since D̂i = (D̂i,j) and Sim.D̂i =
(

Sim.D̂i,j

)
for j ∈ [logQ], we have that D̂i

c
≈ Sim.D̂i.
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5. Let i = i− 1. Now, we have by correctness of CktFE.Sim,{
CTi ← CktFE.Enc

(
PK, (wi,Ki+1, 0, qi)

) c
≈ C̃Ti ← CktFE.Sim

(
PK, fM , SKf ,K∗i+1

)}
.

By decomposability, CTi = (ci,di,qi) where di,qi = (dqi,j

i,j ) for j ∈ [logQ]. Also, C̃Ti =
(c̃i, d̃i,qi

) where d̃i,qi
= (d̃i,j) for j ∈ [logQ]. If i > 1, go to step 2. For i = 1, we have by

definitions of D̂1 and Sim.D̂1, that (c1, D̂1) c
≈ (c̃1, Sim.D̂1).

6. Now, a straightforward hybrid argument yield that:{
(c1, D̂1), (c2, D̂2), . . . , (ck, D̂k)

}
c
≈
{

(c̃1, Sim.D̂1), (c̃2, Sim.D̂2), . . . , (c̃k, Sim.D̂k)
}

as desired.
J

Reusable Garbled DFA. In the full version [1] we show how to compile the above construc-
tion with symmetric key encryption to obtain the first construction of reusable garbled DFAs
from standard assumptions.

5 Single Key Functional Encryption for Turing Machines

In the full version [1], we provide the construction of single key functional encryption for
Turing machines. Our construction has short public parameters that are independent of
the size of the machine or the data being encrypted, short function keys, and input-specific
decryption time. However, the ciphertext of our construction is large and depends on the
worst case running time of the Turing machine (but not its description size).

While the large ciphertext size of our TMFE construction restricts its utility for practical
applications, we emphasize that the parameters obtained by our TMFE construction are not
implied by previous work to the best of our knowledge (please see the full version [1] for a
detailed discussion about previous work). To improve the ciphertext size of our construction,
while allowing succinct keys, dynamic data length and input specific run time is an interesting
open problem.
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Abstract
An important benchmark for secure multi-party computation (MPC) protocols is their round
complexity. For several important MPC tasks, (tight) lower bounds on the round complexity
are known. However, for some of these tasks, such as broadcast, the lower bounds can be
circumvented when the termination round of every party is not a priori known, and simultaneous
termination is not guaranteed. Protocols with this property are called probabilistic-termination
(PT) protocols.

Running PT protocols in parallel affects the round complexity of the resulting protocol in
somewhat unexpected ways. For instance, an execution of m protocols with constant expected
round complexity might take O(logm) rounds to complete. In a seminal work, Ben-Or and El-
Yaniv (Distributed Computing ‘03) developed a technique for parallel execution of arbitrarily
many broadcast protocols, while preserving expected round complexity. More recently, Cohen et
al. (CRYPTO ‘16) devised a framework for universal composition of PT protocols, and provided
the first composable parallel-broadcast protocol with a simulation-based proof. These construc-
tions crucially rely on the fact that broadcast is “privacy free,” and do not generalize to arbitrary
protocols in a straightforward way. This raises the question of whether it is possible to execute
arbitrary PT protocols in parallel, without increasing the round complexity.

In this paper we tackle this question and provide both feasibility and infeasibility results. We
construct a round-preserving protocol compiler, secure against a minority of actively corrupted
parties, that compiles arbitrary protocols into a protocol realizing their parallel composition,
while having a black-box access to the underlying protocols. Furthermore, we prove that the same
cannot be achieved, using known techniques, given only black-box access to the functionalities
realized by the protocols, unless merely security against semi-honest corruptions is required, for
which case we provide a protocol.
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1 Introduction

Secure multi-party computation (MPC) [52, 30] allows a set of parties to jointly perform a
computation on their inputs, in such a way that no coalition of cheating parties can learn
any information beyond what is revealed by their outputs (privacy) or affect the outputs of
the computation in any way other than by choosing their own inputs (correctness). Since the
first seminal works on MPC [52, 30, 6, 12, 50], it has been studied in a variety of different
settings and for numerous security notions: there exist protocols secure against passively
corrupted (aka semi-honest) parties and against actively corrupted (aka malicious) parties;
the underlying network can be synchronous or asynchronous; and the required security
guarantees can be information-theoretic or computational – -to name but a few of the axes
along which the MPC task can be evaluated.

The prevalent model for the design of MPC protocols is the synchronous model, where
the protocol proceeds in rounds. In this setting, the round complexity, i.e., the number of
rounds it takes for a protocol to deliver outputs, is arguably the most important efficiency
metric. Tight lower bounds are known on the round complexity of several MPC tasks. For
example, for the well-known problems of Byzantine agreement (BA) and broadcast [48, 44],
it is known that any protocol against an active attacker corrupting a linear fraction of the
parties has linear round complexity [25, 23]. This result has quite far-reaching consequences
as, starting with the seminal MPC works mentioned above, a common assumption in the
design of secure protocols has been that the parties have access to a broadcast channel,
which they potentially invoke in every round. In reality, such a broadcast channel might
not be available and would have to be implemented by a broadcast protocol designed for
a point-to-point network. It follows that even though the round complexity of many MPC
protocols is linear in the multiplicative depth of the circuit being computed, their actual
running time depends on the number of parties, when executed over point-to-point channels.

The above lower bound on the number rounds for BA holds when all honest parties are
required to complete the protocol together, at the same round [22]. Indeed, randomized
BA protocols that circumvent this lower bound and run in expected constant number of
rounds (cf. [4, 49, 24, 26, 41, 45]) do not provide simultaneous termination, i.e., once a
party completes the protocol’s execution it cannot know whether all honest parties have
also terminated or if some honest parties are still running the protocol; in particular, the
termination round of each party is not a priori known. A protocol with this property is said
to have probabilistic termination (PT).

As pointed out by Ben-Or and El-Yaniv [5], when several such PT protocols are executed
in parallel, the expected round complexity of the combined execution might no longer be
constant (specifically, might not be equal to the maximum of the expected running times of the
individual protocols). Indeed, when m protocols, whose termination round is geometrically
distributed (and so, have constant expected round complexity), are run in parallel, the
expected number of rounds that elapse before all of them terminate is Θ(logm) [14]. While
an elegant mechanism was proposed in [5] for implementing parallel calls to broadcast such
that the total expected number of rounds remains constant, it did not provide any guarantees
to remain secure under composition, raising questions about its usability in a higher-level
protocol (such as the MPC setting described above). Such a shortcoming was recently
addressed by Cohen et al. [14] who provided a framework for universal composition of PT
protocols (building upon the universal-composition framework of [8]). An application of
their result was the first composable protocol for parallel broadcast (with a simulation-based
proof) that can be used for securely replacing broadcast channels in arbitrary protocols, and
whose round complexity is constant in expectation.
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Indeed, an immediate application of the composable parallel-broadcast protocol from [14]
is plugging it into broadcast-model MPC protocols in order to obtain point-to-point protocols
with a round complexity that is independent of the number of parties. In the information-
theoretic setting, this approach yields protocols whose round complexity depends on the depth
of the circuit computing the function [6, 12, 50, 18], whereas in the computational setting,
assuming standard cryptographic assumptions, this approach yields expected-constant-round
protocols [43, 3, 20, 40, 1, 29, 31, 46]. However, the resulting point-to-point protocols have
probabilistic-termination on their own. The techniques used for composing PT broadcast
protocols in parallel crucially rely on the fact that broadcast is a privacy-free functionality,
and a naïve generalization of this approach to arbitrary PT protocols fails to be secure. This
raises the question of whether it is possible to execute arbitrary PT protocols in parallel,
without increasing the round complexity.

We remark that circumventing lower bounds on round complexity is just one of the areas
where such PT protocols have been successfully used. Indeed, randomizing the termination
round has been proven to be a very useful technique in circumventing impossibilities and
improving efficiency for many cryptographic protocols. Notable examples include non-
committing encryption [21], cryptographic protocols designed for rational parties [34, 27, 47,
2, 32, 28], concurrent zero-knowledge protocols [9, 13] and parallel repetition of interactive
arguments [33, 35]. The rich literature on such protocols motivates a thorough investigation
of their security and composability. As mentioned above, in [14] the initial foundations were
laid out for such an investigation, but what was proven for arbitrary PT protocols was a
round-preserving sequential composition theorem, leaving parallel composition as an open
question.

Our contributions. In this work, we investigate the issue of parallel composition for arbitrary
protocols with probabilistic termination. In particular, we develop a compiler such that
given functionalities F1, . . . ,FM and protocols π1, . . . , πM, where for every i ∈ [M], protocol
πi realizes Fi (possibly using correlated randomness as setup1), then the compiled protocol
realizes the parallel composition of the functionalities, denoted (F1 ‖ · · · ‖ FM).

Our compiler uses the underlying protocols in a black-box manner,2 is robust (i.e.,
secure without abort) and resilient against a computationally unbounded active adversary,
adaptively corrupting up to t < n/2 parties (which is optimal [50]). Moreover, our compiler is
round-preserving, meaning that if the maximal (expected) round complexity of each protocol
is µ, then the expected round complexity of the compiled protocol is O(µ). For example, if
each protocol πi has constant expected round complexity, then so does the compiled protocol.
Recall that this task is quite complicated even for the simple case of BA (cf. [5, 14]). For
arbitrary functionalities it is even more involved, since as we show, the approach from [5]
cannot be applied in a functionally black-box way in this case. Thus, effectively, our result is
the first round-preserving parallel composition result for arbitrary multi-party protocols/tasks
with probabilistic termination.

We now describe the ideas underlying our compiler. In [5] (see also [14]), a round-
preserving parallel-broadcast protocol was constructed by iteratively running, for a constant
number of rounds, multiple instances of BA protocols (each instance is executed multiple

1 A trusted setup phase is needed for implementing broadcast in the honest-majority setting. As shown
in [17, 16] some interesting functions can be computed without such a setup phase.

2 Following [37], by a black-box access to a protocol we mean a black-box usage of a semi-honest MPC
protocol computing its next-message function.
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times in parallel, in a batch), hoping that at least one execution of every BA instance will
complete. By choosing the multiplicity suitably, this would occur with constant probability,
and the process need therefore be repeated a constant expected number of times only.

At first sight it might seem that this idea can be applied to arbitrary tasks, but this is
not the case. Intuitively, the reason is that if the tasks that we want to compose in parallel
have privacy requirements, then making the parties run them in (parallel) “batches” with
the same input might compromise privacy, since the adversary will be able to use different
inputs and learn multiple outputs of the function(s). This issue is not relevant for broadcast,
because it is a “privacy-free” functionality; the adversary may learn the result of multiple
computations using the same inputs for honest parties, without compromising security.

To cope with the above issue, our parallel-composition compiler generalizes the approach
of [5] in a privacy-preserving manner. At a high level, it wraps the batching technique by
an MPC protocol which restricts the parties to use the same input in all protocols for the
same function. In particular, the compiler is defined in the Setup-Commit-then-Prove hybrid
model [10, 39], which allows each party to commit to its input values and later execute
multiple instances of every protocol, each time proving that the same input value is used in
all executions.

The constructions in [10, 39] for realizing the Setup-Commit-then-Prove functionality are
designed for the dishonest-majority setting and therefore allow for a premature abort. Since
we assume an honest majority, we require security without abort. A possible way around
would be, as is common in the MPC literature, to restart the protocol upon discovering
some cheating or add for each abort a recovery round; this, however, would induce a linear
overhead (in the number of parties) on the round complexity of the protocol.

Instead, in order to recover from a misbehavior by corrupted parties, we modify the
Setup-Commit-then-Prove functionality and secret-share every committed random string
between all the parties, using an error-correcting secret-sharing scheme (aka robust secret
sharing [50, 19, 11]). In case a party is identified as cheating, every party broadcasts the
share of the committed randomness corresponding to that party, reconstructs the correlated
randomness for that party, and locally computes the messages corresponding to this party in
every instance of every protocol. We also prove that the modified Setup-Commit-then-Prove
functionality can be realized in a constant number of rounds, thus yielding no (asymptotic)
overhead on the round complexity of the compiler.

Next, given that using only black-box access to the protocols πi, it is possible to compile
them into a protocol that implements the parallel composition (F1 ‖ · · · ‖ FM) of the
functionalities F1, . . . ,FM realized by protocols π1, . . . , πM, we investigate the question of
whether there exists a protocol that securely realizes (F1 ‖ · · · ‖ FM) given only black-box
access to the functionalities F1, . . . ,FM,3 but not to protocols realizing them. This question
is only sensible if asked for an entire class of functionalities (cf. [51]), since otherwise a
protocol may always ignore the functionalities F1, . . . ,FM and implement (F1 ‖ · · · ‖ FM)
from scratch.

On the one hand, we prove that against semi-honest corruptions, there indeed exists
a protocol for parallel composition of arbitrary functionalities Fi in a functionally black-
box manner. On the other hand, in the case of active corruptions, we devise a class of
functionalities for which, when using a generalization of the “batching” technique from [5],

3 Loosely speaking, a functionally black-box protocol, as defined in [51], is a protocol that can compute a
function f without knowing the code of f , i.e., given an oracle access to the function f . Note that in
this model, each ideal functionality Fi has an oracle access to the function fi it computes.



R. Cohen, S. Coretti, J. Garay, and V. Zikas 37:5

such a black-box transformation is not possible in the presence of a single active corrupted
party. More precisely, (1) a naïve call to each of the ideal functionalities Fi until termination
will not be round-preserving, (2) it is impossible to compute the parallel composition without
calling every ideal functionality, and (3) using the same input value in more than one call to
any of the ideal functionalities will break privacy.4 This negative result validates our choice
of a protocol compiler, and is evidence that such a task, if at all possible, would require
entirely new techniques.

We phrase our results using the framework for composition of protocols with probabilistic
termination [14], extending it (a side result of independent interest) to include parallel
composition, reactive functionalities (to capture the Setup-Commit-then-Prove functionality),
and the higher corruption threshold of t < n/2.

Organization of the paper. The rest of the paper is organized as follows. In Section 2
we describe the network model, the basics of the probabilistic-termination framework by
Cohen et al. [14], and other tools that are used throughout the paper. We start Section 3
with the extensions to the PT framework, followed by the protocol that achieves round-
preserving parallel composition for arbitrary functionalities in a functionally black-box
manner against semi-honest adversaries. Section 4 is dedicated to active corruptions; first,
the round-preserving protocol-black-box construction, followed by the negative result on
round-preserving functionally black-box composition in the case of active corruptions. Due
to space limitations, finer details of the model and PT framework, our extension of the PT
framework to the honest-majority setting, and proofs, will only appear in the full version of
the paper.

2 Model and Preliminaries

2.1 Synchronous Protocols in UC

We consider synchronous protocols in the model of Katz et al. [42], which is designed on
top of the universal composability framework of Canetti [8]. More specifically, we consider
n parties P1, . . . , Pn and a computationally unbounded, adaptive t-adversary that can
dynamically corrupt up to t parties during the protocol execution. Synchronous protocols
in [42] are protocols that run in a hybrid model where parties have access to a simple “clock”
functionality. This functionality keeps an indicator bit, which is switched once all honest
parties request the functionality to do so, i.e., once all honest parties have completed their
operations for the current round. In addition, all communication is done over bounded-delay
secure channels, where each party requests the channel to fetch messages that are sent to him,
such that the adversary is allowed to delay the message delivery by a bounded and a priori
known number of fetch requests. Stated differently, once the sender has sent some message,
it is guaranteed that the message will be delivered within a known number of activations of
the receiver. For simplicity, we assume that every message is delivered within a single fetch
request. A more detailed overview of [42] can be found in the full version.

4 We note that our negative result does not contradict Ishai et al. [38, 36] who constructed two-round
protocols with guaranteed output delivery for n ≥ 4 and t = 1 without broadcast. Indeed, the protocols
in [38, 36] are non-black-box with respect to the function to be computed.
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2.2 The Probabilistic-Termination Framework
Cohen et al. [14] extended the UC framework to capture protocols with probabilistic termin-
ation, i.e., protocols without a fixed output round and without simultaneous termination.
This section outlines their techniques; additional details can be found in the full version.

Canonical synchronous functionalities. The main idea behind modeling probabilistic ter-
mination is to separate the functionality to be computed from the round complexity that is
required for the computation. The atomic building block in [14] is a functionality template
called a canonical synchronous functionality (CSF), which is a simple two-round functionality
with explicit (one-round) input and (one-round) output phases. The functionality Fcsf has
two parameters: (1) a (possibly) randomized function f that receives n+ 1 inputs (n inputs
from the parties and one additional input from the adversary) and (2) a leakage function l
that determines what information about the input values is leaked to the adversary.
Fcsf proceeds in two rounds: in the first (input) round, all the parties hand Fcsf their

input values, and in the second (output) round, each party receives its output. Whenever
some input is submitted to Fcsf, the adversary is handed some leakage function of this
input; the adversary can use this leakage when deciding the inputs of corrupted parties.
Additionally, he is allowed to input an extra message, which – depending on the function f –
might affect the output(s).

Wrappers and traces. Computation with probabilistic termination is captured by defining
output-round randomizing wrappers. Such wrappers address the issue that while an ideal
functionality abstractly describes a protocol’s task, it does not describe its round complexity.
Each wrapper is parametrized by a distribution (more precisely, an efficient probabilistic
sampling algorithm) D that may depend on a specific protocol implementing the functionality.
The wrapper samples a round ρterm ← D, by which all parties are guaranteed to receive their
outputs. Two wrappers are considered: the first, denoted Wstrict, ensures in a strict manner
that all (honest) parties terminate together in round ρterm; the second, denoted Wflex, is
more flexible and allows the adversary to deliver outputs to individual parties at any time
before round ρterm.

As pointed out in [14], it is not sufficient to inform the simulator S about the round ρterm.
In many cases, the wrapper should explain to S how this round was sampled; concretely,
the wrapper provides S with the random coins that are used to sample ρterm. In particular,
S learns the entire trace of calls to ideal functionalities that are made by the protocol in
order to complete by round ρterm. A trace basically records which hybrids were called by a
protocol’s execution, and in a recursive way, for each hybrid, which hybrids would have been
called by a protocol realizing that hybrid.The recursion ends when the base case is reached,
i.e., when the protocol is defined using the atomic functionalities that are “assumed” by the
model.5 Formally, a trace is defined as follows:

I Definition 1 (Traces). A trace is a rooted tree of depth at least 1, in which all nodes are
labeled by functionalities and where every node’s children are ordered. The root and all
internal nodes are labeled by wrapped CSFs (by either of the two wrappers), and the leaves
are labeled by unwrapped CSFs. The trace complexity of a trace T , denoted ctr(T ), is the
number of leaves in T . Moreover, denote by flextr(T ) the number nodes labeled by flexibly
wrapped CSFs in T .

5 The atomic functionalities considered in this work are the CSFs for the point-to-point communication
functionality Fsmt and the correlated-randomness functionality for broadcast Fcorr-bc.
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Sequential composition of probabilistic-termination protocols. When a set of parties
execute a probabilistic-termination protocol, or equivalently, invoke a flexibly wrapped CSF,
they might get out-of-sync and start the next protocol in different rounds. The approach
in [14] for dealing with sequential composition is to start by designing simpler protocols, that
are in a so-called synchronous normal form, where the parties remain in-sync throughout the
execution, and next, compile these protocols into slack-tolerant protocols.

I Definition 2 (Synchronous normal form). Let F1, . . . ,Fm be CSFs. A synchronous protocol
π in the (F1, . . . ,Fm)-hybrid model is in synchronous normal form (SNF) if in every round
exactly one ideal functionality Fi is invoked by all honest parties, and in addition, no honest
party hands inputs to other CSFs before this instance halts.

SNF protocols are designed as an intermediate step only, since the hybrid functionalities
F1, . . . ,Fm are two-round CSFs, and, in general, cannot be realized by real-world protocols.
In order to obtain protocols that can be realized in the real world, [14] introduced slack-
tolerant variants of both the strict and the flexible wrappers, denoted Wsl-strict and Wsl-flex.
These wrappers are parametrized by a slack parameter c ≥ 0 and can be used even if parties
provide inputs within c+ 1 consecutive rounds (i.e., they tolerate input slack of c rounds);
furthermore, the wrappers ensure that all honest parties obtain output within two consecutive
rounds (i.e., they reduce the slack to c = 1). Next, [14] constructed compilers to convert
any SNF protocol realizing a wrapped CSF WD

strict(F) (resp., WD
flex(F)) into a (non SNF)

protocol realizing WD′,c
sl-strict(F) (resp., WD′,c

sl-flex(F)), using wrapped CSFs as hybrids. The
compilers maintain the security and the asymptotic (expected) round complexity of the
original SNF protocols. At the same time, the compilers take care of any potential slack that
is introduced by the protocol and ensure that the resulting protocol can be safely executed
even if the parties do not start the protocol simultaneously.

Finally, in [14], the authors also provided protocols for realizing wrapped variants of
the atomic CSF functionality for secure point-to-point communication. This suggested
the following design paradigm for realizing a wrapped functionality Wsl-strict(F) (resp.,
Wsl-flex(F)): First, construct an SNF protocol for realizing Wstrict(F) (resp., Wflex(F))
using CSF hybrids F1, . . . ,Fm. Next, for each of the non-atomic hybrids Fi, show how
to realize Wstrict(Fi) (resp., Wflex(Fi)) using CSF hybrids F′1, . . . ,F′m′ . Proceed in this
manner until all CSF hybrids are atomic functionalities. Finally, repeated applications of the
composition theorems above yield a protocol for Wsl-strict(F) (resp., Wsl-flex(F)) using only
atomic functionalities as hybrids.

2.3 A Lemma on Termination Probabilities

The following lemma, which will be used in our positive results, provides a constant lower
bound on the probability that when running simultaneously (i.e., in parallel) N copies of M
probabilistic-termination protocols π1, . . . , πM, at least one copy of each πi will complete after
R rounds, for suitable choices of N and R. The proof of the lemma appears in the full version.

I Lemma 3. Let M, N, R ∈ N. For i ∈ [M] and j ∈ [N], let Xij be independent random variables
over the natural numbers, such that Xi1, . . . , XiN are identically distributed with expectation
µi, for every i ∈ [M]. Denote Yi = min{Xi1, . . . , XiN} and µ = max{µ1, . . . , µM}.

Then, for any constant 0 < ε < 1, if R > µ and N > log(M/ε)
log(R/µ) , then Pr[∀i : Yi < R] ≥ 1− ε.
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3 Round-Preserving Parallel Composition: Passive Security

In this section, we show that round-preserving parallel composition is feasible, in a functionally
black-box manner, facing semi-honest adversaries. To that end we first extend, in Section 3.1,
the probabilistic-termination framework [14] to capture the notions of functionally black-box
protocols [51] and of parallel composition of canonical synchronous functionalities. The
passively secure protocol is presented in Section 3.2.

3.1 Functionally Black-Box Protocols and Parallel Composition
Functionally black-box protocols. We formalize the notion of functionally black-box pro-
tocols of Rosulek [51] in the language of canonical synchronous functionalities. As in [51],
we focus on secure function evaluation. The SFE functionality Fgsfe, parametrized by an
n-party function g, is defined as the CSF Ffsfe,lsfe

csf , where fsfe(x1, . . . , xn, a) = g(x1, . . . , xn)
(i.e., computes the function g while ignoring the adversary’s input a) and the leakage function
is lsfe(x1, . . . , xn) = (|x1|, . . . , |xn|). The following definition explains what we mean by a
protocol that realizes the secure function evaluation functionality in a black-box way with
respect to the function g.

I Definition 4. Let C = {g : ({0, 1}∗)n → ({0, 1}∗)n} be a class of n-party functions. Denote
by FCsfe the CSF, implemented as an (uninstantiated) oracle machine that in order to compute
fCsfe(x1, . . . , xn, a), queries the oracle with (x1, . . . , xn) and stores the response (y1, . . . , yn).
The leakage function lsfe(x1, . . . , xn) = (|x1|, . . . , |xn|) is unchanged.

Then, a protocol π = (π1, . . . , πn) is a functionally black-box (FBB) protocol for (a
wrapped version of) FCsfe, if for every f ∈ C, the protocol πf = (πf1 , . . . , πfn) UC-realizes Ffsfe.

Parallel Composition of CSFs. The parallel composition of CSFs is defined in a natural
way as the CSF that evaluates the corresponding functions in parallel.

I Definition 5. Let f1, . . . , fM be n-input functions. We define the (n · M)-input function
(f1 ‖ · · · ‖ fM) as follows. Upon input (x1, . . . ,xn), where each xi is an M-tuple (x1

i , . . . , x
M
i ),

the output is the M-tuple defined as

(f1 ‖ · · · ‖ fM)(x1, . . . ,xn) =
(
(y1

1 , . . . , y
M
1), . . . , (y1

n, . . . , y
M
n)

)
,

where (yj1, . . . , yjn) = fj(xj1, . . . , xjn).
Let Ff1,l1

csf , . . . ,FfM,lM
csf be CSFs, denote Fi = Ffi,li

csf . The parallel composition of F1, . . . ,FM,
denoted as (F1 ‖ · · · ‖ FM), is the CSF defined by the function (f1 ‖ · · · ‖ fM) and the leakage
function (l1 ‖ · · · ‖ lM).

3.2 Passively Secure FBB Parallel-Composition Protocol
The underlying idea of our protocol is based on a simplified form of the parallel-broadcast
protocol of Ben-Or and El-Yaniv [5]. The protocol proceeds in iterations, where in each
iteration, the parties invoke, in parallel and using the same input values, sufficiently many
instances of each (oracle-aided) ideal functionality, but only for a constant number of rounds.
If some party received an output in at least one invocation of every ideal functionality, it
distributes all output values and the protocol completes; otherwise, the protocol resumes
with another iteration. This protocol retains privacy for deterministic functions,6 since the

6 Although the result holds for deterministic functionalities, we note that using standard techniques every
functionality can be transformed to an equivalent deterministic functionality in a black-box way.
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adversary is semi-honest, and so corrupted parties will provide the same input values to all
instances of each ideal functionality.

Intuitively, during the simulation of the protocol, the simulator should imitate every call
for every ideal functionality towards the adversary. A subtle issue is that in order to do
so, the simulator must know the exact trace that is sampled by each instance of each ideal
functionality during the execution of the real protocol. Therefore, it is indeed essential for
the simulator to receive the random coins used to sample the trace for the entire protocol,
by the ideal functionality computing the parallel composition (cf. Section 2.2). By defining
the trace-distribution sampler in a way that consists of all (potential) sub-traces for every
instance of every ideal functionality, the simulator can induce the exact random coins used
to sample the correct sub-trace for every ideal functionality that is invoked.

I Theorem 6. Let C1, . . . , CM be (deterministic-)function classes, let FC1
sfe, . . . ,FCM

sfe be oracle-
aided secure function evaluation functionalities, and let t < n/2. Let D1, . . . , DM be distri-
butions, such that for every j ∈ [M], the round complexity of WDj

flex(FCj

sfe) has expectation µj.
Denote µ = max{µ1, . . . , µM}.

Then, WD
flex(FC1

sfe ‖ · · · ‖ FCM
sfe), for some distribution D with expectation µ′ = O(µ), can

be UC-realized by an FBB protocol in the (Fsmt,WD1
flex(FC1

sfe), . . . ,WDM
flex(FCM

sfe))-hybrid model,
with information-theoretic security, in the presence of an adaptive, semi-honest t-adversary,
assuming that all honest parties receive their inputs at the same round.

In particular, if for every j ∈ [M], the expectation µj is constant, then µ′ is constant.

The proof of Theorem 6 can be found in the full version.

4 Round-Preserving Parallel Composition: Active Security

In this section, we consider security against active adversaries. First, in Section 4.1, we show
how to compute the parallel composition of probabilistic-termination functionalities, in a
round-preserving manner, using a black-box access to protocols realizing the individual func-
tionalities. In Section 4.2, we investigate the question of whether there exists a functionally
black-box round-preserving malicious protocol for the parallel composition of probabilistic
functionalities, and show that for a natural extension of protocols, following the techniques
from [5], this is not the case – i.e., there exist functions such that no such protocol with
black-box access to them can compute their parallel composition, in a round-preserving
manner, tolerating even a single adversarial party.

4.1 Feasibility of Round-Preserving Parallel Composition
In this section, we show how to compile multiple protocols, realizing probabilistic-termination
functionalities, into a single protocol that realizes the parallel composition of the functional-
ities, in a round-preserving manner, and while only using black-box access to the underlying
protocols. We start by providing a high-level description of the compiler.

The compiler receives as input protocols π1, . . . , πM, where each protocol πj is defined
in the point-to-point model, in which the parties are given correlated randomness in a
secure setup phase, i.e., in the (Fsmt,F

Dcorr
j

corr)-hybrid model.7 It follows that the next-message
function for each party in each protocol is a deterministic function that receives the input

7 This captures, for example, broadcast-model protocols, where the broadcast channel is realized using an
expected-constant-round protocol.
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value, correlated randomness, private randomness and history of incoming messages, and
outputs a vector of n messages to be sent in the following round (one message for each party).
In particular, we note that the entire transcript of the protocol is fixed once the input value,
correlated randomness and private randomness of each party are determined.

The underlying ideas of the compiler are inspired by the constructions in [5, 14], where a
round-preserving parallel-broadcast protocol was constructed by iteratively running, for a
constant number of rounds, multiple instances of BA protocols (each instance is executed
multiple times in parallel), until at least one execution of every BA instance is completed.
This approach is suitable for computing “privacy-free” functionalities, where the adversary
may learn the results of multiple computations using the same inputs for honest parties,
without compromising security. However, when considering the parallel composition of
arbitrary functions, running two instances of a protocol using the same inputs will violate
privacy, since the adversary can use different inputs to learn multiple outputs of the function.

The parallel-composition compiler generalizes the above approach in a privacy-preserving
manner. The compiler follows the GMW paradigm [30] and is defined in the Setup-Commit-
then-Prove hybrid model [10, 39], which generates committed correlated randomness for
the parties and ensures that all parties follow the protocol specification. This mechanism
allows each party to commit to its input values and later execute multiple instances of each
protocol, while proving that the same input value is used in all executions. For simplicity
and without loss of generality, we assume that each function is deterministic and has a public
output. In this case it is ensured that if two parties receive output values in two executions
of πj , then they receive the same output value. The private random coins that are used
in each execution only affect the termination round, but not the output value. Using this
simplification, we can remove the leader-election phase from the output-agreement technique
in [5, 14] and directly use the termination technique from Bracha [7].

Another obstacle is to recover from corruptions without increasing the round complexity.
Indeed, in case some party misbehaves, e.g., by using different input values in different
instances of the same protocol πj , then the Setup-Commit-then-Prove functionality ensures
that all honest parties will identify the cheating party. In this case, the parties cannot recover
by, for example, backtracking and simulating the cheating party, as this will yield a round
complexity that is linear in the number of parties. Furthermore, the protocol must resume in
a way such that all instances of a specific protocol πj will use the same input value that the
identified corrupted party used throughout the protocol’s execution until it misbehaved (since
the cheating party might have learned an output value in one of the executed protocols).

To this end, we slightly adjust the Setup-Commit-then-Prove functionality and secret-
share every committed random string ri (the correlated randomness for party Pi) among
all the parties, using an error-correcting secret-sharing scheme. Note that this can be
done information theoretically as we assume an honest majority [50, 19, 11]. In case a
cheating party is identified, every party broadcasts the share of the committed randomness
corresponding to that party, reconstructs this party’s correlated randomness and from that
point onwards, locally computes the messages corresponding to this party in every instance
of every protocol. Using this approach, every round in the original protocols π1, . . . , πM is
expanded by a constant number of rounds, and the overall round complexity is preserved.

I Theorem 7. Let F1, . . . ,FM be CSFs, let t < n/2, and let c ≥ 1. Let π1, . . . , πM be SNF
protocols such that for every j ∈ [M], protocol πj UC-realizes WDj

flex(Fj) with expected round
complexity µj and information-theoretic security, in the (Fsmt,F

Dcorr
j

corr)-hybrid model (for a
distribution Dj and a distribution Dcorr

j in NC0), in the presence of an adaptive, malicious
t-adversary, assuming that all honest parties receive their inputs at the same round. Denote
µ = max{µ1, . . . , µM}.
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Then, WD,c
sl-flex(F1 ‖ · · · ‖ FM), for some distribution D with expectation µ′ = O(µ), can be

UC-realized with information-theoretic security by a protocol π in the (Fsmt,Fcorr-bc)-hybrid
model, in the same adversarial setting, assuming that all honest parties receive their inputs
within c+ 1 consecutive rounds. In addition, protocol π requires only black-box access to the
protocols πj.

In particular, if for every j ∈ [M], µj is constant, then D has constant expectation.

The proof of Theorem 7 can be found in the full version.

4.2 An Impossibility of FBB Round-Preserving Parallel Composition
In this section, we prove that for a natural class of protocols, following and/or extending in
various ways the techniques from Ben-Or and El-Yaniv [5],8 there exist functions such that no
protocol can compute their parallel composition in a round-preserving manner, while accessing
the functions in a black-box way, tolerating even a single adversarial party. Although this is
not a general impossibility result, it indicates that the batching approach of [5] is limited to
semi-honest security (cf. Section 3) and/or functionally white-box transformations.

We observe that this impossibility serves as an additional justification for the optimality
of our protocol-black-box parallel composition (cf. Section 4.1). Indeed, on the one hand, it
formally confirms the generic observation that the natural parallel composition of a set of
PT functionalities does not preserve their round complexity. On the other hand, and most
importantly, it proves that all existing techniques for composing PT functionalities in parallel
in the natural (FBB) manner fail in preserving the round complexity. Hence, the only known
existing round-preserving composition for such functionalities are the protocol-black-box
compiler presented in Section 4.1 or more inefficient non-black-box techniques. The wideness
of the class of excluded protocols by our impossibility result justifies our conjecture that
there exists no round-preserving FBB protocol for parallel composition of PT functionalities.
Proving this conjecture is in our opinion a very interesting research direction.

We first argue informally why the approach of [5], cannot be directly extended to privacy-
sensitive functions. The idea in [5] for allowing each of the n parties to broadcast its value
is to have each of the n parties participate in m = O(logn) parallel invocations (hereafter
called batches, to avoid confusion with the goal of parallel broadcast for different messages)
of broadcast as sender with the same input. Each of those batches is executed in parallel
for a fixed (constant) number of rounds (for the same broadcast message); this increases
the probability that sufficiently many parties receive output from each batch. At the end
of each batch execution, the parties check whether they jointly hold the output, and if not,
they repeat the computation of the batches. It might seem that this idea can be applied to
arbitrary tasks, but this is not the case. The reason is that this idea fails if the functionality
has any privacy requirements, is that the adversary can input different values on different
calls of the functionality within a batch and learn more information on the input.

Batched parallel composition. The above issue with privacy appears whenever a function
is invoked twice in the same round on the same inputs from honest parties. Indeed, in
this case the adversary can use different inputs to each invocation and learn information as
sketched above. The same attack can be extended to composition-protocols which invoke
the function in two different rounds ρ and ρ′; as long as the adversary knows these rounds

8 To our knowledge, the only known techniques for round-preserving parallel composition are those of
Ben-Or and El-Yaniv [5] and are only for the specific case of Byzantine agreement.
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he can still launch the above attack on privacy. Generalizing the claim even further, for
specific classes of functions, it suffices that there are two (possibly different) functions which
are evaluated on the same inputs in rounds ρ and ρ′. This excludes protocols that might
attempt to avoid using some functionality WDj

flex(Fj) by invoking some other WDj′

flex (Fj′).
To capture the above generalization, we define the class of batched-parallel composition

protocols: A protocol π implementing the PT parallel composition WD
flex(F1 ‖ · · · ‖ FM)

in the (WD1
flex(F1), . . . ,WDM

flex(FM))-hybrid model (for some distributions D,D1, . . . , DM) is a
batched-parallel composition protocol if it has the following structure: It proceeds in rounds,
where in each round the protocol might initiate (possibly multiple) calls to any number of the
hybrid functionalities WDj

flex(Fj) and/or continue calls that were initiated in previous rounds.
Furthermore, there exist two publicly known protocol rounds ρ and ρ′, and indices j, j′, ` ∈ [M],
such that for the input vector x = (x1, . . . ,xn) that π gives to WD

flex(F1 ‖ · · · ‖ FM) (where
xi = (x1

i , . . . , x
M
i )) the following properties are satisfied:

1. In round ρ the functionality WDj

flex(Fj) is called on input x` = (x`1, . . . , x`n) and at least
two of its rounds are executed.

2. In round ρ′ the functionality WDj′

flex (Fj′) is also called on input x` and at least two of its
rounds are executed.

We next show that the there are classes of functions C1, . . . , CM such and for any protocol
π that securely computes the parallel composition WD

flex(FC1
sfe ‖ · · · ‖ FCM

sfe) while given hybrid
access to PT functionalities WDi

flex(FCi
sfe) the following properties hold simultaneously:

1. π has to call each of the hybrids WDi

flex(FCi
sfe) (for at least 2 rounds each).9

2. The naïve solution of π calling each of the WDi

flex(FCi
sfe)’s in parallel until they terminate

is not round-preserving (for an appropriate choice of Di’s.)
3. π cannot be a batched-parallel composition protocol.

The above shows that the classes C1, . . . , CM not only exclude the existence of a batched-
parallel composition protocol, but they also exclude all other known solutions. This implies
that for this classes of functions, every known approach – and generalizations thereof –
fail to compute the parallel composition of the corresponding functionality in an FBB and
round-preserving manner. In the full version we prove the following theorem.

I Theorem 8. Let M = O(κ). There exist n-party function classes C1, . . . , CM and distributions
D1, . . . , DM, such that the following properties hold in the presence of a malicious adversary
corrupting any one of the parties:
1. The protocol that calls each WDi

flex(FCi
sfe) in parallel (once) until termination is not round-

preserving (its round complexity is asymptotically higher than of the distributions Di).
2. Any (Fsmt,WD1

flex(FC1
sfe), . . . ,WDM

flex(FCM
sfe))-hybrid protocol for computing WD

flex(FC1
sfe ‖ · · · ‖

FCM
sfe) has to make a meaningful call (i.e., a call that executes at least two rounds) to each

PT hybrid WDi

flex(FCi
sfe).

3. There exists no functionally black-box batched-parallel composition protocol for computing
WD

flex(FC1
sfe ‖ · · · ‖ FCM

sfe) in the (Fsmt,WD1
flex(FC1

sfe), . . . ,WDM
flex(FCM

sfe))-hybrid model, where D
has (asymptotically) the same expectation as D1, . . . , DM.
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Abstract
Annihilation attacks, introduced in the work of Miles, Sahai, and Zhandry (CRYPTO 2016), are
a class of polynomial-time attacks against several candidate indistinguishability obfuscation (iO)
schemes, built from Garg, Gentry, and Halevi (EUROCRYPT 2013) multilinear maps. In this
work, we provide a general efficiently-testable property for two single-input branching programs,
called partial inequivalence, which we show is sufficient for our variant of annihilation attacks on
several obfuscation constructions based on GGH13 multilinear maps.

We give examples of pairs of natural NC1 circuits, which – when processed via Barrington’s
Theorem – yield pairs of branching programs that are partially inequivalent. As a consequence we
are also able to show examples of “bootstrapping circuits,” (albeit somewhat artificially crafted)
used to obtain obfuscations for all circuits (given an obfuscator for NC1 circuits), in certain
settings also yield partially inequivalent branching programs. Prior to our work, no attacks on
any obfuscation constructions for these settings were known.
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are indistinguishable. A recent surge of results has highlighted the importance of this notion:
virtually “any cryptographic task” can be achieved assuming indistinguishability obfuscation
and one-way functions [34].

All known candidate constructions of indistinguishability obfuscation, e.g. [25, 8, 6], are
based on multilinear-maps [24, 21, 27]1, which have been the subjects of various attacks [16,
18, 15, 29, 19]. Among them, the attacks (e.g. [24, 29]) on GGH13 [24] multilinear maps
required explicit access to “low-level” encodings of zero, or differently represented low-
level encodings of zero, e.g. [18]; such low-level zero-encodings do not appear naturally in
obfuscation constructions. Recently Miles, Sahai, and Zhandry [32] introduced a new class
of polynomial-time2 attacks without requiring low-level zeros against several obfuscation
constructions [12, 8, 3, 31, 33] and [7], when instantiated with the GGH13 multilinear maps.

More specifically, Miles et al. [32] exhibit two simple branching programs (and also
programs padded with those) that are functionally equivalent, yet their BGKPS-obfuscations
(put forward by Barak et al. in [8]) and similar constructions [12, 3, 31, 33, 7] are efficiently
distinguishable.3 However, the branching programs considered there, in particular the all-
identity branching program, do not appear “in the wild”. More specifically, obfuscation
constructions for circuits first convert an NC1 circuit into a branching program (e.g. via
Barrington’s transformation) that possibly results in programs with complex structures, even
if one starts with simple circuits. This brings us to the following open question:

Is it possible to attack obfuscations of complex branching programs generated from
NC1 circuits?

1.1 Our Contributions

In this work, we are able to answer the above question affirmatively. In particular, our main
contributions are:

We first define a general and efficiently-testable property of two single-input4 branching
programs called partial inequivalence (discussed below) and demonstrate an annihilation
attack against BGKPS-like obfuscations of any two (large enough) branching programs
that satisfy this property.
Next, using implementation in Sage [35] (see the full version for details on the implement-
ation) we give explicit examples of pairs of (functionally equivalent) natural NC1 circuits,
which when processed via Barrington’s Theorem yield pairs of branching programs that
are partially inequivalent – and thus, attackable.
As a consequence of the above result, we are also able to show that the “bootstrapping
circuit(s)” technique used to boost iO for NC1 to iO for P/poly, for a certain choice of
the universal circuit (albeit artificially crafted), yield partially inequivalent branching
programs in a similar manner – and are, thus, also attackable.

1 The work of [2] might be seen as an exception to this: Assuming the (non-explicit) existence of indistin-
guishability obfuscation, they provide an explicit construction of an indistinguishability obfuscator.

2 Several subexponential-time or quantum-polynomial-time [22, 1, 17] attacks on GGH13 multilinear
maps also have been considered. We do not consider these in this paper.

3 To avoid repetitions, from now on we will refer to the obfuscation constructions of [8, 12, 3, 31, 33] by
BGKPS-like constructions that use single-input branching programs.

4 The branching programs, where any pair of matrices in the sequence depends on a single input location,
are called single-input branching programs. Such branching programs naturally evolve from Barrington’s
transformation on circuits.
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Branching
Programs

NC1 Circuits
(Barrington’s)

NC1-to-P/poly
[25, 5] [11, 28]

GGHRSW[25] ⊗ © ©

BGKPS-like
constructions [12, 8, 3]
[33, 31, 7]

× ⊗ ⊗

Obfuscations from weak
multilinear maps [26, 23]

© © ©

Figure 1 The Attack Landscape for GGH13-based Obfuscators. In all cases, the multilinear
map is [24]. © means no attack is known. × means a prior attack is known, and we present more
general attacks for this setting. ⊗ means we give the first known attack in this setting and⊗
means a new attack is discovered concurrently to ours (namely [13]).

Our general partial inequivalence condition is broad and seems to capture a wide range
of natural single-input branching programs. However, we require the program to be large
enough.5 Additionally, we need the program to output 0 on a large number of its inputs.

Finally, our new annihilation attacks are essentially based on linear system solvers and
thus quite systematic. This is in contrast with the attacks of Miles et al. [32] which required
an exhaustive search operation rendering it hard to extend their analysis for branching
programs with natural structural complexity. Therefore, at a conceptual level, our work
enhances the understanding of the powers and the (potential) limits of annihilation attacks.

One limitation of our technique is that they do not extend to so-called dual-input
branching programs. We leave it as an interesting open question.

A Concurrent and Independent work

Concurrent and independent to our work,6 Chen et al. [13] provides a polynomial time attack
against the GGHRSW construction [25] based on GGH13 (and also GGH15 [27]) maps
that works for so-called “input-partitioning” branching programs. Nonetheless, their attacks
are not known to extend [14] for complex branching programs evolved from NC1 circuits
(e.g. via Barrington’s Transformation). Hence, our work stands as the only work that breaks
obfuscations of NC1 circuits based on GGH13 till date.

Change in Obfuscation landscape

Given our work and the work of Chen et al. [13] the new attack landscape against GGH13-
based obfuscators is depicted in Figure 1. We refer the reader to [2, Figure 13] for the state
of the art on obfuscation constructions based on CLT13 and GGH15 multilinear maps.

5 Note that, for our implementation we consider circuits that are quite small, only depth 3, and the
resulting Barrington programs are of length 64. However, using the implementation we then “boost”
the attack to a much larger NC1 circuits that suffice for the real-world attack (discussed in the full
version) to go through.

6 The first draft of our full version [4] appeared online concurrently as their first draft [13]. At the
same time another independent work [20] appeared that provided attacks against several CLT13 based
obfuscators for a broader class of programs.
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1.2 Technical Overview
Below, after providing some additional backgrounds on multilinear maps and known attacks,
we provide an overview of our annihilation attacks.

Multilinear Maps: Abstractly

As a first approximation, one can say that a cryptographic multilinear map system encodes a
value a ∈ Zp (where p is a large prime) by using a homomorphic encryption scheme equipped
with some additional structure. In other words, given encodings of a and b, one can perform
homomorphic computations by computing encodings of a+ b and a · b. Additionally, each
multilinear map encoding is associated with some level described by a value i ∈ {1 . . . κ} for
a fixed universe parameter κ. Encodings can be added only if they are at the same level:
Enci(a)⊕Enci(b)→ Enci(a+b). Encodings can be multiplied: Enci(a)�Encj(b)→ Enci+j(a·b)
if i + j ≤ κ but is meaningless otherwise. We naturally extend the encoding procedure
and the homomorphic operations to encode and to compute on matrices, respectively, by
encoding each term of the matrix separately. Finally, the multilinear map system comes
equipped with a zero test: an efficient procedure for testing whether the input is an encoding
of 0 at level-κ. However, such zero-test procedure is not perfect as desired when instantiated
with concrete candidate multilinear maps. In particular we are interested in the imperfection
in GGH13 map.

An Imperfection of the GGH13 Multilinear Maps

Expanding a little on the abstraction above, a fresh multilinear map encoding of a value
a ∈ Zp at level i is obtained by first sampling a random value µ from Zp and then encoding
Enci(a+ µ · p). Homomorphic operations can be performed just as before, except that the
randomnesses from different encodings also get computed on. Specifically, Enci(a+ µ · p)⊕
Enci(b+ ν · p) yields Enci(a+ b+ (µ+ ν) · p) and multiplication Enci(a+µ · p)�Encj(b+ ν · p)
yields Enci+j(a · b+ (b · µ+ a · ν + µ · ν · p) · p) if i+ j ≤ κ but is meaningless otherwise. An
imperfection of the zero-test procedure is a feature characterized by two phenomena:
1. On input Encκ(0 + r · p) the zero-test procedure additionally reveals r in a somewhat

“scrambled” form.
2. For certain efficiently computable polynomials f and a collection of scrambled values
{ri} it is efficient to check if f({ri}) = 0 mod p or not for any choice of ri’s.7

This imperfection has been exploited to perform attacks in prior works, such as the one by
Miles et al. [32].8

Matrix Branching Programs

A matrix branching program of length ` for n-bit inputs is a sequence
BP =

{
A0,

{
Ai,0, Ai,1

}`
i=1, A`+1

}
, where A0 ∈ {0, 1}1×5, Ai,b’s for i ∈ [`] are in {0, 1}5×5

and A`+1 ∈ {0, 1}5×1. Without providing details, we note that the choice of 5× 5 matrices
comes from Barrington’s Theorem [10]. We use the notation [n] to describe the set {1, . . . , n}.

7 One can alternatively consider the scrambled values as polynomials over {ri} and then check if f({ri})
is identically zero in Zp.

8 Recent works such as [26, 23], have attempted to realize obfuscation schemes secure against such
imperfection and are provably secure against our attacks. We refer to them as obfuscations from weak
multilinear maps (see Figure 1).
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Let inp be a fixed function such that inp(i) ∈ [n] is the input bit position examined in the ith
step of the branching program. The function computed by this matrix branching program is

fBP (x) =
{

0 if A0 ·
∏`
i=1 Ai,x[inp(i)] ·A`+1 = 0

1 if A0 ·
∏`
i=1 Ai,x[inp(i)] ·A`+1 6= 0

,

where x[inp(i)] ∈ {0, 1} denotes the inp(i)th bit of x.
The branching program described above inspects one bit of the input in each step. More

generally, multi-arity branching programs inspect multiple bits in each step. For example,
dual-input programs inspect two bits during each step. Our strategy only works against
single-input branching programs, hence we restrict ourselves to that setting.

Exploiting the Imperfection/Weakness

At a high level, obfuscation of a branching program BP = {A0, {Ai,0, Ai,1}`i=1, A`+1} yields a
collection of encodings {M0, {Mi,0,Mi,1}`i=1,M`+1}, say all of which are obtained at level-1.9
We let {Z0, {Zi,0, Zi,1}`i=1, Z`+1} denote the randomnesses used in the generation of these
encodings, where each Z corresponds to a matrix of random values (analogous to r above) in
Zp. For every input x such that BP (x) = 0, we have that M0�

⊙`
i=1 Mi,x[inp(i)]�M`+1 is an

encoding of 0, say of the form Enc(0+rx ·p) from which rx can be learned in a scrambled form.
The crucial observations of Miles et al. [32] are: (1) for every known obfuscation construction,
rx is a program dependent function of {Z0, {Zi,0, Zi,1}`i=1, Z`+1}, and (2) for a large enough
m ∈ Z the values {rxk

}mk=1 must be correlated, which in turn implies that there exists a
(program-dependent) efficiently computable function fBP and input choices {xBPk }mk=1 such
that for all k ∈ [m], BP (xBPk ) = 0 and fBP ({rxBP

k
}mk=1) = 0 mod p.10 Further, just like

Miles et al. we are interested in constructing an attacker for the indistinguishability notion
of obfuscation. In this case, given two arbitrarily distinct programs BP and BP ′ (such
that ∀x,BP (x) = BP ′(x)) an attacker needs to distinguish between the obfuscations of BP
and BP ′. Therefore, to complete the attack, it suffices to argue that for the sequence of
{r′
xBP ′

k

} values obtained from execution of BP ′ it holds that, fBP ({r′
xBP ′

k

}mk=1) 6= 0 mod p.
Hence, the task of attacking any obfuscation scheme reduces to the task of finding such
distinguishing function fBP .

Miles et al. [32] accomplishes that by presenting specific examples of branching programs,
both of which implement the constant zero function, and a corresponding distinguishing
function. They then extend the attack to other related branching programs that are padded
with those constant-zero programs. The details of their attack [32] is quite involved, hence
we jump directly to the intuition behind our envisioned more general attacks.

Partial Inequivalence of Branching Programs and Our Attacks

We start with the following observation. For BGKPS-like-obfuscations for any branching
program BP = {A0, {Ai,0, Ai,1}`i=1, A`+1} the value sx = rx mod p looks something like: 11

9 Many obfuscation constructions use more sophisticate leveling structure, typically referred to as so-called
“straddling sets”. However we emphasize that, this structure does not affect our attacks. Therefore we
will just ignore this in our setting.

10This follows from the existence of an annihilating polynomial for any over-determined non-linear systems
of equations. We refer to [30] for more details.

11Obtaining this expression requires careful analysis that is deferred to the main body of the paper. Also,
by abuse of notation let A0,xinp(0) = A0, A`+1,xinp(`+1) = A`+1, Z0,xinp(0) = Z0 and Z`+1,xinp(`+1) = Z`+1.
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sx '
∏̀
i=1

αi,x[inp(i)]

`+1∑
i=0

i−1∏
j=0

Aj,xinp(j) · Zi,x[inp(i)] ·
`+1∏
j=i+1

Aj,xinp(j)


︸ ︷︷ ︸

tx

,

where {Z0, {Zi,0, Zi,1}`i=1, Z`+1} where {Z0, {Zi,0, Zi,1}`i=1, Z`+1} are the randomnesses con-
tributed by the corresponding encodings. Let x denote the value obtained by flipping
every bit of x (a.k.a. the bitwise complement). Now observe that the product value
Λ =

∏`
i=1 αi,x[inp(i)] · αi,x[inp(i)] is independent of x. Therefore, ux = sx · sx = Λ · tx · tx.

Absorbing Λ in the {Zi,0, Zi,1}`i=1, we have that ux is quadratic in the randomness values
{Z0, {Zi,0, Zi,1}`i=1, Z`+1}, or linear in the random terms ZZ ′ obtained by multiplying every
choice of Z,Z ′ ∈ {Z0, {Zi,0, Zi,1}`i=1, Z`+1}. In other words if BP evaluates to 0 both on
inputs x and x, the values revealed by two zero-test operations give one linear equation where
the coefficients of the linear equations are program dependent. Now, if BP implements a “suf-
ficiently non-evasive” circuit,(e.g. a PRF) such that there exist sufficiently many such inputs
x, x for which BP (x) = BP (x) = 0, then collecting sufficiently many values {xBPk , uxBP

k
}mk=1,

we get a dependent system of linear relations. Namely, there exist {νBPk }mk=1 such that∑m
k=1 ν

BP
k · uxBP

k
= 0. In other words,

∑m
k=1 ν

BP
k · rxBP

k
· rxBP

k
= 0 mod p, where {νBPk }mk=1

depends only on the description of the branching program BP .
We remark that, in the process of linearization above we increased (by a quadratic factor)

the number of random terms in the system. However, this can be always compensated by
using more equations, because the number of random terms is O(poly(n)) (n is the input
length) whereas the number of choices of input x is 2O(n) which implies that there are
exponentially many rx available.

Note that for any branching program BP ′ that is “different enough” from BP , we could
expect that

∑m
k=1 ν

BP
k · r′

xBP
k

· r′
xBP

k

6= 0 mod p where r′
xBP

k

are values revealed in executions
of an obfuscation of BP ′. This is because the values {νBPk }mk=1 depend on the specific
implementation of BP through terms of the form

∏i−1
j=0 Aj,x[inp(i)] and

∏`+1
j=i+1 Aj,x[inp(i)] in

sx above. Two branching programs that differ from each other in this sense are referred to
as partially inequivalent.12

What Programs are Partially Inequivalent? Attack on NC1 circuits

The condition we put forth seems to be fairly generic and intuitively should work for large
class of programs. In particular, we are interested in the programs generated from NC1

circuits. However, due to complex structures of such programs the analysis becomes quite
non-trivial.13 Nonetheless, we manage to show via implementation in Sage [35] that the attack
indeed works on a pair of branching programs obtained from a pair of simple NC1 circuits,
(say C0, C1) (see Sec. 6 for the circuit descriptions) by applying Barrington’s Theorem. The
circuits take 4 bits of inputs and on any input they evaluate to 0. In our attack we use

12Note that the only other constraint we need is that both BP and BP ′ evaluates to 0 for sufficiently
many inputs, which we include in the definition (c.f. Def. 2) of partial inequivalence.

13Note that, the analysis of Miles et al. uses 2×2 matrices in addition to using simple branching programs.
These simplifications allow them to base their analysis on many facts related to the structures of
these programs. Our aim here is to see if the attack works for programs obtained from NC1 circuits,
in particular via Barrington’s Theorem. So, unfortunately it is not clear if their approach can be
applicable here as the structure of the programs yielded via Barrington’s Theorem become much
complex structurally (and also much larger in size) to analyze.
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all possible 16 inputs. Furthermore, we can escalate the attack to any pair of NC1 circuits
(E0, E1) where Eb = ¬Cb ∧Db (b ∈ {0, 1}) for practically any two NC1 circuits D0, D1 (we
need only one input x for which D(x) = D(x) = 0). We now take again a sequence of 16-
inputs such that we vary the parts of all the inputs going into Cb and keep the part of inputs
read by Db fixed to x. Intuitively, since the input to Db is always the same, each evaluation
chooses the exactly same randomnesses (that is Zi’s) always. Hence in the resulting system
all the random variables can be replaced by a single random variable and hence ¬Cb∧Db can
be effectively “collapsed” to a much smaller circuit ¬Cb ∧ 0 (0 refers to the smallest trivial
circuit consisting of only identities). Finally, again via our Sage-implementation we show
that for circuits ¬C0 ∧ 0 and ¬C1 ∧ 0 the corresponding branching programs are partially
inequivalent.

As a corollary we are also able to show examples of universal circuits Ub for which the
same attack works. Since the circuit D can be almost any arbitrary NC1 circuit, we can,
in particular use any universal circuit U ′ and carefully combine that with C to obtain our
attackable universal circuit U that results in partially inequivalent Barrington programs.

2 Notations and Preliminaries

2.1 Notations

We denote the set of natural numbers {1, 2, . . .} by N, the set of all integers {. . . ,−1, 0, 1 . . .}
by Z and the set of real numbers by R. We use the notation [n] to denote the set of first n
natural numbers, namely [n] def= {1, . . . , n}.

For any bit-string x ∈ {0, 1}n we let x[i] denotes the i-th bit. For a matrix A we denote
its i-th row by A[i, ?], its j-th column by A[?, j] and the element in the i-th row and j-th
column by A[i, j]. The i-th element of a vector v is denoted by v[i].

For more notational conventions we refer to the full version [4].

3 Attack Model for Investigating Annihilation Attacks

Similar to Miles, Sahai, and Zhandry [32] we use an abstract attack model designed to
encompass the main ideas of BGKPS-like-obfuscations [8, 12, 3, 33, 31, 7] as the starting
point for our attacks. We formally describe the model in the full version [4].

4 Partially Inequivalent Branching Programs

In this section, we provide a formal condition on two single-input branching programs
(naturally extends to multi-input settings), namely partial inequivalence, that is sufficient
for launching a distinguishing attack in the abstract model. In Section 5 we prove that this
condition is sufficient for the attack.14

I Definition 1 (Partial Products). Let A = (inp, A0, {Ai,b}i∈[`],b∈{0,1}, A`+1) be a single-input
branching program of matrix-dimension d and length ` over n-bit input.

14We note that this condition is not necessary. Looking ahead, we only consider first order partially
inequivalent programs in paper and remark that higher order partially inequivalent programs could also
be distinguished using our techniques.
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1. For any input x ∈ {0, 1}n and any index i ∈ [`+ 1] ∪ {0} we define the vectors φ(i)
A,x as

follows:

φ
(i)
A,x

def=


(
A0 ·

∏i−1
j=1 Aj,x[inp(j)]

)
⊗
(∏`

j=i+1 Aj,x[inp(j)] ·A`+1

)T
∈ {0, 1}1×d2 if i ∈ [`] ,(∏`

j=1 Aj,x[inp(j)] ·A`+1

)T
∈ {0, 1}1×d if i = 0 ,

A0 ·
∏`
j=1 Aj,x[inp(j)] ∈ {0, 1}1×d if i = `+ 1 .

Additionally, define φ̃(i)
A,x for any such branching program as:

φ̃
(i)
A,x

def=


[φ(i)

A,x | 0d2 ] if i ∈ [`] and x[inp(i)] = 0 ,

[0d2 | φ(i)
A,x] if i ∈ [`] and x[inp(i)] = 1 ,

φ
(i)
A,x if i = 0 or `+ 1 ,

where inp is a function from [`]→ [n] and that x[inp(i)] denotes the bit of x corresponding
to location described by inp(x).

2. Then the linear partial product vector φA,x and the quadratic partial product
vector ψA,x of A with respect to x are defined as:

φA,x
def= [φ̃(0)

A,x | · · · | φ̃
(`+1)
A,x ] ∈ {0, 1}1×(2d+2`d2) ,

ψA,x
def= φA,x ⊗ φA,x ∈ {0, 1}1×(2d+2`d2)2

,

where x = x⊕ 1n is the compliment of x.
3. For a set of inputs X = {x1, x2, . . . , xm} the the linear partial product matrix ΦA,X

and the quadratic partial product matrix ΨA,X of A with respect to X are defined
as:

ΦA,X
def=


φA,x1

φA,x2

...

φA,xm

 ∈ {0, 1}
m×(2d+2`d2) ,

ΨA,X
def= ΦA,X � ΦA,X + ΦA,X � ΦA,X =


ψA,x1 +ψA,x1

ψA,x2 +ψA,x2

...

ψA,xm
+ψA,xm

 ∈ {0, 1}
m×(2d+2`d2)2

,

where X def= {x1, x2, . . .}.

I Definition 2 (Partial Inequivalence). Let A0 and A1 be two single-input matrix branching
programs of matrix-dimension d and length ` over n-bit input. Then they are called partially
inequivalent if there exists a polynomial in security parameter sized set X of inputs such
that:

For every x ∈ X, we have that A0(x) = A1(x) = 0 and A0(x) = A1(x) = 0.
colsp (ΨA0,X) 6= colsp (ΨA1,X) .



D. Apon, N. Döttling, S. Garg, and P. Mukherjee 38:9

5 Annihilation Attacks for Partially Inequivalent Programs

In this section, we describe an abstract annihilation attack against any two branching
programs that are partially inequivalent. We show an attack only in the abstract model and
provide details on how it can be extended to the real GGH13 setting in the full version.

I Theorem 3. Let O be the generic obfuscator described in Section 3.2 of the full version.
Then for any two functionally equivalent same length single-input branching programs A0,A1
that are partially inequivalent there exists a probabilistic polynomial time attacker that
distinguishes between between O(A0) and O(A1) with noticeable probability in the abstract
attack model.

Proof.
Setup for the attack

The given branching programs A0 and A1 are provided to be functionally equivalent and
partially inequivalent. Therefore there exists a set X such that: (1) for all x ∈ X,A0(x) =
A0(x) = A1(x) = A1(x) = 0, and (2) colsp (ΨA0,X) 6= colsp (ΨA1,X) . We will assume that
the adversary has access to X as auxiliary information.

Challenge

A receives as a challenge the obfuscation of the branching program: A ∈ {A0,A1} by the
challenger. Recall from the description of the abstract obfuscator that, the obfuscation of
program A = (inp, A0, {Ai,b}i∈[`],b∈{0,1}, A`+1), denoted by O(A) consists of the following
public variables:

Y0 := A0 ·Radj1 + gZ0, Yi,b := αi,bRi ·Ai,b ·Radji+1 + gZi,b, Y0 := R`+1 ·A`+1 + gZ0,

where the arbitrary secret variables are:

Ã0
def= A0 ·Radj1 , Ãi,b

def= αi,b(Ri,b ·Ai,b ·Radji,b ), Ã`+1
def= R`+1 ·A`+1;

for random variables (i.e. Killian randomizers) R1, {Ri}, R`+1 and the random secret variables
are denoted by Z0, {Zi,b}i∈[`],b∈{0,1}, Z`+1 and the special secret variable is g. Via change of
variables we can equivalently write:

Y0 := (A0 +gZ0) ·Radj1 ; Yi,b := αi,bRi ·(Ai,b+gZi,b) ·Radji+1; Y`+1 := R`+1 ·(A`+1 +gZ`+1).

Pre-Zeroizing Computation (Type-1 queries)

On receiving the obfuscation of A ∈ {A0,A1}, O(A) = {Y0, {Yi,b}, Y`+1} the attacker, in
the pre-zeroizing step, performs a “valid” Type-1 queries on all the inputs X,X where X =
{x1, . . . , xm}, X = {x1, . . . , xm}. That is, for an x ∈ {0, 1}n, and the abstract obfuscation
O(A), the attacker queries the polynomial:

PA,x = Y0 ·
∏̀
i=1

Yi,x[inp(i)] · Y`+1.

Then, expressing PA,x stratified as powers of g we obtain:

PA,x = P
(0)
A,x({Yi}i) + g · P (1)

A,x({Yi}i) + ...+ g`+2 · P (`+2)
A,x ({Yi}i)
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for some polynomials P (j)
A,x({Yi}i) (j ∈ {0, ..., `+ 1}). However, by Lemma 4 we have that:

P
(0)
A,x = ρα̂xA(x)

for ρ def=
∏
i det(Ri) (or ρI =

∏
iR

adj
i Ri) and α̂x

def=
∏`
i=1 αi,xinp(i) . Since for x ∈ X we have

that A(x) = 0 , the polynomial P (0)
A,x is identically 0. Consequently, for each such Type 1

query the attacker receives a new handle to a variable WA,x that can be expressed as follows:

WA,x = PA,x/g = P
(1)
A,x + g · P (2)

A,x + ...+ g`+1 · P (`+2)
A,x .

Analogously, the attacker obtains handles WA,x. After obtaining handles

{(WA,x1 ,WA,x1), ...(WA,xm
,WA,xm

)}

the attacker starts the post-zeroizing phase.

Post-Zeroizing Computation

The goal of post-zeroizing computation is to find a polynomial Qann of degree poly(λ) such
that following holds for some b ∈ {0, 1}:
(i) Qann(P (1)

Ab,x1
, P

(1)
Ab,x1

..., P
(1)
Ab,xm

, P
(1)
Ab,xm

) ≡ 0.
(ii) Qann(P (1)

A1−b,x1
, P

(1)
A1−b,x1

..., P
(1)
A1−b,xm

, P
(1)
A1−b,xm

) 6≡ 0.
Clearly, this leads to an attack on the obfuscation security as A would receive 0 from the
challenger if and only if Qann(P (1)

A,x1
, P

(1)
A,x1

..., P
(1)
A,xm

, P
(1)
A,xm

) is identically zero, hence it would
receive 0 if and only if Ab is chosen by the challenger in the challenge phase. To find such
Qann the attacker continues as follows. Observe that by Lemma 4, for every x ∈ X we have
that:

P
(1)
A,x = ρα̂x(φA,x · zT )′ , (1)

P
(1)
A,x = ρα̂x(φA,x · zT ) . (2)

Next, multiplying the polynomials P (1)
A,x and P (1)

A,x (Eq. 1 and Eq. 2) we get:

P̃
(1)
A,x

def= P
(1)
A,xP

(1)
A,x = ρ2α̂

(
(φA,x · z)⊗ (φA,x · z)

)
(3)

= ρ2α̂
(
(φA,x ⊗ φA,x) · (zT ⊗ zT )

)
(4)

= ρ2α̂(ψA,x · zT ⊗ zT ) .

where α̂ def= α̂xα̂x is now independent of input x.15 Similarly we can also have:

P̃
(1)
A,x

def= P
(1)
A,xP

(1)
A,x = ρ2α̂

(
(φA,x · z)⊗ (φA,x · z)

)
= ρ2α̂

(
(φA,x ⊗ φA,x) · (zT ⊗ zT )

)
= ρ2α̂(ψA,x · zT ⊗ zT ) .

15Here, we use the fact that the branching programs are single-input. For multi-input programs we do
not know how to make α̂ independent of x. The rest of the analysis does not require the programs to
be single-input.
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However, since field multiplication is commutative, adding we get:

P̃
(1)
A,x + P̃

(1)
A,x = 2P (1)

A,xP
(1)
A,x = ρ2α̂(ψA,x · zT ⊗ zT ) + ρ2α̂(ψA,x · zT ⊗ zT )

= ρ2α̂(ψA,x +ψA,x) · (zT ⊗ zT ) .

Using the given conditions that ΨA0,X and ΨA1,X have distinct column spaces (and
hence distinct left-kernel) the attacker can efficiently compute (e.g. via Gaussian Elimination)
a vector vann ∈ {0, 1}1×m that belongs to its left-kernel, call it the annihilating vector, such
that for some b ∈ {0, 1} we have:

vann ·ΨAb,X = 0 but vann ·ΨA1−b,X 6= 0.

The corresponding annihilation polynomial Qann can be written as:

Qann
vann

(WA,x1 ,WA,x1 , . . . ,WA,xm
,WA,xm

) = vann ·


WA,x1WA,x1

...

WA,xmWA,xm

 .
Observe that the coefficient of g0 in the expression Qann

vann
(WA,x1 ,WA,x1 , . . . ,WA,xm

,WA,xm
)

from above is equal to Qann
vann

(P (1)
Ab,x1

, P
(1)
Ab,x1

..., P
(1)
Ab,xm

, P
(1)
Ab,xm

). Moreover this value for
A = Ab is:

Qann
vann

(P (1)
Ab,x1

, P
(1)
Ab,x1

..., P
(1)
Ab,xm

, P
(1)
Ab,xm

) = vann ·
ΨAb,X

2 · (z ⊗ z)T ≡ 0

but for A1−b:

Qann
vann

(P (1)
A1−b,x1

, P
(1)
A1−b,x1

..., P
(1)
A1−b,xm

, P
(1)
A1−b,xm

) = vann ·
ΨA1−b,X

2 · (z ⊗ z)T 6≡ 0.

Hence, the response to Type 2 query is sufficient to distinguish between obfuscation of Ab

and A1−b in the abstract model. This concludes the proof. J

Evaluations of P (0)
A,x and P (1)

A,x

Below we state a lemma without proof (that is deferred to the full version) that described
what the terms P (0)

A,x and P (1)
A,x look like.

I Lemma 4. For every x ∈ {0, 1}n, we have that:

P
(0)
A,x = ρα̂xA(x) ,

P
(1)
A,x = ρα̂x(φA,x · zT ),

where ρ def=
∏
i det(Ri) and α̂x

def=
∏`
i=1 αi,xinp(i) and z is a vector consisting of the random

terms Z0, Zi,b, and Z`+1 used to generate the obfuscation terms Y0, Yi,b, and Y`+1 in an
appropriate sequence.

Extending the Abstract Attack to GGH13 Multilinear Maps

Based on the ideas from Miles et al. we can extend our abstract attacks to actual instantiations
with GGH13, that we defer to the full version [4].
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6 Example of Partially Inequivalent Circuits

In this section, we show examples of pairs of NC1 circuits such that the corresponding
Barrington-implemented16 branching programs are partially inequivalent and therefore are
subject to the abstract annihilation attacks shown in Section 5. Note that here we extend
the notion of partial inequivalence from branching programs to circuits in a natural way.
Unless otherwise mentioned, partial inequivalence of circuits specifically imply that the
corresponding branching programs generated via applying Barrington’s Theorem are partially
inequivalent.

6.1 Simple Pairs of Circuits that are Partially Inequivalent
Consider the following pair of circuits (C0, C1) each of which implements a boolean function
{0, 1}4 → {0, 1}:

C0(x) def= (x[1] ∧ 1)
∧

(x[2] ∧ 0)
∧

(x[3] ∧ 1)
∧

(x[4] ∧ 0),

C1(x) def= (x[1] ∧ 0)
∧

(x[2] ∧ 0)
∧

(x[3] ∧ 0)
∧

(x[4] ∧ 0).

Define the set X def= {0, 1}4. Now, we provide an implementation (see the full version [4]
for more details on the implementation) in Sage [35] that evaluates the column spaces of
matrices produced via applying a Barrington-implementation to the above circuits. The
outcome from the implementation led us to conclude the following claim:

I Claim 5. Let AC0 ,AC1 be the Barrington-Implementation of the circuits C0, C1 respectively,
then we have that: colsp

(
ΨAC0 ,X

)
6= colsp

(
ΨAC1 ,X

)
.

I Remark. We emphasize that we use branching programs generated with a particular
Barrington-implementation that makes a set of specific choices. We refer the reader to the
full version [4] for the details of our implementation. Throughout this section we refer to
this particular Barrington-implementation.

The circuits presented above are of constant size. Looking ahead, though, they are
partially inequivalent and hence (by Theorem 3) are susceptible to the abstract attack that
does not translate to a real-world attack in GGH13 setting immediately. For that we need to
consider larger (albeit NC1) circuits which we construct next based on the above circuits.

6.2 Larger Pairs of Circuits that are Partially Inequivalent
Consider any pair of functionally equivalent NC1 circuits (D0, D1) and an input x? ∈ {0, 1}n
such that D0(x?) = D1(x?) = D0(x?) = D1(x?) = 0. Now define the circuits E0, E1 each of
which computes a boolean function {0, 1}n+4 → {0, 1} as follows:

E0(y) def= ¬C0(x) ∧D0(x′) ,

E1(y) def= ¬C1(x) ∧D1(x′) ,

(¬C is the circuit C with output negated) such that for each y ∈ {0, 1}n+4 we have y = x ◦x′
(◦ denotes concatenation) where x ∈ {0, 1}4 and x′ ∈ {0, 1}n. Define the input-sequence
Y

def= {x ◦ x? | x ∈ {0, 1}4} (consisting of 16 inputs). Then we show the following statement.

16Recall that by Barrington-implementation of a circuit we mean the single-input branching program
produced as a result of Barrington Theorem on the circuit. Also we implicitly assume that the branching
programs are input-oblivious.
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I Lemma 6. Let AE0 ,AE1 be the Barrington-implementations of E0, E1 respectively, then
we have that: colsp

(
ΨAE0 ,Y

)
6= colsp

(
ΨAE1 ,Y

)
.

6.3 Partially Inequivalent Universal Circuits
In this section we present constructions of (NC1) universal circuits that, when compiled
with two arbitrary distinct (NC1) but functionally equivalent circuits as inputs, then the
obfuscations of the Barrington-implementation of the compiled circuits are distinguishable
by the abstract attack.

I Theorem 7. There exists a family of NC1 universal circuits U = {U1, U2, . . . , Uv} of size
v = O(poly(λ)) such that: given two arbitrary functionally equivalent NC1 circuits G0, G1
that computes arbitrary boolean function {0, 1}n → {0, 1} satisfying (i) |G0| = |G1| = v and
(ii) there exists an input x? such that G0(x?) = G1(x?) = G0(x?) = G1(x?) = 0; then for
at least one i ∈ [v] the Barrington-implementations of the circuits Ui[G0] and Ui[G1] are
partially inequivalent.
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Abstract
De, Trevisan and Tulsiani [CRYPTO 2010] show that every distribution over n-bit strings which
has constant statistical distance to uniform (e.g., the output of a pseudorandom generator map-
ping n− 1 to n bit strings), can be distinguished from the uniform distribution with advantage
ε by a circuit of size O(2nε2).

We generalize this result, showing that a distribution which has less than k bits of min-entropy,
can be distinguished from any distribution with k bits of δ-smooth min-entropy with advantage ε
by a circuit of size O(2kε2/δ2). As a special case, this implies that any distribution with support
at most 2k (e.g., the output of a pseudoentropy generator mapping k to n bit strings) can be
distinguished from any given distribution with min-entropy k + 1 with advantage ε by a circuit
of size O(2kε2).

Our result thus shows that pseudoentropy distributions face basically the same non-uniform
attacks as pseudorandom distributions.
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1 Introduction

De, Trevisan and Tulsiani [2] show a non-uniform attack against any pseudorandom gen-
erator (PRG) which maps {0, 1}n−1 → {0, 1}n. For any ε ≥ 2−n/2, their attack achieves
distinguishing advantage ε and can be realized by a circuit of size O

(
2nε2

)
. Their attack

doesn’t even need the PRG to be efficiently computable.
In this work we consider a more general question, where we ask for attacks distinguishing

a distribution from any distribution with slightly higher min-entropy. We generalize [2],
showing a non-uniform attack which, for any ε, δ > 0, distinguishes any distribution with
< k bits of min-entropy from any distribution with k bits of δ-smooth min-entropy with
advantage ε, and where the distinguisher is of size O(2kε2/δ2). As a corollary we recover
the [2] result, showing that the output of any pseudoentropy generator {0, 1}k → {0, 1}n can
be distinguished from any variable with min-entropy k + 1 with advantage ε by circuits of
size O(2kε2).

From a theoretical perspective, we prove where the separation between pseudoentropy
and smooth min-entropy lies, by classifying how powerful computationally bounded
adversaries can be so they can still be fooled to “see” more entropy than there really is.
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39:2 Non-Uniform Attacks Against Pseudoentropy

From a more practical perspective, our result shows that using pseudoentropy instead
of pseudorandomness (which for many applications is sufficient and allows for saving in
entropy quantity [3]), will not give improvements in terms of quality (i.e., the size and
advantage of distinguishers considered), at least not against generic non-uniform attacks.

1.1 Notation and Basic Definitions
Two variables X and Y are (s, ε) indistinguishable, denoted X ∼s,ε Y , if for all boolean
circuits D of size |D| ≤ s we have |Pr[D(X) = 1] − Pr[D(Y ) = 1]| ≤ ε. The statistical
distance of X and Y is d1(X;Y ) def=

∑
x |PX(x)− PY (x)| (where PX(x) def= Pr[X = x]), the

Euclidean distance of X and Y is d2(PX ;PY ) def=
√∑

x(PX(x)− PY (x))2. A variable X has
min-entropy k if it doesn’t take any particular outcome with probability greater 2−k, it has
δ-smooth min-entropy k [6], if it’s δ close to some distribution with min-entropy k. X has k
bits of HILL pseudoentoentry of quality (s, ε) if there exists a Y with min-entropy k that is
(s, ε) indistinguishable from X, we use the following standard notation for these notions:
min-entropy: H∞(X) def= − log maxx (Pr[X = x]) .

smooth min-entropy: Hδ∞(X) def= maxY,d1(X;Y )≤δ H∞(Y ) .
HILL pseudoentropy: HHILL

s,ε (X) def= maxY,Y∼(s,ε)X H∞(Y ) .

1.2 Our Contribution
In this work give generic non-uniform attacks on pseudoentropy distributions. A seemingly
natural goal is to consider a distribution X with H∞(X) ≤ k bits of min-entropy, strictly
larger HHILL

s,ε (X) ≥ k + 1 bits of HILL entropy, and then give an upper bound on s in
terms of ε. This does not work as there are X where H∞(X) � Hδ∞(X),1 and as by
definition Hδ∞(X) = HHILL

∞,δ (X), we can have a large entropy gap HHILL
∞,δ (X) − H∞(X) even

when considering unbounded adversaries against HILL entropy. For this reason, in our main
technical result 1 below, we must consider distributions with bounded smooth min-entropy.
This makes the statement of the lemma somewhat technical. In practice, the distributions
considered often have bounded support, for example because they were generated from a
short seed by a deterministic process (like a pseudorandom generator). In this case we can
drop the smoothness requirement as stated in Theorem 2 below.

I Lemma 1 (Nonuniform attacks against pseudoentropy). Suppose that X ∈ {0, 1}n does not
have k bits of δ-smooth min-entropy, i.e., Hδ∞(X) < k, then for any ε we have

HHILL
Õ(2kε2δ−2),ε(X) < k

where Õ(·) hides a factor linear in n.

I Theorem 2. Let f : {0, 1}k → {0, 1}n be a deterministic (not necessarily efficient) function.
Then we have

HHILL
Õ(2kε2),ε(f(Uk)) ≤ k + 1.

more generally, for any X over {0, 1}n with support of size ≤ 2k

HHILL
Õ(2kε2),ε(X) ≤ k + 1.

1 Consider an X which is basically uniform over {0, 1}n, but has mass δ on one particular point, then
log δ−1 = H∞(X)� Hδ∞(X) = n.
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I Remark (Concluding best attacks against PRGs). For the special case n = k + 1 we recover
the bound for pseudorandom generators from [2].

Proof of Theorem 2. The theorem follows from Lemma 1 when δ = 1/2; consider any X
with support of size ≤ 2k, then Hδ∞(X) ≤ k + 1, as no matter how we cut probability mass
of 1− δ = 1/2 over 2k elements, one element will have the weight at least 2−k−1. J

1.3 Proof Outline
1.3.1 A Weaker Result as a Ball-Bins Problem
We outline the proof of a somewhat weakened version of Theorem 2 in the language of
balls and bins. For every Y of min-entropy k′ = k + Ω(1) we want to distinguish Y from
X = f(Uk). Suppose for simplicity that Y is flat and f is injective, so that X is also flat.
Our strategy will be to hash the points randomly into two bins and take advantage of the fact
that the average maximum load is closer to 1

2 when we sample from Y than when drawing
from X. The reason is that Y has more balls, so by the law of large numbers, we expect the
load to be “more concentrated” around the mean.

Think of throwing balls (inputs x) into two bins (labeled by −1 and 1). If the balls come
from the support ofX, the expected maximum load (over two bins) equals≈ 2k−1+

√
2/π·2k/2.

Similarly, if the balls come from the support of Y , then maximum load is 2k′−1 +
√

2/π ·2k′/2.
In terms of the average load (the load normalized by the total number of balls):

AverageMaxLoad(X) ≈ 0.5 +
√

2/π · 2−k/2 w.h.p. when drawing from X ,

AverageMaxLoad(Y ) ≈ 0.5 +
√

2/π · 2−k
′/2 w.h.p. when drawing from Y .

As k′ = k + Ω(1) we obtain (with good probability):

AverageMaxLoad(X)− AverageMaxLoad(Y ) = Ω(2−k/2).

Letting D be one of these bins assignments we obtain a distinguisher with advantage
ε = Ω(2−k/2). To generate the assignments efficiently we relax the assumption about
choosing bins and assume only that the choices of bins are independent for any group of
` = 4 balls. The fourth moment method allows us to keep sufficiently good probabilistic
guarantees on the maximum load.

1.3.2 The General Case by Random Walk Techniques
1.3.2.1 A high-level outline and comparison to [2]

Below in Figure 1 we sketch the flow of our argument.
Our starting point is the proof from [2]. They use the fact that a random mapping

D : {0, 1}n → {−1, 1} likely distinguishes any two distributions X and Y over {0, 1}n with
advantage being the Euclidean distance d2(X;Y ) def=

√∑
x(PX(x)− PY (x))2.

For any X and Y with constant statistical distance
∑
x |PX(x)− PY (x)| = Θ(1) (which

is the case for the PRG setting where Y = Un and X = PRG(Un−1)) this yields a bound
Ω
(
2−n2

)
. This bound can be then amplified, at the cost of extra advice, by partitioning the

domain {0, 1}n and combining corresponding advantages (advice basically encodes if there
is a need for flipping the output). Finally one can show that 4-wise independence provides
enough randomness for this argument, which makes sampling D efficient. Our argument
deviates from this approach in two important aspects.

ICALP 2017
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X has no smooth-min entropy k

large bias between X and Y on only 2k elements

d2(X;Y ) = Ω(2− k2 ) (Euclidean distance)
advantage of random attack

ε ≈ d2(X;Y )
for any X,Y (Lemma 12)

a random distinguisheer D achieves ε = Ω
(

2− k2
)

ε = Ω
(
T−

1
2 2− k2

)
for a random D restricted to one slice

ε = T · Ω
(
T−

1
2 2− k2

)
by composing advantages from all slices
(needs O(T ) advice)

arbitrary ε in size 2 k2 ε (by manipulating T )

weak randomness for distinguishers and slices is enough
(4-wise independence works!)

domain partitioned randomly into T slices

for any fixed Y of min-entropy at least k

random walks moment inequalities
(see Sections 2.2, 2.1, and 2.3)

Corollary 17

Corollaries 15 and 16

Corollary 14

Lemma 8 and Corollary 9

Lemma 10 and Corollary 11

Corollary 13

Figure 1 The map of our proof.

The first difference is that in the pseudoentropy case we can improve the advantage from
Ω
(
2−n2

)
, where n is the logarithm of the support of the variables considered, to Ω

(
2− k2

)
,

where k is the min-entropy of the variable we want to distinguish from. The reason is
that being statistically far from any k-bit min-entropy distributions implies a large bias on
already 2k elements. This fact (see Lemma 8 and Corollary 9, and also Figure 3) is a new
characterization of smooth min-entropy of independent interest.

The second subtlety arises when it comes to amplify the advantage over the partition
slices. For the pseudorandomness case it is enough to split the domain in a deterministic
way, for example by fixing prefixes of n-bit strings, in our case this is not sufficient. For
us a “good” partition must shatter the 2k-element high-biased set, which can be arbitrary.
Our solution is to use random partitions, in fact, we show that using 4-universal hashing is
sufficient. Generating base distinguishers and partitions at the same time makes probability
calculations more involved.

Technical calculations are based on the fourth moment method, similarly as in [2]. The
basic idea is that for settings where the second and fourth moment are easy to compute
(e.g. sums of independent symmetric random variables) we can obtain good upper and lower
bounds on the first moment. In the context of algorithmic applications these techniques
are usually credited to [1]. Interestingly, exploiting natural relations to random walks, we
show that calculations immediately follow by adopting classical (almost one century old)
tools and results [5, 4]. Our technical novelty is an application of moment inequalities due to
Marcinkiewicz-Zygmund and Paley-Zygmund, which allow us to prove slightly more than
just the existence of an attack. Namely we generate it with constant success probability.
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d1(PX ; 2−k|�) > δ

PY (x) 6 2−k

δ

2−k

PX
PY

Figure 2 An intuition behind the attack. Random ±1-weights make the bias equal to the `2-
distance of PX and PY . This distance can be bounded in terms of the `1 distance, which concentrates
mass difference δ on less than 2k elements (the region in gray).

1.3.2.2 Advantage Ω(2−k/2)

Consider any X with δ-smooth min-entropy smaller than k. This requirement can be seen as
a statement about the “shape” of the distribution. Namely, the mass of X that is above the
threshold 2−k equals at least δ, that is∑

x

max(PX(x)− 2−k, 0) > δ.

For an illustration see Figure 2.
We construct our attack based on this observation. Define the advantage of a function D

for distributions X and Y as

AdvD(X;Y ) =

∣∣∣∣∣∑
x

D(x)(PX(x)− PY (x))

∣∣∣∣∣
(writing also AdvD

S when the summation is restricted to a subset S). Consider a random
distinguisher D : {0, 1}n → {−1, 1}. Random variables D(x) for different x are independent,
have zero-mean and second moment equal to 1. Therefore the expected square of of the
advantage, over the choice of D, equals

E
[(

AdvD(X;Y )
)2
]

= E

∣∣∣∣∣∑
x

D(x)(PX(x)− PY (x))

∣∣∣∣∣
2

=
∑
x

(PX(x)− PY (x))2 .

Let S be the set of x such that PX(x) > 2−k. For any Y of min-entropy at least k we obtain

∑
x∈S

(PX(x)− PY (x))2 >
∑
x∈S

(PX(x)− 2−k)2 > |S|−1

(∑
x∈S

(
PX(x)− 2−k

))2

> 2−kδ2

where the first inequality follows because PY (x) 6 2−k < PX(x) for x ∈ S, the second
inequality is by the standard inequality between the first and second norm, and the third
inequality follows because we showed that Pr[X ∈ S] > |S| · 2−k + δ (illustrated in Figure 2)
which also implies |S|−1 > 2−k.

By the previous formula on the expected squared advantage this means that

E
[(

AdvD(X;Y )
)2
]
> 2−kδ2

ICALP 2017
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PX
PY
S1
S2

(a) An example of a “bad” partition.
Almost all advantage is captured by one
partition slice S1.

PX
PY
S1
S2

(b) An example of a “good“ parti-
tion. The advantage is evenly distributed
among slices S1, S2.

Figure 3 Illustration of good and bad partitions.

for at least one choice of D. This implies

AdvD(X;Y ) > 2− k2 δ.

A random D as defined would be of size exponential in n, but since we used only the
second moment in calculations, it suffices to generate D(x) as pairwise independent random
variables. By assuming 4-wise independence – which can be computed by O(n2) size circuits
– we can prove slightly more, namely that a constant fraction of generated D’s are good
distinguishers. This property will be important for the next step, where we amplify the
advantage assuming larger distinguishers.

1.3.2.3 Leveraging the advantage by slicing the domain

Consider a random and equitable partition {Si}Ti=1 of the set {0, 1}n. From the previous
analysis we know that a random distinguisher achieves advantage ε = d2(PX ;PY ) over the
whole domain. Note that (for any, not necessarily random partition {Si}i) we have

(d2(PX ;PY ))2 =
T∑
i=1

(d2(PX ;PY |Si))2

where d2(PX ;PY |Si) is the restriction of the distance to the set Si (by restricting the
summation to Si). From a random partition we expect the mass difference between PX and
PY to be distributed evenly among the partition slices (see Figure 3(b)). Based on the last
equation, we expect

d2(PX ;PY |Si) ≈
d2(PX ;PY )√

T

to hold with high probability over {Si}i.
In fact, if the mass difference is not well balanced amongst the slices (in the extreme case,

concentrated on one slice) our argument will not offer any gain over the previous construction
(see Figure 3(a)).

By applying the previous argument to individual slices, for every i we can obtain an
advantage AdvD

Si(X;Y ) = Ω
(

(T− 1
2 2− k2 )δ

)
when restricted to the set Si (with high probability
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over the choice of D and {Si}i). Now if the sets Si are efficiently recognizable, we can combine
them into a better distinguisher. Namely for every i we chose a value βi ∈ {−1, 1} such that
D’s advantage (before taking the absolute value) restricted to Si has sign βi, and set

D̂(x) = βiD(x), where i is such that x ∈ Si,

then the advantage equals (with high probability over D and the Si’s)

AdvD̂(X;Y ) =
T∑
i=1

AdvD
Si(X;Y ) = Ω

(
T

1
2 2− k2 δ

)
.

We need to specify a 4-wise independent hash for D, another 4-wise independent hash for
deciding in which of the T slices an element lies, and T bits to encode the βi’s. Thus for a
given T the size of D̂ will be T + Õ(n). Using the above equation, we then get a smooth
tradeoff s = O(2kε2δ−2) between the advantage ε and the circuit size s. This discussion
shows that to complete the argument we need the following two properties of the partition
(a) the mass difference between PX and PY is (roughly) equidistributed among slices and (b)
the membership in partition slices can be efficiently decided.

1.3.2.4 Slicing using 4-wise independence

To complete the argument, we assume that T is a power of 2, and generate the slicing by
using a 4-universal hash function h : {0, 1}n → {0, 1}logT . The i-th slice Si is defined as
{x ∈ {0, 1}n : h(x) = i}. These assumptions are enough to prove that

EAdvD̂
Si(X;Y ) = Ω

(
T−

1
2 d2(PX ;PY )

)
= Ω

(
T−

1
2 2− k2 δ

)
.

Interestingly, the expected advantage (left-hand side) cannot be computed directly. The trick
here is to bound it in terms of the second and fourth moment. The above inequality, coupled
with bounds on second moments of the advantage AdvD̂

Si (obtained directly), allows us to
prove that

Pr
[
T∑
i=1

AdvD̂
Si > Ω(1) · T 1

2 2− k2 δ
]
> Ω(1).

This shows that there exists the claimed distinguisher D̂. In fact, a constant fraction of
generated (over the choice of D and {§i}i) distinguishers D̂’s works.

1.3.2.5 Random walks

From a technical point of view, our method involves computing higher moments of the
advantages to obtain concentration and anti-concentration results. The key observation is
that the advantage written down as

AdvD
Si(X;Y ) =

∣∣∣∣∣∑
x

(PX(x)− PY (x))1Si(x)D(x)

∣∣∣∣∣
which can be then studied as a random walk

AdvD
Si(X;Y ) =

∣∣∣∣∣∑
x

ξi,x

∣∣∣∣∣
with zero-mean increments ξi,x = (PX(x)− PY (x))1Si(x)D(x). The difference with respect
to classical model is that the increments are only `-wise independent (for ` = 4). However,
that classical moment bounds still apply (see Sections 2.2 and 2.3 for more details).

ICALP 2017



39:8 Non-Uniform Attacks Against Pseudoentropy

2 Preliminaries

2.1 Interpolation Inequalities
Interpolation inequalities show how to bound the p-th moment of a random variable if we
know bounds on one smaller and one higher moment. The following result is known also as
log-convexity of Lp norms, and can be proved by the Hölder Inequality.

I Lemma 3 (Moments interpolation). For any p1 < p < p2 and any bounded random variable
Z we have

‖Z‖p 6 (‖Z‖p1)θ (‖Z‖p2)1−θ

where θ is such that θ
p1

+ 1−θ
p2

= 1
p , and for any r we define ‖Z‖r = (E |Z|r)

1
r .

Alternatively, we can lower bound a moment given two higher moments. This is very
useful when higher moments are easier to compute. In this work will bound first moments
from below when we know the second and the fourth moment (which are easier to compute
as they are even-order moments)

I Corollary 4. For any bounded Z we have E |Z| > (E |Z|2)
3
2

(E |Z|4)
1
2
.

2.2 Moments of random walks
For a random walk

∑
x ξ(x), where ξ(x) are independent with zero-mean, we have good

control over the moments, namely E |
∑
x ξ(x)|p = Θ(1) · (

∑
x Var(ξ(x)))

p
2 where constants

depend on p. This result is due to Marcinkiewicz and Zygmund [5] who extended the former
result of Khintchine [4]. Below we notice that for small moments p it suffices to assume only
p-wise independence (most often used versions assume fully independence)

I Lemma 5 (Strengthening of Marcinkiewicz-Zygmund’s Inequality for p = 4). Suppose that
{ξ(x)}x∈X are 4-wise independent, with zero mean. Then we have

1√
3

(∑
x∈X

Var(ξ(x))
) 1

2

6E

∣∣∣∣∣∑
x∈X

ξ(x)

∣∣∣∣∣ 6
(∑
x∈X

Var(ξ(x))
) 1

2

,

E

∣∣∣∣∣∑
x∈X

ξ(x)

∣∣∣∣∣
2

=
∑
x∈X

Var(ξ(x)) ,

(∑
x∈X

Var(ξ(x))
)2

6E

∣∣∣∣∣∑
x∈X

ξ(x)

∣∣∣∣∣
4

6 3
(∑
x∈X

Var(ξ(x))
)2

.

The proof appears in Section 4.1.

2.3 Anticontentration bounds
I Lemma 6 (Paley-Zygmund Inequality). For any positive random variable Z and a parameter
θ ∈ (0, 1) we have

Pr [Z > θEZ] > (1− θ)2 (EZ)2

EZ2 .

By applying Lemma 6 to the setting of Lemma 5, and choosing θ = 1√
3 we obtain:
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I Corollary 7 (Anticoncentration for walks with 4-wise independent increments). Suppose that
{ξ(x)}x∈X are 4-wise independent with zero-mean, then we have

Pr

∣∣∣∣∣∑ ξ(x)

∣∣∣∣∣ > 1
3

(∑
Var(ξ(x))

) 1
2
 > 1

17 .

where the summation is over x ∈ X .

3 Proof of Lemma 1

I Lemma 8 (Characterizing smooth min-entropy). For any random variable X with values in
a finite set X , any δ and k we have the following equivalence

Hδ
∞(X) > k ⇐⇒

∑
x∈X

max
(
PX(x)− 2−k, 0

)
6 δ.

The proof appears in Section 4.2. We will work with the following equivalent statement

I Corollary 9 (No smooth min-entropy k implies bias w.r.t. distributions of min-entropy k over
at most 2k elements). We have Hδ∞(X) < k if and only if there exists a set S of at most 2k
elements such that∑

x∈S
|PX(x)− PY (x)| > δ

for all Y of min-entropy at least k.

Proof of Corollary 9. The direction ⇐= trivially follows by the definition of smooth min-
entropy. Now assume Hδ∞(X) < k. Let S be the set of all x such that PX(x) > 2−k, then
|S| < 2k, and moreover by Lemma 8 we have

∑
x∈S

(
PX(x)− 2−k

)
> δ. In particular for

any Y of min-entropy k (i.e., PY (x) 6 2−k for all x)∑
x∈S

(PX(x)− PY (x)) > δ . J

I Lemma 10 (Bias implies Euclidean distance). For any distributions PX , PY on X and any
subset S of X we have(∑

x∈S
(PX(x)− PY (x))2

) 1
2

> |S|−1/2
∑
x∈S
|PX(x)− PY (x)| .

Proof. By the Jensen Inequality we have

|S|−1

(∑
x∈S

(PX(x)− PY (x))2

)
>

(
|S|−1

∑
x∈S
|PX(x)− PY (x)|

)2

which is equivalent to the statement. J

I Corollary 11 (No smooth min-entropy implies Euclidean distance to min-entropy distribu-
tions). Suppose that Hδ∞(X) < k. Then for any Y of min-entropy at least k we have(∑

x |PX(x)− PY (x)|2
) 1

2 > 2− k2 δ.

Proof of Corollary 11. It suffices to combine Lemma 10 and Corollary 9. J

ICALP 2017
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By Corollary 7 we conclude that the advantage of a random distinguisher for any two
measures (in our case PX and PY ) equals the Euclidean distance.

I Lemma 12 (The advantage of a random distinguisher equals the Euclidean distance). Let
{D(x)}x∈{0,1}n be 4-wise independent as indexed by x and such that D(x) outputs a random
element from {−1, 1}. Then for any set S we have∣∣∣∣∣∑

x∈S
D(x)(PX(x)− PY (x))

∣∣∣∣∣ > 1
3 · d2(PX ;PY )

with probability 1
17 over the choice of D (the result actually holds for any measures in place

of PX , PY ).

For our case, that is the setting in Lemma 10, we obtain

I Corollary 13 (A random attack achieves Ω
(
2−kδ

)
with significant probability). For X,Y as

in Corollary 11, and D as in Lemma 12 we have AdvD(X;Y ) ≥ 1
3 · 2

− k2 δ w.p. 1
17 over D.

3.1 Partitioning the domain into T slices
Let h : {0, 1}n → [1 . . . 2t], where t = dlog T e, be a 4-universal hash function. Define
Si = {x : h(x) = i}, ∆(x) = PX(x)− PY (x) and consider advantages on slices Si

AdvD
Si (X;Y ) =

∣∣∣∣∣∑
x

∆(x)D(x)1Si(x)

∣∣∣∣∣ .
The following corollary shows that on each of our T slices, we get the advantage T− 1

2 2− k2 δ.
The proof appears in Section 4.3.

I Corollary 14 ((Mixed) moments of slice advantages). For D, {Su}u as above and every i, j

ED,{Su}u AdvD
Si(X;Y ) > 3− 1

2T−
1
2 · d2 (PX ;PY ) ,

ED,{Su}u

(
AdvD

Si (X;Y ) AdvD
Sj (X;Y )

)
6 T−1 · d2(PX ;PY )2 ,

(the statement is valid for arbitrary measures in place of PX , PY ).

Denote Z =
∑
i AdvD

Si (X;Y ). Using Lemma 6 with θ = 1√
3 where we compute EZ2 and

EZ according to Corollary 14 we obtain Pr
[
|Z| > 1√

3 · E |Z|
]
> 1

17 . Bounding once again
E |Z| as in Corollary 14 we get

I Corollary 15 (Total advantage on all partition slices). For X,Y as in Corollary 11, D and
Si defined above we have

Pr
D,{Su}u

[
T∑
i=1

AdvD
Si(X;Y ) > 1

3 · T
1
2 2− k2 δ

]
>

1
17

(for general X,Y the lower bound is Ω(1) · T 1
2 · d2(PX ;PY )).

The corollary shows that the total absolute advantage over all partition slices, is as expected.
Since {Si}i is a partition we have

T∑
i=1

AdvD
Si(X;Y ) =

T∑
i=1

∣∣∣∣∣∑
x∈Si

(PX(x)− PY (x)) D(x)

∣∣∣∣∣ =
∑
x

(PX(x)− PY (x)) D(x)β(x)
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where for βi
def= sgn

(∑
x∈Si (PX(x′)− PY (x)) D(x)

)
(the sign of the advantage on the i-th

slice) we define β(x) = βi where Si contains x. This shows that by ”flipping“ the distinguisher
output on the slices we achieve the sum of individual advantages. Since the bit β(x) can
be computed with O(T ) + Õ(n) advice (the complexity of the function i → βi plus the
complexity of finding i for a given x) we obtain

I Corollary 16 (Computing total advantage by one distinguisher). For X,Y as in Corollary 11,
D and {Si}i defined above there exists a modification to D which in time Õ(n) and advice
O(T ) achieves advantage 1

3 · T
1
2 2− k2 δ with probability 1

17 .

Finally by setting ε = T
1
2 2− k2 δ and manipulating T we arrive at

I Corollary 17 (Continue tradeoff). For any ε there exists T such that the distinguisher in
Corollary 16 has advantage ε and circuit complexity s = O

(
2kε2δ−2).

4 Omitted Proofs

4.1 Proof of Lemma 5 (Strengthening of Marcinkiewicz-Zygmund’s
Inequality for p = 4)

Let Z =
∑
x ξ(x). Since ξ(x) are (in particular) 2-wise independent with zero mean, we get

E

(∑
x

ξ(x)
)2

=
∑
x,y

E (ξ(x)ξ(y)) =
∑
x=y

E (ξ(x)ξ(y)) =
∑
x

Var(ξ(x)) ,

(the summation taken over x, y ∈ X ). The fourth moment is somewhat more complicated

E

(∑
x

ξ(x)
)4

=
∑

x1,x2,x3,x4

E (ξ(x1)ξ(x2)ξ(x3)ξ(x4))

=
∑

x1=x2=x3=x4

E (ξ(x1)ξ(x2)ξ(x3)ξ(x4)) +

+ 3
∑

x1=x2 6=x3=x4

E (ξ(x1)ξ(x2)ξ(x3)ξ(x4))

=
∑
x

E ξ(x)4 + 3
∑
x 6=y

E ξ(x)2 E ξ(y)2

= 3
(∑

x

E ξ(x)2

)2

− 2
∑
x

E ξ(x)4 .

The second equality follows because whenever ξ(x) occurs in an odd power, for example
x = x1 6= x2 = x3 = x4, the expectation is zero (this way one can simplify and bound also
higher moments, see [7]). It remains to estimate the first moment. By Corollary 4 and
bounds on the second and fourth moment we have just computed we obtain

1√
3
·

(∑
x∈X

Var(ξ(x))
) 1

2

6 E

∣∣∣∣∣∑
x∈X

ξ(x)

∣∣∣∣∣
and the upper bound follows by Jensen’s Inequality (with constant 1).
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4.2 Proof of Lemma 8 (Characterizing smooth min-entropy)

Suppose that Hδ∞(X) > k. then, by definition, there is Y such that H∞(Y ) > k and∑
x:PX(x)>PY (x) PX(x)− PY (x) 6 δ. Since all the summands are positive and since PY (x) 6

2−k, ignoring those x for which PY (x) < 2−k yields∑
x:PX(x)>2−k

PX(x)− PY (x) 6 δ.

Again, since PY (x) 6 2−k we obtain∑
x:PX(x)>2−k

PX(x)− 2−k 6 δ,

which finishes the proof of the ”=⇒“ part.
Assume now that δ′ =

∑
x∈X max

(
PX(x)− 2−k, 0

)
6 δ. Note that

∑
x∈X

max
(
PX(x)− 1

2k , 0
)

+
∑
x∈X

max
(

1
2k − PX(x), 0

)
=

= 2
∑
x∈X

∣∣∣∣PX(x)− 1
2k

∣∣∣∣ > 2
∑
x∈X

max
(
PX(x)− 1

2k , 0
)

and therefore we have
∑
x∈X max

(
2−k − PX(x), 0

)
> δ′. By this observation we can con-

struct a distribution Y by shifting δ′ of the mass of PX from the set S− = {x : PX(x) > 2−k}
to the set {x : 2−k > PX(x)} in such a way that we have PY (x) 6 2−k for all x. Thus
H∞(Y ) > k and since a δ′ fraction of the mass is shifted and redistributed we have
d1(X;Y ) 6 δ′. This finishes the proof of the ”⇐=“ part.

4.3 Proof of Corollary 14 ((Mixed) moments of slice advantages)

For shortness denote ∆(x) = PX(x)− PY (x) and AdvD
Si = AdvD

Si (X;Y ).
Note that by Lemma 5, applied to the family fx = ∆(x)D(x)1Si(x) (which is 4-wise

independent) we have

EAdvD
Si > 3− 1

2

(∑
x

∆(x)2

) 1
2

which is the first inequality claimed in the corollary. In turn, again by Lemma 5, we have

E
(

AdvD
Si

)2
= T−1 ·

∑
x

∆(x)2.

Since this holds for any i, by Cauchy-Schwarz we get for any i, j

EAdvD
SiAdvD

Sj 6

√
E
(

AdvD
Si

)2
· E
(

AdvD
Sj

)2
6 T−1 ·

∑
x

∆(x)2

which proves the second inequality in the corollary.
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Abstract
We study interactive oracle proofs (IOPs) [7, 43], which combine aspects of probabilistically check-
able proofs (PCPs) and interactive proofs (IPs). We present IOP constructions and techniques
that let us achieve tradeoffs in proof length versus query complexity that are not known to be
achievable via PCPs or IPs alone. Our main results are:
1. Circuit satisfiability has 3-round IOPs with linear proof length (counted in bits) and constant

query complexity.
2. Reed–Solomon codes have 2-round IOPs of proximity with linear proof length and constant

query complexity.
3. Tensor product codes have 1-round IOPs of proximity with sublinear proof length and constant

query complexity. (A familiar example of a tensor product code is the Reed–Muller code with
a bound on individual degrees.)

For all the above, known PCP constructions give quasilinear proof length and constant query
complexity [12, 16]. Also, for circuit satisfiability, [10] obtain PCPs with linear proof length but
sublinear (and super-constant) query complexity. As in [10], we rely on algebraic-geometry codes
to obtain our first result; but, unlike that work, our use of such codes is much “lighter” because
we do not rely on any automorphisms of the code.

We obtain our results by building “IOP-analogues” of tools underlying numerous IPs and
PCPs:

Interactive proof composition. Proof composition [3] is used to reduce the query complexity
of PCP verifiers, at the cost of increasing proof length by an additive factor that is exponential
in the verifier’s randomness complexity. We prove a composition theorem for IOPs where this
additive factor is linear.
Sublinear sumcheck. The sumcheck protocol [34, 46] is an IP that enables the verifier
to check the sum of values of a low-degree multi-variate polynomial on an exponentially-
large hypercube, but the verifier’s running time depends linearly on the bound on individual
degrees. We prove a sumcheck protocol for IOPs where this dependence is sublinear (e.g.,
polylogarithmic).
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40:2 Interactive Oracle Proofs with Constant Rate and Query Complexity

Our work demonstrates that even constant-round IOPs are more efficient than known PCPs and
IPs.

1998 ACM Subject Classification F.1.3 Complexity Measures and Classes

Keywords and phrases probabilistically checkable proofs, interactive proofs, proof composition,
sumcheck

Digital Object Identifier 10.4230/LIPIcs.ICALP.2017.40

1 Introduction

We study Interactive Oracle Proofs (also known as Probabilistically Checkable Interactive
Proofs) [7, 43], which combine aspects of probabilistically checkable proofs (PCPs) and
interactive proofs (IPs). We present IOP constructions and general techniques that enable
us to obtain tradeoffs in proof length versus query complexity that are not known to be
achievable by either PCPs or IPs alone. For some applications (e.g., constructing non-
interactive arguments in the random oracle model [7]) considering such general types of proof
systems suffices (as opposed to focusing only on PCPs or IPs) and thus these applications
inherit the efficiency improvements over PCPs.

1.1 Motivation
Probabilistically checkable proofs (PCPs) were introduced by [22, 5, 20, 3, 2]: in a PCP, a
probabilistic polynomial-time verifier has oracle access to the proof string. The complexity
class PCP[r, q] denotes those languages for which the verifier uses at most r random bits and
queries at most q proof locations; the proof length is then at most 2r. The PCP Theorem
[3, 2] states that NP = PCP[O(logn), O(1)]: every NP statement has a proof of polynomial
length that can be verified via a constant number of queries (say, with soundness error 1/2).

A fundamental question is how long a PCP needs to be, compared to the corresponding
“standard” NP proof. Given T : N → N, the PCP Theorem states that every language L

in NTIME(T ) has a proof of length poly(T (n)) that can be verified with O(1) queries. A
sequence of works [42, 30, 24, 13, 9, 12, 16] gradually reduced the proof length to quasilinear,
i.e., T (n) · polylog(T (n)); much of this progress was accompanied by progress on efficient
reductions from NTIME to “PCP-friendly” problems, as well as efficient constructions of
PCPs of proximity (PCPPs) for key classes of linear codes. Despite much progress, the
following question remains open: are there PCPs with linear proof length and constant query
complexity?

Ben-Sasson et al. [10] make progress in this direction by proving that there is a > 0
such that for every ε > 0 there is a PCP for circuit satisfiability with proof length 2a/εn
and query complexity nε. Beyond the sublinear query complexity, [10]’s result comes with
other caveats not affecting most prior constructions: the verifier is non-uniform, namely it
requires a polynomial-size advice string for every circuit size; and the verifier is not succinct,
namely it cannot run in time that is sublinear in the circuit size even if the circuit comes
from a uniform circuit family. (Recent constructions of high-rate locally testable codes with
sub-polynomial query complexity [32] are not yet known to be convertible to PCPs with
similar parameters.)

In this paper, we continue the study of the tradeoff between proof length and query
complexity, but we do so for a natural extension of the PCP model (sufficient for some useful

http://dx.doi.org/10.4230/LIPIcs.ICALP.2017.40
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applications, e.g., [7]) that can be thought of as a “multi-round PCP”, described below. Also,
from this point onwards, we switch to using relations instead of languages. We denote by R

a relation consisting of pairs (x,w), where x is the instance and w is the witness; we think
of R naturally induced by a non-deterministic language L. We denote by R|x the (possibly
empty) set of witnesses for a given instance x, and by n the size of x.

1.2 A more general model: interactive oracle proofs
Interactive Oracle Proofs (IOPs) are a type of proof system introduced in [7, 43] that
combines aspects of IPs [4, 26] and PCPs [5, 3, 2], and generalizes interactive PCPs [31].
IOPs naturally extend the notion of a PCP to multiple rounds or, viewed from an another
angle, they naturally extend the notion of an IP by allowing probabilistic checking. Prior
work shows that IOPs can be used to construct non-interactive proofs in the random oracle
model [7], that IOPs efficiently achieve unconditional zero knowledge [6], and that IOPs can
be used to obtain doubly-efficient constant-round IPs for polynomial-time bounded-space
computations [43].

Informally, an IOP extends an IP as follows: whenever the prover sends to the verifier
a message, the verifier does not have to read the message in full but may probabilistically
query it. In more detail, a k-round IOP comprises k rounds of interaction. In the i-th round
of interaction: the verifier sends a message mi to the prover; then the prover replies with a
message fi to the verifier, which the verifier can query in this and all later rounds (by having
oracle access to it). After the k rounds of interaction, the verifier either accepts or rejects.

An IOP system for a relation R with round complexity k and soundness ε is a pair (P, V ),
where P, V are probabilistic algorithms, that satisfies natural notions of completeness and
soundness: for every instance-witness pair (x,w) in R, V (x) always accepts after k(n) rounds
of interaction with P (x,w); and, for every instance x with R|x = ∅ and unbounded prover P̃ ,
V (x) accepts with probability at most ε(n) after k(n) rounds of interaction with P̃ .

Like the IP model, one efficiency measure is the round complexity k. Like the PCP
model, two additional efficiency measures are the proof length l, which is the total number
of alphabet symbols in all of the prover’s messages, and the query complexity q, which is
the total number of locations queried by the verifier across all of the prover’s messages.
Considering all of these parameters, we say that a relation R belongs to the complexity class
IOP[k, a, l, r, q, ε] if there is an IOP system for R in which on instances of size n:
1. the number of rounds is k(n);
2. the prover messages are over the alphabet a(n);
3. the proof length over this alphabet is l(n);
4. the verifier uses r(n) random bits;
5. the verifier queries the prover messages in q(n) locations;
6. the soundness error is ε(n).

Many other definitions for IPs and PCPs carry over naturally. An IOP is public coin if
mi is a random string and the verifier postpones any oracle queries until after receiving all
the oracles from the prover (i.e., after the k-th round of interaction). An IOP is non-adaptive
if the query locations do not depend on answers to any previous queries.

Prior work on IOPs. In prior work, [7] prove that public-coin IOPs can be compiled into
non-interactive proofs in the random oracle model; their compiler is as a generalization of
the Fiat–Shamir paradigm for public-coin IPs [21, 41], and of the “CS proof” constructions
of Micali [37] and Valiant [49] for PCPs. Also, [6] construct 2-round IOPs (called “duplex
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PCPs” there) with unconditional zero knowledge and quasilinear proof length; in comparison,
short PCPs with unconditional zero knowledge are not known. Also, [43] use IOPs to obtain
doubly-efficient constant-round IPs for polynomial-time bounded-space computations. In
this paper, we do not study compilers for cryptographic proofs, nor zero knowledge, nor
applications to interactive proofs; instead, we focus on tradeoffs of proof length versus query
complexity for IOPs.

Prior work on interactive PCPs. An interactive PCP [31] is a PCP followed by a standard
IP; in particular, it is an IOP where the verifier sends an empty first message and may
query only the first prover message (but must read any other prover messages in full). Prior
work on interactive PCPs obtains proof length that depends on the witness size rather than
computation size [31, 25], as well as unconditional zero knowledge [28]. In this paper we also
study proof length but our results to not seem to extend to the more restricted setting of
interactive PCPs.

1.3 Proximity and robustness
To facilitate upcoming technical discussions we briefly introduce two notions that strengthen
a PCP.

PCPs of proximity (PCPPs) [17, 9]. On the one hand, a PCP verifier has oracle access
to a candidate proof π and only decides if R|x 6= ∅ (x ∈ L) or R|x = ∅ (x 6∈ L). On the
other hand, a PCPP verifier has oracle access to a candidate witness w and proof π and
decides if w ∈ R|x or w is far from R|x (in particular, if R|x = ∅, then w is far from
R|x). A quantity δ known as the proximity parameter specifies what “far” means: if w is
δ-far from R|x then the PCPP verifier accepts with probability at most ε, where ε is the
soundness error.
Robust PCPs [9]. When R|x = ∅, the answers to the verifier’s queries are, with high
probability, far from any answers that make the verifier accept. A quantity ρ known as
the robustness parameter specifies what “far” means: if R|x = ∅ then, with probability at
least 1− ε, the answers are ρ-far from accepting ones.

The two above notions can also be combined, yielding the definition of a robust PCP of
proximity.

Extension to IOPs. The notions of proximity and robustness naturally extend to IOPs; see
the full version for details. For example, we say that an IOP has proximity parameter δ if
the analogous property for PCPs of proximity holds; we can then correspondingly define the
complexity class IOPP[k, a, l, r, q, ε, δ].

2 Results

We obtain several IOP constructions with proof length and query complexity that are not
known to be achievable either via PCPs or IPs alone (or even via interactive PCPs [31]).
First, we show that for circuit satisfiability we can obtain IOPs with linear proof length and
constant query complexity; constant round complexity and public coins suffice.

I Theorem 1 (informal). Let R be the relation consisting of instance-witness pairs (φ,w)
where φ is a boolean circuit (of two-input NAND gates) and w is a binary input that satisfies
φ; we use n to denote the number of gates in φ. There exists a > 0 and a public-coin IOP
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system that puts R in the complexity class

IOP


rounds k(n) = 3
answer alphabet a(n) = F2

proof length l(n) = a · n
query complexity q(n) = a

soundness error ε(n) = 1/2

 .

In particular, via [40]’s reduction from Turing machines to circuits, we deduce that

NTIME(T ) ⊆ IOP


rounds k(T ) = 3
answer alphabet a(T ) = F2

proof length l(T ) = a · T log T
query complexity q(T ) = a

soundness error ε(T ) = 1/2

 .

The main points of comparison of the above theorem with prior work are the following.
For PCPs with constant query complexity, prior work achieved only quasilinear proof
length [12, 16], with the “quasilinear” hiding several logarithmic factors. In comparison,
we achieve linear proof length for circuit satisfiability, and O(T log T ) proof length for
nondeterministic T -time relations.
Ben-Sasson et al. [10] show that there is a > 0 such that for every ε > 0 there is a non-
uniform PCP for circuit satisfiability with proof length 2a/εn and query complexity nε;
the non-uniformity comes from the use of algebraic-geometry (AG) codes with transitive
automorphism groups, for which uniform families are not known. In comparison, we
simultaneously achieve linear proof length and constant query complexity; moreover, we
make a much “lighter” use of AG codes, which also allows us to avoid non-uniformity.
Namely, we rely only on the multiplication properties of AG codes [14, 36], and do not
rely on any code automorphisms. Looking ahead, this is because we do not route circuits
on Cayley graphs induced by the automorphisms of the underlying code, unlike [10].

Second, we show that Reed–Solomon codes over binary fields (fields of characteristic 2)
have 2-round IOPs of proximity with linear proof length and constant query complexity.
Such codes are a key ingredient for constructing PCPs with quasilinear proof length [12].
Recall that a word w : D → F is represented via |w| = |D| · log |F| bits.

I Theorem 2 (informal). Given a “fractional degree” % ∈ (0, 1), define R to be the relation
consisting of instance-witness pairs ((F2λ , d), w) where d ≤ %2λ and w : F2λ → F2λ is the
evaluation of a polynomial of degree less than d; we define the instance size to be λ, and note
that w has |w| = 2λ · λ bits. For every δ ∈ (0, 1

2 (1− %)) there exist a > 0 and a public-coin
IOP of proximity (P, V ) that puts R in the complexity class

IOPP


rounds k(λ) = 2
answer alphabet a(λ) = F2

proof length l(λ) = a · 2λ · λ
query complexity q(λ) = a

soundness error ε(λ) = 1/2
proximity parameter δ(λ) = δ

 .

More generally, our result concerns additive Reed–Solomon codes, where the domain of a
codeword is a λ-dimensional affine subspace S of a potentially larger binary field F; in such
cases the above statement involves more parameters but achieves the same asymptotics. The
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main point of comparison of the above theorem with prior work is [12, 16], who achieve
PCPs of proximity with the same parameters but superlinear proof length: a · 2λ · λ · poly(λ).

Third, we show that tensor product codes have 1-round IOPs of proximity with sublinear
proof length and constant query complexity. Given a positive integer m and linear code C
with domain D and alphabet F, the tensor product code C⊗m is the linear code that comprises
all functions w : Dm → F whose restriction to any axis-parallel line is in C; the message
length, block length, and distance of C⊗m are each the m-th power of the corresponding
parameters of C. Tensor product codes are a large family, and they include Reed–Muller
codes (at least when considering the definition that bounds the variables’ individual degrees,
which we do, as opposed to the one that bounds their sum).

I Theorem 3 (informal). Let m ≥ 3 and C be a linear code with domain D, alphabet F,
and relative distance τ ; let ` := |D| be the block length. Define R to be the relation of
instance-witness pairs

(
(C,m), w

)
such that w ∈ C⊗m; note that w has |w| = `m · log |F| bits.

For every δ ∈ (0, 1
2τ

m) there exist a > 0 and a public-coin IOPP system (P, V ) that puts R

in the complexity class

IOPP


rounds k(`m) = 1
answer alphabet a(`m) = F2

proof length l(`m) = o(`m · log |F|)
query complexity q(`m) = a

soundness error ε(`m) = 1/2
proximity parameter δ(`m) = δ

 .

The main points of comparison of the above theorem with prior work are the following.
Ben-Sasson and Sudan [11] and Viderman [51] give local testers for all tensor product
codes with query complexity q(`m) = `2; Dinur et al. [18] give local testers with q(`m) = `

for certain tensor product codes. In contrast, we achieve constant query complexity, with
only sublinear proof length, for all tensor product codes. Moreover, given additional mild
conditions, we obtain constant soundness error even for non-constant m.
The work of [12, 16] implies PCPs of proximity for tensor product codes with superlinear
proof length and constant query complexity. In contrast, we obtain sublinear proof length,
with a single round of interaction.

Analogously to [51], we can invoke Theorem 3 on different choices of linear codes so to derive
different code families that have good properties and an IOP tester (instead of a local tester
as in [51]). For example, we can choose a family of linear codes with arbitrarily high rate,
constant relative distance, linear-time encoding, and linear-time decoding from a constant
fraction of errors [48, 29, 44]; our theorem implies a code with the same properties that also
has a 1-round IOP of proximity with sublinear proof length and constant query complexity
(cf. [51, Section 3.1]).

Similar statements hold for list-decodable codes with good parameters [27] (cf. [51, Section
3.2]); and also for locally correctable and, more generally, locally decodable codes with good
parameters [52, 50, 19, 33, 32] (cf. [51, Section 3.3]). In each of these cases, the tensor
product operation preserves the “key” properties of the choice of underlying code C, while
endowing the resulting code with an IOP of proximity.

We obtain the above results via techniques of independent interest: we prove that, in the
IOP model, there are more efficient analogues of tools that are fundamental to constructing
PCPs and IPs. We now discuss these techniques.
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3 Techniques

Recall that IOPs generalize both IPs, by treating the prover’s messages as oracle strings,
and PCPs, by allowing for multiple rounds of interaction; they also generalize interactive
PCPs [31]. We prove that IOPs can express two fundamental techniques in a more efficient
way than in these prior models:
(i) in interactive proof composition, the prover is more efficient than in PCP proof composi-

tion; and
(ii) in sublinear sumchecks, the verifier is more efficient than in IP sumcheck protocols.
We now discuss both of our new tools, and then how we use them.

3.1 Interactive proof composition
Proof composition [3] is used to reduce PCP query complexity, cf. [2, 30, 9]; it involves two
PCPs: an outer one and an inner one. One should think of the outer proof system as having
short proofs but large query complexity, while the inner proof system has long proofs but
small query complexity.

The composed prover uses the outer prover to send a PCP to the composed verifier, who
does not run the outer verifier but, instead, uses the inner verifier to check that the outer
verifier would have accepted had it made its queries to the PCP. The composed verifier also
needs an auxiliary sub-PCP for the claim that the outer verifier would have accepted; in
fact, he needs one sub-PCP for each possible random string of the outer verifier. Hence, the
composed prover also sends all of these sub-PCPs along with the first PCP. The benefit is
that the query complexity of the composed verifier equals that of the inner verifier, which is
typically verifying a much smaller statement than the outer verifier.

Beyond query complexity, most other parameters of the composed proof system are simply
the sum of corresponding parameters of the outer and inner proof systems. An exception is
the proof length l: it does not simply equal the sum lout + lin, but instead equals lout + 2rout · lin,
because the composed prover uses the inner proof system to generate a proof for each choice
of randomness of the outer proof system. (The same is true for prover running time.)

We prove an Interactive Proof Composition Theorem that avoids the above lim-
itations. The outer proof system is a robust PCP (Pout, Vout) for a relation R, while the
inner one is a k-round IOP (Pin, Vin) for Vout’s relation; the composed proof system is a
(k + 1)-round IOP (P, V ) for R. The parameters of the composed proof system are exactly
as before, except that now the new proof length is much smaller : lout + lin. (Ditto for the
prover running time.) The crucial observation is that, after the prover sends the outer proof
to the verifier, soundness is not harmed if the verifier tells the prover his choice of outer
randomness; hence, the prover does not have to invest work for all randomness choices but
can simply invest work only for the outer randomness that was chosen, which he now knows.
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I Theorem 4 (Interactive Proof Composition – informal). Suppose that the relation R satisfies
the following:

(1) there exists a robust PCPP system
(Pout, Vout) that puts R in the complexity
class

PCPP


proof length lout
randomness rout
query complexity qout
soundness error εout
proximity parameter δout
robustness parameter ρout


and

(2) for every x there exists an IOPP
system (Pin, Vin) that puts Vout’s relation
in the complexity class

IOPP


rounds kin
proof length lin
randomness rin
query complexity qin
soundness error εin
proximity parameter δin


If δin ≤ ρout then there exists an IOPP system (P, V ) that puts R in the complexity class

IOPP


rounds k = 1 + kin

proof length l = lout + lin
randomness r = rout + rin

query complexity q = qin

soundness error ε = εout + εin

proximity parameter δ = δout

 .

The above discussion and informal theorem statement omit many technical details that
already arise in non-interactive proof composition (e.g., see lengthy discussions in [9, 8]), and
we also need to deal with. For instance, one has to clarify the size of the sub-claim on which
the the inner proof system is invoked; also, one has to carefully define the notion of a verifier
to allow for the composed verifier’s running time to be smaller than the outer verifier’s query
complexity. For more details, see the full version.

3.2 Sublinear sumcheck
The sumcheck protocol [34, 46] is an interactive proof for the claim “

∑
~α∈Hm w(~α) = 0”,

where w is the evaluation on Fm of an m-variate polynomial of individual degree d and H is
a subset of F. More generally, w may be a codeword in the tensor product code C⊗m, for a
given linear code C with domain D and alphabet F, and H is a subset of D [36]. The prover
receives H and w as input, while the verifier receives H as input and w as an oracle. The
protocol has m rounds and, if C has relative distance τ , the protocol has soundness error
1− τm; also, the prover runs in time poly(`m), and the verifier in time poly(`+m), where
` := |D| is C’s block length.

In each round, the verifier receives a codeword wi in C and checks that
∑
α∈H wi(α)

equals a certain value γi−1 determined in the previous round; in particular, the verifier reads
Ω(`) bits. We show that the verifier complexity can be sublinear in `, if the prover and
verifier engage in an IOP instead of an IP. The intuition to “go sublinear” is simple: instead
of doing these checks explicitly, the verifier uses proximity testers for doing so. Thus, in
each round, the prover sends to the verifier two oracles: the codeword in wi, and a proximity
proof attesting that wi ∈ C and that

∑
α∈H wi(α) = γi−1. The use of proximity proofs

complicates the soundness analysis because the verifier only sees noisy codewords, but the
backbone of the proof follows that of the standard sumcheck protocol. Overall, we obtain
a sumcheck IOP protocol that enables a verifier to efficiently check sumchecks for codes of
much larger blocklength than what he can afford in the standard sumcheck protocol.

We state our Sublinear Sumcheck Theorem below as a reduction: given a PCP of
proximity (PSC, VSC) for subcodes of the form C|H,γ := {w ∈ C s.t.

∑
α∈H w(α) = γ}, we
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construct an IOP of proximity (P, V ) for sumchecks over Hm for C⊗m. The complexity of
the PCPP verifier VSC determines the complexity of the resulting IOPP verifier V ; e.g., if
the former is sublinear in C’s block length `, so is the latter.

I Theorem 5 (Sublinear Sumcheck – informal). Let m be a positive integer, and C a linear
code with relative distance τ and block length `. Suppose that there is a PCP of proximity
for subcodes of the form C|H,γ := {w ∈ C s.t.

∑
α∈H w(α) = γ} with proof length lSC, query

complexity qSC, soundness error εSC, proximity parameter δSC, prover running time tpSC,
and verifier running time tvSC. Then there is a public-coin IOP for sumchecks over Hm for
C⊗m with the following parameters:

IOP


rounds k = m

proof length l = m · lSC +m · `
query complexity q = m · qSC +m+ 1
soundness error ε = 1− τm +

(
εSC +m · δSC

)
prover time tp = m · tpSC +m · `m
verifier time tv = m · tvSC +O(m)

 .

In later sections, it is more natural to state the theorem without assuming that w is a
codeword in C⊗m, so the reduction also takes as input a PCP of proximity (P⊗, V⊗) for C⊗m
that is invoked on w; this introduces additional terms in the parameters. More generally,
both of the PCPs of proximity (PSC, VSC) and (P⊗, V⊗) can in fact be IOPs of proximity,
and we state our theorem for this more general case, which we need. For more details, see
the full version.

3.3 Applying the new tools
We now sketch how we use the above new tools to derive the results of Section 2. We begin
by discussing our results on proximity testing to codes (stated later); we then turn to circuit
satisfiability (stated earlier) because its proof requires one of these results on proximity
testing.

Intuition behind Theorem 2. The construction of linear-size IOPs of proximity for Reed–
Solomon codes over binary fields follows from one invocation of our Interactive Proof
Composition Theorem with [12]’s robust PCPs of proximity for Reed–Solomon codes as the
outer proof system, and [38]’s PCPs of proximity for nondeterministic languages as the inner
proof system. Informally, in the first round, the prover sends to the verifier a [12] PCP of
proximity, which reduces proximity testing of codewords over F2λ to proximity testing of
sub-codewords over F2λ/2+O(1) with only constant overheads; in the second round, the verifier
sends his choice of outer randomness, and the prover replies with a [38] PCP of proximity for
the sub-codeword. The proof length of this latter component is quasilinear, but is applied to
a claim of “square-root size” only, so we obtain linear proof length.

Intuition behind Theorem 3. The construction of sublinear-size IOPs of proximity for
tensor product codes follows from one invocation of our Interactive Proof Composition
Theorem with [11, 51]’s robust local tester for tensor product codes as the outer proof system,
and [38]’s PCPs of proximity for nondeterministic languages as the inner proof system.
Unlike before, we now use one round, because the outer proof system only relies on a local
tester rather than a PCP of proximity. The verifier thus simply sends his choice of outer
randomness, and the prover replies with a [38] PCP of proximity for a suitable sublinear-size
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sub-codeword. Since the proof length of this latter component is quasilinear but is applied
to a sublinear-size claim, we obtain sublinear proof length.

A summary: overall, we can summarize the above sketches via the following diagram of
implications.

Theorem 2
linear-size IOPP

for Reed–Solomon codes

←− Theorem 4
interactive

proof composition

+ [12]
robust PCPs of proximity
for Reed–Solomon codes

+ [38]
PCP of proximity

for NTIME

Theorem 3
sublinear-size IOPP

for tensor product codes

←− Theorem 4
interactive

proof composition

+ [11, 51]
robust local testing

for tensor product codes

+ [38]
PCP of proximity

for NTIME

Intuition behind Theorem 1. We now turn to how to construct 3-round IOPs for circuit
satisfiability with linear proof length and constant query complexity.

The first step of many PCP constructions is to arithmetize the NP statement at hand (in
our case, the satisfiability of a boolean circuit) by reducing it to a “PCP-friendly” problem that
looks like a constraint satisfaction problem over a well-chosen graph and whose assignments
involve codewords in a well-chosen linear code C. Meir observes in [35, 36] that key features
of C are good relative distance and, moreover, a multiplication property: coordinate-wise
multiplication of codewords yields codewords in a code whose relative distance is still good
[14, 36]. Moreover, to obtain short PCPs, the aforementioned graph is typically chosen so
to behave like a routing network [42]; for example, [12] use De Bruijn graphs, while [10]
use hypercubes. To support such graphs, the automorphism group of C has to be rich
enough. This typically holds for Reed–Solomon codes [12] which have a doubly-transitive
automorphism group, but is a significantly harder condition to fulfill for AG codes [10], for
which obtaining a transitive automorphism group is quite involved and, currently, can only
be achieved non-uniformly.

The aforementioned first step would be problematic in our setting, because known routing
techniques introduce either logarithmic overheads (as in [12]) or large query complexity (as
in [10]), so it is not clear how we could use them. Departing from these prior works, we
do not rely on any routing, and instead immediately leverage one round of interaction to
directly reduce circuit satisfiability to a sumcheck instance over a given linear code C. Also,
we only assume that C has good relative distance and a multiplication property [14], but we
do not rely on any automorphisms.

Informally, the prover first sends three codewords w1, w2, w3 over a field F; the first
codeword encodes values of the left wires of all gates, the second encodes values for the right
wires of all gates, and the third encodes values for the output wires of all gates. (When a
gate has fan-out greater than 1 we still consider 1 output wire.) The verifier now must check
several things. First, that wire values are boolean and the output gate wire equals 0. Second,
that the wire values are “locally consistent” with each gate: for every i ∈ [n], w3(i) is the
NAND of w1(i) and w2(i). Third, that the three encodings of wire values are consistent
with the circuit topology: namely, if `(i) represents the left wire used to compute i, and r(i)
represents the right wire used to compute i, the topology requires that w3(`(i)) = w1(i) and
w3(r(i)) = w2(i) for every i. The verifier cannot directly conduct these checks (as doing so
would incur linear query complexity); instead, the verifier sends some randomness to the
prover so to “bundle” the checks into one sumcheck.

But how should the verifier sample randomness to achieve this bundling? One option
is to sample a random element in F per check so to construct a random subset sum, which
can be viewed as an n-variate polynomial of total degree 1, whose coefficients are the checks,
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evaluated at a random point. If not all checks are satisfied, the polynomial is non-zero,
and its random evaluation cannot attain any value with too large probability. However,
constructing a random subset sum is inefficient because the verifier samples and sends to
the prover Ω(n) random bits, in order to describe the random point. Nevertheless, the
verifier may hope to do better by using a different low-degree polynomial for the bundling.
In general, if the polynomial has m variables each of degree at most d, the verifier must
sample and send m field elements; this preserves soundness provided that |F| = Ω(md) (for a
constant probability of avoiding any particular output value by the Schwartz–Zippel Lemma
[45, 53, 15]) and dm = Ω(n) (to bundle all checks). For example, the univariate case of
m = 1 was considered in [5] when reducing to a sumcheck problem; the multivariate case of
m = logn or m = logn

log logn was considered in later works. Unfortunately, either setting does
not work for constant-size fields, which we ultimately use to obtain linear proof length.

Taking a step back from polynomials, we see that all we need is an evading set S for
Fn, which is a small set such that for any non-zero v ∈ Fn the inner product 〈r, v〉, for
random r ∈ S, does not attain any particular value a ∈ F with too high probability. Good
constructions of evading sets are known: they relax a well-studied notion called ε-biased
sets [39]. In particular, results of [1] imply that, for any ε, Fn has an evading set S of size
poly(nε ) and the aforementioned probability is γ := ε+ 1

|F| ; in particular, such a construction
is suitable for constant-size fields.

Below we informally state the reduction (see the full version for details), using the following
notion: we say that a linear code C ′ is a degree d-closure of C if, for every w1, . . . , wm ∈ C
and m-variate polynomial P of total degree at most d, it holds that w′ ∈ C ′ where the i-th
entry of w′ is the evaluation of P on the i-th coordinates of w1, . . . , wm.

I Lemma 6 (Circuit SAT to Sumcheck – informal). Let n be a positive integer, C ⊆ FD an
n-systematic linear code, φ an n-gate boolean circuit (of two-input NAND gates), and S an
evading set for Fn. There is a 1-round IOP that reduces satisfiability of φ to proximity testing
to C and a sumcheck over any degree-3 closure of C. Moreover, the IOP introduces only
constant overheads in all relevant parameters, including proof length and query complexity.

After reducing circuit satisfiability to sumcheck over the given code C, we are left to
choose C so to ensure that the sumcheck can be carried out with 2 additional rounds, linear
proof length, and constant query complexity.

For this, our starting point is [23, 47]’s efficient construction of a code family with constant
rate, relative distance, and alphabet size. Note that since these codes are AG codes, they
have a naturally-defined degree-3 closure. Also, their construction is uniform, and thus
represents a much “lighter” use of AG codes as compared to in [10].

If we simply choose C to be a code from this AG code family, then it is not clear how to
efficiently conduct the sumcheck. However, what does work is to take C to be the tensor
product of O(1) copies of this AG code. Informally, in this way, we can invoke our Sublinear
Sumcheck Theorem (Theorem 5) on the tensor product code C and we can test proximity to
it by Theorem 3. See the full version for details.

Overall, we can summarize the above sketch via the following diagram of implications.

Theorem 1
linear-size IOP
for circuit SAT

←− Lemma 6
from circuit SAT

to sumcheck

+ Theorem 5
sublinear
sumcheck

+ Theorem 3
sublinear-size IOP

for tensor product codes

+ [23, 47]
efficient construction

of AG codes
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4 Open questions

The question of whether there exist PCPs with linear proof length and constant query
complexity remains open. Nevertheless, our work suggests additional questions that may be
stepping stones in this and other intriguing directions:
1. Is there a one-round IOP for circuit satisfiability with linear proof length and query

complexity? (Our IOP for circuit satisfiability requires 3 rounds.)
2. Is there an IOP for NTIME(T ) with linear proof length and query complexity, for some

number of rounds? (Our results, like [10], only imply proof length O(T log T ).)
3. Is there an IOP for succinct circuit satisfiability with linear proof length and query

complexity? (Our results, like [10], “stop” at NP but do not extend to NEXP.)
Finally, while “positive” applications of IOPs are known (e.g., non-interactive proofs in
the random oracle model [7]), “negative” ones are not: do IOP constructions with good
parameters imply inapproximability results that are not known to be implied by known PCP
constructions?
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Abstract
Fixed-parameter algorithms and kernelization are two powerful methods to solve NP-hard prob-
lems. Yet, so far those algorithms have been largely restricted to static inputs.

In this paper we provide fixed-parameter algorithms and kernelizations for fundamental NP-
hard problems with dynamic inputs. We consider a variety of parameterized graph and hitting
set problems which are known to have f(k)n1+o(1) time algorithms on inputs of size n, and we
consider the question of whether there is a data structure that supports small updates (such
as edge/vertex/set/element insertions and deletions) with an update time of g(k)no(1); such
an update time would be essentially optimal. Update and query times independent of n are
particularly desirable. Among many other results, we show that Feedback Vertex Set and
k-Path admit dynamic algorithms with f(k) logO(1) n update and query times for some function f
depending on the solution size k only.

We complement our positive results by several conditional and unconditional lower bounds.
For example, we show that unlike their undirected counterparts, Directed Feedback Vertex
Set and Directed k-Path do not admit dynamic algorithms with no(1) update and query times
even for constant solution sizes k ≤ 3, assuming popular hardness hypotheses. We also show that
unconditionally, in the cell probe model, Directed Feedback Vertex Set cannot be solved
with update time that is purely a function of k.
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1 Introduction

The area of dynamic algorithms studies data structures that store a dynamically changing
instance of a problem, can answer queries about the current instance and can perform small
changes on it. The major question in this area is, how fast can updates and queries be?
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The most studied dynamic problems are dynamic graph problems such as connectivity
(e.g., [45, 47, 48, 67]), reachability [41], shortest paths (e.g., [7, 26, 42]), and maximum
matching [8, 39, 66]. For a dynamic graph algorithm, the updates are usually edge or vertex
insertions and deletions. Any dynamic graph algorithm that can perform edge insertions
can be used for a static algorithm by starting with an empty graph, and using m insertions
to insert the m-edge input graph. That is, if the update time of the dynamic algorithm is
u(m) then the static problem can be solved in O(m · u(m)) time, plus the time to query
for the output. Hence, if a problem requires Ω(f(m)) time to be solved statically, then any
dynamic algorithm that can insert edges, and can be queried for the problem solution in
o(f(m)) time, must need Ω(f(m)/m) (amortized) time to perform updates. This is not
limited to edge updates; similar statements are true for vertex insertions and other update
types. A fundamental question is which problems can be fully dynamized, i.e., have dynamic
algorithms supporting updates in O(f(m)/m) time where f(m) is the static runtime?

This question is particularly interesting for static problems that can be solved in near-
linear time. For them, we are interested in near-constant time updates—the holy grail of
dynamic algorithms. The field of dynamic algorithms has achieved such full dynamization
for many problems. A prime example of the successes of this vibrant research area is the
dynamic connectivity problem: maintaining the connected components of a graph under edge
updates, to answer queries about whether a pair of vertices is connected. This problem can
be solved with amortized expected update time O(logn log log2 n) [48, 67] and query time
O(logn/ log log logn); polylogarithmic deterministic amortized bounds are also known, the
current best by Wulff-Nielsen [71]. After much intense research on the topic [44, 46, 47], the
first polylogarithmic worst case expected update times were obtained by Kapron et al. [53],
who were the first to break through what seemed like an Ω(

√
n) barrier; the bounds of

Kapron et al. [53] were recently improved by Gibb et al. [37]. Similar Õ(1) update and query
time bounds1 are known for many problems solvable in linear time such as dynamic minimum
spanning tree, biconnectivity and 2-edge connectivity [45, 47], and maximal matching [5, 66].

Barriers for dynamization have also been studied extensively. Many unconditional, cell
probe lower bounds are known. For instance, for connectivity and related problems it is
known [64, 65] that either the query time or the update time needs to be Ω(logn). However,
current cell probe lower bound techniques seem to be limited to proving polylogarithmic lower
bounds. In contrast, conditional lower bounds based on popular hardness hypotheses have
been successful at giving tight bounds for problems such as dynamic reachability, dynamic
strongly connected components and many more [1, 43, 54, 62].

While the field of dynamic algorithms is very developed, practically all the problems
which have been studied are polynomial-time solvable problems. What about NP-hard
problems? Do they have fast dynamic algorithms? By the discussion above, it seems clear
that (unless P = NP), superpolynomial query/update times are necessary, and surely this is
not as interesting as achieving near-constant time updates. If the problem is relaxed, and
instead of exact solutions, approximation algorithms are sufficient, then efficient dynamic
algorithms have been obtained for some polynomial time approximable problems such as
dynamic approximate vertex cover [5, 8, 61]. What if we insist on exact solutions?

The efficient dynamization question does make sense for parameterized NP-hard problems.
For such problems, each instance is measured by its size n as well as a parameter k that
measures the optimal solution size, the treewidth or genus of the input graph, or any similar
structural property. If P 6= NP, then the runtime of any algorithm for such a problem needs

1 Throughout this paper, we write Õ(f(n, k)) to hide polylog(n) factors.
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to be superpolynomial, but it is desirable that the superpolynomiality is only in terms of k.
That is, one searches for so-called fixed-parameter algorithms with runtime f(k) · nc for
some computable function f and some fixed constant c independent of k and n. The holy
grail here is an algorithm with runtime f(k) · n where f is a modestly growing function.
Such linear-time fixed-parameter algorithms can be very practical for small k. The very
active area of fixed-parameter algorithms has produced a plethora of such algorithms for
many different parameterized problems. Some examples include (1) many branching tree
algorithms such as those for Vertex Cover and d-Hitting Set, (2) many algorithms
based on color-coding [4] such as for k-Path, (3) all algorithms that follow from Courcelle’s
theorem2 [18], and (4) many more [11, 28, 32, 52, 58, 68, 70].

We study whether NP-hard problems with (near-)linear time fixed-parameter algorithms
can be made efficiently dynamic. The main questions we address are:

Which problems solvable in f(k) · n1+o(1) time have dynamic algorithms with update and
query times at most f(k) · no(1)?
Which problems solvable in f(k) ·n time have dynamic algorithms with update and query
times that depend solely on k and not on n?
Can one show that (under plausible conjectures) a problem requires Ω(f(k) · nδ) (for
constant δ > 0) update time to maintain dynamically even though statically it can be
solved in f(k) · n1+o(1) time?

1.1 Prior Work
We are aware of only a handful papers related to the question that we study. Bodlaender [9]
showed how to maintain a tree decomposition of constant treewidth under edge and vertex
insertions and deletions with O(logn) update time, as long as the underlying graph always
has treewidth at most 2. Dvořák et al. [29] obtained a dynamic algorithm maintaining a
tree-depth decomposition of a graph under the promise that the tree-depth never exceeds D;
edge and vertex insertions and deletions are supported in f(D) time for some function f .
Dvořák and Tůma [30] obtained a dynamic data structure that can count the number of
induced copies of a given h-vertex graph, under edge insertions and deletions, and if the
maintained graph has bounded expansion, the update time is bounded by O(logh

2
n).

A more recent paper by Iwata and Oka [51] gives several dynamic algorithms for the
following problems, under the promise that the solution size never grows above k: (1) an
algorithm that maintains a Vertex Cover in a graph under O(k2) time edge insertions
and deletions and f(k) time queries3, (2) an algorithm for Cluster Vertex Deletion
under O(k8 + k4 logn) time edge updates and f(k) time queries4, and (3) an algorithm
for Feedback Vertex Set in graphs with maximum degree ∆ where edge insertions
and deletions are supported in amortized time 2O(k)∆3 logn. Notably, when discussing
Feedback Vertex Set, the paper concludes: “It seems an interesting open question
whether it is possible to construct an efficient dynamic graph without the degree restriction.”

The final related papers are by Abu-Khzam et al. [2, 3]. Although these papers talk
about parameterized problems and dynamic problems, the setting is very different. Their

2 Courcelle’s theorem states that every problem definable in monadic second-order logic of graphs can be
decided in linear time on graphs of bounded treewidth.

3 Here f(k) denotes the runtime of the fastest fixed-parameter algorithm for Vertex Cover when run
on k-vertex graphs.

4 Here f(k) denotes the runtime of the fastest fixed-parameter algorithm for Cluster Vertex Deletion
when run on k5-vertex graphs.
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problem is, given two instances I1 and I2 of a problem that only differ in k “edits”, and a
solution S1 of I1, to find a feasible solution S2 of I2 that is at Hamming distance at most d
from S1. The question of study is whether such problems admit fixed-parameter algorithms
for parameters k and `. That question though is not about data structures but about a
single update. Moreover, their algorithm is given S1 as input, which—unlike a dynamic
data structure—cannot force the initial solution to have any useful properties. Thus, the
hardness results in their setting do not translate to our data structure setting. Furthermore,
the runtimes in their setting, unlike ours, must have at least a linear dependence on the size
of the input, as one has to at least read the entire input.

Besides the work on parameterized dynamic algorithms, there has been some work on
parameterized streaming algorithms by Chitnis et al. [17]. This work focused on Maximal
Matching and Vertex Cover. The difference between streaming and dynamic algorithms
is that (a) the space usage of the algorithm is the most important aspect for streaming, and
(b) in streaming, a solution is only required at the end of the stream, whereas a dynamic
algorithm can be queried at any point and needs to be efficient throughout, but can use a
lot of space. For Vertex Cover instances whose solution size never exceeds k, Chitnis et
al. [17] give a one-pass randomized streaming algorithm that uses O(k2) space and answers
the final query in 2O(k) time; when the vertex cover size can exceed k at any point, there is
a one-pass randomized streaming algorithm using O(min{m,nk}) space and answering the
query in O(min{m,nk}) + 2O(k) time.

The relevant prior work on (static) fixed-parameter algorithms [4, 6, 10, 12, 13, 14, 15,
16, 19, 20, 22, 23, 24, 27, 31, 34, 38, 40, 49, 50, 56, 57, 59, 68] is described in the appendix.

1.2 Our Contributions

Algorithmic Results. We first define the notion of a fixed parameter dynamic problem as
a parameterized problem with parameter k that has a data structure supporting updates
and queries to an instance of size n in time f(k)no(1). The class FPD contains all such
parameterized problems. By a formalization of our earlier discussion, FPD is contained in
the class of parameterized problems admitting algorithms running in time f(k)n1+o(1). After
this, we introduce two techniques for making fixed-parameter algorithms dynamic, and then
use them to develop dynamic fixed-parameter algorithms for a multitude of fundamental
optimization problems. Our algorithmic contributions are stated in Theorem 1 below. In
the runtimes, DC(n) refers to the time per update to a dynamic connectivity data structure
on n vertices, which from prior work can be:

expected amortized update time O(logn(log logn)2), or
expected worst case time O(log4 n), or
deterministic amortized time O(log2 n/ log logn).

Which of these bounds we pick determines the type of guarantees (expected vs. deterministic,
worst case vs. amortized) that the algorithm gives.

I Theorem 1. The following problems admit dynamic fixed-parameter algorithms:
Vertex Cover parameterized by solution size under edge insertions and deletions, with
O(1) amortized or O(k) worst case update time and O(1.2738k) query time,
Connected Vertex Cover parameterized by solution size under edge insertions and
deletions, with O(k2k) update time and O(4k) query time,
d-Hitting Set for all values of d parameterized by solution size under set insertions
and deletions, either with O(kdk) expected update time and O(k) query time, or with
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O(f(k, d)) (worst-case, deterministic) update time and O(dkd!(k + 1)d) query time, for
some function f loosely bounded by (d!)dkO(d2).
Edge Dominating Set parameterized by solution size under edge insertions and dele-
tions, with O(1) update time and O(2.2351k) query time,
Feedback Vertex Set parameterized by solution size under edge insertions and dele-
tions, with 2O(k log k) logO(1) n amortized update time and O(k) query time,
Max Leaf Spanning Tree parameterized by solution size under edge insertions and
deletions, with O(3.72k + k5 logn+DC(n)) amortized update time, and maintains the
current max leaf spanning tree explicitly in memory,
Dense Subgraph in Graphs with Degree Bounded by ∆ parameterized by the
number of vertices in the subgraph under edge insertions and deletions, with 2O(k∆) ·DC(n)
update time and 2O(k∆) logn query time.
Undirected k-Path parameterized by the number of vertices on the path, with k!2O(k) ·
DC(n) update time and k!2O(k) logn query time.
Edge Clique Cover parameterized by the number of cliques and under the promise that
the solution never grows bigger than g(k), with O(4g(k)) update time and 22O(k) +O(24g(k))
query time.
Point Line Cover and Line Point Cover parameterized by the size of the solution
and under point and line insertions and deletions, respectively, with O(g(k)3) update time
and O(g(k)2g(k)+2) query time, under the promise that the solution never grows to more
than g(k).

Discussion of the Algorithmic Results. Our dynamic algorithm for Vertex Cover and
that of Iwata and Oka [51] both have query time O(1.2738k), by using the best known fixed
parameter algorithm for Vertex Cover on the maintained kernel. However, our algorithm
improves upon theirs in two ways. First, our update time is amortized constant or O(k)
worst case, whereas the Iwata-Oka algorithm has update time O(k2). Second, their update
time bound of O(k2) only holds if the vertex cover is guaranteed to never grow larger than k
throughout the sequence of updates. Namely, their update time depends on the size of their
maintained kernel, which may become unbounded in terms of k. Our algorithm does not
need any such promise—it will always have fast (amortized O(1) or O(k) worst case) update
time and return a vertex cover of size k if it exists, or determine that one does not. This is a
much stronger guarantee.

Our dynamic algorithm and Chitnis et al.’s streaming algorithm for Vertex Cover are
both based on Buss’ kernel, but our algorithm is markedly different from theirs. In particular,
we actually work with a modified kernel that allows us to achieve constant amortized update
time. Because our algorithm is completely deterministic, it necessarily needs Ω(m) space,
and our algorithm does indeed take linear space.

We give two algorithms for d-Hitting Set. The first is based on a randomized branching
tree method, while the second is deterministic and maintains a small kernel for the problem.
For every constant d, any d-Hitting Set instance on m sets and n elements has a kernel
constructible in time O(dn+2dm) that has O(dd+1d!(k+1)d) sets, due to van Bevern [68], and
a kernel constructible in time O(m) that has O((k+1)d) sets, due to Fafianie and Kratsch [33].
Unfortunately, it seems difficult to efficiently dynamize these kernel constructions. Because of
this, we present a novel kernel for the problem. Our kernel can be constructed in O(dn+3dm)
time and has size O((d− 1)!(k + 1)d). It also has nice properties that make it possible to
maintain it dynamically with update time that is a function of only k and d. In fact, for any
fixed d, the update time is polynomial in k.
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Our algorithm for Feedback Vertex Set is a nice combination of kernelization and a
branching tree. Aside from our dynamic kernel for d-Hitting Set, this is probably the most
involved of our algorithms. Iwata and Oka [51] had also presented a dynamic fixed-parameter
algorithm for Feedback Vertex Set. However, their update time depends linearly on the
maximum degree of the graph, and is hence efficient only for bounded degree graphs. Their
paper asks whether one can remove this costly dependence on the degree. Our algorithm
answers their question in the affirmative—it has fast updates regardless of the graph density.

All of our algorithms, except for the last two in the theorem, meet their update and
query time guarantees regardless of whether the currently stored instance has a solution of
size k or not. The two exceptions, Edge Clique Cover and Point Line Cover, only
work under the promise that the solution never grows bigger than a function of k. In this
sense they are similar to most of the algorithms from prior work [29, 51]. There does seem
to be an inherent difficulty to removing the promise requirement, however. In fact, in the
parameterized complexity literature, these two problems are also exceptional, in the sense
that their fastest fixed parameter algorithms run by computing a kernel and then running a
brute force algorithm on it [23, 55], rather than anything more clever.

Hardness Results. In addition to the above algorithms, we also prove conditional lower
bounds for several parameterized problems, showing that they are likely not in FPD. To our
knowledge, ours are the first lower bounds for any dynamic parameterized problems.

The hardness hypothesis we assume concerns Reachability Oracles (ROs) for DAGs: an
RO is a data structure that stores a directed acyclic graph and for any queried pair of vertices
s, t, can efficiently answer whether s can reach t. (An RO does not perform updates.) Our
main hypothesis is as follows:

I Hypothesis 2 (RO Hypothesis). On a word-RAM with O(logm) bit words, any Reachability
Oracle for directed acyclic graphs on m edges must either use m1+ε preprocessing time for
some ε > 0, or must use Ω(mδ) time to answer reachability queries for some constant δ > 0.

The only known ROs either work by computing the transitive closure of the DAG during
preprocessing, thus spending Θ(min{mn, nω}) time (where n is the number of vertices and
2 ≤ ω < 2.373 [36, 69]), or by running a BFS/DFS procedure after each query, thus spending
O(m) time. Both of these runtimes are much larger than our assumed hardness; hence the
RO Hypothesis is very conservative.

We also use a slightly weaker version of the RO Hypothesis, asserting that its statement
holds true even restricted to DAGs that consist of ` layers of vertices (for some fixed
constant `), so that the edges go only between adjacent layers in a fixed direction, from
layer i to layer i+ 1. While this new LRO Hypothesis is certainly weaker, we show that it
is implied by either of two popular hardness hypotheses: the 3SUM Conjecture and the
Triangle Conjecture. The former asserts that when given n integers within {−nc, . . . , nc}
for some constant c, deciding whether three of them sum to 0 requires n2−o(1) time on a
word-RAM with O(logn) bit words. The latter asserts that detecting a triangle in an m-edge
graph requires Ω(m1+ε) time for some ε > 0. These two conjectures have been used for many
conditional lower bounds [1, 35, 54].

Pǎtraşcu studied the RO Hypothesis, and while he was not able to prove it, the following
strong cell probe lower bound follows from his work [63]: there are directed acyclic graphs
on m edges for which any RO that uses m1+o(1) preprocessing time (and hence space) in
the word-RAM with O(logn) bit words, must have ω(1) query time. Using this statement,
unconditional, albeit weaker lower bounds can be proven as well. This is what we prove:
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I Theorem 3. Fix the word-RAM model of computation with w-bit words for w = O(logn)
for inputs of size n. Assuming the LRO Hypothesis, there is some δ > 0 for which the
following dynamic parameterized graph problems on m-edge graphs require either Ω(m1+δ)
preprocessing or Ω(mδ) update or query time:

Directed k-Path under edge insertions and deletions,
Steiner Tree under terminal activation and deactivation, and
Vertex Cover Above LP under edge insertions and deletions.

Under the RO Hypothesis (and hence also under the LRO Hypothesis), there is a δ > 0 so
that Directed Feedback Vertex Set under edge insertions and deletions requires Ω(mδ)
update time or query time.

Unconditionally, there is no computable function f for which a dynamic data structure
for Directed Feedback Vertex Set performs updates and answers queries in O(f(k))
time.

Our lower bounds show that, although k-Path and Feedback Vertex Set have fixed
parameter dynamic algorithms for undirected graphs, they probably do not for directed
graphs. Interestingly, the fixed-parameter algorithms for k-Path in the static setting work
similarly on both undirected and directed graphs, so there only seems to be a gap in the
dynamic setting.

All problems for which we prove lower bounds have f(k)n1+o(1) time static algorithms,
except for Vertex Cover above LP. However, it seems that the reason why the current
algorithms are slower is largely due to the fact that near-linear time algorithms for maximum
matching are not known. Recent impressive progress on the matching problem [60] gives
hope that an f(k)n1+o(1) time algorithm for Vertex Cover above LP might be possible.

A common feature of most of the problems above is that they are either not known
to have a polynomial kernel (like Directed Feedback Vertex Set), or do not have
one unless NP ⊆ coNP/poly (like k-Path [10] and Steiner Tree parameterized by the
number of terminal pairs [27]). One might therefore conjecture that problems which cannot
be made fixed parameter dynamic do not have polynomial kernels, or vice versa. Tempting
as it is, this intuition turns out to be false. Vertex Cover Above LP does not have a
dynamic fixed-parameter algorithm, yet it is known to admit a polynomial kernel [56]. On
the other hand, the k-Path problem on undirected graphs also does not admit a polynomial
kernel unless NP ⊆ coNP/poly [10], yet we give a dynamic fixed-parameter algorithm for it.
Hence, the existence of a polynomial kernel for a parameterized problem is not related to the
existence of a dynamic fixed-parameter algorithm for it.

Preliminaries. We assume familiarity with basic combinatorial algorithms, especially graph
algorithms and hitting set algorithms. When referring to a graph G, we will write V (G) to
denote its vertex set and E(G) to denote its edge set. Unless otherwise specified, n and m
will refer to the number of nodes and edges in G, respectively. We use the terms nodes and
vertices interchangeably. By Õ(f(n)) we denote f(n) logO(1) n. We also assume familiarity
with dynamic problems and parameterized problems.

2 Overview of the Algorithmic Techniques

Promise model and Full model. There are two different models of dynamic parameterized
problems in which we design algorithms: the promise model and the full model. When
solving a problem with parameter k in the promise model, there is a computable function
g : N→ N such that one is promised that throughout the sequence of updates, there always
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exists a solution with parameter at most g(k). Hence, one only needs to maintain a solution
under updates with good guarantees on both query and update times as long as the promise
continues to hold. If at any point during the execution no solution to the parameterized
problem with parameter g(k) exists, then the algorithm is not required to provide any
guarantees.

In the full model, there is no such promise. One needs to efficiently maintain a solution
with parameter at most k, or the fact that no such solution exists, under any sequence of
updates. When possible, it is desirable to have an algorithm with guarantees in the full
model instead of only the promise model, and all but two of our algorithms (Point Line
Cover and Edge Clique Cover) do work in the full model.

2.1 Techniques for designing dynamic fixed-parameter algorithms
We present two main techniques for obtaining dynamic fixed-parameter algorithms: dynamic
kernels and dynamic branching trees.

Dynamization via kernelization. Using the notation of Cygan et al. [21], a kernelization
algorithm for a parameterized problem Π is an algorithm A that, given an instance (I, k)
of Π, runs in polynomial time and returns an instance (I ′, k′) of Π such that the size of the
new instance is bounded by a computable function of k and so that (I ′, k′) is a ‘yes’ instance
of Π if and only if (I, k) is. Frequently, when the problem asks us to output more than just
a Boolean answer, then an answer for (I ′, k′) must be valid for (I, k) as well. We will refer
to the output of A as a kernel. For example, a kernelization algorithm for Vertex Cover
might take as input a graph G, and return a subgraph G′ such that any vertex cover of G′ is
also a vertex cover of G.

In the first approach, we compute a kernel for the problem, and maintain that this is a
valid kernel as we receive updates. In other words, as we receive updates, we will maintain
what the output of a kernelization algorithm A would be, without actually rerunning A each
time. Similar to kernelizations for static fixed-parameter algorithms, if we can prove that
the size of our kernel is only a function of k whenever a solution with parameter k exists,
then we can answer queries in time independent of n by running the fastest known static
algorithms on the kernel.

The difficult part, then, is to efficiently dynamically maintain the kernel. The details of
how efficiently we can handle updates to the kernel also determines which model of dynamic
fixed-parameter algorithm our algorithm works for. If the kernel is defined by sufficiently
simple or local rules such that updates can take place in time independent of the current
kernel size, then the algorithm should work in the full model. If updates might take time
linear in the kernel size, then the algorithm only works in the promise model.

As we will see, there are many problems for which we can efficiently maintain a kernel. In
some instances we will be able to maintain the classical kernels known for the corresponding
static problem, while in others, we will design new kernels which are easier to maintain.

Dynamization via branching tree. In the second approach, we consider so-called set selec-
tion problems. In these problems, the instance consists of a set of objects U (e.g., vertices of
a graph), the parameter is k, and one needs to select a subset S ⊆ U of size k (at least k/at
most k) so that a certain predicate P (S) is satisfied. Many parameterized problems are of
this nature, such as k-Path, Vertex Cover, and (Directed) Feedback Vertex Set.

Consider a (static) set selection problem which admits a branching solution. By this we
mean, for every instance U of the problem, there is an ‘easy to find’ subset T ⊆ U of size
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|T | ≤ f(k) (for some function f) so that any solution S of size at most k must intersect T .
Furthermore, for any choice of t ∈ T to be placed in the solution, one can efficiently obtain a
reduced instance of the problem with parameter k − 1, which corresponds to picking t to be
in the solution. For instance, for Vertex Cover, every edge {u, v} can be viewed as such a
subset T since at least one of u and v is in any vertex cover, and if we pick u, then we can
remove it and all its incident edges from the graph to get a reduced instance.

For such problems, there is a simple fixed-parameter algorithm called the branching tree
algorithm: The algorithm can be represented as a tree T rooted at a node r. Each node v of
the tree corresponds to a reduced instance of the original one, and in this instance, v has a
subset T of size f(k), and a child vi for every i ∈ T , where vi corresponds to selecting i to be
placed in the solution, and vi carries the reduced instance where i is selected. The height of
the tree X is bounded by k since at most k elements need to be selected, and the branching
factor is f(k). Each leaf ` of the tree T is either a “yes”-leaf (when the predicate is satisfied
on the set of elements selected on the path from r to `) or a “no”-leaf (when the predicate
is not satisfied). The runtime of the algorithm bounded by f(k)k · t(N), where t(N) is the
time to find a subset T that must contain an element of the solution in instances of size N ,
together with the time to find a reduced instance, once an element is selected.

What we have described so far is a static algorithmic technique, but we investigate when
this algorithmic technique can be made dynamic. In other words, given an update, we would
like to quickly update T so that it becomes a valid branching tree for the updated instance.
Since the number of nodes in the branching tree is only a function of k, one can afford to
look at every tree node. Ideally, one would like the time spent per node to only depend
on k. However, for most problems that we consider, the branching tree needs to be rebuilt
every so often, since the subset T to branch on may become invalid after an update, and the
time to rebuild can have a dependence on the instance size. We use two methods to avoid
this. The first is to randomize the decisions made in the branching tree (e.g., which set T to
pick) so that, assuming an oblivious adversary that must provide the update sequence in
advance, it is relatively unlikely that we need to rebuild the tree T (or its subtrees) after
each update, and in particular, so that the expected cost of an update is only a function of k.
The second is to make ‘robust’ choices of T , so that many updates are requires before the
choice of T becomes incalid, and then amortize the cost of rebuilding the tree over all the
updates required to force such a rebuilding.

2.2 Algorithm Examples
We give overviews of the techniques used in some of our algorithms, to demonstrate the
dynamic kernel and dynamic branching tree approaches, and different ways in which they
can be used. We emphasize that these descriptions are substantial simplifications which hide
many non-trivial details and ideas.

Vertex Cover. We give both a dynamic kernel algorithm and a dynamic branching tree
algorithm for Vertex Cover.

Our first algorithm maintains a kernel obtained as follows: Every node of degree ≥ k + 1
‘selects’ k + 1 incident edges arbitrarily and adds them to the edge set E′ of the kernel,
independently of other nodes. Next, every edge incident to two nodes of degree ≤ k is also
added to E′. Finally, the node set of the kernel consists of all nodes that are not isolated
in E′. This is a valid kernel, since any vertex cover of size at most k needs to include every
vertex of degree strictly greater than k. Every edge in E′ either has both its end points of
degree ≤ k, or is selected by one of its end points of degree at least k + 1. Any node of a
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vertex cover of the kernel either has degree ≤ k or selects k + 1 edges. Thus the kernel must
have size O(k2) when a k-vertex cover exists. To insert an edge we simply add the edge to
the kernel unless one of its incident vertices has degree greater than k. If one of the end
points x used to be of degree ≤ k and is now of degree k+ 1, we have x select all its incident
edges and add them to the kernel. To delete an edge, we simply remove it from the kernel.
If it was incident to a vertex v of degree higher than k + 2, then we need to find another
edge incident to v which is in the graph but not selected by v to put into the kernel. If one
of the end points now has degree k, we need to go through the incident edges and remove
them from the kernel if their other end point has high degree and did not select them. All
these operations can be performed by storing appropriate pointers so that the updates run
in O(k) time. With a little bit more work one can make them run in O(1) amortized time.
To answer queries, we answer “no” in constant time if the kernel has more than 2k(k + 1)
edges, and otherwise we run the fastest static k-Vertex Cover fixed-parameter algorithm
on the kernel of size O(k2). This results in a O(1.2738k) update time.

Our second algorithm maintains a branching tree of depth at most k, which corresponds
to using following randomized branching strategy: pick a uniformly random edge, and branch
on adding each of its endpoints into the vertex cover. For a static branching algorithm, there
is no need to pick a uniformly random edge to branch on, since at least one endpoint of every
single edge must be in the vertex cover. However, a deterministic branching strategy like this
in a dynamic algorithm would be susceptible to an adversarial edge update sequence, in which
the adversary frequently removes edges which have been chosen to branch on. By ensuring
that each edge we branch on is a uniformly random edge, we make the probability that
we need to recompute any subtree of the branching tree T low. We compute the expected
update time to be only O(k2k). Queries can be answered in only O(k) time by following a
path in the branching tree to an accepting leaf, if one exists.

These algorithms demonstrate some subtleties of the two techniques. In the branching
tree algorithm, we use a randomized branching rule to deal with adversarial updates. In
some of our other branching tree algorithms, like for Feedback Vertex Set, we are able
to find a deterministic branching rule to yield a deterministic algorithm instead. In the
kernelization algorithm, we manage to find a kernel which can be updated quickly even when
the answer becomes larger than k and the kernel size becomes large. In other problems, it
will be harder to do this, and we may need to restrict ourselves to the promise model where
we are guaranteed that the kernel will not grow too big in order to have efficient update times.
Dynamic kernelization techniques typically lead to faster update times and query times, like
in this case, because we can apply the fastest known static algorithm for the problem to the
kernel to answer queries. In a branching tree algorithm, we may be using a branching rule
which does not lead to the fastest algorithm because it is easier to dynamically maintain.

Interestingly, we are able to generalize both of these algorithms to the d-Hitting Set
problem. The d-Hitting Set branching tree algorithm is similar to that of Vertex Cover,
but the d-Hitting Set dynamic kernelization algorithm is much more complicated, and
involves a tricky recursive rule for determining which sets to put in the kernel. We include
an overview of the static kernel construction in Sect. 3.

Max Leaf Spanning Tree. Our algorithm for Max Leaf Spanning Tree uses the dynamic
kernel approach. The kernel we maintain is simply the given graph, where we contract
vertices of degree two whose neighbors both also have degree two. We can maintain this
kernel by storing paths of contracted vertices in lists corresponding to edges they have been
contracted into. As long as this kernel has Ω(k2) nodes, it must always have a spanning tree
with at least k leaves.
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Unlike in other dynamic kernel algorithms, where we maintain that the kernel does not
get too large, this kernel may grow to have Ω(n2) edges. We can nonetheless find a tree with
at least k leaves in time independent of n, by breadth-first searching from an arbitrary node
in the kernel until we have Ω(k2) kernel vertices, and just finding a tree within those vertices.

This method finds a subtree TS with at least k leaves, but we need to find a tree which
spans the whole graph. In the static problem, this could be accomplished by a linear-time
breadth-first search away from TS , but in the dynamic problem, this is too slow. To overcome
this, we also maintain a spanning tree T of the entire graph, which does not necessarily
have k leaves, using a known dynamic tree data structure. When queried for a spanning tree,
we find TS , and then perform a ‘merge’ operation to combine T and TS into a spanning tree
with at least k leaves. This merge operation makes only O(k4) changes to T , so we are able
to maintain a desired spanning tree in time independent of n.

We are able to maintain a linear size answer in only logarithmic time per update because
the output is not very ‘sensitive’ to updates: we can always output an answer very close
to T , which itself only changes in one edge per update. In other problems where the output
can be more sensitive to updates, like Edge Clique Cover, we need to maintain a small
intermediate representation of the answer instead of the answer itself.

Feedback Vertex Set in undirected graphs. Our algorithm for Feedback Vertex Set
combines the dynamic kernel approach with the dynamic branching tree approach. We will
maintain a branching tree, where we branch off of which node to include in our feedback
vertex set. Then, at each node in the branching tree, we will maintain a kernel to help decide
what nodes to branch on. Similar to the situation with Max Leaf Spanning Tree, our
kernel can possibly have Ω(n2) edges. Here we will deal with this by branching off of only
O(k) nodes in the kernel to add to our feedback vertex set, so that we can answer queries in
sublinear time in the kernel size.

The kernel we maintain at each node of the branching tree is the given graph, in which
vertices of degree one are deleted, and vertices of degree two are contracted. This involves
many details for maintaining contracted trees, and dealing with resulting self-loops. Since the
resulting graph has average degree at least three, whereas forests have much lower average
degree, we show that a feedback vertex set of size at most k must contain a vertex of high
degree, whose degree is at least 1/(3k) of the total number of edges in the kernel. Since there
are at most 6k such vertices, we can branch on which to include in our feedback vertex set.

This branching strategy works well for the static problem, but it is hard to maintain
dynamically. Each edge update might change the set of vertices with high enough degree to
branch on, and changing which vertex we branch on, and recomputing an entire subtree of
the branching tree, can be expensive. We alleviate this issue using amortization. Instead
of branching only on the 6k highest degree vertices, we instead branch on the 12k highest
degree vertices. If our kernel has m edges, then we prove that Ω(m) edge updates need to
happen before there might be a small feedback vertex set containing none of the vertices
we branched on. After these updates we need to recompute the branching tree, but this is
inexpensive when amortized over the required Ω(m) updates.

3 A dynamic kernel for d-Hitting Set

In this section we present our dynamic kernel for the d-Hitting Set problem; we describe
how to efficiently compute and maintain it in the full version of the paper. The d-Hitting
Set problem asks to find a set X ⊆ U of at most k elements of a given a universe U which
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intersects all sets from a family F of subsets of U , each of cardinality exactly d. Here we
present a kernel for d-Hitting Set, with (d− 1)!k(k+ 1)d−1 sets and d!k(k+ 1)d−1 elements.
It is known [25] that a kernel of size O(kd−ε) for any constant ε > 0 would imply that
NP ⊆ coNP/poly; thus, the kd dependence on the number of sets in the kernel is optimal.

Let us describe the kernel. We will recursively define the notion of a good set.

I Definition 4 (good set). Let r ∈ N and νr = r!(k + 1)r. Let d ∈ N and let (U,F) be an
instance of d-Hitting Set. We define the notion of an “(`, r)-good” set inductively, in
decreasing order of ` from d to 1, and for fixed `, for increasing r from 1 to d− `.

Any set S ∈ F is (d, r)-good for all r.
A set S ⊆ U is `-good if S is (`, r)-good for some r.
A set S ⊆ U is (`′, r)-strong if S is `′-good and does not contain any (`′ − j, j)-good
subsets for any j ∈ {1, . . . , r − 1}.
A set S ⊆ U is (`, r)-good if |S| = ` and S is a subset of at least νr (`+ r, r)-strong sets.
A set S ⊆ U is good if S is `-good for ` = |S|.

Notice that if a set is (`′, r)-strong, then it is also (`′, r′)-strong for all r′ < r. Also, any
`-good set is (`, 1)-strong. Further, note that since the notion of (`+r, r)-strong only depends
on (`+ a, r − a)-good sets for a ≥ 1, the definition of (`, r)-good is sound.

Let F ′ consist of those S ⊆ U that are good and none of their subsets are good. Let U ′
consist of all u ∈ U that are contained in some set of F ′. Let K = (U ′,F ′). In the full version
we prove the following lemma that shows that (K, k) is a kernel for the instance (U,F).

I Lemma 5. Let (U,F) be an instance of d-Hitting Set. If (U,F) admits a hitting set X
of size at most k, then any good set S ⊆ U intersects X non-trivially.

The lemma implies that (K, k) is a kernel: first, if X ′ is a hitting set of K, it is a hitting set
for F as well since for every F ∈ F , either F ∈ F ′ or some subset of F is in F ′. Now let X
be a hitting set of F with size at most k. By the lemma, if some S is in F ′, then it intersects
X non-trivially and so X is a hitting set of F ′ as well. Now we argue about the size of K.

I Lemma 6. If (U,F) (and hence also (U ′,F ′)) admits a hitting set of size at most k, then
|U ′| ≤ d|F ′| and |F ′| ≤

(
1 + 2

(k+1)(d−1)

)
· d!(k + 1)d.

Proof. If {u} ∈ F ′, then no other set containing u can be in F ′. Otherwise, consider some
u such that {u} /∈ F ′. Consider all sets of size r + 1 in F ′ that contain u, for any choice of
r ∈ {1, . . . , d− 1}.

Since {u} /∈ F ′, we know that u cannot be (1, r)-good, and thus u is contained in
fewer than νr (r + 1)-good sets that do not contain any (j + 1, r − j)-good subsets for any
j ∈ {2, . . . , r− 1}. Now since for every F ∈ F ′ we have that it contains no good subsets, this
means that u is contained in fewer than νr sets in F ′ of size r + 1.

Thus, the number of sets of F ′ containing u is at most

d−1∑
r=1

νr =
d−1∑
r=1

r!(k + 1)r ≤
(

1 + 2
(k + 1)(d− 1)

)
(d− 1)!(k + 1)d−1,

where the last inequality can be proven inductively. Thus, if there is a hitting set of size at
most k for F ′, then the size of F ′ is at most (1 + 2

(k+1)(d−1) )d!(k + 1)d. J

In the full version we additionally show that the kernel can be computed in O(3dn+m)
time and can be dynamically maintained with very fast updates.
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1 Introduction

Dynamic graph algorithms have been extensively studied for several decades, and many
important results have been achieved for dynamic versions of fundamental problems, including
connectivity, 2-edge and 2-vertex connectivity, minimum spanning tree, transitive closure,
and shortest paths (see, e.g., the survey in [14]). We recall that a dynamic graph problem is
said to be fully dynamic if it involves both insertions and deletions of edges, incremental if it
only involves edge insertions, and decremental if it only involves edge deletions.

The decremental strongly connected components (SCCs) problem asks us to maintain,
under edge deletions in a directed graph G, a data structure that given two vertices u and v
answers whether u and v are strongly connected in G. We extend this problem to sensitvity
queries of the form “are u and v strongly connected in the graph G \ w?”, for any triple of
vertices u, v, w, i.e., we additionally allow the query to temporarily remove a third vertex w.
We show that this extended decremental SCC problem can be used to answer fast a rich
repertoire of connectivity queries, and we present a new and efficient data structure for the
problem. In particular, our data structure for the extended decremental SCC problem can
be used to support edge-related queries, such as maintaining the strong bridges of a digraph,
testing whether two query vertices u and v are strongly connected in G \ e, reporting the
SCCs of G \ e, or the largest and smallest SCCs in G \ e, for any query edge e. Furthermore,
using our framework, it is possible to maintain the 2-vertex-and 2-edge-connected components
of a digraph under edge deletions. All of these extensions can be handled with the same time
and space bounds as for the extended decremental SCC problem. (Most of these reductions
have been deferred to the full version of the paper.)

A naive approach to solving the extended decremental SCC problem is to maintain
separately the SCCs in every subgraph G \ w of G, for all vertices w. After an edge deletion
we then update the SCCs of all these n subgraphs, where n is the number of vertices in
G. If we simply perform a static recompution after each deletion, then we, for example,
obtain decremental algorithms with O(m2n) total time and O(n2) space by recomputing the
SCCs in each G \ w [37] or O(m2 +mn) total time and O(m+ n) space by constructing a
more suitable static connectivity data structure [22], respectively. Here m denotes the initial
number of edges. The current fastest (randomized) decremental SCC algorithm by Chechik
et al. [10] trivially gives O(mn3/2 logn) total update time and O(mn) space for our extended
decremental SCC problem.

The main technical contribution of this paper is a data structure for the extended
decremental SCC problem with O(mn logn) total update time that uses O(n2 logn) space,
and that answers queries in constant time. We obtain this data structure by extending
Łącki’s decremental SCC algorithm [30]. His algorithm maintains the SCCs of a graph under
edge deletions by recursively decomposing the SCCs into smaller and smaller subgraphs.
We therefore refer to his data structure as an SCC-decomposition. His total update time
is O(mn) and the space used is O(m+ n). We observe that the naive algorithm based on
SCC-decompositions can be implemented in such a way that most of the work performed is
redundant. We obtain our data structure by merging n SCC-decompositions into one joint
data structure, which we refer to as a joint SCC-decomposition. Our data structure, like
that of Łącki, is deterministic. Using completely different techniques, Georgiadis et al. [21]
showed how to answer the same sensitivity queries in O(mn) total time in the incremental
setting, i.e., when the input digraph undergoes edge insertions only.

The extended SCC problem is related to the so-called fault-tolerant model. Here, one
wishes to preprocess a graph G into a data structure that is able to answer fast certain
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sensitivity queries, i.e., given a failed vertex w (resp., failed edge e), compute a specific
property of the subgraph G \ w (resp., G \ e) of G. Our data structure supports sensitivity
queries when a digraph G undergoes edge deletions, which gives an aspect of decremental
fault-tolerance. This may be useful in scenarios where we wish to find the best edge whose
deletion optimizes certain properties (fault-tolerant aspect) and then actually perform this
deletion (decremental aspect). This is, e.g., done in the computational biology applications
considered by Mihalák et al. [32]. Their recursive deletion-contraction algorithm repeatedly
finds the edge of a strongly connected digraph whose deletion maximizes quantities such as
the number of resulting SCCs or minimizes their maximum size.

As another important application of our joint SCCs data structure, we provide the first
nontrivial algorithm for maintaining the dominator tree of a flow graph under edge deletions.
A flow graph G = (V,E, s) is a directed graph with a distinguished start vertex s ∈ V , w.l.o.g.
containing only vertices reachable from s. A vertex w dominates a vertex v (w is a dominator
of v) if every path from s to v includes w. The immediate dominator of a vertex v, denoted
by d(v), is the unique vertex that dominates v and is dominated by all dominators of v. The
dominator tree D is a tree with root s in which each vertex v has d(v) as its parent. Dominator
trees can be computed in linear time [2, 7, 8, 23]. The problem of finding dominators has been
extensively studied, as it occurs in several applications, including program optimization and
code generation [12], constraint programming [34], circuit testing [4], theoretical biology [1],
memory profiling [31], fault-tolerant computing [5, 6], connectivity and path-determination
problems [16, 17, 19, 18, 25, 27, 28, 29], and the analysis of diffusion networks [24].

In particular, the dynamic dominator problem arises in various applications, such as data
flow analysis and compilation [11, 15]. Moreover, the results of Italiano et al. [27] imply
that dynamic dominators can be used for dynamically testing 2-vertex connectivity, and for
maintaining the strong bridges and strong articulation points of digraphs. The decremen-
tal dominator problem appears in the computation of maximal 2-connected subgraphs in
digraphs [25, 29, 13]. The problem of updating the dominator relation has been studied for
a few decades (see, e.g., [3, 9, 11, 20, 33, 35, 36]). For the incremental dominator problem,
there are algorithms that achieve total O(mn) running time for processing a sequence of
edge insertion in a flow graph with n vertices, where m is the number of edges after all
insertions [3, 11, 20]. Moreover, they can answer dominance queries, i.e., whether a query
vertex w dominates another query vertex v, in constant time. Prior to our work, to the
best of our knowledge, no decremental algorithm with total running time better than O(m2)
was known for general flow graphs. In the special case of reducible flow graphs (a class that
includes acyclic flow graphs), Cicerone et al. [11] achieved an O(mn) update bound for the
decremental dominator problem. Both the incremental and the decremental algorithms of
[11] require O(n2) space, as they maintain the transitive closure of the digraph.

Our algorithm is the first to improve the trivial O(m2) bound for the decremental
dominator problem in general flow graphs. Specifically, our algorithm can process a sequence
of edge deletions in a flow graph with n vertices and initially m edges in O(mn logn) time
and O(n2 logn) space, and after processing each deletion can answer dominance queries in
constant time. For the special case of reducible flow graphs, we give an algorithm that matches
the O(mn) running time of Cicerone et al. while improving the space usage to O(m+n). We
remark that the reducible case is interesting for applications in program optimization since
one notion of a “structured” program is that its flow graph is reducible. (The details about
this result appear in the full paper.) Finally, we complement our results with a conditional
lower bound, which suggests that it will be hard to substantially improve our update bounds.
In particular, we prove that there is no incremental nor decremental algorithm for maintaining
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the dominator tree (or more generally, a dominance data structure) that has total update
time O((mn)1−ε) (for some constant ε > 0) unless the OMv Conjecture [26] fails. The same
lower bound applies to the extended decremental SCC problem. Unlike the update time, it
is not clear that the O(n2 logn) space used by our joint SCC-decomposition is near-optimal.
We leave it as an open problem to improve this bound.

Further Notation and Terminology. For a given digraph G = (V,E), we denote the set of
vertices by V (G) = V and the set of edges by E(G) = E. We let |E| = m and |V | = n. Two
vertices u and v are strongly connected in G if there is a path from u to v and a path from
v to u. G is strongly connected if every vertex is reachable from every other vertex. The
strongly connected components (SCCs) of G are its maximal strongly connected subgraphs.
We denote by G \S (resp., G \ e)) the graph obtained after deleting a set S of vertices (resp.,
an edge e) from G. For a strongly connected graph H, we say that deleting an edge e breaks
H, if H \ e is not strongly connected.

An edge (resp., a vertex) of G is a strong bridge (resp., a strong articulation point) if its
removal increases the number of SCCs. An edge e (resp., a vertex v) is a separating edge
(resp., a separating vertex) for two vertices u and v if u and v are not strongly connected
in G \ e (resp., in G \ v). Two vertices u and v are 2-edge connected (2-vertex connected)
if there are two edge-disjoint paths (internally vertex-disjoint paths) between u and v. We
denote by GR the reverse graph of G, i.e., the graph which has the same vertices as G and
contains an edge eR = (v, u) for every edge e = (u, v) of G.

2 A Data Structure for Maintaining Joint SCC-Decompositions

For a given initial graph G, the decremental SCC problem asks us to maintain a data structure
that allows edge deletions and can answer whether (arbitrary) pairs (u, v) of vertices are
in the same SCC. The goal is to update the data structure as quickly as possible while
answering queries in constant time. In this paper we present a data structure for the extended
decremental SCC problem in which a query provides an additional vertex w and asks whether
u and v are in the same SCC when w is deleted from G. We maintain this information under
edge deletions, and our data structure relies on Łącki’s SCC-decomposition [30] for doing so.

2.1 Review of Łącki’s SCC Decomposition

An SCC-decomposition recursively partitions the graph G into smaller strongly connected
subgraphs. This generates a rooted tree T , whose root r represents the entire graph, and
where the subtree rooted at each node φ represents some vertex-induced strongly connected
subgraph Gφ (we refer to vertices of T as nodes to distinguish T from G). Every non-leaf
node φ is a vertex of Gφ, and the children of φ correspond to SCCs of Gφ \ φ. The concept
was introduced by Łącki [30] and slightly extended by Chechik et al. [10]. We adopt the
notation from [10].

I Definition 1 (SCC-decomposition). Let G = (V,E) be a strongly connected graph. An
SCC-decomposition of G is a rooted tree T , whose nodes form a partition of V . For a node
φ of T we define Gφ to be the subgraph of G induced by the union of all descendants of φ
(including φ). Then, the following properties hold:

Each internal node φ of T is a single-element set. (In this case, we sometimes abuse
notation and assume that φ is the vertex itself.)
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Let φ be any internal node of T , and let H1, . . . ,Ht be the SCCs of Gφ \ φ. Then the
node φ has t children φ1, . . . , φt, where Gφi

= Hi for all i ∈ {1, . . . , t}.
An SCC-decomposition of a graph G that is not strongly connected is a collection of SCC-
decompositions of the SCCs of G. We say that T is a partial SCC-decomposition when the
leaves of T are not required to be singletons.

Observe that for each node φ, the graph Gφ is strongly connected. Moreover, the subtree
of T rooted at φ is an SCC-decomposition of Gφ. Also, for a leaf φ we have that φ = V (Gφ).
To build an SCC-decomposition T of a strongly connected graph G we pick an arbitrary
vertex v, put it in the root of T , then recursively build SCC-decompositions of SCCs of
G \ {v} and make them the children of v in T . Note that since the choice of v is arbitrary,
there are many ways to build an SCC-decomposition of the same graph. Łącki [30] (and
Chechik et al. [10]) introduced a procedure Build-SCC-Decomposition(G,S) that takes
as input a set of vertices S and returns a partial SCC-decomposition whose internal nodes
are the vertices of S, i.e., these vertices are picked first and therefore appear at the top of the
constructed tree. We refer to the vertices in S as internal nodes and the remaining nodes as
external nodes. Note that all external nodes appear in the leaves of T , while internal nodes
can be both leaves and non-leaves. This distinction is helpful when describing our algorithm.

Łącki [30] showed that the total initialization and update time under edge deletions of an
SCC-decomposition is O(mγ), where γ is the depth of the decomposition.

2.2 Towards a Joint SCC-Decomposition
Recall that the extended decremental SCC problem asks us to maintain under edge deletions
a data structure for a graph G such that we can answer whether u and v are strongly
connected in G \{w} when given u, v, w ∈ V (G). A naive algorithm does this by maintaining
n SCC-decompositions, each with a distinct vertex w as its root. The children of w in an
SCC-decomposition that has w as its root are then exactly the SCCs of G \ {w}. Hence, u
and v are in the same SCC if and only if they appear in the same subtree below w. The
total update time of this data structure is however O(mn2), which is undesirable. With a
more refined approach, we improve the time bound to O(mn logn).

Observe that the external nodes of a partial SCC-decomposition T produced by the
procedure Build-SCC-Decomposition(G,S) exactly correspond to the SCCs of G \ S.
This is true regardless of the order in which vertices from S are picked by the procedure. If
two SCC-decompositions are built using the same set S, but with vertices being picked in a
different order, then the nodes below S represent the same SCCs, which means that they
can be shared by the two SCC-decompositions. Our algorithm is based on this observation.
We essentially construct the n SCC-decompositions of the naive algorithm described above
such that large parts of their subtrees are shared, and such that we do not need to maintain
multiple copies of these subtrees. The idea is to partition the set S into two subsets S1 and
S2 of equal size (we assume for simplicity that n is a power of 2), and then construct half
of the SCC-decompositions with S1 at the top and the other half with S2 at the top. The
procedure is repeated recursively on the top part of both halves. We refer to the bottom part,
i.e., nodes that are not from S1 and S2, respectively, as the extension of the top part. Note
that we eventually get a distinct vertex as the root of each of the n SCC-decompositions.
The following definition formalizes the idea.

I Definition 2 (Joint SCC-decomposition). A joint SCC-decomposition J is a recursive
structure. It is either a regular SCC-decomposition T (the base case), or a pair of joint SCC-
decompositions J1, J2 with the same set of internal nodes S and a shared set of external nodes
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Input: A graph G and a set of vertices S ⊆ V (G)
Output: A balanced joint SCC-decomposition J = (J1, J2, S,Φ) of G on S.

1 if |S| = 1 then
2 return T = Build-SCC-Decomposition(G,S).
3 end
4 Let S1 and S2 be the first and second half of S, respectively, and let Φ be an empty list.
5 foreach i ∈ {1, 2} do
6 Compute Ji = Build-Joint-SCC-Decomposition(G,Si).
7 foreach external node φ of Ji do
8 Compute Tφ = Build-SCC-Decomposition(Gφ, φ ∩ S).
9 Add each external node of Tφ to Φ, if it is not already there.

10 end
11 end
12 return J = (J1, J2, S,Φ)

Figure 1 Build-Joint-SCC-Decomposition(G,S).

Φ. In the second case we refer to J as the tuple (J1, J2, S,Φ). A joint SCC-decomposition
J = (J1, J2, S,Φ) is balanced on S if it has one of the following two properties:
1. S is a singleton and J is a regular (partial) SCC-decomposition T with the vertex from

S as root and no other internal nodes (the base case).
2. S can be partitioned into two equally sized halves S1 and S2, and J consists of two

joint SCC-decompositions J1 = (J1,1, J1,2, S1,Φ1) and J2 = (J2,1, J2,2, S2,Φ2) that are
balanced on S1 and S2, respectively. Also, each external node φ in Φ1 and Φ2 is extended
with an associated SCC-decomposition Tφ for Gφ whose internal nodes are those of φ∩S.
The combined set of external nodes of Tφ for all φ ∈ Φ1 is equal to the combined set of
external nodes of Tφ′ for all φ′ ∈ Φ2, and these nodes are the external nodes Φ of J .

The procedure Build-Joint-SCC-Decomposition(G,S) describes how we build a
balanced joint SCC-decomposition. G is the graph that we wish to decompose, and S is
the set of vertices that we wish to place at the top. Initially S is the set of all vertices.
The following lemma bounds the number of SCC-decompositions that make up a joint
balanced SCC-decomposition. The lemma is proved by observing that the number of SCC-
decompositions constructed by Build-Joint-SCC-Decomposition(G,S) is given by the
recurrence g(s) = 2g(s/2) + 2 when s > 1 and g(s) = 1 otherwise, where s = |S|.

I Lemma 3. A balanced joint SCC-decomposition for a graph G with n vertices consists of
O(n) SCC-decompositions.

I Lemma 4. Let J = (J1, J2, S,Φ) be a balanced joint SCC-decomposition of a graph G such
that S = V (G). Then the total number of nodes of J is O(n logn), where n = |V (G)|.

Proof. The proof is by induction. Our induction hypothesis says that the total number of
internal nodes of a balanced joint SCC-decomposition J = (J1, J2, S,Φ), counting not only
S but also recursively the number of internal nodes of J1 and J2, is |S| · (1 + log |S|).

In the base case, J is an SCC-decomposition with a single internal node, and the induction
hypothesis is clearly satisfied. For the induction step we count separately the total number
of internal nodes of J1 = (J1,1, J1,2, S1,Φ1) and J2 = (J2,1, J2,2, S2,Φ2), and add the number
of internal nodes of the SCC-decompositions Tφ for φ ∈ Φ1 and φ ∈ Φ2, i.e., the extensions
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of J1 and J2 to S. Since |S1| = |S2| = |S|/2, it follows from the induction hypothesis that
both J1 and J2 have |S|2 · log |S| internal nodes in total. The internal nodes of Tφ for φ ∈ Φ1
are exactly S2, and the internal nodes of Tφ for φ ∈ Φ2 are exactly S1. Hence the number of
internal nodes in the extensions are |S1| + |S2| = |S|. It follows that the total number of
internal nodes of J is |S| · (1 + log |S|) as desired.

It remains to count the external nodes of J . Note that external nodes of J1 and J2
correspond to internal nodes of J , i.e., they are roots of the SCC-decompositions that extend
J1 and J2. Therefore there are at most as many external nodes inside the recursion as there
are internal nodes in total. There are O(n) external nodes in the extensions of J1 and J2 to
S, and we conclude that the total number of nodes when S = V (G) is at most O(n logn). J

Recall that an SCC-decomposition of depth γ can be initialized in time O(mγ) [30].
Since the depth of an SCC-decomposition is at most the number of internal nodes plus one,
and since Lemma 4 shows that the total number of nodes in a joint SCC-decomposition is
O(n logn), it follows that the combined depth of all the SCC-decompositions that make up
a joint SCC-decomposition is at most O(n logn), which proves the following lemma.

I Lemma 5. The procedure Build-Joint-SCC-Decomposition(G,S) constructs a joint
SCC-decomposition in time O(mn logn).

To answer queries for the extended decremental SCC problem in constant time, we also
construct and maintain an n × n matrix A such that A[u,w] is the index of the SCC of
G \ {w} that contains u. Two vertices u and v are in the same SCC of G \ {w} if and only
if A[u,w] = A[v, w]. To avoid cluttering the pseudo-code we describe separately how A is
maintained. In Build-Joint-SCC-Decomposition(G,S) we initialize A in the base case
when we compute an SCC-decomposition T for a singleton S = {w}. Indeed, in this case w
is the root of T , and the external nodes are exactly the SCCs of G \ {w}. Hence, for every
vertex u ∈ V (G) \ {w} we set A[u,w] to the index of the SCC it is part of in G \ {w}.

Note that storing the matrix A takes space O(n2). The time spent initializing A is
however dominated by the other work performed by the algorithm.

2.3 Deleting Edges from a Joint SCC-Decomposition
We next show how to maintain a joint SCC-decomposition under edge deletions. It is
again instructive to consider the work performed by the naive algorithm that maintains n
SCC-decompositions with distinct roots. If these are constructed as described in Section 2.2,
then the SCC-decompositions will share many identical subtrees, and the work performed on
these subtrees will be the same. In the joint SCC-decomposition such subtrees are shared,
but otherwise the work performed is the same as the work performed for individual SCC-
decompositions. We therefore use Łącki’s algorithm [30] to delete edges from the individual
SCC-decompositions, and we introduce a new procedure for handling the interface between
the SCC-decompositions. We next briefly sketch Łącki’s algorithm (see also [10, 30]).

Recall that each node φ of an SCC-decomposition T represents a strongly connected
subgraph Gφ induced by the vertices in the subtree rooted at φ. If φ is an internal node of
T , then the children of φ are the SCCs of Gφ \ φ. Łącki uses the following two operations to
compactly represent edges among φ and its children.

I Definition 6. Let G be a graph. The condensation of G, denoted by Condense(G), is
the graph obtained from G by contracting all its SCCs into single vertices. Let v ∈ V (G).
By Split(G, v) we denote the graph obtained from G by splitting v into two vertices: vin
and vout. The in-edges of v are connected to vin and the out-edges to vout.
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The two operations are often used together, and to simplify notation we use the shorthand
Gcon
v = Condense(Split(G, v)). The graph Gcon

φ is stored with every internal node φ of
the SCC-decomposition T . This introduces at most three copies of every vertex v of G: The
two vertices vin and vout in Gcon

v , and possibly a third vertex in the condensed graph of
the parent of v in T . Moreover, every edge (u, v) appears in exactly one condensed graph,
namely that of the lowest common ancestor of u and v in T , which we denote by LCA(u, v).
The combined space used for storing all the condensed graphs is thus O(m+ n).

To delete an edge (u, v), Łącki [30] locates φ = LCA(u, v), and deletes (u′, v′) from Gcon
φ ,

where u′ and v′ are the vertices whose subtrees contain u and v. (He uses O(m) space to
store a pointer from every edge (u, v) to LCA(u, v), enabling him to find the lowest common
ancestor in constant time.) To preserve connectivity, he then checks whether u′ and v′ have
non-zero out- and in-degrees, respectively, in Gcon

φ . If this is not the case, then he repeatedly
removes vertices with out- or in-degree zero and their adjacent edges from Gcon

φ . All such
vertices can be located, starting from u′ and v′, in time that is linear in the number of edges
adjacent to the removed vertices. The corresponding children of φ are then moved up one
level in T and are made siblings of φ. They are also inserted into Gcon

par(φ), where par(φ) is
the parent of φ, and their edges and the edges of φ in Gcon

par(φ) are updated correspondingly.
This can again be done in time linear in the number of edges in the original graph that
are adjacent to vertices in the subtrees that are moved. The procedure is then repeated in
Gcon
par(φ). Since every vertex increases its level at most γ times, where γ is the initial depth of

T , it follows that the total update time of the algorithm is at most O(mγ).
We let Delete-Edge-from-SCC-decomposition(T, u, v) be the procedure for deleting

an edge (u, v) from an SCC-decomposition T . We also denote the recursive procedure for
moving nodes φ1, . . . , φk from being children of φ to being siblings of φ in T after an edge (u, v)
is deleted by Fix-SCC-decomposition(T, u, v, φ, {φ1, . . . , φk}). Both procedures return
the resulting SCC-decomposition, or a collection of SCC-decompositions in case the graph is
not strongly connected. (The pseudo-code appears in the full version of the paper.)

In a joint SCC-decomposition, vertices and edges may appear in multiple nodes as part of
smaller SCC-decompositions. We therefore need to find every occurence of the edge that we
wish to delete. We introduce a procedure Delete-Edge(J, u, v) that does that by recursively
searching through the nested joint SCC-decompositions and deleting (u, v) from the relevant
SCC-decompositions. The procedure also handles the interface between SCC-decompositions.
Note that deleting (u, v) from an SCC-decomposition T may cause the SCC corresponding to
the root φ of T to break. The procedure Delete-Edge-from-SCC-decomposition(T, u, v)
will in this case return a collection of SCC-decompositions {T1, . . . , Tk}, one for each new
SCC. Suppose J = (J1, J2, S,Φ). If T extends J1 (resp. J2), then it is an SCC-decomposition
of the subgraph Gφ associated with some external node φ of J1 (resp. J2). φ is then itself a
leaf of an SCC-decomposition T ′ in J1 (resp. J2). Moreover, when the SCC corresponding
to φ breaks, then this leaf must be split into multiple leaves of T ′, one for each new SCC.
Note however that the levels in T ′ of the involved vertices do not change after the split. We
therefore cannot charge the work performed when splitting φ to the analysis by Łącki [30].

Let φ1, . . . , φk be the roots of the SCC-decompositions T1, . . . , Tk that are created when
the deletion of (u, v) breaks the SCC Gφ. As mentioned above, we need to replace φ in
T ′ by φ1, . . . , φk, which means that φ1, . . . , φk should replace φ in Gcon

par(φ), where par(φ) is
the parent of φ in T ′. To efficiently reconnect φ1, . . . , φk in Gcon

par(φ) we identify the vertex
φi whose associated graph Gφi

has the most vertices, and we then scan through all the
vertices in the other graphs Gφ1 , . . . , Gφi−1 , Gφi+1 , . . . , Gφk

and reconnect their adjacent
edges in Gcon

par(φ) when relevant. The work performed is exactly the same as when Łącki
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fixes an SCC-decomposition after an edge is removed. We can therefore call Fix-SCC-
decomposition(T ′,u,v,φ,{φ1, . . . , φi−1, φi+1, . . . , φk}). Note that this makes φi take over
the role of φ. Also note that we provide the procedure with the end-points u and v of the edge
that was deleted, since u and v are used as starting points for the search for disconnected
vertices when propagating the update further up the tree.

Finally, observe that splitting the leaf φ of the SCC-decomposition T ′ may propagate
all the way to the root of T ′ and break the SCC corresponding to T ′. We therefore use a
recursive procedure, Split-Leaf(J ,u,v,φ,{φ1, . . . , φk}), to perform the split. Here u and v
are again the end-points of the edge that was deleted.

I Theorem 7. The total update time spent by Delete-Edge(J, u, v) in order to maintain
a balanced joint SCC-decomposition under edge deletions is O(mn logn).

Proof. We only sketch the proof, and refer to the full paper for additional details.
The time spent by Delete-Edge(J, u, v) consists of three parts: checking whether

{u, v} ⊆ V (Gφ) for some φ ∈ Φ, the work performed while deleting edges from SCC-
decompositions, and the work performed by Split-Leaf(Ji, u, v, φ, {φ1, . . . , φk}), for i ∈
{1, 2}. To check in constant time whether {u, v} ⊆ V (Gφ), we maintain for each SCC-
decomposition T an array on the vertices of the original graph G, such that T 〈v〉 = True
if v appears in T , and T 〈v〉 = False otherwise. Storing these arrays takes up O(n2) space,
and they are updated when the SCC of the root of an SCC-decomposition breaks.

Recall that Łącki [30] showed that the total initialization and update time of an SCC-
decomposition is O(mγ), where γ is the depth of the decomposition. By Lemma 4, the
total number of nodes of the SCC-decompositions in J is O(n logn), and therefore the
combined depth of the SCC-decompositions is also O(n logn). It follows that the time spent
on Delete-Edge-from-SCC-decomposition(Tφ, u, v) is bounded by O(mn logn).

It remains to analyze the time spent on Split-Leaf(Ji, u, v, φ, {φ1, . . . , φk}). Recall that
Split-Leaf identifies the node φi that contains the most vertices from G, and then breaks
off φ1, . . . , φi−1, φi, . . . , φk from φ. This means that φ is turned into φi, and that we do
not scan through edges adjacent to vertices in φi. Since a split therefore moves vertices
to new nodes of at most half the size, each vertex v can only be moved O(logn) times in
one particular SCC-decomposition T by Split-Leaf. Each move takes time proportional
to the number of edges adjacent to v, so the total time spent splitting leaves of T is at
most O(m logn). Since, by Lemma 3, there are only O(n) SCC-decompositions in J , it
follows that the total time spent splitting leaves is O(mn logn). Furthermore, the time
spent by Split-Leaf on fixing SCC-decompositions can be charged to the depth reduction
of the vertices that are moved, and this part of the analysis is therefore the same as for
Delete-Edge-from-SCC-decomposition(Tφ, u, v). J

Recall that we also maintain a matrix A for answering queries, where A[u,w] is the index
of the SCC of G \ {w} that contains u. We again update A when we make changes to the
topmost SCC-decompositions that each only contain a single internal node, i.e., when such a
root φ gets a new child, or when Gφ breaks into multiple SCCs. The time spent updating
A is dominated by the rest of the work that is performed by our algorithm, where we scan
through all edges adjacent to vertices whose SCC is changed.

As described briefly in Section 2.3, Łącki’s SCC-decomposition can be implemented such
that is uses O(m+ n) space [30]. Since a balanced joint SCC-decomposition consists of O(n)
SCC-decompositions (Lemma 3), it follows that a naive implementation of our data structure
uses O(mn) space. In the full version of the paper we show how to obtain an alternative
bound of O(n2 logn). Doing so requires two observations:
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After an edge (u′, v′) is deleted from a condensed graph Gcon
φ , the vertex u′ has a path to

φin if and only if u′ has non-zero out-degree, and there is a path from φout to v′ if and
only if v′ has non-zero in-degree. Instead of storing the edges of the condensed graphs
we therefore store the in- and out-degrees of the vertices. To visit all neighbors of a
vertex u′ in Gcon

φ , we then collect from the original graph G all edges adjacent to vertices
in the subgraph of u′, and we check for each edge whether the other end-point is part
of Gcon

φ and which vertex of Gcon
φ it goes to. To do so we store pointers between the

vertices of G and the vertices of the condensed graphs that they are part of. Since a joint
SCC-decomposition contains O(n logn) nodes this takes O(n2 logn) space.
Since a joint SCC-decomposition contains O(n logn) nodes in total, we have time to visit
all the nodes of an SCC-decomposition T when searching for the lowest common ancestor
of two vertices u and v. This is done in a bottom-up fashion. We therefore do not need
to store a pointer from every edge (u, v) to LCA(u, v).

3 Applications

In this section we exploit the decremental joint SCC-decomposition to design decremental
algorithms for various connectivity notions defined with respect to vertex or edge failures.

Maintaining Decrementally the Dominator Tree. We show how to maintain a dominator
tree D of a flow graph G, rooted at a starting vertex s. We denote by d(v) the parent of v in
D. We first produce a flow graph Gs from G by adding an edge from each vertex v ∈ V \ s
to s. The addition of those edges has the following property. If a vertex u is not strongly
connected to s in Gs then there is no path from s to u in G. Conversely, if a vertex u is not
strongly connected to s in Gs \ v, while s and u are strongly connected in Gs, then all paths
from s to u in G contain v. That is, v is a dominator of u in G.

We maintain decrementally a joint SCC-decomposition of Gs in a total of O(mn logn)
time and O(n2 logn) space. Therefore, for each vertex v we maintain the SCCs in G \ v. Let
v 6= s: after the SCC containing s in G \ v breaks, all the vertices that are not in the new
SCC that contains s are dominated from v in G. We can report the newly dominated vertices
from v in G in time proportional to their number. Therefore, after each edge deletion we
need to process a batch N of incoming new dominance relations N(v) = {u1, . . . , uk}, where
u1, . . . , uk are dominated by v in G. We can process a batch of updates N in two phases as
follows. For each vertex u 6= s we keep a counter depth(u) of the number of vertices that
dominate u. For each dominance relation N(v) ∈ N , we increase depth(u) for each u ∈ N(v).
After this first phase ends, all vertices have updated counters. Then the new parent of each
vertex u in D is the vertex with the largest counter among d(u) (i.e., the parent of u in D
before the edge insertion) and all vertices v such that u ∈ N(v) and N(v) ∈ N .

Now we bound the total time required to maintain the dominator tree. The running time
of the above procedure, during the whole sequence of deletions, is bounded by the total size
of all the sets N(v). Note that any vertex can appear in a specific N(v) set at most once
during the deletion sequence. Hence, the total size of all the sets N(v) is O(n2).

I Lemma 8. The dominator tree of a directed graph G with start vertex s can be maintained
decrementally in O(mn logn) total update time and O(n2 logn) space, where m is the number
of edges in the initial graph and n is the number of vertices.

Maintaining Decrementally the Strong Bridges of the Graph. Let G be strongly con-
nected: its strong bridges can be computed efficiently from a dominator tree D of G and a
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dominator tree DR of GR, both rooted at the same start vertex s. We present a random-
ized algorithm that maintains such a pair of dominator trees in each SCC of a digraph in
O(mn logn) total expected time, and O(n2 logn) space. This allows us to maintain the set
of strong bridges of a digraph in the same (expected) running time and space.

Maintaining Decrementally the 2-Edge-Connected Components. In this section we show
how to maintain the 2-edge-connected components of directed graph. Two vertices w and
z are 2-edge-connected if and only if there is no edge e such that w and z are not strongly
connected in G \ e. A 2-edge-connected component is a maximal subset B ⊆ V , such that
w and z are 2-edge-connected, for all z, w ∈ B. Therefore, a simple-minded algorithm for
computing the 2-edge-connected components is the following. We start with the trivial
partition P of the vertices that is equal to the set of SCCs of the graph. For every strong
bridge e, we compute the SCCs C1, . . . , Ck of G \ e and we refine the maintained partition P
according to the partition induced by the SCCs C1, . . . , Ck. After performing all refinements
on P two vertices are in the same set if and only if we did not find an edge that separates
them, which is exactly the definition of 2-edge-connected components.

Our algorithm is a dynamic version of the aforementioned simple-minded algorithm. That
is, we maintain the SCCs of G\e, for each strong bridge e, and refine the maintained partition
P whenever we identify that P no longer contains the 2-vertex-connected components of
G. We do this as follows. Assume that a component C ∈ P contains vertices in different
SCCs of G \ e, for some e. Let C1, C2, . . . , Ck be the SCCs in G \ e. We replace C by
{C ∩ C1}, . . . , {C ∩ Ck}. These refinements can be easily performed in O(n) time, and
therefore we spend total time O(n2) for all refinements throughout the algorithm.

In order to make our algorithm efficient we need to specify how to detect whether two
2-edge-connected vertices appear in different SCCs in G \ e, for some edge e. Whenever an
SCC C in G \ e, breaks into k SCCs C1, . . . , Ck, for all SCCs Ci except the largest one we
examine whether the components C ∈ P containing subsets of vertices of Ci are entirely
contained in Ci. We develop machinery that allows us to list all vertices in the resulting
SCCs C1, . . . , Ck except the largest one, in time proportional to their number. The details
can be found in the full paper. Each vertex can appear at most logn times in an SCC of
G \ e, for some strong bridge e, that is not the largest after a big SCC breaks. This implies
that we spend O(n logn) time for each graph G \ e on testing whether an edge deletion
leaves two (previously) 2-edge-connected vertices in different SCCs in G \ e, for some edge
e. We show that at most O(n) strong bridges can appear throughout any sequence of edge
deletions. Thus we spend O(n2 logn) time in total.

I Lemma 9. The 2-edge-connected components of a digraph G can be maintained decre-
mentally in O(mn logn) total expected time against an oblivious adversary, using O(n2 logn)
space, where m is the number of edges in the initial graph and n is the number of vertices.

4 Conditional Lower Bound

In the following we give a conditional lower bound for the partially dynamic dominator tree
problem. We show that there is no incremental nor decremental algorithm for maintaining
the dominator tree that has total update time O((mn)1−ε) (for some constant ε > 0) unless
the OMv Conjecture [26] fails. This also holds for algorithms that do not explicitly maintain
the tree, but are able to answer parent-queries. Formally, we prove the following statement.

I Theorem 10. For any constant δ ∈ (0, 1/2] and any n and m = Θ(n1/(1−δ)), there is no
algorithm for maintaining a dominator tree under edge deletions/insertions allowing queries
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of the form “is x the parent of y in the dominator tree” that uses polynomial preprocessing
time, total update time u(m,n) = (mn)1−ε and query time q(m) = mδ−ε for some constant
ε > 0, unless the OMv conjecture fails.

Under this conditional lower bound, the running time of our algorithm is optimal up to
sub-polynomial factors. We give the reduction for the decremental version of the problem.
Hardness of the incremental version follows analogously.

In the online Boolean matrix-vector problem we are first given a Boolean n×n matrix M
to preprocess. After the preprocessing, we are given a sequence of n-dimensional Boolean
vectors v(1), . . . , v(n) one by one. For each 1 ≤ t ≤ n, we have to return the result of the
matrix-vector multiplication Mv(t) before we are allowed to see the next vector v(t+1). The
OMv Conjecture states that there is no algorithm that computes each matrix-vector product
correctly (with high probability) and in total spends time O(n3−ε) for some constant ε > 0.

We will not use the OMv problem directly as the starting point of our reduction. Instead
we consider the following γ-OuMv problem (for a fixed γ > 0) and parameters n1, n2, and
n3 such that n1 = bnγ2c: We are first given a Boolean n1 × n2 matrix M to preprocess.
After the preprocessing, we are given a sequence of pairs of n1-dimensional Boolean vectors
(u(1), v(1)), . . . , (u(n3), v(n3)) one by one. For each 1 ≤ t ≤ n3, we have to return the result of
the Boolean vector-matrix-vector multiplication (u(t))ᵀMv(t) before we see the next pair of
vectors (u(t+1), v(t+1)). It has been shown [26] that under the OMv Conjecture, there is no
algorithm for this problem with polynomial preprocessing time and total processing time
O(n1−ε1

1 n1−ε2
2 n1−ε3

3 ) such that all εi are ≥ 0 and at least one εi is a constant > 0.
We now give the reduction from the γ-OuMv problem with γ = δ/(1−δ) to the decremental

dominator tree problem. In the following we denote by vi the i-th entry of a vector i and by
Mi,j the entry at row i and column j of a matrix M .

Consider an instance of the γ-OuMv problem with parameters n1 = m1−δ, n2 = mδ,
and n3 = m1−δ. We preprocess the matrix M by constructing a graph G(0) with the set of
vertices V = {s, x1, . . . , xn3 , xn3+1, y1, . . . , yn1 , z1, . . . , zn2} and the following edges: (1) an
edge (s, x1), and, for every 1 ≤ t ≤ n3, an edge (xt, xt+1), (2) for every 1 ≤ j ≤ n2, an edge
(t, zj), (3) for every 1 ≤ t ≤ n3 and every 1 ≤ i ≤ n1, an edge (xt, yi), and (4) for every
1 ≤ i ≤ n1 and every 1 ≤ j ≤ n2, an edge (yi, zj) if and only if Mi,j = 1.

Whenever the algorithm is given the next pair of vectors (u(t), v(t)), we first create a
graph G(t) by performing the following edge deletions in G(t−1): If t ≥ 2, we first delete all
outgoing edges of xt−1, except the one to xt. Then (for any value of t), for every i such that
u

(t)
i = 0 we delete the edge from xt to yi. Thus, for every 1 ≤ i ≤ n1, there will be an edge

from xt to yi in G(t) if and only if u(t)
i = 1. Having created G(t), we now, for every j such

that v(t)
j = 1, check whether xt is the parent of zj in the dominator tree. If this is the case

for at least one j we return that (u(t))ᵀMv(t) is 1, otherwise we return 0.
The correctness of our reduction follows from the following lemma.

I Lemma 11. For every 1 ≤ t ≤ n, the j-th entry of (u(t))ᵀM is 1 if and only if xt is the
immediate dominator of zj in G(t)

Note that (u(t))ᵀMv(t) is 1 if and only if there is a j such that both the j-th entry of u(t)M

as well as the j-th entry of v(t) are 1. Furthermore, xt is the parent of zj in the dominator
tree if and only if xt is an immediate dominator of zj in the current graph. Therefore the
lemma establishes the correctness of the reduction.

The initial graph G(0) has n := Θ(n1 +n2 +n3) = Θ(mδ +m1−δ) = Θ(m1−δ) vertices and
Θ(n1n2 + n2n3) = Θ(m) edges. The total number of parent-queries is O(n1n3) = m2(1−δ).
Suppose the total update time of the decremental dominator tree algorithm is O(u(m,n)) =
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(mn)1−ε and its query time is O(q(m)) = mδ−ε. Using the reduction above, we can thus solve
the γ-OuMv problem for the parameters n1, n2, n3 with polynomial preprocessing time and
total update time O(u(m,n) +m2(1−δ)q(m)) = O(u(m,m1−δ) +m2(1−δ)q(m)) = O(m2−δ−ε).
Since n1n2n3 = m2−δ, this means we would get an algorithm for the γ-OuMv problem with
polynomial preprocessing time and total update time O(n1−ε1

1 n1−ε2
2 n1−ε3

3 ) where at least one
εi is a constant > 0. This contradicts the OMv Conjecture.
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Abstract
We propose a theoretical framework to capture incremental solutions to cardinality constrained
maximization problems. The defining characteristic of our framework is that the cardinality/sup-
port of the solution is bounded by a value k ∈ N that grows over time, and we allow the solution
to be extended one element at a time. We investigate the best-possible competitive ratio of such
an incremental solution, i.e., the worst ratio over all k between the incremental solution after k
steps and an optimum solution of cardinality k. We define a large class of problems that con-
tains many important cardinality constrained maximization problems like maximum matching,
knapsack, and packing/covering problems. We provide a general 2.618-competitive incremental
algorithm for this class of problems, and show that no algorithm can have competitive ratio
below 2.18 in general.

In the second part of the paper, we focus on the inherently incremental greedy algorithm
that increases the objective value as much as possible in each step. This algorithm is known
to be 1.58-competitive for submodular objective functions, but it has unbounded competitive
ratio for the class of incremental problems mentioned above. We define a relaxed submodularity
condition for the objective function, capturing problems like maximum (weighted) (b-)matching
and a variant of the maximum flow problem. We show that the greedy algorithm has competitive
ratio (exactly) 2.313 for the class of problems that satisfy this relaxed submodularity condition.

Note that our upper bounds on the competitive ratios translate to approximation ratios for
the underlying cardinality constrained problems.
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1 Introduction

Practical solutions to optimization problems are often inherently incremental in the sense
that they evolve historically instead of being established in a one-shot fashion. This is
especially true when solutions are expensive and need time and repeated investments to be
implemented, for example when optimizing the layout of logistics and other infrastructures.
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43:2 General Bounds for Incremental Maximization

s t

1 1

ε

Figure 1 Example showing that the s-t-flow problem does not always admit good incremental
solutions, where ε > 0 is arbitrarily small.

In this paper, we propose a theoretical framework to capture incremental maximization
problems in some generality.

We describe an incremental problem by a set U containing the possible elements of a
solution, and an objective function f : 2U → R+ that assigns to each solution S ⊆ U some
non-negative value f(S). We consider problems of the form

max f(S) (1)
s.t. |S| ≤ k

S ⊆ U,

where k ∈ N grows over time.
An incremental solution ~S is given by an order {s1, s2, . . . } := U in which the elements

of U are to be added to the solution over time. A good incremental solution needs to provide
a good solution after k steps, for every k, compared to an optimum solution S?k with k

elements, where we let S?k ∈ arg maxS⊆U,|S|=k f(S) and f?k := f(S?k). Formally, we measure
the quality of an incremental solution by its competitive ratio. For ~Sk := {s1, . . . , sk} ⊆ U
being the first k elements of ~S, we say that ~S is (strictly) ρ-competitive if

max
k∈{1,...,|U |}

f?k

f(~Sk)
≤ ρ.

An algorithm is called ρ-competitive if it always produces a ρ-competitive solution, and its
competitive ratio is the infimum over all ρ ≥ 1 such that it is ρ-competitive. Notice that we
do not require the algorithm to run in polynomial time.

While all cardinality constrained optimization problems can be viewed in an incremental
setting, clearly not all such problems admit good incremental solutions. For example, consider
a cardinality constrained formulation of the classical maximum s-t-flow problem: For a given
graph G = (V,E), two vertices s, t ∈ V and capacities u : E → R+, we ask for a subset E′ ⊆ E
of cardinality k ∈ N such that the maximum flow in the subgraph (V,E′) is maximized.
The example in Figure 1 shows that we cannot hope for an incremental solution that is
simultaneously close to optimal for cardinalities 1 and 2.

In order to derive general bounds on the competitive ratio of incremental problems, we
need to restrict the class of objective functions f that we consider. Intuitively, the unbounded
competitive ratio in the flow example comes from the fact that we have to invest in the
s-t-path of capacity 1 as soon as possible, but this path only yields its payoff once it is
completed after two steps.

In order to prevent this and similar behaviors, we require f to be monotone (i.e.,
f(S) ≤ f(T ) if S ⊆ T ) and sub-additive (i.e., f(S) + f(T ) ≥ f(S ∪ T )). Many important
optimization problems satisfy these weak conditions, and we give a short list of examples
below. We will see that all these (and many more) problems admit incremental solutions
with a bounded competitive ratio. More specifically, we develop a general 2.618-competitive
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incremental algorithm that can be applied to a broad class of problems, including all problems
mentioned below. We illustrate in detail how to apply our model to obtain an incremental
variant of the matching problem, and then list incremental versions of other important
problems that are obtained analogously.

Maximum Weighted Matching: Consider a graph G = (V,E) with edge weights
w : E → R≥0. If we think of edges as potential connections and edge weights as potential
payoffs, then it is not enough to find the final matching because we cannot construct
the edges all at once: the goal is to find a sequence of edges that achieves a high pay-off
in the short, the medium, and the long term. In terms of our formal framework, we
add edges to a set S one at a time with U = E and f(S) is the maximum weight of a
matching M ⊆ S. In order to be ρ-competitive, we need that, after k steps for every k,
our solution S of cardinality k is no worse than a factor of ρ away from the optimum
solution of cardinality k, i.e., f(S) ≥ f(S?k)/ρ.
This model captures the setting where the infrastructure (e.g. the matching, the knapsack,
the covering, or the flow) must be built up over time. The online model would be too
restrictive in this setting because here we know our options in advance. Note that, as
we add more edges, the set of edges S only needs to contain a large matching M , but
does not have to be a matching itself; The matching M can change to an arbitrary
subset of S from one cardinality to the next and does not have to stay consistent. This
ensures that f(S) is monotonically increasing, and is in keeping with the infrastructures
setting where the potential regret present in the online model does not apply: building
more infrastructure can only help, since once it is built, we can change how it is used.
Accordingly, in all the problems below the set S does not have to be a valid solution to
the cardinality constrained problem at hand, but rather needs to contain a good solution
as a subset. The objective f(S) is consistently defined to be the value of the best solution
that is a subset of S. Notice that this approach can easily be generalized to Maximum
b-Matching.
Set Packing: Given a set of weighted sets X we ask for an incremental subset S ⊆ X
where f(S) is the maximum weight of mutually disjoint subsets in S. This problem
captures many well-known problems such as Maximum Hypergraph Matching and
Maximum Independent Set.
Maximum Coverage: Given a set of weighted sets X ⊆ 2U over an universe of elements
U , we ask for an incremental subset S ⊆ X , where f(S) is the weight of elements
in
⋃
X∈S X. This problem captures maximization versions of clustering and location

problems. We can include opening costs c : X → R≥0 by letting f(S) be the maximum
over all subsets S′ ⊆ S of the number (or weight) of the sets in S′ minus their opening
costs.
Knapsack: Given a set X of items, associated sizes s : X → R≥0 and values v : X → R≥0,
and a knapsack of capacity 1, we ask for an incremental subset S ⊆ X, where f(S) is the
largest value

∑
x∈S′ v(x) of any subset S′ ⊆ S with

∑
x∈S′ s(x) ≤ 1. This problem can

be generalized to Multi-Dimensional Knapsack by letting item sizes be vectors and
letting the knapsack have a capacity in every dimension.
Disjoint Paths: Given a graph G = (V,E), a set of pairs X ⊆ V 2 with weights w : X →
R≥0, we ask for an incremental subset S ⊆ X , where f(S) is the maximum weight of a
subset S′ ⊆ S, such that G contains mutually disjoint paths between every pair in S′.
Maximum Bridge-Flow: We argued above that the maximum s-t-flow problem is not
amenable to the incremental setting because it does not pay off to build paths partially.

ICALP 2017
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To overcome this, we consider a natural restriction of the flow problem where most edges
are freely available to be used, and only the edges of a directed s-t-cut need to be built
incrementally. If the directed cut has no backward edges, every s-t-path contains exactly
one edge that needs to be built, and we never have to invest multiple steps to establish a
single path. This problem captures logistical problems where links need to be established
between two clusters, like when bridges need to be built across a river, cables across an
ocean, or when warehouses need to be opened in a supplier-warehouse-consumer network.
Formally, given a directed graph G = (V,E) with capacities u : E → R, vertices s, t ∈ V ,
and a directed s-t-cut C ⊆ E induced by the partition (U,W ) of V such that the directed
cut induced by (W,U) is empty, we ask for an incremental subset S ⊆ C where f(S) is
the value of a maximum flow in the subgraph (V,E \ (C \ S)).

It is easy to verify that all the problems mentioned above (and many more) indeed have a
monotone and sub-additive objective function. In addition, each one of these problems satisfies
the following property: For every S ⊆ U , there exists s ∈ S with f(S\{s}) ≥ f(S)−f(S)/ |S|.
We call this property the accountability property – to our knowledge, it has not been named
before. Intuitively, this property ensures that the value of a set S ⊆ U is the sum of individual
contributions of its elements, and there cannot be additional value that emerges only when
certain elements of U combine. While it is easy to formulate artificial problems that have
monotonicity and sub-additivity but no accountability, we were not able to identify any
natural problems of this kind. This justifies to add accountability to the list of properties
that we require of incremental problems.

I Definition 1. Given a set of elements U , and a function f : 2U → R, we say that the
function f is incremental if it satisfies the following properties for every S, T ⊆ U :
1. (monotonicity): S ⊆ T ⇒ f(S) ≤ f(T ),
2. (sub-additivity): f(S) + f(T ) ≥ f(S ∪ T ),
3. (accountability): ∃s ∈ S : f(S \ {s}) ≥ f(S)− f(S)/ |S|.
We say that a cardinality constrained problem with increasing cardinality (eq. (1)) is
incremental if its objective function is incremental.

Observe that a ρ-competitive incremental algorithm immediately yields a ρ-approximation
algorithm for the underlying cardinality constrained problem, with the caveat that the
resulting approximation algorithm might not be efficient since we make no demands on the
runtime of the incremental algorithm. The converse is rarely the case since approximation
algorithms usually do not construct their solution in incremental fashion. A prominent
exception are greedy algorithms that are inherently incremental in the sense that they pick
elements one-by-one such that each pick increases the objective by the maximum amount
possible. This type of a greedy algorithm has been studied as an approximation algorithm
for many cardinality constrained problems, and approximation ratios translate immediately
to competitive ratios for the incremental version of the corresponding problem. In particular,
the greedy algorithm is known to have competitive ratio (exactly) e

e−1 ≈ 1.58 if the objective
function f is monotone and submodular [27]. Note, however, that of all the incremental
problems listed above, only Maximum Coverage (without opening costs) has a submodular
objective function. It is also known that if we relax the submodularity requirement and
allow f to be the minimum of two monotone (sub-)modular functions, the greedy algorithm
can be arbitrarily bad [21]. We provide a different relaxation of submodularity that captures
Maximum (Weighted) (b-)Matching and Maximum Bridge-Flow, and where the
greedy algorithm has a bounded competitive/approximation ratio.
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Our Results. As our first result, we show that every incremental problem admits a bounded
competitive ratio.

I Theorem 2. Every incremental problem admits a (1 + ϕ)-competitive algorithm, where ϕ
is the golden ratio and (1 + ϕ) ≈ 2.618. No general deterministic algorithm for this class of
problems has a competitive ratio of 2.18 or better.

Again, note that we make no guarantees regarding the running time of our incremental
algorithm. In fact, our algorithm relies on the ability to compute the optimum of the
underlying cardinality constrained problem for increasing cardinalities. If we can provide
an efficient approximation of this optimum, we get an efficient incremental algorithm in the
following sense.

I Corollary 3. If there is a polynomial time α-approximation algorithm for a cardinality
constrained problem with incremental objective function, then we can design a polynomial
time α(1 + ϕ)-competitive incremental algorithm.

We also analyze the approximation/competitive ratio of the greedy algorithm. We observe
that for many incremental problems like Knapsack, Maximum Independent Set, and
Disjoint Paths, the greedy algorithm has an unbounded competitive ratio. On the other
hand, we define a relaxation of submodularity called α-augmentable under which the greedy
algorithm has a bounded competitive ratio. In particular, this relaxation captures our
cardinality constrained versions of Maximum (Weighted) (b-)Matching and Maximum
Bridge-Flow, where the incremental set S need not be feasible but only contain a good
feasible subset. We get the following result, where the tight lower bound for α = 2 is obtained
for Maximum Bridge-Flow. Notice that for α = 1, we obtain the e

e−1 ≈ 1.58 bound that
is known for submodular functions. For α = 2, the bound is e2

e2−1 ≈ 2.313.

I Theorem 4. For every cardinality constrained problem with an α-augmentable objective
(defined below), the greedy algorithm has approximation/competitive ratio α eα

eα−1 . This bound
is tight for the greedy algorithm on problems with 2-augmentable objectives, which includes
Maximum (Weighted) (b-)Matching and Maximum Bridge-Flow.

We emphasize that the families of instances we construct to obtain the lower bounds in
Theorems 2 and 4 require the number of elements to tend to infinity, since it takes time for
incremental solutions to sufficiently fall behind the optimum solution.

Related Work. Most work on incremental settings has focused on cardinality constrained
minimization problems. A prominent exception is the robust matching problem, introduced
by Hassin and Rubinstein [16]. This problem asks for a weighted matching M with the
property that, for every value k, the total weight of the min(k, |M |) heaviest edges of M
comes close to the weight of a maximum weight matching of cardinality k. Note that this
differs from our definition of incremental matchings in that the robust matching problem
demands that the “incremental” solution consists of a matching, while we allow any edge
set that contains a heavy matching as a subset. Since their model is more strict, all of the
following competitive ratios carry over to our setting. Note that, in contrast to our setting,
the objective function of the robust matching problem is submodular, and hence the greedy
algorithm has competitive ratio at most e

e−1 ≈ 1.58 [27]. Hassin and Rubinstein [16] gave an
improved, deterministic algorithm that achieves competitive ratio

√
2 ≈ 1.414. They also

give a tight example for the
√

2 ratio, which also works in our incremental setting. Fujita et
al. [11] extended this result to matroid intersection, and Kakimura and Makino [18] showed
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that every independence system allows for a √µ-competitive solution, with µ being the
extendibility of the system. Matuschke at al. [24] describe a randomized algorithm for this
problem that, under the assumption that the adversary does not know the outcome of the
randomness, has competitive ratio ln(4) ≈ 1.386.

A variant of the knapsack problem with a similar notion of robustness was proposed by
Kakimura et al. [19]. In this problem a knapsack solution needs to be computed, such that,
for every k, the value of the k most valuable items in the knapsack compares well with the
optimum solution using k items, for every k. Kakimura et al. [19] restrict themselves to
polynomial time algorithms and show that under this restriction a bounded competitive ratio
is possible only if the rank quotient of the knapsack system is bounded. In contrast, our
results show that if we do not restrict the running time and if we only require our solution to
contain a good packing with k items for every k, then we can be (1 + ϕ)-competitive using
our generic algorithm, even for generalizations like Multi-Dimensional Knapsack. If we
restrict the running time and use the well-known PTAS for the knapsack problem [17, 22],
we still get a (1 + ϕ)(1 + ε)-competitive algorithm. Megow and Mestre [25] and Disser et
al. [7] considered another variant of the knapsack problem that asks for an order in which to
pack the items that works well for every knapsack capacity. Kobayashi and Takizawa [20]
study randomized strategies for cardinality robustness in the knapsack problem.

Hartline and Sharp [15] considered an incremental variant of the maximum flow problem
where capacities increase over time. This is in contrast to our framework where the cardinality
of the solution increases.

Incremental solutions for cardinality constrained minimization problems have been studied
extensively, in particular for clustering [3, 6], k-median [4, 10, 26], minimium spanning
tree [1, 12], and facility location [13]. An important result in this domain is the incremental
framework given by Lin et al. [23]. This general framework allows to devise algorithms for
every incremental minimization problem for which a suitable augmentation subroutine can
be formulated. Lin et al. [23] used their framework to match or improve many of the known
specialized bounds for the problems above and to derive new bounds for covering problems.
In contrast to their result, our incremental framework allows for a general algorithm that
works out-of-the-box for a broad class of incremental maximization problems and yields a
constant (relatively small) competitive ratio.

Abstractly, incremental problems can be seen as optimization problems under uncertainty.
Various approaches to handling uncertain input data have been proposed, ranging from
robust and stochastic optimization to streaming and exploration. On this level, incremental
problems can be seen as a special case of online optimization problems, i.e., problems where
the input data arrives over time (see [2, 9]). Whereas online optimization in general assumes
adversarial input, incremental problems restrict the freedom of the adversary to deciding
when to stop, i.e., the adversary may choose the cardinality k while all other data is fixed and
known to the algorithm. Online problems with such a “non-adaptive” adversary have been
studied in other contexts [5, 8, 14]. Note that online problems demand irrevocable decisions
in every time step – a requirement that may be overly restrictive in many settings where
solutions develop over a long time period. In contrast, our incremental model only requires a
growing solution “infrastructure” and allows the actual solution to change arbitrarily over
time within this infrastructure.

2 A competitive algorithm for incremental problems

In this section, we show the second part of Theorem 2, i.e., we give an incremental algorithm
that is (1 + ϕ ≈ 2.618)-competitive for all incremental problems. For convenience, we define
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the density δS of a set S ⊆ U via δS := f(S)/ |S|, and we let δ?k := δS?
k
denote the optimum

density for cardinality k. Our algorithm relies on the following two observations that follow
from the accountability of the objective function.

I Lemma 5. In every incremental problem and for every cardinality k, there is an order-
ing ~S?k := {s?1, s?2, . . . , s?k} := S?k , such that δ{s?1 ,...,s?i } ≥ δ{s?1 ,...,s?i+1} for all i ∈ {1, . . . , k − 1}.
We say that ~S?k is a greedy order of S?k .

Proof. By accountability of f , there is an element s?k ∈ S?k for which

δS?
k
\{s?

k
} = f(S?k \ {s?k})

k − 1 ≥ f(S?k)
k

= δS?
k
.

We can repeat this argument for s?k−1 ∈ S?k \ {s?k}, s?k−2 ∈ S?k \ {s?k, s?k−1}, etc. to obtain the
desired ordering ~S?k . J

I Lemma 6. In every incremental problem and for every 1 ≤ k′ ≤ k we have δ?k′ ≥ δ?k.

Proof. Fix any cardinality k > 1. By accountability of the objective function f , there is an
element s? ∈ S?k with

δ?k = f(S?k)
k
≤ f(S?k \ {s?})

k − 1 ≤
S?k−1
k − 1 = δ?k−1.

It follows that δ?k is monotonically decreasing in k. J

Now, we define k0 := 1 and ki := d(1 + ϕ)ki−1e for all positive integers i. Our algorithm
operates in phases i ∈ {0, 1, . . . }. In each phase i, we add the elements of the optimum
solution S?ki of cardinality ki to our incremental solution in greedy order (Lemma 5). Note
that we allow the algorithm to add elements multiple times (without effect) in order to
not complicate the analysis needlessly (of course we would only improve the algorithm by
skipping over duplicates). In the following, we denote by ti the number of steps (possibly
without effect) until the end of phase i, i.e., we let t0 := k0 and ti := ti−1 + ki.

I Lemma 7. For every phase i ∈ {0, 1, . . . }, we have ti ≤ ϕki.

Proof. We use induction over i, with the case i = 0 being trivial, since t0 = k0. Now assume
that ti−1 ≤ ϕki−1 for some i ≥ 1. Using the property ϕ

ϕ+1 = ϕ− 1 of the golden ratio, we get

ti = ti−1 + ki ≤ ϕki−1 + ki ≤
ϕ

ϕ+ 1ki + ki = ϕki. J

Finally, we show the solution ~S computed by our algorithm is (1 + ϕ)-competitive.

I Theorem 8. For every cardinality k, we have f(~Sk) ≥ f?k/(1 + ϕ).

Proof. We use induction over k. The claim is true for k = t0 = 1, since ~S1 = S?1 by definition
of the algorithm. For the inductive step, we prove that if the claim is true for k = ti−1, then
it remains true for all k ∈ {ti−1 + 1, . . . , ti}. Recall that ki = d(1 + ϕ)ki−1e. By Lemma 7,
we have

ti−1 ≤ ϕki−1 < ki < ti−1 + ki = ti,

and we can therefore distinguish the following cases.
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Case 1: ti−1 < k < ki. Since k > ti−1, our algorithm has already completed phase i− 1
and added all elements of S?ki−1

, so we have f(~Sk) ≥ f?ki−1
. Because k is an integer and

k < ki = d(1 + ϕ)ki−1e, we have that k < (1 + ϕ)ki−1. By Lemma 6, we thus have

f?k = δ?k · k < δ?ki−1
· (1 + ϕ)ki−1 = (1 + ϕ)f?ki−1

≤ (1 + ϕ)f(~Sk).

Case 2: ki ≤ k ≤ ti. At time k, our algorithm has already completed the first k − ti−1
elements of S?k . Since the algorithm adds the elements of S?ki in greedy order, we have f(~Sk) ≥
(k − ti−1)δ?ki . On the other hand, since k ≥ ki, by Lemma 6 we have f?k = k · δ?k ≤ k · δ?ki .
In order to complete the proof, it is thus sufficient to show that k ≤ (1 + ϕ)(k − ti−1). To
see this, let k = ki + k′ for some non-negative integer k′. Because ti−1 is integral, Lemma 7
implies ti−1 ≤ bϕki−1c. Since ϕ is irrational and ki−1 is integral, ϕki−1 cannot be integral,
thus

k − ti−1 = k′ + ki − ti−1 ≥ k′ + d(1 + ϕ)ki−1e − bϕki−1c = k′ + ki−1 + 1.

This completes the proof, since

(1 + ϕ)(k − ti−1) ≥ (1 + ϕ)(k′ + ki−1 + 1) > k′ + (1 + ϕ)ki−1 + 1 ≥ k′ + ki = k. J

Corollary 3 follows if we replace S?ki by an α-approximate solution for cardinality ki.

3 Lower bound on the best-possible competitive ratio

In this section, we show the second part of Theorem 2, i.e., we give a lower bound on
the best-possible competitive ratio for the maximization of incremental problems. For this
purpose, we define the Region Choosing problem. In this problem, we are given N disjoint
sets R1, . . . , RN , called regions, with region Ri containing i elements with a value of δ(i)
each. We say that δ(i) is the density of region Ri. The total value of all elements in the
region Ri is v(i) := i · δ(i) for all i ∈ {1, . . . , N}.

The objective is to compute an incremental solution S ⊆ U :=
⋃N
i=1 Ri such that the

maximum value of the items from a single region in S is large. Formally, the objective
function is given by f(S) := maxi∈{1,...,N} |Ri ∩ S| · v(i).

I Observation 9. Region Choosing is an incremental problem.1

For our lower bound, we set δ(i) := iβ−1 for some β ∈ (0, 1) that we will choose later. For
this choice of β, we have δ(i) < δ(j) and v(i) > v(j) for 0 ≤ j < i ≤ N . Also, for N →∞
we have limi→∞ v(i) = ∞. We call instances of the Region Choosing problem in this
form β-decreasing. Observe that in every β-decreasing instance the optimum solution of
cardinality i ≤ N is to take all i elements from region Ri. This solution has value f?i = iβ .

In order to impose a lower bound on the best-possible competitive ratio for β-decreasing
instances, we need some insights into the structure of incremental solutions with an optimal
competitive ratio. First, consider a solution that picks only i′ < i elements from region Ri.
In this case, we could have picked i′ elements from region Ri′ instead – this would only
improve the solution, since densities are decreasing. Secondly, if we take i elements from
region Ri, it is always beneficial to take them in an uninterrupted sequence before taking any
elements from a region Rj with j > i: Our objective depends only on the region with the

1 This and all other missing proofs are deferred to the full version of this paper.
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most value, therefore it never helps to take elements from different regions in an alternating
fashion. This leads us the following observation.

I Observation 10. For every β-decreasing instance of Region Choosing there is an
incremental solution with optimal competitive ratio of the following structure: For k0 < k1 <

· · · < km ∈ N with m ∈ N, it takes k0 elements from region Rk0 , followed by k1 elements
from Rk1 , and so on, until finally km elements from region Rkm are chosen.

Thus, we can describe an algorithm for the region-choosing problem by an increasing
sequence of region indices k0, . . . , km. Note that, in order to have a bounded competitive
ratio if N → ∞, we must have m → ∞, since limi→∞ v(i) → ∞. We are interested in a
cardinality for which an incremental solution given by k0, . . . , km has a bad competitive ratio.
We define

αi := 1
ki

i∑
j=0

kj for all i ∈ {0, . . . ,m} .

Observe that αi > 1 for all i ∈ {1, . . . ,m}. We know that the value of the optimum solution
for cardinality αiki is v(αiki) = (αiki)β , whereas the incremental solution only achieves a
value of v(ki) = (ki)β . This allows us to derive the following necessary condition on the
αi-values of ρ-competitive solutions.

IObservation 11. If an incremental solution defined by a sequence k0, . . . , km is ρ-competitive
for some ρ ≥ 1, we must have

ρ ≥ v(αiki)
v(ki)

=
(
αiki
ki

)β
= αβi ⇐⇒ αi ≤ ρ

1
β for all i ∈ {0, . . . ,m} . (2)

We will exclude a certain range of values of ρ by showing that we can find a β ∈ (0, 1) such
that, for a sufficiently large number of regions N , necessary condition (2) is violated. We do
this by showing that, for some i? ∈ N and some fixed ε > 0, we have αi+1−αi > ε for all i ≥ i?,
i.e., as i goes to∞, condition (2) must eventually be violated. The following definition relates
a value of β ∈ (0, 1) to a lower bound on the competitive ratio ρ for β-decreasing instances.

I Definition 12. A pair (ρ, β) with ρ ≥ 1 and β ∈ (0, 1) is problematic if there is ε > 0 such
that for all x ∈ (1, ρ1/β ] it holds that hρ,β(x) < 0, where

hρ,β(x) := (ρ
1
β + ε− x)

1
1−β − x

x− 1 + ε
.

We show that problematic pairs indeed have the intended property.

I Lemma 13. If (ρ, β) is a problematic pair, then ρ is a strict lower bound on the competitive
ratio of incremental solutions for β-decreasing instances of Region Choosing.

All that remains is to specify a problematic pair in order to obtain a lower bound via
Lemma 13. It is easy to verify that (2.18, 0.86) is a problematic pair. Note that the resulting
bound of 2.18 can slightly be increased to larger values below 2.19.

I Theorem 14. There is no 2.18-competitive incremental Region Choosing algorithm.
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4 The greedy algorithm for a subclass of incremental problems

In this section, we analyze the greedy algorithm that computes an incremental solution
~S with ~Sk = ~Sk−1 ∪ {sk}, where sk ∈ arg maxs∈U\~Sk−1

f(~Sk−1 ∪ {sk}) and ~S0 = ∅. This
algorithm is well-known to have competitive ratio e

e−1 ≈ 1.58 if the objective function f

is monotone and submodular [27]. Note that every monotone and submodular function is
incremental. On the other hand, in general, the greedy algorithm does not have a bounded
competitive ratio for incremental problems.

I Observation 15. The greedy algorithm has an unbounded competitive ratio for many incre-
mental problems, e.g., Knapsack, Weighted Independent Set, and Disjoint Paths.

We will now define a subclass of incremental problems where the competitive ratio of
greedy can be bounded. Observe that submodularity of a function f : 2U → R≥0 implies
that, for every S 6= T ⊆ U , there exists an element t ∈ T \S with f(S ∪{t})− f(S) ≥ (f(S ∪
T )− f(S))/ |T \ S|. Accordingly, we can define the following relaxation of submodularity.

I Definition 16. We say that f : 2U → R≥0 is α-augmentable for an α > 0, if for every
S, T ⊆ U with T \ S 6= ∅ there exists an element t ∈ T \ S with

f(S ∪ {t})− f(S) ≥ f(S ∪ T )− αf(S)
|T |

. (3)

Thus, if f is α-augmentable, we can improve a greedy solution if its value is more than a
factor of α away from the value of an optimal solution. This definition is meaningful in the
sense that it induces an interesting subclass of incremental problems.

I Lemma 17. The objective functions of Maximum (Weighted) (b-)Matching and
Maximum Bridge-Flow are 2-augmentable, but not submodular.

We now show the first part of Theorem 4.

I Theorem 18. If the objective function of an incremental problem is α-augmentable, the
greedy algorithm is α eα

eα−1 -competitive.

Proof. Let ~Si be our greedy incremental solution after i elements have been added. Let
us focus on an arbitrary cardinality k > α, and say that for this cardinality we have
f?k = αf(~Sk) + β, for some β > 0. For cardinalities k ≤ α, note that f?1 = f(~S1) and
that f?k ≤ kf?1 ≤ αf?1 ≤ αf(~Sk) due to sub-additivity. We will show that we must have
β ≤ αf(~Sk)/(eα − 1), which proves the theorem for cardinalities k > α.

First, let us define pk := f(~Sk)− f(~Sk−1) to be the additional value obtained by adding
the k-th element to our greedy solution ~Sk. We claim that

pi ≥
β + α

∑k
j=i+1 pj

k − α
for any positive integer i < k, and pk ≥

β

k − α
. (4)

To prove (4), we apply (3) for S = ~Si−1 and T = S?k , which guarantees the existence of a
t ∈ S?k \ ~Si−1 such that

f(~Si−1 ∪ {t})− f(~Si−1) ≥ f(~Si−1 ∪ S?k)− αf(~Si−1)
k

≥ f?k − αf(~Si−1)
k

≥
β + α

∑k
j=i pj

k
.

The last inequality holds since we assume f?k = αf(~Sk) + β and for any i ≤ k we know that
f(~Sk)− f(~Si−1) =

∑k
j=i pj . Since we construct ~Si greedily, we have f(~Si) ≥ f(~Si−1 ∪ {t})
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and thus pi ≥ (β+α
∑
i≤j≤k pj)/k. Rearranging to isolate pi we get the bounds in (4). Next,

we claim that

pi ≥
β

k − α
·
(

k

k − α

)k−i
for all i ≤ k. (5)

We prove this by induction for decreasing values of i. The induction base for i = k follows
directly from (4). For the induction step, we assume that the formula holds for all pj with
j ∈ {i+ 1, . . . , k}. By (4) and the inductive hypothesis, we have

(k − α) · pi ≥ β +
k∑

j=i+1
αpj ≥ β + α

k∑
j=i+1

β

k − α
·
(

k

k − α

)k−j

= β + αβ

k − α

k−i−1∑
j=0

(
k

k − α

)j
= β + αβ

k − α
·

( k
k−α )k−i − 1

k
k−α − 1

= β ·
(

k

k − α

)k−i
, (6)

which shows that the formula also holds for pi, and thus completes the induction step.
We are now ready to prove the theorem. Recall that we assumed f?k = αf(~Sk) + β and

want to show that β < αf(~Sk)/(eα − 1). We have

f(~Sk) =
k∑
i=1

pi
(6)
≥ β

k − α

k∑
i=1

(
k

k − α

)k−i
= β

k − α

k−1∑
i=0

(
k

k − α

)i
= β

k − α
( k
k−α )k − 1
k

k−α − 1

which can be rearranged to

β ≤
(k − α)

(
k

k−α − 1
)
f(~Sk)

( k
k−α )k − 1

= αf(~Sk)
( k
k−α )k − 1

≤ αf(~Sk)
eα − 1

The last inequality holds since for any x > 0 we have (1+1/x)x+1 ≥ e, and thus for x = k/α−1

it follows that e ≤
(

1 + 1
k
α−1

) k
α =

(
1 + α

k−α

) k
α =

(
k

k−α

) k
α and thus ( k

k−α )k ≥ eα. J

4.1 Lower bound
We now show the second part of Theorem 4, i.e., we show a matching lower bound on
the competitive ratio of the greedy algorithm. We show this by constructing the following
family of instances for the Maximum Bridge-Flow problem. For k ∈ N, we define a graph
Gk = (Vk, Ek) with designated nodes s and t by

Vk := {s, t} ∪
{
v1
i , v

4
i

∣∣ i = 1, . . . , 2k} ∪
{
v2
i , v

3
i

∣∣ i = 1, . . . , 4k} ,

Ek := E1
k ∪ E∞k ∪

2k⋃
i=1

Ek,i ∪
2k⋃
i=1

E′k,i,

E1
k :=

{
(s, v2

i ), (v3
i , t)

∣∣ i = 1, . . . , k} ,
E∞k :=

{
(s, v2

3k+i), (v2
i , v

3
i ), (v2

3k+i, v
3
3k+i), (v3

i , t)
∣∣ i = 1, . . . , k} ,

Ek,i :=
{

(s, v1
i ), (v1

i , v
2
k+i), (v2

k+i, v
3
k+i), (v3

k+i, v
4
i ), (v4

i , t)
}

for all i = 1, . . . , 2k,
E′k,i :=

{
(v1
i , v

2
j ), (v3

3k+j , v
4
i )
∣∣ j = 1, . . . , k} for all i = 1, . . . , 2k.

The edge capacities uk : Ek → R≥0 are given by uk(e) = ( k
k−1 )2k+1−i for e ∈ Ek,i, by

uk(e) = 1
k ( k

k−1 )2k+1−i for e ∈ E′k,i, by uk(e) = 1 for e ∈ E1
k, and by uk(e) =∞ for e ∈ E∞k .
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For every Gk, we choose a directed s-t-cut Ck :=
{

(v2
i , v

3
i )
∣∣ i = 1, . . . , 4k}. Without

loss of generality, we will assume in the following that we can resolve all ties in the greedy
algorithm to our preference. This can be done formally by adding some very small offsets
to the edge weights, but we omit this for clarity. Now consider how the greedy algorithm
operates on graph Gk.

I Lemma 19. In step j ∈ {1, . . . , 2k}, the greedy algorithm picks edge (v2
k+j , v

3
k+j).

With this, we are ready to show the following result, which, together with Lemma 17,
implies the second part of Theorem 4.

I Theorem 20. The greedy algorithm has competitive ratio at least 2e2

e2−1 ≈ 2.313 for
Maximum Bridge-Flow.

Proof. By Lemma 19, the greedy algorithm picks the edges (v2
k+1, v

3
k+1), . . . , (v2

3k, v
3
3k) in

the first 2k steps. Thus, after step 2k, greedy can send an s-t-flow of value

2k∑
i=1

(
k

k − 1

)i
=


(

k
k−1

)2k+1
− 1

k
k−1 − 1

− 1

 = (k − 1)
(

k

k − 1

)2k+1
− k .

On the other hand, the solution of size 2k consisting of the edges (v2
1 , v

3
1), . . . , (v2

k, v
3
k),

and (v2
3k+1, v

3
3k+1), . . . , (v2

4k, v
3
4k) results in an (optimal) flow value of

2k + 2
2k∑
i=1

(
k

k − 1

)i
= 2(k − 1)

(
k

k − 1

)2k+1
.

This corresponds to a competitive ratio of

2(k − 1)
(

k
k−1

)2k+1

(k − 1)
(

k
k−1

)2k+1
− k

=
2
(

k
k−1

)2k

(
k
k−1

)2k
− 1

=
2
(

k
k−1

)2(k−1)+2

(
k
k−1

)2(k−1)+2
− 1

.

Substituting x := k − 1 and using the identity limx→∞(1 + 1/x)x = e, we get the lower
bound on the competitive ratio of the greedy algorithm claimed in Theorem 4 in the limit:

lim
x→∞

2
(
x+1
x

)2x (x+1
x

)2

2
(
x+1
x

)2x (x+1
x

)2 − 1
= lim
x→∞

2e2 (x+1
x

)2

2e2
(
x+1
x

)2 − 1
= 2e2

e2 − 1 . J

5 Conclusion

We have defined a formal framework that captures a large class of incremental problems and
allows for incremental solutions with bounded competitive ratio. We also defined a new and
meaningful subclass consisting of problems with α-augmentable objective functions for which
the greedy algorithm has a bounded competitive ratio. Hopefully our results can inspire
future work on incremental problems from a perspective of competitive analysis.

Obvious extensions of our results would be to close the gap between our bounds of 2.618
and 2.18 for the best-possible competitive ratio of incremental algorithms. In particular,
it would be interesting whether or not the bound of 2.313 for the greedy algorithm in the
2-augmentable setting can be beaten by some other incremental algorithm already in the
general setting. Also, the α-augmentable and strictly submodular settings may allow for
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better incremental algorithms than the greedy algorithm. Another question is whether
abandoning the accountability condition yields an interesting class of problems. Finally, it
may be possible to generalize our framework to problems with a continuously growing budget
and a cost associated with each element, instead of a growing cardinality constraint.

Acknowledgements. We wish to thank Andreas Bärtschi and Daniel Graf for initial discus-
sions and the the general idea that lead to the algorithm of Section 2. We are also grateful
for the detailed comments provided by an anonymous reviewer.
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Abstract
In this paper we consider the decremental single-source shortest paths (SSSP) problem, where
given a graph G and a source node s the goal is to maintain shortest distances between s and
all other nodes in G under a sequence of online adversarial edge deletions. In their seminal work,
Even and Shiloach [JACM 1981] presented an exact solution to the problem in unweighted graphs
with only O(mn) total update time over all edge deletions. Their classic algorithm was the state
of the art for the decremental SSSP problem for three decades, even when approximate shortest
paths are allowed.

The first improvement over the Even-Shiloach algorithm was given by Bernstein and Roditty
[SODA 2011], who for the case of an unweighted and undirected graph presented a (1 + ε)-
approximate algorithm with constant query time and a total update time ofO(n2+o(1)). This work
triggered a series of new results, culminating in a recent breakthrough of Henzinger, Krinninger
and Nanongkai [FOCS 14], who presented a (1+ε)-approximate algorithm for undirected weighted
graphs whose total update time is near linear: O(m1+o(1) log(W )), where W is the ratio of the
heaviest to the lightest edge weight in the graph. In this paper they posed as a major open
problem the question of derandomizing their result.

Until very recently, all known improvements over the Even-Shiloach algorithm were ran-
domized and required the assumption of a non-adaptive adversary. In STOC 2016, Bernstein
and Chechik showed the first deterministic algorithm to go beyond O(mn) total update time:
the algorithm is also (1 + ε)-approximate, and has total update time Õ(n2). In SODA 2017,
the same authors presented an algorithm with total update time Õ(mn3/4). However, both
algorithms are restricted to undirected, unweighted graphs. We present the first deterministic
algorithm for weighted undirected graphs to go beyond the O(mn) bound. The total update time
is Õ(n2 log(W )).

1998 ACM Subject Classification G.2.2 Graph Algorithms

Keywords and phrases Shortest Paths, Dynamic Algorithms, Deterministic, Weighted Graph

Digital Object Identifier 10.4230/LIPIcs.ICALP.2017.44

1 Introduction

The objective of dynamic graph algorithms is to handle an online sequence of update
operations while maintaining a desirable functionality on the graph, e.g., the ability to answer
shortest path queries. An update operation may involve a deletion or insertion of an edge or
a node, or a change in an edge’s weight. In case the algorithm can handle only deletions and
weight increases it is called decremental, if it can handle only insertions and weight decreases
it is called incremental, and if it can handle both it is called fully dynamic.
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44:2 Deterministic Partially Dynamic Single Source Shortest Paths in Weighted Graphs

In this paper we consider the problem of (approximate) single source shortest paths
(SSSP) in unweighted undirected graphs, in the decremental setting. Specifically, given
an undirected graph G with positive weights and a source node s, our algorithm needs to
preform the following operations:
1. Delete(e) – delete the edge e from the graph
2. Increase-Weight(e) – increase the weight of e
3. Distance(v) – return the distance between s and v, i.e., dist(s, v), in the current graph G.

Fully dynamic shortest paths has a very clear motivation, as computing shortest paths in
a graph is one of the fundamental problems of graph algorithms, and many shortest path
applications must deal with a graph that is changing over time. The incremental setting
is somewhat more restricted, but is applicable to any setting in which the network is only
expanding. The decremental setting is often very important from a theoretical perspective,
as decremental shortest paths (and decremental single source shortest paths especially) are
used as a building block in a very large variety of fully dynamic shortest paths algorithms;
see e.g. [16, 17, 3, 2, 20, 1] to name just a few. Decremental shortest paths can also have
applications to non-dynamic graph problems; see e.g. Madry’s paper on efficiently computing
multicommodity flows [18].

We say that an algorithm has an approximation guarantee of α if its output to the query
Distance(v) is never smaller than the actual shortest distance and is not more than α times
the shortest distance. Dynamic algorithms are typically judged by two parameters: the time
it takes the algorithm to adapt to an update (the Delete or Increase-Weight operation), and
the time to process a query (the Distance operation). Typically one tries to keep the query
time small (polylog or constant), while getting the update time as low as possible. All the
algorithms discussed in this paper have constant query time, unless noted otherwise. In the
decremental setting, which is the focus of this paper, one usually considers the aggregate
sum of update times over the entire sequence of deletions, which is referred to as the total
update time.

Related Work

The most naive solution to dynamic SSSP is to simply invoke a static SSSP algorithm after
every deletion, which requires Õ(m) time, using e.g. Dijkstra’s algorithm. (The Õ notation
suppresses polylogarithmic factors.) For unweighted graphs, since there can be a total of m
deletions, the total update time for the naive implementation is thus Ω(m2).

For fully dynamic SSSP, nothing better than the trivial O(m) time per update is known.
That is, we do not know how to do better than reconstructing from scratch after every edge
update. For this reason, researchers have turned to the decremental (or incremental) case in
search of a better solution. The first improvement stems all the way back to 1981, when Even
and Shiloach [8] showed how to achieve total update time O(mn) in unweighted undirected
graphs. A similar result was independently found by Dinitz [7]. This was later generalized
to directed graphs by Henzinger and King [9]. This O(mn) total update time bound is still
the state of art, and there are conditional lower bounds [19, 15] showing that it is in fact
optimal up to log factors. (The reductions are to boolean matrix multiplication and the
online matrix-vector conjecture respectively).

These lower bounds motivated the study of the approximate version of this problem.
In 2011, Bernstein and Roditty [6] presented the first algorithm to go beyond the O(mn)
bound of Even and Shiloach [8]: they presented a (1 + ε)-approximate decremental SSSP
algorithm for undirected unweighted graphs with O(n2+O(1/

√
logn)) = O(n2+o(1)) total
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update time. Henzinger, Krinninger and Nanongkai [13] later improved the total update
time to O(n1.8+o(1) + m1+o(1)), and soon after the same authors [11] achieved a close to
optimal total update time of O(m1+o(1) logW ) in undirected weighted graphs, where W is
the largest weight in the graph (assuming the minimum edge weight is 1). The same authors
also showed that one can go beyond O(mn) total update time bound in directed graphs (with
a (1 + ε) approximation) [12, 14], although the state of art is still only a small improvement:
total update time O(mn0.9+o(1) logW ).

However, every single one of these improvements over the O(mn) bound relies on ran-
domization, and has to make the additional assumption of a non-adaptive adversary. In
particular, they all assume that the updates of the adversary are completely independent
from the shortest paths or distances returned to the user, i.e. that the updates are fixed in
advance. This makes these algorithms unsuitable for many settings, and also prevents us
from using them as a black box data structure. For this reason, it is highly desirable to have
deterministic algorithms for the problem.

Very recently, in STOC 2016, Bernstein and Chechik presented the first deterministic
algorithm to go beyond O(mn) total update time, again with a (1 + ε) approximation. The
total update time is Õ(n2) [4]. They followed this up with a second deterministic algorithm [5]
that has total update time Õ(n1.5√m) = Õ(mn3/4). Both algorithms rely on the same basic
technique, so this is currently the only know technique for deterministically breaking through
the O(mn) barrier. However, both results above were limited to undirected, unweighted
graphs. In this paper, we show that this core technique can also be applied to weighted
graphs.

Our Results

I Theorem 1. Let G be an undirected graph with positive edge weights subject to a sequence
of edge deletions and weight increases, let s be a fixed source, and let W be the ratio
between the largest and smallest edge weights in the graph. there exists a deterministic
algorithm that maintains (1 + ε)-approximate distances from s to every vertex in total update
time O(m log2(n) log(nW ) + n2 log(n) log(nW )ε−2). The query time is O(1). (Like most
decremental shortest paths algorithms, our result can very easily be extended with the same
update time to the incremental case, where the update sequence contains edge insertions and
weight increases.)

(Technical Note: In weighted graphs the number of updates can be very large – i.e. if
each update just increases some edge weight by some small ε – and so in addition to the
total update time above, the algorithm necessarily requires an additional O(1) per update.
This O(1) factor is present in all dynamic algorithms, and is typically omitted.)

Our algorithm does not match the randomized state of the art of Õ(m1+o(1) log(W )) [11],
but it is optimal up to log factors for dense graphs, and is the first deterministic algorithm to
go beyond the O(mn) barrier in weighted graphs. The algorithm is also much simpler than
the randomized algorithm for weighted graphs, and it does not incur the extra no(1) factor
present in the randomized algorithms. Thus, our algorithm is in fact faster than all existing
randomized algorithms for the problem in dense weighted graphs where m = Ω(n2−1/

√
log(n)).

As a final remark, we note that all previous deterministic algorithms to go beyond the
O(mn) bound [4, 5] have the strange drawback that there is no obvious way to return an
approximate path, only a distance. Our algorithm unfortunately shares this drawback. The
reason is that whereas in other dynamic shortest path algorithms the distance returned
corresponds to some path in the graph, our distance involves an additive error that is bounded
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44:4 Deterministic Partially Dynamic Single Source Shortest Paths in Weighted Graphs

through a structural claim about the non-existence of certain paths, but does not itself
correspond to an actual path (see Lemma 4.4 in [4], Lemma 5.3 in [5], and Lemma 5 in our
paper.)

Preliminaries

In our model, an undirected weighted graph is subject to deletions and weight increases.
All weights in the original graph are positive. Let G = (V,E) always refer to the current
versions of the graph. Let m refer to the number of edges in the original graph, and n to
the number of vertices. Let w(u, v) refer to the weight of edge (u, v). Let us assume for
simplicity that the minimum weighted in the original graph is at least 1, and note that since
edge weights only increase, this will be true of all version of the graph. Let W be the largest
edge weight to ever appear in the graph. For any pair of vertices u, v, let π(u, v) be the
shortest u − v path in G (ties can be broken arbitrarily), and let dist(u, v) be the length
of π(u, v). Let s be the fixed source from which our algorithm must maintain approximate
distances, and let ε refer to our approximation parameter; when the adversary queries the
distance to a vertex v, the algorithm’s guarantee is to return a distance dist′(v) such that
dist(s, v) ≤ dist′(s, v) ≤ (1 +O(ε))dist(s, v). Note that the (1 +O(ε)) approximation factor
can always be reduced to (1 + ε) without affecting the asymptotic running time by simply
starting with a suitably smaller ε′.

Given any two sets S, T we define the set difference S \ T to contain all elements s such
that s ∈ S but s /∈ T . We will measure the update time of the dynamic subroutines used by
our algorithm in terms of their total update time over the entire sequence of edge changes.
Note that although edges in the main graph G are only being deleted, there may be edge
insertions into the auxiliary graphs used by the algorithm.

2 High Level Overview

Our algorithm extends the techniques in the STOC 2016 paper of Bernstein and Chechik
[4] from unweighted to weighted graphs. We now briefly summarize their approach for
unweighted graphs, aiming in this overview for total update time Õ(n2.5) instead of Õ(n2).
We start with the well known fact that the classic Even and Shiloach algorithm has total
update time O(n2.5) [8] if we only care about distances less than

√
n. So the hard case is

long distances in a dense graph. The key observation of [4] is that these two problematic
poles cannot coexist. In particular, Bernstein and Chechik showed that any shortest path
contains at most 3

√
n vertices of degree more than

√
n. The basic reason is that if we look at

every third high-degree vertex on the shortest path, then these vertices must have mutually
disjoint neighborhoods, since otherwise there would be a shorter path between them of
length 2; the claim then follows because each high-degree vertex has at least

√
n neighbors,

and there are only n vertices in total. Thus, Bernstein and Chechik show that the total
contribution of high-degree vertices to the shortest path is small. They then argue that this
allows us to effectively “ignore” all vertices of degree ≥

√
n, at the cost of an additive error

of only O(
√
n). (we do not go into details of this ignoring here.) This completed their result

because for distances less than O(
√
nε−1) the classic Even and Shiloach has total update

time O(n2.5ε−1), whereas for longer distances we can afford the O(
√
n) additive error from

ignoring high degree vertices (it is subsumed into the (1 + ε) multiplicative error), so the
resulting graph only O(n1.5) edges.

This technique has no easy extension to weighted graphs via scaling. To see this, say
there were two edge weights, 1 and

√
n, and that every vertex had very few incident edges
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of weight 1, but
√
n edges of weight

√
n. Then it is easy to see that distances in the graph

could still be as large as n (as opposed to
√
n in the unweighted case). But we cannot scale

weights down, or use some sort of hop-distance technique found elsewhere in the literature,
because although the heavy edges are the ones that cause the graph to be dense, the shortest
path could still contain many edges of weight 1. There is thus no way in a weighted graph to
ignore high-degree vertices.

To overcome this, we switch focus to a notion of degree that considers edge weights. In
particular, note that in the example above, although the graph was dense, the total number
of edges of weight 1 was small. The first step in our result is to formalize this observation,
and show that although we cannot simply ignore vertices of high degree, for any vertex v we
can ignore its low-weight incident edges if there are many of them. The proof of this is similar
to the proof that we can afford to ignore dense vertices in unweighted graphs, but because
we have to deal with many edge different weights at once, the analysis is more sophisticated.

The problem is that on its own ignoring large neighborhoods of low-weight edges doesn’t
help: the result is a graph that is guaranteed to only have a small number of low-weight
edges (and a medium number of medium-weight edges), but the graph can still be very
dense with high-weight edges. To overcome this, we develop a variation on the standard
Even and Shiloach algorithm [8] which is more efficient at dealing with heavy edges but
incurs a (1 + ε) approximation. The basic intuition is as follows, though the details are
somewhat complex. The classic algorithm guarantees that we only touch an edge (u, v) when
the distance dist(s, u) or dist(s, v) increases. But if (u, v) has high weight, and dist(s, u)
only increases by 1, then the distance increase is insignificant with respect to the total weight
on (u, v), and so we can afford to ignore it. The number of times we touch edge (u, v) thus
ends up being proportional to ε−1/w(u, v).

All in all, our algorithm is based on the framework of Bernstein and Chechik for unweighted
graphs [4], but requires significant modifications both to the high-level orientation (we need
a new notion of sparsity that depends on edge weights), as well as to the technical details.
The basic approach introduced in [4] of ignoring certain classes of dense vertices has proved
quite versatile and powerful (see the two very different applications of it in [4] and [5]),
and is currently the only known approach for going beyond O(mn) deterministically, so our
extension to weighted graphs might be useful in further applications of this approach. Also,
our extension of the classic Even and Shiloach algorithm is presented in extreme generality,
and might prove useful in other dynamic shortest path problems where one has a graph that
has more edges of high weight than of low weight.

3 The Threshold Graph

In our algorithm, each vertex will have a weight cutoff, denoted cut-off(v), and will end up
“ignoring” the edges below that cutoff. As described in the high-level overview above, the
required degree to ignore edges goes up as the edge weights go up.

I Definition 2. Let the level of edge (u, v) be level(u, v) = blog(w(u, v))c. For any vertex
v, let I(v) contain all edges incident to v (I for incident), and let Ii(v) contain all edges
incident to v of level i or less. Now, for any positive threshold τ (not necessarily integral),
and any vertex v, we define cut-offτ (v) to be the maximum index i such that Ii(v) contains
at least τ2i edges; if no such index exists, cut-offτ(v) is set to 0. We say that an edge (u, v)
is τ -heavy if level(u, v) ≤ cut-offτ (u) OR level(u, v) ≤ cut-offτ (v); we say that it is τ -light
otherwise. Let heavy(τ) be the set of all τ -heavy edges in G, and let light(τ) be the set of
all τ -light edges in G. Let G[heavy(τ)] be the graph (V,heavy(τ)). Note that the levels,
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44:6 Deterministic Partially Dynamic Single Source Shortest Paths in Weighted Graphs

cut-offs, heaviness, and lightness are always defined with respect to the main graph G, never
with respect to auxiliary graphs. Since τ is usually clear from context, we often just write
cut-off(v), heavy, and light.

I Definition 3. Given a graph G = (V,E) with |V | = n and |E| = m, and a positive
threshold τ , define the threshold graph Gτ = (Vτ , Eτ ) as follows

Vτ contains every vertex v ∈ V .
Vτ also contains an additional vertex c for each connected component C in the graph
G[heavy(τ)] = (V,heavy(τ))
Eτ contains all edges in light(τ), with their original weights.
For every vertex v ∈ V , Eτ contains an edge from v to c of weight 1/2, where c is the
component vertex in Vτ \ V that corresponds to the component C in G[heavy(τ)] that
contains v.

For any pair of vertices s, t ∈ V define πτ (s, t) to be the shortest path from s to t in Gτ , and
define distτ (s, t) to be the weight of this path.

I Lemma 4. For any i, Gτ contains at most n edges of weight 1/2 that are not in E (one
per vertex in V ), as well at most O(n · τ · 2i) edges at level i.

Proof. An edge (u, v) ∈ E of level i is only in Eτ if (u, v) is τ -light, i.e. if cut-off(u) < i

AND cut-off(v) < i. But a vertex with cut-off less than i has by definition less than 2iτ
incident edges of level i. J

The following Lemma is the weighted analogue of Lemma 4.4 in [4], but the most direct
extension of that proof to the weighted case would analyze each of the log(W ) edge levels
separately, and thus multiply the error by log(W ), eventually leading to a log3(W ) factor in
the total running time of the algorithm. To avoid this extra error, we need a somewhat more
sophisticated analysis than in Lemma 4.4 of [4]

I Lemma 5. For any graph G = (V,E), any positive integer threshold τ , and any pair of
vertices s, t ∈ V :

distτ (s, t) ≤ dist(s, t) < distτ (s, t) + 14n
τ

.

Proof. It is not hard to see that we have distτ (s, t) ≤ dist(s, t). Simply consider the shortest
s− t path π(s, t) ∈ G. All the edges in π(s, t)

⋂
light(τ) are also in Gτ . Otherwise, for any

τ -heavy edge (u, v) on π(s, t), recall that the weight w(u, v) in G is always at least 1, and
note that because edge (u, v) is τ -heavy, the vertices u and v must be in the same connected
component in G[heavy(τ)], and so there is a path of length 1 from u to v in Gτ : the edge of
weight 1/2 from u to the component vertex c, and then a second edge from c to v.

We now prove that dist(s, t) ≤ distτ (s, t) + 14n
τ . Let πτ (s, t) be the shortest s− t path in

Gτ . Consider the edge set E∗ ⊆ E which contains all the τ -light edges of πτ (s, t) (these edges
are also in E), and all τ -heavy edges in E. That is, E∗ = heavy(τ)

⋃
(light(τ)

⋂
πτ (s, t)).

Let G∗ = (V,E∗). We first observe that there exists an s − t path in G∗. We construct
this path by following πτ (s, t). πτ (s, t) contains τ -light edges, which are by definition in
G∗, as well as subpaths of length 2 of the form (v, c) ◦ (c, w), where v and w are in the
same connected component C in G[heavy(τ)]. But since v and w are in the same connected
component, there is a path of only heavy edges connecting them, and all heavy edges are
in G∗.
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Now, let π∗(s, t) be the shortest s− t path in G∗. Let dist∗(s, t) be the length of π∗(s, t).
Since G∗ is a subgraph of G, we know that dist(s, t) ≤ dist∗(s, t). We now show that

dist∗(s, t) < distτ (s, t) + 14n
τ

(1)

which will complete the proof of the lemma.
We prove Equation 1 by showing that all the heavy edges on π∗(s, t) have total weight at

most 14n
τ : since all the light edges on π∗(s, t) are by definition also on πτ (s, t), this proves

the equation.
Let V ∗H be the set of vertices on π∗(s, t) that are incident to at least one heavy edge on

π∗(s, t). Now, for any vertex v ∈ V ∗H , let ball(v) contain v and all vertices u ∈ V , such that
there is an edge (u, v) with level(u, v) ≤ cut-off(v). Note that by definition of cut-off(v),
we have |ball(v)| ≥ 2cut-off(v)τ .

Now, let P be an ordering of the vertices in π∗(s, t) in non-increasing order of cut-off: so
if i < j then cut-off(P [i]) ≥ cut-off(P [j]). We will now construct a set IV of independent
vertices in V ∗H as follows. We start with IV empty. Now, go through the vertices in V ∗H
according to their order in P (so in non-increasing order of cut-off), and for each v do the
following: if ball(v) is disjoint from ball(u) for every u ∈ IV, add v to IV. Clearly if v
and w are independent then ball(v) and ball(w) are disjoint. But then recalling that for
any v, |ball(v)| ≥ 2cut-off(v)τ , and that the total number of vertices in the graph is n, we
have∑

v∈IV
2cut-off(v) ≤ n/τ (2)

We will end up showing that each independent vertex v is “responsible” for at most 14 ·
2cut-off(v) weight from heavy edges on π∗(s, t), which will complete our proof. We say
that a non-independent vertex u belongs to independent vertex v if cut-off(v) ≥ cut-off(u)
and ball(u) and ball(v) are non-disjoint. By our independence construction, every non-
independent vertex u belongs to one or more independent vertices.

I Claim 6. If v is independent, and u belongs to v, then the distance from v to u along
π∗(s, t) is at most 4 · 2cut-off(v).

Proof. Say, for contradiction, that this was not the case. Then, since u belongs to v,
there must be some vertex z ∈ ball(v)

⋂
ball(u). But by definition of ball we have

level(v, z) ≤ cut-off(v) and level(u, z) ≤ cut-off(u) ≤ cut-off(v), so by definition of level
there is a path from u to v through z of weight at most 4 · 2cut-off(v), which contradicts
π∗(s, t) being the shortest path in G∗. J

Now, given any τ -heavy edge (x, y), let the dominant endpoint of (x, y) be the endpoint
that comes earlier in P : so in particular, if x is dominant then cut-off(x) ≥ cut-off(y). We
say that a τ -heavy edge (x, y) belongs to independent vertex v if the dominant endpoint
of (x, y) belongs to v. Note that every τ -heavy edge in π∗(s, t) belongs to at least one
independent vertex. We now show that if v is independent, then the total weight of τ -heavy
edges that belong to v is at most 14 · 2cut-off(v). Otherwise (for contradiction), at least
half that weight would come before or after v, so w.l.o.g, let us say that there is at least
7 · 2cut-off(v) weight of edges that belong to v and come after v on π∗(s, t) – i.e., are closer
to t than v is. Let us consider the τ -heavy edge (x, y) that belongs to v and is closest to t,
and say that y is closer to t than x. Note that the distance from v to y along π∗(s, t) is at
least 7 · 2cut-off(v), so by Claim 6, y cannot belong to v. Thus, since edge (x, y) belongs to
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v, x must be the dominant endpoint and belong to v. But if x belongs to v and dominates y
then cut-off(y) ≤ cut-off(x) ≤ cut-off(v), and the only way edge (x, y) could be τ -heavy
is if level(x, y) ≤ cut-off(v), so w(x, y) ≤ 2 · 2cut-off(v), so the distance from v to x along
π∗(s, t) is still at least 7 ·2cut-off(v)−2 ·2cut-off(v) = 5 ·2cut-off(v), which again contradicts
Claim 6. Thus, the total weight of heavy edges on π∗(s, t) is at most 14

∑
v∈IV 2cut-off(v),

which combined with Equation 2 proves Equation 1, which proves the lemma. J

Maintaining the threshold graph Gτ as G changes is easy, because the only hard part
is maintaining the connected components C in G[heavy(τ)], and dynamic connectivity in
undirected graphs is a well-studied problem that admits deterministic O(log2(n)) update
time. The details are very similar to those for unweighted graphs (see Lemmas 4.5 and 4.6
in [4]), so we omit the proofs of the following two lemmas.

I Lemma 7. Given a graph G subject to a decremental update sequence, and a positive
integer threshold τ , we can maintain the graph Gτ in total time O(m log2(n)). Moreover,
the total number of edges of weight 1/2 ever inserted into the graph is O(n log(n)), and the
total number of edges (u, v) that have level(u, v) = i when inserted is at most nτ2i.

I Lemma 8. Given a graph G subject to a decremental update sequence, a positive integer
threshold τ , and a pair of vertices u, v in G, the distance distτ (u, v) in Gτ never decreases
as the graph G changes.

4 An Extension of the Even and Shiloach Algorithm

In the paper of Bernstein and Chechik for unweighted graphs [4], the threshold graph ended
up being sparse, and so it was easy to efficiently compute distances within it using the
standard Even and Shiloach algorithm with total update time O(mn) [8]. In our paper,
however, the threshold graph is only sparse with respect to low-weight edges; that is, because
heaviness and lightness is defined in terms of edge weights, the threshold graph can have
many edge of high weight. We now present a modification of the Even and Shiloach algorithm
that can deal more efficiently with edges of high weight, which makes it perfectly suited
to our threshold graph, which has mostly high-weight edges. Like the standard Even and
Shiloach algorithm, our extension runs up to a certain depth bound d.

I Definition 9. Given any number d, the function boundd(x) is equal to x if x ≤ d, and to
∞ otherwise.

Note that to apply to the threshold-graph Gτ , the algorithm must be able to handle
insertions, as long as they do not change distances. (See Lemmas 7, 8). To this end we need
the following definition:

I Definition 10. Let G = (V,E) be a graph with positive weights ≥ 1, subject a dynamic
update sequence of insertions, deletions, and weight-increases. In such a context, let A
contain the set of ALL edges (u, v) to appear in G at any point during the update sequence
(A for all): if an edge (u, v) is deleted and then inserted again, we consider this as two
separate edges in A. For every edge (u, v) ∈ A, let wo(u, v) (o for original) be the weight
of (u, v) when it first appears in A (this might be in the original graph itself), and let
levelo(u, v) = blog(wo(u, v))c.

I Lemma 11. Let G = (V,E) be an undirected graph with positive integer edge weights, s
a fixed source, and d ≥ 1 a depth bound. Say that G is subject to a dynamic sequence of
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edge insertions, deletions, and weight increases, with the property that distances in G never
decrease as a result of an update. Then, there exists an algorithm WSES(G, s, d) (stands
for weight-sensitive Even and Shiloach) that maintains approximate distances dist′(s, v)
with dist(s, v) ≤ dist′(s, v) ≤ boundd(dist(s, v))(1 + ε), and has total update time O(nd+∑

(u,v)∈A
d

εwo(u,v) ).

Proof. Throughout the proof of this lemma, we will often rely on the following function:

I Definition 12. Given any positive real numbers β and x, let roundβ(x) be the smallest
number y > x that is an integer multiple of β.

Our algorithm WSES follows the basic procedure of the classic Even and Shiloach
algorithm [8] (denoted ES), with a few modifications. For this reason we can describe
many of the guarantees of ES without looking under the hood for exactly how they are
implemented, since we keep exactly the same implementation. We only modify the classic
algorithm in a few key points. Recall the definition of A and wo(u, v) from Definition 10.
Since weights only increase, we always have w(u, v) ≥ wo(u, v).

The ES algorithm maintains for each vertex v a distance label δ(v) with the property
that dist(s, v) = δ(v). In particular, it maintains the invariant that δ(s) = 0, and that if
(u, v) ∈ E, then δ(v) ≤ δ(u) + w(u, v). Our algorithm will also maintain a label δ(v) for
every v, but since we only need an approximation, we guarantee a weaker invariant:

I Invariant 13 (Approximation). We always have δ(s) = 0. If p is the parent of v in the tree
then δ(v) ≥ δ(p) + w(p, v). Also, for all (u, v) ∈ E, δ(v) ≤ δ(u) + w(u, v) + εwo(u, v).

Approximation Analysis: We now show that as long as the Approximation Invariant is
preserved, we always have dist(s, v) ≤ δ(v) ≤ (1+ε)dist(s, v). The fact that δ(v) ≥ dist(s, v)
follows trivially for the same reason as in classic ES. To prove the other side, consider
the shortest path π(s, v) in G. Let the vertices in π(s, v) be s0, s1, ..., sq = v. We show by
induction that δ(si) ≤ (1 + ε)dist(s, si). The claim is trivially true for i = 0 because δ(s) = 0
at all times. Now, say the claim is true for si, and note that dist(s, si+1) = dist(s, si) +
w(si, si+1). Now, by the Approximation Invariant, we have δ(si+1) ≤ δ(si) + w(si, si+1) +
εwo(si, si+1) ≤ δ(si) + (1 + ε)w(si, si+1) (the last step follows from w(u, v) ≥ wo(u, v)).
But then by the induction hypothesis we have δ(si+1) ≤ (1 + ε)(dist(s, si) + w(si, si+1)) =
(1 + ε)dist(s, si+1).

We must now show how to efficiently maintain the Approximation Invariant. The classic
ES algorithm does O(1) time per update for basic setup, and otherwise all the work comes
from charging constant time operations to various edges (u, v) and vertices v. The update
time invariant in classic ES is as follows: we only charge vertex v when δ(v) increases, and we
only charge edge (u, v) when δ(u) or δ(v) increases. Since weights are positive integers, every
δ(u) must increase by at least 1, and since we only go up to distance d, each δ(v) increases at
most d times, which yields O(md). To improve upon this, our algorithm maintains a slightly
different update time invariant

I Invariant 14 (Update-Time). A vertex v is only charged when δ(v) increases. An edge
(u, v) is only charged when either roundεwo(u,v)(δ(u)) or roundεwo(u,v)(δ(v)) increases.

Since for any β, roundβ(δ(v)) can increase at most d/β before it exceeds d, it is clear
that the Update-Time Invariant guarantees the total update bound of the lemma.
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Maintaining the Two Invariants: Now, let us recall how the standard ES algorithm works.
This algorithm only handles deletions, so that is what we focus on first: we later show
how to extend our algorithm to handle weight-increases and insertions that do not change
distances. We will emphasize the parts of classic ES that we will later change in our modified
algorithm. First off, each vertex v always maintains label information about its neighbors: so
in particular, for each edge (u, v), vertex v stores a copy δv(u) = δ(u) (first-difference).
The algorithm maintains a shortest path tree T from the root s. We say an edge (u, v) is a
tree edge if (u, v) ∈ T , and a non-tree edge if (u, v) ∈ E \ T . Whenever a non-tree edge is
deleted, shortest distances do not change, so the algorithm does not have to do much. Now,
consider the deletion of a tree edge (u, v) where u is the parent of v in T . The algorithm
checks in constant time, by cleverly storing local label information δv(z), if v has another
edge to a vertex z with δ(v) = δv(z) + w(z, v). If yes, v can be reconnected without a label
increase, the edge (z, v) is added to the tree and all distance labels remain the same so we
are done. If not, label δ(v) must increase, which in turn affects of the children of v, so The
algorithm then examines all the children of v and checks if they can be attached to the tree
without increasing their distance in a similar manner. (second-difference) Some vertices
will fail to be reattached with the same label, so the algorithm keeps a list of all vertices that
need to be re-attached at a higher label. Each time the algorithm discovers that a label δ(v)
must increase, it increases it by 1 (which is the most optimistic new label it can get) and
returns it to the needs-reattachment list in at attempt to reattach v with this higher label.
The algorithm examines the vertices in the list in an increasing order of their label. Note
that the label of a vertex may be increased many times as a result of an update. Whenever
the label δ(v) of a vertex v changes, the algorithm must adjust δu(v) for every edge (u, v) in
the graph. (third-difference.)

Note that the algorithm above fails to satisfy the Update-Time Invariant, because although
a vertex v is only charged when δ(v) increases (otherwise the search stops at v and can be
charged to the edge that led to v), edge (u, v) is charged whenever δ(u) or δ(v) increase
even just by 1. In particular, the invariant is not preserved because of the work in second-
difference and third-difference. The changes we implement are simple. We start with
first-difference: each vertex v will still store local label information δv(u), but now it
might be slightly inaccurate. In particular, we always have

I Invariant 15 (Local-Information). δ(u) ≤ δv(u) ≤ roundεwo(u,v)(δ(u)).

A vertex v will now choose its parent based on the slightly inaccurate local labels δu(v)
instead of the true label δ(u). Let p(v) be the parent of v in the tree.

I Invariant 16 (Parent-Choice). p(v) = argmaxu∈neighbors(v){δv(u) +w(u, v)} and δ(v) =
δv(p(v)) + w(p(v), v).

The Parent-Choice and Local-Information invariants combined clearly guarantee the
Approximation Invariant. We must now show how to maintain these efficiently. This leads
us to third-difference: when δ(v) changes, we only update δu(v) for every vertex u when
roundεwo(u,v)(δ(v)) increases. This ensures that we satisfy the Update-Time Invariant for
this step of the algorithm, while still ensuring that all local information adheres to the
Local-Information Invariant. We omit the full details, but it very easy to maintain a data
structure for each vertex v, that returns in O(1) time per edge all edges (u, v) for which
roundεwo(u,v)(δ(v)) increased. This is because wo(u, v) is completely fixed for each edge,
while δ(v) only rises from 1 to d, so we only need d slots per vertex (slot i corresponding to
δ(v) going up from i to i+ 1), and O(1) time per edge affected in each slot.
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The last violation of the Update-Time Invariant was in second-difference. When δ(v)
changes, instead of processing all children u, we only need to process those for which δu(v)
changes. But in our modified algorithm this only occurs when roundεwo(u,v)(δ(v)) increases,
in keeping with the Update-Time Invariant.

We have thus shown how to modify classical ES in a way that maintains the Approximation
Invariant and the Update-Time Invariant while processing deletions. Increase-Weight(u, v) is
processed in the same way: if (u, v) was not a tree edge we do nothing, and otherwise if u
was the parent of v, then some invariants will be violated for v, and we fix these in exactly
the same way as for a deletion.

We now turn to processing insertions. In classical ES, it is trivial to process an insertion
of (u, v) that does decrease distances because the distance labels do not change, so we
just spend O(1) time fixing update δv(u) and δu(v). In our algorithm, however, a strange
difficulty arises: because our labels are approximate, even if the insertion of (u, v) does
not decrease distances, it might nonetheless violate the Approximation Invariant: say that
dist(u) = dist(v) = 1000 but δ(v) = 1000(1 + ε) while δ(u) = 1000 and we insert and edge
of weight 1. In this case we cannot afford to decrease δ(v) because our update time analysis
relied on non-decreasing labels. But note that although v now violates the Approximation
Invariant, δ(v) is still a (1+ ε) approximation to dist(s, v), because dist(s, v) never decreases.
We thus rely on the idea used in the “Monotone” ES tree of Henzinger et al. [10]: we
simply never decrease distance labels. More formally, our distance labels will satisfy the
following relaxed Approximation Invariant: after every update, for every vertex v, either
δ(v) satisfies the standard Approximation Invariant, or δ(v) = δold(v), where δold(v) was
the distance label before the update. By an induction on time, it is easy to see that with
this relaxed Approximation Invariant, we still always have that δ(v) ≤ (1 + ε)dist(s, v). If
δ(v) satisfies the approximation invariant, the proof is the same as in the Approximation
Analysis above. Otherwise, we have δ(v) = δold(v), in which case by our time induction we
have δold(v) ≤ (1 + ε)distold(s, v), and since our updates are guaranteed not to decrease
distances, we have distold(s, v) ≤ dist(s, v) and we are done. J

5 The decremental SSSP algorithm

We now put together all our ingredients to proving the main Theorem 1.

I Lemma 17. For any threshold τ , and depth bound d = nε−1τ−1, we can maintain
approximate distances dist′τ (s, v) in total time O(m log2(n)+n2 log(n)ε−2), with the property
that dist′τ (s, v) ≤ (1 + ε)boundd(distτ (s, v)) + dε

Proof. First we use Lemma 7 to maintain the threshold graph Gτ in O(m log2(n)) total
update time. Then, setting β = dε

2n , for each edge (u, v) ∈ Gτ , we round the edge weight
w(u, v) up to the nearest multiple of β. It is easy to see that since every shortest path
in the graph contains at most n edges, this weight change incurs an additive error of at
most nβ = dε/2. Since all edge weights are now multiple of β, we can divide all edge
weights by factor of β without changing shortest paths, which results in a scaled graph
Gsτ with integral weights for which we have to maintain shortest distances up to depth
ds = d/β = 2nε−1. We now run WSES(Gsτ , s, ds) in the scaled graph, and then scale
the resulting distances back up by β. Since WSES is a (1 + ε) approximation, we get:
dist′τ (s, v) ≤ (1 + ε)boundd(distτ (s, v) + dε/2) ≤ (1 + ε)boundddistτ (s, v) + dε.

Recall that the total update time of WSES(Gsτ , s, ds) is O(nds +
∑

(u,v)∈A
ds

εwo(u,v) ). We
know that O(nds) = O(n2ε−1). Now, Gsτ contains two types of edges: edges between a vertex
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v ∈ V and a component vertex c ∈ Vτ \ C, and τ -light edges from the original graph. By
Lemma 7, the total number of component edges ever inserted is O(n log(n)), and because
of our scaling they all have weight at least 1, so their total contribution to the sum is at
most n log(n)ε−1 · ds = O(n2 log(n)ε−2). For edges of the original graph, let us look at the
contribution of all edges (u, v) with levelo(u, v) = i. By Lemmas 4 and 7, the total number
of such edges is at most O(nτ2i). Each such edge has wo(u, v) ≥ 2i, which has been scaled
down by β in Gsτ , and so contributes dsβ

ε2i = d
ε2i to the sum. Thus in total we have that each

level i contributes a total of O(nτdε−1) = O(n2ε−2).
We complete the proof by arguing that there are only log(n) contributing levels. For

simplicity, let us look at the graph Gτ before scaling. First off, edges of weight more than d =
nε−1/τ can be ignored, since we do not care about distances greater than d (we are working
with boundd). Secondly, from the definition of cut-off(v), an edge (u, v) of weight less than
1/(2τ) will always be heavy and so never appear in Gτ : if 2τw(u, v) ≤ 2level(u,v)τ < 1, then
cut-off(u) and cut-off(v) are always at least as large as level(u, v), so (u, v) will remain
heavy. Thus, the only edges that appear in our graph have weight between 1/(2τ) and n/(ετ),
which corresponds to log(n/ε) = O(log(n)) different levels of edge weights. J

I Lemma 18. For any distance bound d, with total update time O(m log2(n) + n2 log(n)ε−2)
we can maintain approximate distances distd(s, v) to all vertices v such that
dist(s, v) ≤ distd(s, v) ≤ boundd(dist(s, v)) + 15εd

Proof. Set τ = n/(εd). By Lemma 17, in total update time O(m log2(n) + n2 log(n)ε−2) we
can maintain values dist′τ (s, v) with distτ (s, v) ≤ dist′τ (s, v) ≤ (1 + ε)boundd(distτ (s, v)) +
εd. Now, By Lemma 5 we have dist(s, v) − 14n/τ ≤ distτ (s, v) ≤ dist(s, v). Plugging
in our value τ = n/(εd) we get dist(s, v) − 14εd ≤ distτ (s, v) ≤ dist(s, v). Thus, we
have dist(s, v) − 14εd ≤ dist′τ (s, v) ≤ boundd(dist(s, v)) + εd. If we return distd(s, v) =
dist′τ (s, v) + 14εd, we get the bound in the lemma. J

It is now easy to prove our main Theorem 1. Observe that the maximum distance we could
possibly see is nW . Thus, for each i = 0, 1, 2, 3...dlog(nW )e, we use Lemma 18 to maintain
δi(v) = dist2i(s, v). By Lemma 18, the total update time is the desiredO(m log2(n) log(nW )+
n2 log(n) log(nW )ε−2). We then output as our final answer: dist′(v) = mini{δi(v)}. Since
for each i we have δi ≥ dist(v), we have dist′(v) ≥ dist(s, v). We now need to show that
dist′(v) ≤ (1 + O(ε))dist(s, v). It is not hard to see that for i = dlog(dist(s, v))e, we end
up with δi(v) ≤ dist(s, v) + 30εdist(s, v), as desired.

6 Conclusions

In this paper we presented the first deterministic decremental SSSP algorithm for weighted
undirected graphs that goes beyond the Even-Shiloach bound of O(mn) total update time.
Previously such a result was only known for unweighted undirected graphs. The two main
open questions are further improving this total update time, and going beyond O(mn)
deterministically for directed graphs. Finally, we recall from the introduction that all existing
deterministic o(mn) results including ours are only able to return approximate shortest
distances, not the paths themselves.
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Abstract
This paper develops a recent line of economic theory seeking to understand public goods economies
using methods of topological analysis. Our first main result is a very clean characterization of
the economy’s core (the standard solution concept in public goods). Specifically, we prove that a
point is in the core iff it is Pareto efficient, individually rational, and the set of points it dominates
is path connected.

While this structural theorem has a few interesting implications in economic theory, the main
focus of the second part of this paper is on a particular algorithmic application that demonstrates
its utility. Since the 1960s, economists have looked for an efficient computational process that
decides whether or not a given point is in the core. All known algorithms so far run in exponential
time (except in some artificially restricted settings). By heavily exploiting our new structure, we
propose a new algorithm for testing core membership whose computational bottleneck is the
solution of O(n) convex optimization problems on the utility function governing the economy. It
is fairly natural to assume that convex optimization should be feasible, as it is needed even for very
basic economic computational tasks such as testing Pareto efficiency. Nevertheless, even without
this assumption, our work implies for the first time that core membership can be efficiently tested
on (e.g.) utility functions that admit “nice” analytic expressions, or that appropriately defined
ε-approximate versions of the problem are tractable (by using modern black-box ε-approximate
convex optimization algorithms).
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1 Introduction

1.1 Background on Public Goods Economics
A basic question in economics is to understand the forces governing the production of public
goods. A good is public if its use by one person does not reduce its availability to others,
and if none are excluded from using the good. Examples include public parks, research
information, a clean environment, national defense, radio broadcasts, and so on.

Public goods economies were first explicitly abstracted in a classic paper by Samuelson
in 1954 [24], and have since become central objects of study for economists. An important
feature of public goods economies is that they are not well modeled by the individualistic
“best-response dynamics” which govern familiar economic equilibrium concepts such as the
Nash or Walrasian equilibrium. Rather, public goods typically arise as the result of a
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communal process – e.g. negotiations, treaties, or taxes – that allow the cost of production to
be amortized over all agents that stand to benefit from the good. Accordingly, public goods
economics inspired the development of cooperative game theory, which seeks to understand
these cooperative dynamics and when an agreement to produce public goods is “stable” or
when it is doomed to fall apart.

What, exactly, does “stability” mean in this context? The most standard notion is
coalitional stability, which is given as follows:

I Definition (Informal). Let a be an outcome in a public goods economy with agents N
(i.e. a describes the amount of work each agent contributes to produce a public good). We
say that a′ is a deviation on a for a nonempty coalition of agents C ⊆ N if no agents in
N \C perform work (i.e. a′i = 0 for all i /∈ C) and all agents in C prefer a′ to a. If there is no
deviation on a for any coalition, then we say a is coalitionally stable. The set of coalitionally
stable outcomes is called the core of the economy.

Since its inception in the late 1800’s [10],1 the core and cooperative game theory in general
have played major roles in many successful economic research programs. More background
can be found in most modern game theory textbooks, e.g. [23, 8].

1.2 (Non-)Algorithmic Properties of Public Goods Economies
An inherent conceptual drawback of coalitional stability is its exponential-size definition. In
other words, for an outcome a to be coalitionally stable, every single one of the 2n−1 possible
coalitions of agents must not have a deviation. Hence, the naive algorithms for testing the
coalitional stability of a must perform computations for all 2n − 1 coalitions, and so they
suffer exponential runtime. Coalitional stability is not a very convincing solution concept if
its implicit notion of “instability” assumes that agents can quickly make exponential time
computations in order to find deviations whenever they exist.

This problem has led economists studying public goods to seek more clever methods for
solving computational problems related to the core of a public goods economy, which avoid
this exponential behavior. Some of the initial work in this vein attacked the closely-related
problem of simply outputting any core outcome. The first such solution appeared in the
1960s, when Scarf [25] proved that “balanced” games have nonempty cores, by means of
an (exponential time) algorithm that outputs a core point and provably always terminates.
Similar results were proved in the setting of public goods economies by Chander and Tulkens
[5] and Elliot and Golub [12]. Meanwhile, followup work has suggested that the slow runtime
of Scarf’s algorithm may be inherent to the problem: Kintali et al. [20] showed that Scarf’s
algorithm cannot be improved to polynomial runtime (unless P = PPAD), and Deng and
Papadimitriou [9] showed that it is NP Complete just to detect whether or not the core is
empty (let alone find a point in the core), even in the simple class of graphical games, and
even when Scarf’s assumption of “balance” is dropped. Other notable hardness results in
this vein have come from Conitzer and Sandholm [7] and Greco et al. [18].

There has also been considerable prior work on the “membership testing” problem of
determining whether a point taken on input is in the core (this is the question addressed in
this paper). Deng and Papadimitriou’s work [9] also implies that membership testing is NP
hard even in the restricted setting of graphical games, although there are straightforward

1 Some of the early work on cooperative game theory used the name contract curve instead of core. The
term core was coined in [15].
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efficient algorithms in the further restricted setting where the game is superadditive. Conitzer
and Sandholm [6] showed that membership testing is co-NP complete in games where coalition
values have a “multiple-issue” representation in polynomial space. Faigle et al. [13] showed
that the problem is NP complete in a variant of graphical games where payoffs are given by
minimum spanning trees of subgraphs. Sung and Dimitrov [26] showed co-NP completeness
for membership testing in “hedonic coalition formation games.” Goemans and Skutella
showed NP completeness for both emptiness and membership testing in “facility location
games,” and gave formulations of these problems as LP relaxations [16]. There has been
work on games defined by marginal contribution nets (MC-nets) [19, 11], in which values
attainable by coalitions are determined by succinct logical formulae. Li and Conitzer [22]
studied emptiness testing and membership testing under various classes of formulae, and
obtained various algorithms or NP hardness results depending on the complexity of the
formulae allowed.

1.3 Our Results
A recently popular trend in public goods research has been to model economies as networks,
and then seek to analyze the economy by studying the topological properties of the underlying
“benefits network,” describing the ability of agents to transfer utility to each other at any given
point (see for example [3, 4, 1, 2, 12]). Much of the initial work focused on Nash equilibria
[3, 4, 1, 2] of the economy. A major stride was recently taken by Elliot and Golub [12], who
extended the theory to show that the Lindahl equilibria2 of an economy are precisely the
points that are eigenvalues of their own benefits network. They further discuss connections
between the Lindahl equilibria and the core – in particular, in any standard model (including
theirs) all Lindahl equilibria are also core outcomes [14]. However, they raise an interesting
open question to more precisely characterize the core [17] in a similar vein.

Our first main result achieves this goal. We show that the core can be characterized as
follows:

I Theorem 1. Let a be an outcome in a public goods economy and let Da be the set of
points that no agent prefers to a. Then a is in the core if and only if it is Pareto efficient,
individually rational, and Da is path connected.

(Here, the definition of path connectedness is the standard topological one: for any two points
x,y ∈ Da, there is a continuous function f : [0, 1]→ Rn≥0 satisfying f(0) = x, f(1) = y, and
f(λ) ∈ Da for all 0 ≤ λ ≤ 1. The image of [0, 1] under f is called a path.)

An interesting consequence of this theorem is a precise description of the relationship
between Lindahl equilibria and core outcomes:

I Theorem 2. Assuming that the utility function u is differentiable, the Lindahl equilibria of
a public goods economy are precisely the core points whose core membership can be certified
using only local information.

The proof of this corollary is essentially immediate by combining Theorem 1 with a more
technical phrasing of Elliot and Golub’s result.

While we believe that these two structural theorems hold intrinsic interest, the second
half of this paper is intended to demonstrate their power by an application to the algorithmic

2 The Lindahl equilibria of an economy are the competitive equilibria that would be reached if market
externalities were truthfully reported and then bought and sold on an open market. A formal definition
is not necessary to read this paper, but can be found in e.g. [23, 8].
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problem discussed earlier. We have previously suggested the intuition that the algorithmic
core membership testing problem is hard because the naive algorithms must check an
exponential number of coalitions for a potential deviation. However, Theorem 1 lets us avoid
this brute-force behavior: after checking for Pareto efficiency and individual rationality (which
is quite easy), we are left only with the task of checking whether or not Da is path-connected.
The complexity of this task is non-obvious, but we show that it can be done fairly efficiently,
yielding the following result:

I Theorem 3. Given an outcome a in an n-agent public goods economy, there is an algorithm
that decides whether or not a is in the core of a public goods economy. The computational
bottleneck in this algorithm is the solution of O(n) convex programming problems on the
utility function of the economy.

Hence we essentially have the first polynomial-time tester for coalitional stability in an
unrestricted public goods economy, up to the implementation of the necessary convex
programming oracle. It is fairly natural in our economic metaphor to assume that convex
programming should be tractable: it corresponds to the negotiation process of a group of
agents trying to determine how well they can maximize a joint utility function as a group.
If even this is impossible, then it is essentially hopeless to efficiently test core membership.
One cannot even test the more basic property of Pareto efficiency, a necessary step towards
testing core membership, without assuming some computational power along these lines.

Even so, if one does not wish to introduce such assumptions, Theorem 3 implies that
several broad special cases of membership testing have efficient algorithms. The most obvious
of these is when the utility function and its derivative can be described by a “nice” analytic
function on which the standard derivative-based method for exact convex optimization goes
through. Less obviously, if convex optimization really is hard for the given utility function
(or the utility function of the economy is unknown), one can employ modern ε-approximate
convex optimization solvers, which treat the utility function as a black box that can be
queried, to solve certain natural ε-approximate relaxations of the core membership testing
problem. We discuss this point in the conclusion of the paper, since it is easier to be specific
here once the economic model is familiar.

We consider it somewhat surprising that these algorithmic results are possible, given a
general dearth of positive results in the area. Moreover, the approach taken by the algorithm
is fairly intuitive and seems to plausibly reflect practical behavior. Starting with the grand
coalition, we show (via Theorem 1) that we can either determine that the current coalition
has a deviation, or we can identify a “least-valuable player” who is formally the least likely
agent to participate in a deviation. We then kill this agent and repeat the analysis on the
survivors. After n rounds, we have either killed every agent (and thus determined that the
given point is coalitionally stable), or we have explicitly found a surviving coalition with a
deviation. It is quite reasonable to imagine that a practical search for a deviating coalition
might employ a “greedy” method of iteratively killing the agent who seems to be least pulling
their weight at the current agreement; an insight of Theorem 3 is that this search heuristic is
in fact thorough and will provably produce the right answer.

1.4 Comparison with Prior Work
Elliot and Golub [12] recently studied the Lindahl equilibria in public goods economies, with
a focus on characterizing the set of solutions rather than algorithmically computing/testing
them. More specifically, they frame the typical model of public goods economies in the
language of networks, and use this to equate the eigenvectors of the “benefits network” with
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the Lindahl equilibria of the economy. A less general version of this networks interpretation
was implicitly used in several other papers concerning Nash equilibria of public goods
economies, for example [3, 4, 1, 2]. In this paper, we will adopt the more general networks-
based phrasing of public goods economies used by Elliot and Golub, and we will rely on this
insight in a critical way to prove our main results.

Per the discussion above, there has been lots of prior work on the algorithmic properties
of the core, largely intended to confirm/refute the bounded rationality argument in some
economic model. Three questions are commonly studied:

The membership testing problem (discussed above): is a given outcome in the core of the
game?
The emptiness testing problem: is the core empty?
The member finding problem: output any solution in the core of the game (if nonempty).

We remark that the latter two problems are already closed in public goods economies:
Elliot and Golub [12] show that the core is never empty except in certain degenerate cases,
and it can be seen from the model below that the member finding problem is essentially
identical to the general problem of convex optimization (which is well beyond the scope of
this economically-minded research program). Hence, this work is entirely focused on the
membership testing problem.

In order to frame these three questions as proper computational problems, past work has
commonly defined a “compressed” cooperative game that allows the payoffs achievable by all
2n possible coalitions to be expressed on only poly(n) input bits. For example, in a seminal
paper by Deng and Papadimitriou introducing this line of research [9], the authors studied
graphical games in which weighted edges are placed between agents and the value attainable
by a coalition is equal to the total weight contained in its induced subgraph. Upper and
lower bounds are often obtained for these problems by exploiting particular features of the
compression scheme. By contrast, our goal is to assume as little structure for the problem
as possible (since our main results are upper bounds, this is the more general approach).
Thus, we allow the economy to be governed by an arbitrarily complex utility function, which
does not need to have a succinct representation, or even any algorithmic representation at
all. Instead, we allow ourselves black-box constant-time query access to the utility function,
which acts as an oracle and thus may have arbitrary complexity. The goal in this substantial
generalization is to ensure that our results reveal structure of the core itself, rather than the
nature of an assumed compression.

2 The Model and Basic Definitions

2.1 Notation Conventions

Given vectors a,a′ ∈ Rn, we will use the following (partial) ordering operations:
a ≥ a′ means that ai ≥ a′i for all 1 ≤ i ≤ n,
a > a′ means that ai > a′i for all i ≤ i ≤ n, and
a  a′ means that ai ≥ a′i for all 1 ≤ i ≤ n, and aj > a′j for some 1 ≤ j ≤ n.

Given a subset C ⊆ {1, . . . , n} and a vector v ∈ Rn, we write vC to denote the restriction
of v to the indices in C; that is, vC is the |C| length vector built by deleting the entry vi
from v for each i /∈ C.

We use 0,1 as shorthands for the vectors 〈0, . . . , 0〉, 〈1, . . . , 1〉 respectively.
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2.2 Economic Model
We adopt the terminology of Elliot and Golub [12] when possible. The salient pieces of our
economy are defined as follows:

The set of agents in the economy is given by N = [n] = {1, . . . , n}. A nonempty subset
of agents in the economy C ⊆ N is called a coalition. The coalition C = N is called the
grand coalition.
Each agent i chooses an action ai, which can be any real number in the interval [0, 1].
An outcome or point is a vector a ∈ Rn built by concatenating the actions of all agents.
There is a continuous utility function u : [0, 1]n → [0, 1]n, which maps outcomes to a
level of “utility” for each agent. In particular, agent i prefers outcome a to outcome a′ iff
ui(a) > ui(a′). The utility function has the following two properties:

Positive Externalities: whenever a  a′ with ai = a′i, we have ui(a) > ui(a′). This
assumption is what places us in the setting of public goods economies; intuitively, it
states that an agent gains utility when other agents increase their production of public
goods.
Convex Preferences: we assume that u is concave.3 That is, for any outcomes a,a′
and any λ ∈ [0, 1], we have u(λa + (1− λ)a′) ≥ λu(a) + (1− λ)u(a′). This standard
assumption corresponds to the economic principle of diminishing marginal returns.

2.3 Game Theory Definitions
We recap some well-known definitions from the game theory literature.

IDefinition 4 (Pareto Efficiency). An outcome a is a Pareto Improvement on another outcome
a′ if u(a)  u(a′). An outcome a is Pareto Efficient if there is no Pareto improvement on a.
The set of Pareto efficient outcomes is called the Pareto Frontier.

The main solution concept that will be discussed in this paper is the core:

I Definition 5 (Deviation). Given an outcome a, an outcome a′ is a deviation from a for a
coalition C if a′N\C = 0 and uC(a′) > uC(a).

I Definition 6 (The Core). An outcome a is in the core of the economy if no coalition has a
deviation from a (equivalently, a is coalitionally stable).

The next definition that will be useful in our proofs is the projected economy:

I Definition 7. Given an economy described by agents N and a utility function u, the
projected economy for a coalition C is the economy described by agents N and utility function
uC(aC), where

uC(aC) := uC(aC · 0N\C).

In other words, the new |C|-dimensional utility function uC is obtained by fixing the actions
of N \C at 0, allowing any action for C, and then using the old utility function u to determine
the utilities for C in the natural way. We suppress the superscript uC when clear from
context.

3 Confusingly, when u is mathematically concave, one says that preferences are “economically convex” –
hence, convex preferences.
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I Definition 8. The dominated set of a, denoted Da, is defined as:

Da := {a′ | u(a) ≥ u(a′)} .

In other words, Da is the set of points that no agent prefers to a. Note that this is an
unusually weak definition of dominance, in the sense that (for example) Da contains a itself.

3 A Topological Characterization of the Core

Our goal in this section is to prove the following structural theorem:

I Theorem 9. Let a be an outcome in a public goods economy. Then a is in the core if and
only if it is Pareto efficient, individually rational, and Da is path connected.

The vast majority of the technical depth of this theorem is tied up in the implication

a is in the core −→ Da is path connected.

The remainder of this forwards implication (a is in the core→ neither the grand coalition nor
any singleton coalition has a deviation from a) is extremely straightforward: a is individually
rational iff each agent i prefers it to the outcome they can guarantee acting alone, which
coincides with the notion that the singleton coalition {i} has no deviation from a. In our
model, Pareto efficiency coincides with the notion that the grand coalition N has no deviation
from a:

I Claim 10. Let a be an outcome. If there is an outcome a′ satisfying a  a′ (a � a′) and
u(a)  u(a′), then there is an outcome a′′ satisfying a > a′′ (a < a′) and u(a) > u(a′′).

Proof. We will prove the claim for the case a  a′; the case a � a′ follows from a symmetric
argument.

Choose an agent i for whom ui(a) > ui(a′), and then slightly increase ai. Since u is
continuous, if we increase ai by a sufficiently small amount then we still have ui(a) > ui(a′).
Additionally, by positive externalities we then have u(a) > u(a′). We can then slightly
increase the actions of all agents, such that a > a′, but with sufficiently small increases we
do not destroy the property that u(a) > u(a′). J

In this section, we will first give a complete proof of the (easier) backwards implication
of Theorem 9, and then we sketch the proof of the forwards implication. Due to space
constraints, a full proof of the forwards implication can be found in the full version of this
paper.

3.1 Backwards Implication of Theorem 9
First:

I Lemma 11. If a is Pareto efficient, then every deviation a′ from a satisfies a′ � a.

Proof. Let I be the set of agents i for which a′i > ai, and suppose towards a contradiction
that I is nonempty.

Consider the point a′′ defined such that a′′N\I := aN\I and a′′I := a′I . We then have
uN\I(a′′) > uN\I(a) by positive externalities, since these points differ only in that the
(nonempty) coalition I has increased their actions. We also have uI(a′′) ≥ uI(a′) > uI(a),
where the first inequality follows from positive externalities (since these points differ only in
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that the coalition N \ I has weakly increased their action), and the second follows from the
fact that a′ is a deviation from a for a coalition C with I ⊆ C (since aI > aI).

We thus have u(a′′) > u(a), which contradicts the fact that a is Pareto efficient. Thus I
is empty and the lemma follows. J

Second:

I Lemma 12. Suppose there is a path P ⊂ Rn≥0 with endpoints x,y such that for any p ∈ P
we have u(p) ≤ u(a). If a′ is a deviation from a for some coalition C satisfying a′ � x,
then a′ also must satisfy a′ � y.

Proof. We walk along P from x towards y until we find the first point p with pi = a′i 6= 0
for some i. If we reach y before we find any such point p, it follows that a′i = 0 or a′i < xi
for all i, and so a′ � x, as claimed. Otherwise, we find such a point p, and we argue towards
a contradiction.

We have p 6= a′, since uC(a′)  uC(a) but uC(p) ≤ uC(a). By construction we then
have p  a′. Since pi = a′i, by positive externalities we then have ui(p) > ui(a′). Since
a′i 6= 0 we have i ∈ C, and since a′ is a deviation for C, this implies ui(a′) > ui(a). We then
have ui(p) > ui(a), which contradicts the assumption that u(p) ≤ u(a). Therefore no such
point p may be found. J

We can now show:

Proof of Theorem 9, Backwards Implication. Assume that a is robust to deviations by the
grand coalition or any singleton coalition, and that Da is path connected. Our goal is now
to show that a is in the core.

By Claim 10, the property that the grand coalition has no deviation from a implies
that a is Pareto efficient. Thus, by Lemma 11 any deviation a′ from a satisfies a′ � a.
Since no singleton coalition has a deviation from a we have 0 ∈ Da, and since Da is path
connected there is a path contained in Da with endpoints a,a. Thus, by Lemma 12, we
further have that a deviation a′ must satisfy a′ � 0. Since no such point exists, it follows
that no deviations from a exist, and so a is a core outcome. J

3.2 Sketch of Forwards Implication of Theorem 9
We will denote by dvu(a) the one-sided directional derivative of u at a in the direction v.
In other words:

dvu(a) := lim
λ→0+

u(a + λv)− u(a)
λ

.

A nontrivial but standard fact from analysis is that, since u is concave and well-defined
everywhere, this limit is well-defined for all a, except when excluded by a boundary condition
(e.g. if vi < 0 but ai = 0 for some agent i) – see [21].

Our key lemma is:

I Lemma 13. At any outcome 0 < a < 1, exactly one of the following three conditions
holds:
1. There exist directions vup > 0,vdown < 0 such that dvup u(a) > 0 and dvdown

u(a) < 0,
2. There exist directions vup > 0,vdown < 0 such that dvup

u(a) ≤ 0 and dvdown
u(a) ≤ 0,

or
3. There exist directions vup > 0,vdown < 0 such that dvup

u(a) < 0 and dvdown
u(a) > 0.
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The three categories of Lemma 13 carry a useful geometric intuition. Specifically:

I Lemma 14. The points in the second category of Lemma 13 are precisely the Pareto
Frontier.

The proofs of these two lemmas are quite technical, and can be found in the full version of
this paper. With these in mind, we define

I Definition 15. We will say that a point in the first category of Lemma 13 is below the
Pareto Frontier, and a point in the third category of Lemma 13 is above the Pareto Frontier
(and by Lemma 14, the second category of points in Lemma 13 are on the Pareto Frontier).

The geometric intuition behind this definition is that, starting from a point x in the first
category, one can continuously follow the gradient vup to eventually obtain a Pareto efficient
Pareto improvement x′ > x (we do not prove this fact formally; it is perhaps useful intuition
but not essential to our main results). Similarly, starting from x in the third category, we
can continuously follow the gradient vdown to obtain a Pareto efficient Pareto improvement
x′ < x.

We then show:

Proof Sketch of Theorem 9, Forwards Implication (Proof in full version). Suppose a is a
core outcome, and our goal is to show path connectedness of Da. First, we note that 0 ∈ Da,
since otherwise a singleton coalition can deviate from a (and a is in the core, so no such
deviation is possible). To show path connectedness of Da, we consider an arbitrary point
x ∈ Da and construct a path in Da from x to 0, thus implying that any two such points
x,x′ ∈ Da have a connecting path in Da via 0.

We show the existence of the x 0 path with a careful repeated application of Lemma 13.
Informally speaking, we progressively slide x > 0 a little bit closer to 0 while maintaining
the property x ∈ Da. If we ever hit xi = 0 for some agent i, then we restrict our attention to
the projected economy discluding agent i and continue. If we eventually exclude all agents in
this manner, then we have x = 0 and the process is complete. Otherwise, suppose towards a
contradiction that at some x, we cannot slide x any closer to 0 while maintaining x ∈ Da.
We make two observations here: (1) x must be above the Pareto frontier (else we could
slide x in the appropriate direction vdown) and so it belongs to the third; and (2) for all
agents i still being considered, we have ui(x) = ui(a) (else, by the positive externalities
assumption, we can unilaterally decrease the action of agent i without destroying x ∈ Da).
Hence, by moving x slightly in the direction vdown (which improves the utility of all agents
being considered), we have ui(x) > ui(a) for all agents being considered, and so the new x is
a deviation from a. Since we have assumed that a is a core outcome, this is a contradiction,
and so the process of sliding x towards 0 can never get stuck in this way. J

3.3 Connection to Lindahl Equilibria
Before proceeding towards our algorithm, we take a brief detour in this subsection to observe
an interesting implication of Theorem 9 that helps illustrate its broader appeal. Elliot and
Golub [12] show the following result:

I Theorem 16 ([12]). The Lindahl equilibria of a public goods economy with a differentiable
utility function are precisely the outcomes a for which dau(a) = 0.

They phrase this theorem in different language related to the “benefits network” of the
economy, but this formulation will suit our purposes better. We refer the reader to their
paper for a more in-depth discussion of the economic role of the Lindahl equilibria.
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Combining Theorem 16 with our machinery for Theorem 9, we obtain:

I Theorem 17. In a public goods economy with a differentiable utility function, the Lindahl
equilibria are precisely the core outcomes a whose membership can be certified by examining
only local information at a.

The proof of this theorem will use Theorem 16 as a black box, and so we will not actually
need to appeal to the formal definition of the Lindahl equilibria in its proof.

Proof. If a is a Lindahl equilibrium, then by Theorem 16 we have da u(a) = d−a u(a) = 0
(the first equality comes from the assumption that u is differentiable). We claim that any
a satisfying da u(a) = d−a u(a) = 0 is in the core, and thus its core membership can be
verified by examining only these local derivatives. First, note that a is Pareto efficient by
Lemma 14. Therefore, by Lemma 11, any possible deviation a′ from a satisfies a′ � a. Now
let P be the line segment from 0 to a. By the assumption of concavity and the fact that
d−a u(a) = 0, we have u(p) ≤ u(a) for all p ∈ P . Thus, by Lemma 12, we have a′ � 0 and
so a′ cannot exist and a is a core outcome.

Now suppose that a is not a Lindahl equilibrium, and so d−a u(a) 6= 0. If we have
d−a u(a) � 0, then we have da u(a)  0 (by differentiability) which implies that a is not
Pareto efficient, and hence is not a core outcome. On the other hand, suppose we have
d−a u(a)  0. In this case, it is impossible to distinguish u from the utility function u′ that
is affine-linear everywhere and agrees with u at a using solely local information. Note that a
is not in the core of the economy defined by u′, since we have ui(0) > ui(a) for whichever
agent i satisfies d−a ui(a) > 0. Thus, if a is in fact in the core of the economy defined
by u, we will need to inspect non-local information about the economy to differentiate u
from u′. J

We note that it is possible to prove Theorem 17 as a corollary directly from Theorem 9, but
this proof using the underlying machinery is simpler.

4 Algorithm for Testing Core Membership

Our main algorithmic result is:

I Theorem 18. Given an outcome a in a public goods economy, there is an algorithm (in
the real-RAM model) that decides whether or not a is in the core by solving O(n) convex
optimization problems and using O(n) additional computation time.

The algorithm is fairly straightforward. We maintain an “active coalition” CA throughout,
as well as a proof that any agent i /∈ CA must play action a′i = 0 in any deviation a′ from a.
It is thus safe to assume that any deviating coalition C satisfies C ⊆ CA. Initially CA ← N ,
so this invariant is trivially satisfied. After each round, we either find a deviation for CA
from a, or we remove one new agent from CA. Thus, if we make it n rounds without finding
a deviation, then we have CA = ∅ and so no deviation from a is possible.

4.1 Preprocessing: Confirm Pareto Efficiency of a
Before starting the main algorithm, we run the following two programs, with the purpose of
testing whether or not a is Pareto efficient.

I Program 1. Choose v to maximize min
i
dv ui(a)

Subj. to v ≥ 0,
∑
i

vi = 1
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I Program 2. Choose v to maximize min
i
dv ui(a)

Subj. to v ≤ 0,
∑
i

vi = 1

Note that the concavity of the optimized function f(v) := mini dv ui(a) is immediate from
the concavity of u. By Lemma 13, we may immediately conclude that a is not Pareto efficient
(and thus not in the core) iff either of these programs optimizes at a point v∗ satisfying
f(v∗) > 0. Otherwise, we proceed with the knowledge that a is Pareto efficient. A key
advantage of this is that, by Lemma 11, we may now restrict our search for a deviation
a′ to the bounded box 0 ≤ a′ ≤ a. This opens up the ability to use convex programming
algorithms, which typically require bounded domains, in the remainder of the algorithm.4

4.2 Main Loop: Shrinking CA

Each of the n rounds of the algorithm consists of three steps. First, we restrict our attention
to the projected economy for the coalition CA. Second, we run the following program:

I Program 3. Choose x to maximize min
i
ui(x)− ui(a)

Subj. to 0 ≤ x ≤ aCA

Let x∗ be a maximizing point of Program 3. We have:

I Lemma 19. Either uCA(x∗) > uCA
(a) or uCA(x∗) ≤ uCA

(a), and x∗ is Pareto efficient.5

Proof. First we argue Pareto efficiency. If x′ is a Pareto improvement on x∗, then by
Claim 10 there is another point x′′ with u(x′′) > u(x∗). This x′′ would be a superior
maximizing point for Program 3, so there can be no Pareto improvement on x∗.

Next, let i := arg maxi ui(x∗)−ui(a) and j := arg minj uj(x∗)−uj(a). If ui(x∗)−ui(a) >
uj(x∗)−uj(a), then (by the same argument used in Claim 10) we can again obtain a superior
maximizing point x∗∗ by slightly increasing the action of agent i from x∗. Thus we have
ui(x∗)−ui(a) = uj(x∗)−uj(a), and it follows that either u(x∗) > u(a) or u(x∗) ≤ u(a). J

In the former case where u(x∗) > u(a), it follows that x∗ is a deviation from a for the
coalition CA, so we may halt the algorithm. Otherwise, we have u(x∗) ≤ u(a). We then
observe:

I Lemma 20. If uCA(x∗) ≤ uCA
(a), then in the full (non-projected) economy, any deviation

a′ from a for a coalition C ⊆ CA satisfies a′CA
� x∗.

Proof. The deviation a′ satisfies a′N\C = 0 and uC(a′) > uC(a) ≥ uC(x∗). It follows that
a′C is also a deviation for C from x∗ in the projected economy for CA. The claim is then
immediate from Lemma 11. J

One step remains. We run:

I Program 4. Choose v to maximize min
i
dv ui(x∗)

Subj. to v ≤ 0,
∑
i

vi = 1

4 This detail is precisely why we use Programs 1 and 2 to check the Pareto efficiency of a, rather than the
ostensibly simpler method of searching for x∗ that maximizes mini ui(x∗) − ui(a): the latter method
requires a search for x∗ over an unbounded search space, which rules out many popular methods of
convex optimization that we wish to keep available.

5 Note that these statements hold specifically in the projected economy for CA.
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Algorithm 1: Testing Core Membership of a.
1 Let v∗1 ← output of Program 1;
2 Let v∗2 ← output of Program 2;
3 if dv∗

1
u(a) > 0 or dv∗

1
u(a) > 0 then

4 return “a is not in the core” ;
5 end
6 CA ← N ;
7 while CA 6= ∅ do
8 x∗ ← output of Program 3;
9 if uCA(x∗) > uCA

(a) then
10 return “a is not in the core” ;
11 end
12 v∗ ← output of Program 4;
13 CA ← CA \ {arg mini∈CA

x∗i /v
∗
i };

14 end
15 return “a is in the core” ;

Let v∗ be a point that maximizes Program 4. We have

I Lemma 21.

dv∗ u(x∗) ≤ 0 .

The proof is very similar to the proof of Lemma 19, so we omit it for now. We then finally
have:

I Lemma 22. Let i := arg mini x∗i /v∗i . Then any deviation a′ from a has a′i = 0.

Proof. By Lemma 20, we have a′CA
� x∗. Let P be the line segment starting at x∗, extending

in the direction v∗ until a point p∗ is reached where p∗i = 0 for some agent i; note that this
will specifically be i = arg mini x∗i /v∗i . By concavity, all p ∈ P satisfies u(p) ≤ u(x∗) ≤ u(a).
Noting once again that a′CA

is a deviation for C from x∗ in the projected economy for CA, it
follows from Lemma 12 that a′CA

� p∗, and so a′i = 0. J

With this in mind, the final step in the loop is to delete i from CA and repeat. After n
repetitions, we have CA = ∅, so we may halt the algorithm and report that a is in the core.

4.3 Algorithm Pseudocode
To recap the algorithm, which has been interspersed with proofs of correctness above, we
give full pseudocode here.

4.4 Conclusion
Our algorithm implies that core membership testing is efficient under any utility function
that admits quick solving of convex programs as described above. However, it may still be
desirable to test core membership as best as possible when the underlying utility function
is either unknown or badly behaved and so exact convex optimization is impossible. Our
algorithm can indeed be adapted to this effect, with a few significant points of caution, by
substituting in modern approximate optimization algorithms. Due to space constraints, we
defer a discussion of this point to the full version of the paper.
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Abstract
In a Stackelberg Pricing Game a distinguished player, the leader, chooses prices for a set of items,
and the other players, the followers, each seeks to buy a minimum cost feasible subset of the
items. The goal of the leader is to maximize her revenue, which is determined by the sold items
and their prices. Most previously studied cases of such games can be captured by a combinatorial
model where we have a base set of items, some with fixed prices, some priceable, and constraints
on the subsets that are feasible for each follower. In this combinatorial setting, Briest et al. and
Balcan et al. independently showed that the maximum revenue can be approximated to a factor
of Hk ∼ log k, where k is the number of priceable items.

Our results are twofold. First, we strongly generalize the model by letting the follower min-
imize any continuous function plus a linear term over any compact subset of Rn≥0; the coefficients
(or prices) in the linear term are chosen by the leader and determine her revenue. In particular,
this includes the fundamental case of linear programs. We give a tight lower bound on the rev-
enue of the leader, generalizing the results of Briest et al. and Balcan et al. Besides, we prove
that it is strongly NP-hard to decide whether the optimum revenue exceeds the lower bound by
an arbitrarily small factor. Second, we study the parameterized complexity of computing the
optimal revenue with respect to the number k of priceable items. In the combinatorial setting,
given an efficient algorithm for optimal follower solutions, the maximum revenue can be found by
enumerating the 2k subsets of priceable items and computing optimal prices via a result of Briest
et al., giving time O(2k|I|c) where |I| is the input size. Our main result here is a W[1]-hardness
proof for the case where the followers minimize a linear program, ruling out running time f(k)|I|c
unless FPT = W[1] and ruling out time |I|o(k) under the Exponential-Time Hypothesis.

1998 ACM Subject Classification G.2.0 [Discrete Mathematics] General

Keywords and phrases Algorithmic pricing, Stackelberg games, Approximation algorithms, Rev-
enue maximization, Parameterized complexity
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1 Introduction

Pricing problems are fundamental in both economics and mathematical optimization. In
this paper we study such pricing problems formulated as games, which are usually called
Stackelberg Pricing Games [18]. In our setting, in order to maximize her revenue one player
chooses prices for a number of items and one or several other players are interested in buying
these items. Following the standard terminology, the player to choose the prices is called the
leader while the other players are called followers. Depending on the follower’s preferences,
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46:2 Revenue Maximization in Stackelberg Pricing Games

Figure 1 An instance of the Stackelberg Minimum Spanning Tree Game.

computing optimal prices can be a computational non-trivial problem. In a setting where
followers have valuations over individual items only, the problem is simple. If, however,
valuations become more complex, e.g., over whole subsets of items, pricing problems become
much harder–also in a formal sense.

Largely the literature has focused on what we call the combinatorial setting: there is a
set Y of items and one follower seeks to buy a feasible subset. Some of the items have fixed
costs, the others have prices that are chosen by the leader. If the follower buys a feasible
subset S ⊆ Y of the items, he has to pay the sum of the fixed costs of the elements of S, plus
the leader’s prices of the bought elements. The leader’s revenue is the sum of the prices of
the priceable items in S. This can also be captured by defining a solution space X containing
0/1-vectors corresponding to the feasible subsets S of Y . The goal of the follower is then to
minimize a given additive function f : X → R that depends on both fixed and leader-chosen
prices.

So-called Stackelberg Network Pricing Games became popular when Labbé et al. [15]
used them to model road toll setting problems. In this game, the leader chooses prices for a
subset of priceable edges in a network graph while the remaining edges have fixed costs. Each
follower has a pair of vertices (s, t) and wants to buy a minimum cost path from s to t, taking
into account both the fixed costs and the prices chosen by the leader. The work of Labbé
et al. led to a series of studies of the Stackelberg Shortest Path Game. Roche et al. [16]
showed that the problem is NP-hard, even if there is only one follower, and it has later been
shown to be APX-hard [5, 14]. More recently, other combinatorial optimization problems
were studied in their Stackelberg pricing version. For example, Cardinal et al. [9, 10] studied
the Stackelberg Minimum Spanning Tree Game, proving APX-hardness and giving some
approximation results. Moreover, a special case of the Stackelberg Vertex Cover Game in
bipartite graphs has been shown to be polynomially solvable by Briest et al. [7].

To get more familiar with the setting, we briefly discuss an example of the Stackelberg
Minimum Spanning Tree Game.

I Example 1. The left hand side of Figure 1 depicts an instance of the problem. Here
the leader can choose the prices p1, p2 and p3 for the dashed edges, while the solid edges
have fixed costs as displayed. To motivate the problem, think of the vertices as hubs in a
network and of the edges as data connections. In this scenario, the followers are Internet
Service Providers and want to connect all the hubs at minimum cost, thus want to compute
a minimum spanning tree. The leader owns the dashed connections and wants to set prices,
that yield a large revenue. Furthermore, there are competitors who own the solid connections
and it is known how much they charge for their usage.

On the right hand side, an optimal pricing (p1 = p2 = 5 and p3 = 4) and a corresponding
minimum spanning tree are depicted. Thus the leader’s revenue amounts to 9, which can be
verified to be maximum. Observe that we can compute a minimum spanning tree without
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any priceable edges; otherwise the leader’s revenue is unbounded. In this example, the total
cost of such a minimum spanning tree is 17. In contrast, if we set all prices to 0 and let the
follower compute a minimum spanning tree, it has a total cost of 8. The difference of these
two values, 17− 8 = 9, is an upper bound on the revenue of the leader, as explained later.
This upper bound, which we denote by R, is sometimes called the optimal social welfare and
will be important for our approximation result.

An important contribution to the study of Stackelberg Games was the discovery by Briest
et al. [7]. They show that the optimal revenue can be approximated surprisingly well using
a single-price strategy. For a single-price strategy the leader sets the same price for all of
her priceable items. Basically, their result says the following: In any Network Pricing Game
with k priceable items, there is some λ ∈ R≥0 such that, when assigning the price of λ to all
priceable items at once, the obtained revenue is only a factor of Hk away from the optimal
revenue. Here, Hk =

∑k
i=1 1/i denotes the k-th harmonic number. This discovery has been

made independently, in a slightly different model, by Balcan et al. [2]. Actually, in both
papers [2, 7] a stronger fact is proven: The single-price strategy yields a revenue that is at
least R/Hk, where R is a natural upper bound on the optimal revenue. The definition of R
was sketched in the example above, and is formally laid out later.

Our results. Our work focuses on pushing the knowledge on Stackelberg Pricing Games
beyond the well-studied combinatorial setting, in order to capture more complex problems of
the leader. This is motivated by the simple fact that the combinatorial setting is too limited
to even model, e.g., a follower that has a minimum cost flow problem—a crucial problem in
both, combinatorial optimization and algorithmic game theory. More generally, we might
want to be able to give bounds and algorithms in the case when the follower has an arbitrary
linear or even convex program. For example, the follower might have a production problem
in which he needs to buy certain materials from the leader, but such pricing problems haven’t
been discussed in the literature so far.

We prove an approximation result that applies even to a setting generalizing linear and
convex programs. In our model, the follower minimizes a continuous function f over a
compact set of feasible solutions x ∈ X ⊆ Rn≥0. For some of the variables, say x1 up to xk,
the leader can choose a price vector p ∈ Rk. Now the follower chooses a vector x ∈ X that
minimizes his objective function f(x) +

∑k
i=1 pixi. We remark that if X is a set containing

0/1-vectors only, then we are back to the classical combinatorial setting. The result of Briest
et al. can be transferred to the case when f is non-additive, in view of their original proof.
Moreover if X is a polytope and f is additive, the follower minimizes a linear program, which
is an important special case.

In Section 2, we formally introduce this more general model and prove the following
results.
(i) The maximum revenue obtainable by the leader can be approximated to a logarithmic

factor using a single-price strategy. This generalizes the above mentioned result of Briest
et al. [7] not only to linear programs but to any kind of follower that is captured by our
model.

(ii) The analysis of point (i) is tight. There is a family of instances for which the single-price
strategy yields maximum revenue. And this revenue meets the bound of point (i).

(iii) It is strongly NP-hard to decide whether one can achieve a revenue that is only slightly
larger than the one guaranteed by the single-price strategy. This holds true even in a
very restricted combinatorial setting.
The second part of the paper deals with the parameterized complexity of Stackelberg

Pricing Games (Section 3). To the best of our knowledge, the only result in this direction is

ICALP 2017
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an XP-algorithm by Cardinal et al. [10] for the Stackelberg Minimum Spanning Tree Game
in graphs of bounded treewidth.

In contrast to structural parameters like the treewidth of the input graph, we consider the
complexity of the pricing problem when parameterized by the number of priceable variables
(or items in the combinatorial setting). Our main result in this part is a W[1]-hardness
proof for the case that the optimization problem of the follower is a linear program, which is
arguably one of the most interesting cases that does not fit into the combinatorial setting.
This rules out algorithms of running time f(k)|I|c unless FPT = W[1] for any function f and
polynomial |I|c of the input size; it also rules out running time |I|o(k) under the Exponential-
Time Hypothesis of Impagliazzo et al. [13]. This intractability result is complemented by a
fairly simple FPT-algorithm with running time O(2k|I|c) for any Stackelberg Game that fits
into the combinatorial model, when provided with an efficient algorithm for finding optimal
follower solutions. The algorithm enumerates all subsets of priceable items and applies a
separation argument of Briest et al. [7] to compute optimal leader prices and revenue.

Related work. Most important for our work are the approximation results due to Briest et
al. [7] and Balcan et al. [2], which were discussed above.

A larger body of work focuses on specific network problems in their Stackelberg Game
version. Briest et al. [7] give a polynomial time algorithm for a special case of the Stackelberg
Bipartite Vertex Cover Game. An algorithm with improved running time was later given by
Baïou and Barahona [1]. As mentioned, Labbé et al. [15] use the Stackelberg Shortest Path
Game to model road toll setting problems. They establish NP-hardness and use LP bilevel
formulations to solve small instances. A combinatorial approximation algorithm with the
same logarithmic approximation guarantee as the single-price strategy was given by Roch et
al. [16]. Moreover, a lower bound on the approximability is due to Briest et al. [5]: they show
that the Stackelberg Shortest Path Game is NP-hard to approximate within a factor of less
than 2. This is an improvement over previous results by Joret [14] showing APX-hardness.
Further research on the Stackelberg Shortest Path Game can be found in a survey by van
Hoesel [17]. A similar problem, the Stackelberg Shortest Path Tree Game, is studied by Bilo
et al. [4]. They give an NP-hardness proof and develop an efficient algorithm assuming that
the number of priceable edges is constant. Later their algorithm was improved by Cabello [8].

Cardinal et al. [9] proved several positive approximation results for the Stackelberg Min-
imum Spanning Tree Game. In the same paper, they proved that the revenue maximization
for this game is APX-hard and strongly NP-hard. We make use of their reduction in the
proof of Theorem 7. Furthermore, Cardinal et al. [10] prove that this game remains NP-hard
if the instances are planar graphs. However, the problem becomes polynomial-time solvable
on graphs of bounded treewidth. Bilo et al. [3] consider the Stackelberg Minimum Spanning
Tree Game for complete graphs.

Briest et al. [6] consider Stackelberg Games where the follower’s optimization problem
cannot be solved to optimality. Instead the follower uses a known approximation algorithm.
They show that the Stackelberg Knapsack Game is NP-hard if the follower uses a greedy
2-approximate algorithm, and derive a 2 + ε approximation algorithm. Furthermore, the
revenue maximization problem can be solved efficiently in the Stackelberg Vertex Cover
Game if the follower implements a primal-dual approximation.

2 Approximability of Stackelberg Pricing Games

In this section we first introduce the model in its full generality. Then we give a tight
approximation result on the maximum revenue using a single-price strategy. We complement
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this with a hardness proof by showing that deciding whether one can achieve a revenue
that is only slightly larger than the one guaranteed by the single-price strategy is strongly
NP-hard.

Our model. Let k and n be some natural numbers with k ≤ n. The optimization problem
of the follower is the following: He minimizes a continuous function f : Rn → R over his set
of feasible solutions X ⊆ Rk≥0 × Rn−k≥0 . The only restriction we put on X is that we require
it to be a compact set, i.e., bounded and closed under limits.

The first move of the Stackelberg Pricing Game is made by the leader : She chooses a
price vector p ∈ Rk. Now the second move is made by the follower : He chooses an optimal
solution (x∗, y∗) of the program

min pTx+ f(x, y)
s.t. (x, y) ∈ X.

The revenue of the leader is then given by the value pTx∗. This value is her objective function
and it is to be maximized. We remark that this problem has a bilevel structure.

To avoid technicalities, we make the following optimistic assumption: If the follower has
several optimal solutions in X, we assume that the solution which is most profitable for
the leader is chosen. That is the solution, which maximizes the value pTx∗. Moreover, we
assume that there is a point (x, y) ∈ X with x being the k-dimensional all-zeroes vector.
This simply means that the follower has a solution that does not give any revenue to the
leader. Otherwise the revenue maximization problem would be unbounded which is obviously
not an interesting case.

Before we can state our results for the new model, we need to introduce a number of
technical notions. Given a feasible solution (x, y) ∈ X of the follower, we call the value
1Tx =

∑k
i=1 xi the mass of (x, y). A single-price is a price vector p of the form p = λ1

where λ is some real number. Slightly abusing notation, we sometimes call λ the single-price.
Note that when the leader uses a single-price the revenue is simply the mass of the follower’s
solution times the single-price.

Let M be the maximum mass the follower buys if the leader sets all her prices to 0.
Formally,

M := max 1Tx
s.t. ∃y ∈ Rn−k : (x, y) = arg min{f(x′, y′) : (x′, y′) ∈ X}.

This value M exists since X is a compact set.
Consider, for example, the case where the follower seeks to buy a shortest s-t-path in a

network. Then M is the maximum number of priceable edges of a shortest s-t-path in the
network, when the priceable edges all have a price of 0 and thus can be bought for free by
the follower.

Since X is a compact set, there exists a largest single-price at which the follower buys a
non-zero mass from the leader. Let µ be the maximum mass the follower buys at this price.
Consider again the case where the follower searches for a shortest s-t-path in a network.
Then µ is the maximum number of priceable edges contained in a shortest s-t-path, under
the largest single-price for which a shortest path exists that contains a priceable edge.

ICALP 2017
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For all m ∈ [0,M ], let ∆(m) be the minimum price the follower has to pay if he buys a mass
of at most m from the leader. More formally

∆(m) := min f(x, y)
s.t. 1tx ≤ m

(x, y) ∈ X,

where 1tx is the mass bought by the follower. This minimum price ∆(m) exists, because X
with the additional constraint of 1tx ≤ m is again a compact set.

As observed by several authors (cf. [2, 5]), an upper bound on the optimum revenue is
R := ∆(0) −∆(M). To see this, let r∗ be the maximum revenue, and let (x∗, y∗) be the
corresponding follower’s solution. We have

r∗ + ∆(M) ≤ r∗ + ∆(1Tx∗) ≤ r∗ + f(x∗, y∗) ≤ ∆(0),

because ∆(0) is an upper bound on the objective value of the follower and ∆ is non-increasing.
We remark that R is indeed a tight upper bound, in the sense that there are examples
of games where the maximum revenue equals R, e.g., the minimum spanning tree pricing
problem described in the introduction.

As our first result shows, the maximum revenue of the leader is always reasonably close to
R, unless the ratio M/µ is large. This is true even if the leader uses a single-price strategy.

I Theorem 2. There is a single-price for the Stackelberg Pricing Game over X whose
revenue is at least

R

1 + ln
(
M
µ

) .
This result extends previous work of Briest et al. [7] and Balcan et al. [2], who proved the
above theorem in the combinatorial setting, i.e., for X ⊆ {0, 1}n. We give the main idea of
the proof of Theorem 2 in the following sketch and defer the full proof to the appendix.

Proof Sketch for Theorem 2. Our proof makes use of the following concept. For each
m ∈ (0,M ], let P (m) be the supremum of all single-prices for which the follower has an
optimal solution with a mass of at least m from the leader. Using the compactness of X
and the continuity of f one can prove that at the single-price of P (m), the follower has an
optimal solution of a mass of at least m. Thus, the supremum is indeed a maximum here.

It turns out that there are certain mass values which dictate the value of the function P .
Let T ⊆ (0,M ] be the set of mass values t for which the follower does not have an optimal
solution, at a single-price P (t), with a mass more than t. The set T plays a key role in our
proof, as the following claim indicates.

I Claim 3. It holds that µ ∈ T , M ∈ T and µ = minT . Moreover, for all m ∈ (0,M ] it
holds that P (m) = maxt∈T∩[m,M ] P (t).

Recall that ∆(m) is defined as the price the follower has to pay for the non-priceable
variables if he buys a mass of at most m from the leader. Similar to the proof of Briest et
al. [7] for the combinatorial setting, we next show that the functions P and ∆ are closely
related. In our case, however, we have to deal with several difficulties that arise because we
allow for non-discrete optimization problems of the follower.
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Consider the lower convex hull H of the point set {(m,∆(m)) : 0 ≤ m ≤M}. Let ∂H be
the lower border of H, and let ∆̂ : [0,M ]→ R be the function for which (m, ∆̂(m)) ∈ ∂H
for all m ∈ [0,M ]. We remark that, since ∆̂ is convex and decreasing,

D−∆̂(m) = sup
`<m

∆̂(m)− ∆̂(`)
m− `

, for each m ∈ (0,M ].

Here, D− denotes the lower left Dini derivative of ∆̂. It is defined, for all m ∈ (0,M ], by

D−∆̂(m) = lim inf
h→0−

∆̂(m)− ∆̂(m+ h)
h

.

As our main claim shows, the values of P (m) and D−∆̂(m) are essentially equal.

I Claim 4. Except for a set of measure 0, it holds for all m ∈ (0,M) that D−∆̂(m) = −P (m).

To establish Claim 4 is indeed the difficult part of the whole proof. We skip the details
due to space constraints.

In the calculation that finishes the proof we make use of the inverse operation of the
lower left Dini derivative, the so-called lower left Dini integral, denoted (LD)

∫
. For more

background we refer to the article of Hagood and Thomson [11].
We have

R = ∆(0)−∆(M) = ∆̂(0)−∆̂(M) = lim
ε→0+

∆̂(ε)−∆̂(M) = lim
ε→0+

(LD)
∫ M

ε

−D−∆̂(m) dm.

Due to Claim 4, the integral

lim
ε→0+

(LD)
∫ M

ε

P (m) dm

is well defined and equals

lim
ε→0+

(LD)
∫ M

ε

−D−∆̂(m) dm.

Recall that, by Claim 3, µ = minT and so P (m) = P (µ) for all m ∈ (0, µ]. Hence,

lim
ε→0+

(LD)
∫ M

ε

P (m) dm = lim
ε→0+

(LD)
∫ µ

ε

P (m) dm+ (LD)
∫ M

µ

P (m) dm

= µ · P (µ) + (LD)
∫ M

µ

P (m) dm.

Let r be the maximum revenue achieved by the single-price strategy. Note that r is at least
the revenue at the single-price P (m), for each m ∈ (0,M ], which is in turn at least m ·P (m).
We thus have

µ · P (µ) + (LD)
∫ M

µ

P (m) dm = µ · P (µ) + (LD)
∫ M

µ

m · P (m)
m

dm

≤ r + (LD)
∫ M

µ

r

m
dm

= r + r · (ln(M)− ln(µ))

= r

(
1 + ln

(
M

µ

))
.

This shows that R ≤ r(1 + ln(M/µ)), as desired. J
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Balcan et al. [2] and Briest et al. [7] extend their result to the situation when there are
several followers.1 The same approach works in our generalized model.

Assume there are ` followers and each follower has its own optimization problem. Formally,
the i-th follower minimizes his objective function pTxi + fi(xi, yi) where (xi, yi) belongs to
the set Xi ⊆ Rk≥0 × Rn−k≥0 of his feasible solutions, i = 1, . . . , `. The pricing vector p appears
in the objective function of every follower and is again set by the leader in order to maximize
her revenue

∑`
i=1 p

Txi. The difficulty here is that, while each follower has an individual
optimization problem, the leader can set only one price vector for all followers at once. There
is, however, a canonical way of reducing the pricing game to the case of a single follower. To
this end, we consider the pricing game with respect to follower i only, and let µi (resp. Mi)
be the minimum non-zero mass (resp. the maximum mass) bought by follower i. Moreover,
let Ri be the upper bound on the revenue with respect to follower i.

I Corollary 5. There is a single-price for the Stackelberg Pricing Game with ` followers
whose revenue is at least∑`

i=1 Ri

1 + ln
(∑`

i=1
Mi

min`
i=1 µi

) .
To see this, consider a single follower with the feasible subset X = X1 ×X2 × . . .×X`. It
is easy to see that we have M =

∑`
i=1 Mi and R =

∑`
i=1 Ri in this game. Moreover, the

smallest non-zero mass µ bought by the newly defined single follower is at least the minimum
smallest non-zero mass bought by one of the ` followers, that is min`i=1 µi. Now applying
Theorem 2 to the single follower yields Corollary 5.

Theorem 2 is tight in the following sense.

I Proposition 6. There are Stackelberg Pricing Games of arbitrarily large R and M in which
the optimum revenue equals

(1 + o(1)) · R

1 + ln
(
M
µ

) .
This holds true even for games in which the follower minimizes a linear objective function of
the form pTx+ cT y over a uniform matroid.

Note that, in the above statement, every possible pricing is considered and not just
single-price strategies. In other words, the lower bound in Theorem 2 is tight not only
for single-price strategies, but for arbitrary pricings. So far, it was known that there are
combinatorial pricing games where the optimum revenue is in O(R/ log k), where k is the
number of priceable elements (cf. [5]). The merit of Proposition 6 is that it shows tightness of
Theorem 2 up to a factor of 1 + o(1), which is best possible. This fact, and the construction
given in the proof of Proposition 6, enable us to prove the following hardness result.

I Theorem 7. Fix a sufficiently small rational number ε > 0, and consider a Stackelberg
Pricing Game where the follower minimizes an objective function of the form pTx+ cT y over
a matroid. It is strongly NP-hard to decide whether there is some pricing of revenue at least

(1 + ε) · R

1 + ln
(
M
µ

) .
1 In this paper we consider the case of unlimited supply, meaning that the followers buy their favorite

solution independently of each other.
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Due to space constraints, the proof of Theorem 7 is deferred to the appendix. In the
statement of the above theorem, we assume that the matroid is given by its ground set and
a membership oracle. Thus, µ, M , and R can be computed in polynomial time. Moreover, it
will be clear from the proof that the natural logarithm can be computed in polynomial time
with the precision needed to decide the problem.

Let us remark that the assumption of ε being sufficiently small is merely technical, and
can be dropped by giving a more careful hardness reduction. The message of the above
theorem is, however, that there is a sharp contrast between the revenue guaranteed by the
simple single-price strategy given in Theorem 2 and anything more than that.

3 Parameterized complexity of Stackelberg Pricing Games with few
priceable objects

In this section we study the parameterized complexity of Stackelberg Pricing Games when
parameterized by the number of priceable objects. Intuitively, this addresses the question
of whether there are improved algorithms for the case that only few objects are priceable.
We give a general positive result for the combinatorial model. Our main result in this part,
however, is a hardness proof for the linear programming case; we begin with the latter.

In the lp-pricing problem there is a linear program over which the follower minimizes.
The leader may choose the price, i.e. target function coefficient, of k specified variables. Her
revenue is determined by the corresponding (weighted) sum over these variables.

lp-pricing
Input: A linear program with k priceable variables and λ ∈ Q.
Question: Is there a price vector whose revenue is at least λ?

We prove that this problem is at least as hard to solve as the parameterized k-clique problem.
The hardness proof creates linear programs with only non-negative variables and non-negative
target function over which the follower seeks to minimize. As such it proves hardness also
for our more general model parameterized by number of priceable variables.

I Theorem 8. lp-pricing is W[1]-hard when parameterized by the number k of priceable
variables.

The theorem is proven by a reduction from the well-known (parameterized) Multi-
colored Clique problem. Therein, we are given a k-partite graph G (or, equivalently, a
properly k-colored graph) and have to determine whether G contains a clique on k vertices;
the problem is W[1]-hard with respect to parameter k. Thus, unless FPT = W[1], there is no
algorithm running in time f(k)nc for instances of size n. Moreover, under the Exponential-
Time Hypothesis [13] the reduction implies that there is no O(no(k)) time algorithm for
lp-pricing. In instances created by the reduction the leader can effectively enforce the
choice of the k clique vertices by setting appropriate prices for k variables; the remaining
variables are used to verify the choice and a certain revenue threshold can only be attained
if there is indeed a k-clique. The behavior of these k priceable variables is quite similar
to integer variables, as they can be shown to only take specific values from a finite set in
solutions meeting the threshold (one value corresponding to each vertex of G). This arguably
gives our parameterized lp pricing problem some similarity to the mixed ilp feasibility
problem parameterized by the number of integer variables. Interestingly, the latter problem is
FPT due to a classic result of Lenstra [12]. Due to space constraints we will restrict ourselves
to an informal description of the reduction complemented by some intuition.
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Proof Sketch for Theorem 8. We give a parameterized reduction from the W[1]-hard mul-
ticolored clique(k) problem. Therein, we are given a k-partite graph G = (V1, . . . , Vk, E)
and have to determine whether it contains a clique of size k, i.e., a clique containing exactly
one vertex from each partite set. The reduction is polynomial-time computable and creates an
instance of lp-pricing with k + 1 priceable variables, proving W[1]-hardness of lp-pricing.

Much effort in the design of the linear program and the correctness proof goes into
setting up constraints on k pairs of variables (xi, yi) and forcing each pair to take a value
in {(p1, q1), . . . , (pn, qn)}; each xi is priceable and the yi have fixed prices. We have p1 >

p2 > . . . > pn and q1 < q2 < . . . < qn with the high-level idea that changing the price of xi
will make a particular point (pj , qj) optimal. Each choice of (xi, yi) = (pj , qj) corresponds
to the selection of one vertex (i, vi) from the ith partite set Vi of G. Additionally, there
are variables zi,j ≥ |yi − qj | that serve as indicators for whether yi = qj , and clique-testing
constraints on pairs of variables zi,u, zj,v for every non-edge {(i, u), (j, v)} of G to prevent
choosing both (i, u) and (j, v) for the clique. Notably, there is a single slack variable y0
present in all clique-testing constraints that is connected to a priceable variable x0 in such a
way that the maximum revenue c0 for x0 is only possible if the slack y0 is not needed, i.e., if
all clique-testing constraints are active.

The reader will have noticed that there are no constraints that we could pose in a linear
program that would enforce (xi, yi) ∈ {(p1, q1), . . . , (pn, qn)}. Instead, the points (pj , qj) are
the extremal points (when projected to two dimensions) of certain constraints on each pair
xi and yi; we call these the core constraints. There are intended prices r1, . . . , rn with the
goal of showing that setting the leader price di of xi to rj leads to (xi, yi) = (pj , qj) being
uniquely optimal. This would probably be easier if we could restrict to di ∈ {r1, . . . , rn}, but
we are not allowed to do so. Instead, the strategy is roughly as follows:
1. Consecutive pairs of points (pj , qj) and (pj+1, qj+1) are chosen in such a way that for

di = rj all choices of (xi, yi) on the line segment defined by the two points give the
same follower cost including updates to indicator variables zi,j . (This is rather helpful
for replacement arguments, which we use to disprove solutions not following intended
behavior, but does not cover the variable y0.) The leader payoff in this case is highest for
xi = pj as pj > pj+1, and we have rj := 1

pj
so that the payoff is exactly 1 in this case.

2. A critical issue is that we must make sure that the leader cannot make a profit larger
than 1 with any variable xi since that may be more beneficial than attempting to gain
the revenue for having the clique-testing constraints fulfilled without increasing the slack
variable y0 above 0.

3. A significant part of the proof hence goes towards a technical claim that allows to rule
out both profit greater than one for any variable xi and the case that ps > xi > ps+1, i.e.,
that xi lies between two intended coordinates. To this end, the core constraints on pairs
(xi, yi) contain varying numbers of slack variables wi,1, . . . , wi,n of fixed prices r1, . . . , rn.
These are placed in such a way that they provide alternative ways of satisfying the core
constraints when di /∈ {r1, . . . , rn}, without keeping the follower from actually paying the
full price of xi in other cases.

We remark that the correctness proof of course also requires the reverse direction of
ensuring leader payoff at least k + c0 if G has a clique of size k. Here we are in the easier
situation of being able to select leader prices and fixing a suggested solution. We then
prove feasibility, which is straightforward, and optimality, which requires combining most
of the constraints into a lower bound on the optimal follower cost that matches that of our
suggested solution. J
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Theorem 8 is in sharp contrast to the combinatorial setting, where under mild assumptions
one can see the problem to be fixed-parameter tractable. Here we assume that X ⊆ {0, 1}n
but put no further restriction on the follower’s objective function f : X → R. In particular,
this model covers the classical setting where each item has a fixed cost and if the follower
buys a set S of items, he has to pay the sum of the fixed costs of the elements of S, plus the
leader’s price of the bought elements.

I Theorem 9. Assume that X ⊆ {0, 1}n, and that we are given a polynomial-time algorithm
to compute an optimal solution of the follower for given leader prices p ∈ Rk. Then the
computation of optimal prices and optimal leader revenue is fixed-parameter tractable, with
running time O(2knc), when parameterized by the number of priceable items.

In the above statement we make the natural assumption that the input size is at least
n+ size(f), where size(f) denotes the maximum length of the binary encoding of any value
f can take.

Proof Sketch for Theorem 9. Due to space constraints the proofs of the claims in this
section are deferred to the appendix. We need the following proposition by Briest et al. [7]. It
says that if the leader wants to force the follower to pick a certain solution, she can compute
suitable prices in polynomial time. We state their result in a slightly more general fashion
than in the original paper. Indeed, Briest et al. were only concerned with the case when f is
additive but the proof did not make use of the additivity of f at all.

I Proposition 10 (Briest et al. [7]). Given a vector z ∈ X, one can compute an optimal
price vector p such that z is an optimal solution of the follower with respect to p, or decide
that such a price vector does not exist, in polynomial time.

Our algorithm works as follows. For each vector x ∈ {0, 1}k we compute a price vector
px, if exists, such that
(a) there is some y ∈ {0, 1}n−k such that the vector (x, y) is an optimal solution of the

follower with respect to the price vector px,
(b) subject to (a) the revenue pTx x is maximum.

When this procedure is finished we choose the vector x̂ ∈ {0, 1}k with maximum value
of px̂T x̂, and output the price vector px̂. As the next claim shows, this price vector is the
optimum solution.

I Claim 11. The output px̂ is an optimal price vector for the leader.

In the remainder of the proof we show how to compute px for a fixed candidate vector
x ∈ {0, 1}k. First we aim to find a vector yx ∈ {0, 1}n−k such that (x, yx) ∈ X and, subject
to this, f(x, yx) is minimum. Note that possibly such a vector yx does not exist. To find a
vector yx, or decide that none exists, we define a price vector p by setting

pi =
{
−M if xi = 1,
M if xi = 0,

for all i ∈ [k]. Here, M is a number that is large enough to ensure that

for all (x′, y′), (x′′, y′′) ∈ X, it holds that f(x′, y′)− f(x′′, y′′) < M . (1)

As both values |f(x′, y′)| and |f(x′′, y′′)| are bounded by 2size(f), we may simply put M =
2size(f)+1 + 1.

Now we compute an optimal solution of the follower with respect to the price vector p,
say (x∗, y∗), using the assumed polynomial-time algorithm.
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I Claim 12. If for some y ∈ {0, 1}n−k it holds that (x, y) ∈ X, then x∗ = x.

If x∗ 6= x, Claim 12 implies that there is no price vector satisfying (a). Thus, we may
safely abort the process and go over to the next candidate vector x. Otherwise if x∗ = x, we
put yx = y∗.

I Claim 13. f(x, yx) ≤ f(x, y) holds for all y ∈ {0, 1}n−k with (x, y) ∈ X.

Next, we use Proposition 10 to compute a price vector px such that the vector (x, yx) is
optimal for the follower and, subject to that, pxTx is maximum. Note that this price vector
does exist since, e.g., the vector p is a feasible price vector. By construction, px has the
property (a). So far, we only know that pxTx is maximum subject to the condition that
under the price vector px the vector (x, yx) is an optimal solution of the follower.

I Claim 14. Subject to (a), the revenue pTx x is maximum.

As the running time of the whole algorithm is O(2k · (n + size(f))O(1)), the proof is
complete. J

4 Conclusion and future work

The basis for the first part of this paper were the results of Briest et al. [7] and Balcan et
al. [2] who gave a lower bound on the optimal revenue in Stackelberg Network Pricing Games.
We proved that this bound carries over to a much more general setting, where, basically, the
follower minimizes a continuous function over a compact set of points. This model captures
important settings that are not covered by the classical combinatorial model. For example,
the case when the follower is minimizing a linear program, e.g., a minimum cost flow problem.

The proven lower bound also holds if a single-price strategy is applied, and it is tight up
to a factor of (1 + o(1)). Moreover, we used this tightness example to show that it is strongly
NP-hard to decide whether the revenue of an optimal pricing exceeds the lower bound by an
arbitrarily small linear factor.

In the second part of the paper we studied the parameterized complexity of the revenue
maximization problem. It turned out that in the combinatorial setting (i.e., when the follower
only has 0/1-valued solutions) there is an elegant FPT algorithm. Once we leave this regime,
however, things become more difficult. Indeed, if the follower has an optimization problem
in the form of a linear program, the revenue maximization problem becomes W[1]-hard and
is thus most likely not FPT.

Several central questions remain. Most importantly, one should consider multiple-follower
scenarios. An intriguing model is when the particular resources have a limited supply. In the
combinatorial setting, a limited supply means that every item to be sold is available only a
limited number of times. Now the followers come one by one, in a certain order, and buy
according to their preferences and the prices set by the leader. Balcan et al. [2] prove a tight
lower bound on the revenue obtained by the single-price strategy. In the non-combinatorial
model, the limited supply might be translated to a constraint of the form (x, y) ≤ s, where
s ∈ Rn≥0 is a fixed vector that is added to the usual constraint (x, y) ∈ X in the optimization
problem of the followers.
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Abstract
We study a dynamic market setting where an intermediary interacts with an unknown large
sequence of agents that can be either sellers or buyers: their identities, as well as the sequence
length n, are decided in an adversarial, online way. Each agent is interested in trading a single
item, and all items in the market are identical. The intermediary has some prior, incomplete
knowledge of the agents’ values for the items: all seller values are independently drawn from the
same distribution FS , and all buyer values from FB . The two distributions may differ, and we
make common regularity assumptions, namely that FB is MHR and FS is log-concave.

We focus on online, posted-price mechanisms, and analyse two objectives: that of maximizing
the intermediary’s profit and that of maximizing the social welfare, under a competitive analysis
benchmark. First, on the negative side, for general agent sequences we prove tight competitive
ratios of Θ(

√
n) and Θ(lnn), respectively for the two objectives. On the other hand, under the

extra assumption that the intermediary knows some bound α on the ratio between the number of
sellers and buyers, we design asymptotically optimal online mechanisms with competitive ratios
of 1 + o(1) and 4, respectively. Additionally, we study the model where the number of items that
can be stored in stock throughout the execution is bounded, in which case the competitive ratio
for the profit is improved to O(lnn).
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1 Introduction

The design and analysis of electronic markets is of central importance in algorithmic game
theory. Of particular interest are trading settings, where multiple parties such as buyers,
sellers, and intermediaries exchange goods and money. Typical examples are markets for
trading stocks, commodities, and derivatives: sellers and buyers where each one trades a single
item and one intermediary for facilitating the transactions. However, the well-understood
cases are comparatively quite modest. The very special case of one seller, and one buyer was
thoroughly studied by Myerson and Satterthwaite [26] in their seminal paper; they provided
a beautiful characterization of many significant properties a mechanism might have, along
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with an impossibility theorem showing that it cannot possess them all. The paper also dealt
with the case where a broker provides assistance by making two potential trades, one with
each agent, while also trying to maximize his profit. This was extended in [15] to multiple
sellers and buyers that are all immediately present in an offline manner.

Our work considers a similar setting, but with a key difference: the buyers and sellers
appear one-by-one, in a dynamic way. It is natural to study this question in the incomplete
information setting in which the intermediary, whose objective is to maximize either profit or
welfare, does not know the sequence of buyers and sellers in advance. The framework that we
employ to study the question is the standard worst-case analysis of online algorithms whose
goal is to do as well as possible in the face of a powerful adversary which tries to embarrass
them.

We are not the first to apply techniques from online algorithms to quantify uncertainty in
markets: the closest work to ours would be by Blum et al. [8] who consider buyers and sellers
trading identical items. In their setting, motivated mostly from a financial standpoint, buyers
and sellers arrived in an online manner, with their bids appearing to the trader and expiring
after some time. The trader would have to match prospective buyers and sellers to facilitate
trade. Among a plethora of interesting results, the trader’s profit maximization problem was
studied using competitive analysis and techniques from online weighted matchings. The key
difference in our setting is that buyers and sellers do not overlap: whenever a seller appears,
the intermediary has to decide whether or not to attempt to buy the item, without having a
buyer ready to go. Instead, the intermediary stores the item to sell it at a later time. We
believe this variation is able to capture “slower” markets, like online marketplaces similar
to Amazon or AliExpress (or even regular retail stores), where uncertainty stems from not
knowing how large a stock of items to buy, in expectation of the buyers to come.

1.1 Our Results
Our aim is to study this dynamic market setting, where an intermediary faces a sequence of
potential buyers and sellers in an online fashion. The goal of the intermediary is to maximize
his profit, or society’s welfare, by buying from the sellers and selling to buyers. We take a
Bayesian approach to their utilities but use competitive analysis for their arrivals: the main
difficulty stems from the unknown (and adversarially chosen) sequence of agents. Further
particulars and notation is discussed in Section 2. All the online algorithms we design are
posted price, which are simple, robust and strongly truthful.

First, in Section 4 we study the case of arbitrary sequences of buyers and sellers and show
that the competitive ratio—the ratio of the optimal offline profit over the profit obtained
by the online algorithm—is Θ(

√
n), where n is the total number of buyers and sellers. We

also study the social welfare objective, where the goal is to maximize the total utility of all
participants, including the sellers, the buyers and the intermediary The competitive ratio
here is Θ(logn). All these results are achieved via common regularity assumptions on the
distributions of the agent values (see Section 3), which we also prove to be necessary, by
providing arbitrarily bad competitive ratios in the case they are dropped (Theorem 7).

To overcome the above pessimistic results, we next study in Section 5 the setting where
both the online and offline algorithms have a limited stock, i.e. at no point in time can they
hold more than K items. In this model, the competitive ratio is improved to Θ(K logn),
asymptotically matching that of welfare. Finally, we also propose a way to restrict the input
sequence, by introducing in Section 6 the notion of α-balanced streams, where at every prefix
of the stream the ratio of the number of sellers to buyers has to be at least α. Under this
condition we are able to bring down the competitive ratios for both objectives to constants. In
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particular, the online posted-price mechanism that we use for profit maximization, and which
is derived by a fractional relaxation of the optimal offline profit, achieves an asymptotically
optimal ratio of 1 + o(1). A similar mechanism is 4-competitive for the welfare objective.

All omitted proofs can be found in the full version of the paper [18].

1.2 Prior Work

Our work is grounded on a string of fruitful research in mechanism design. The main topics
that are close to our effort are bilateral trading, trading markets and sequential (online)
auctions.

The first step in bilateral trading and mechanism design was made by Myerson and
Satterthwaite [26] who proved their famous impossibility result, even for the case of one
buyer and one seller. The case for profit maximization was extended to many buyers and
sellers, each trading a single identical item, in [15]. Some of the assumptions in our model
are based in these two works. The impossibility result in [26], among other difficulties, slowly
vanishes for larger markets as was shown by McAffee [25]. There is still active progress
being made on this intriguing setting, concentrating on simple mechanisms that provide good
approximations either to welfare while staying budget balanced and individually rational
[9, 11] or to profit [27]. Other recent developments include a hardness result for computing
optimal prices [17] and constant efficiency approximation with strong budget balance [14].

Sequential auctions have also produced a collection of interesting results, either extending
the ideas of simple approximate mechanisms instead of more complex, theoretically optimal
ones or dealing with entirely new settings. Prominent examples that compare the revenue
(or welfare) generated by simple, posted-price sequential auctions to the optimal, proving
good approximations in certain cases, are [10] for single-item revenue, [13, 29] for matroid
constraints (and some multi-dimensional settings) and [16] for combinatorial auctions. There
have been many approaches that apply competitive (worst-case) analysis to mechanism
design. The analysis of auctions with unlimited supply is explored in [5, 7] where near
optimal algorithms are developed using techniques inspired from no-regret learning. There is
also a deep connection between secretary problems and online sequential auctions [21, 20, 3].
Hajiaghayi et al. utilized techniques such as prophet inequalities for unknown market size
with distributional assumptions in [22]. A comprehensive exposition of online mechanism
design by Parkes can be found in [28].

There are also positive results in online auctions when the valuation distribution is
unknown (but usually known to be restricted in some way, having bounded support or being
monotone hazard-rate etc). Babaioff et al. explored the case of selling a single item to
multiple i.i.d. buyers in [1]. The case of k items in a similar setting was studied in [2], while
the case of unlimited items (digital goods auctions) in [23] and [24]. Budget constraints
where also introduced in [4], where a procurement auction was the focus.

2 Preliminaries and Notation

The input is a finite string σ ∈ {S,B}∗ of buyers (B) and sellers (S). The online algorithm has
no knowledge of σ(t), i.e. whether σ(t) = S or σ(t) = B, before step t. Also, it doesn’t know
the length n(σ) of σ. Denote nS(σ), nB(σ) the number of sellers and buyers, respectively, in
σ, and let NS(σ), NB(σ) be the corresponding set of indices, i.e. NS(σ) = {t | σ(t) = S }
and NB(σ) = {t | σ(t) = B }. Let N(σ) = NS(σ) ∪NB(σ) = {1, 2, . . . , n(σ)}. In the above
notation we will often drop the σ if it is clear which input stream we are referring to.
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The values of the sellers are drawn i.i.d. from a probability distribution (with cdf) FS and
these of buyers i.i.d. from a distribution FB, both supported over intervals of nonnegative
reals. We denote the random variable of the value of the t-th agent with Xt. We assume
that distributions FS and FB are continuous, with bounded expectations µS and µB, and
have (well-defined) density functions fS and fB , respectively. It will also be useful to denote
by XS a random variable drawn from distribution FS , and similarly XB ∼ FB , and for any
random variable Y and positive integer m use Y (m) to represent the maximum order statistic
out of m i.i.d. draws from the same distribution as Y . We will also use the shortcut notation
µ(m) = E[Y (m)].

We study posted-price online algorithms that upon seeing the identity of the t-th agent
(whether she is a seller or a buyer), offer a price pt. We buy one unit of the item from sellers
that accept our price (i.e. if σ(t) = S and Xt ≤ pt) and pay them that price, and we sell to
buyers that accept our price (i.e. if σ(t) = B and Xt ≥ pt), given stock availability (see below),
and collect from them that price. So, a price pt+1 can only depend on σ(1), . . . , σ(t+ 1) and
the result of the comparison Xi ≤ pi in all previous steps i = 1, 2, . . . , t. Let Kt denote the
available stock at the beginning of the t-th step, i.e. K1 = 0 and

Kt+1 =


Kt + 1, if σ(t) = S ∧ Xt ≤ pt
Kt − 1, if σ(t) = B ∧ Kt 6= 0 ∧ Xt ≥ pt
Kt, otherwise.

Then, the set of sellers from whom we bought items during the algorithm’s execution is IS =
{t ∈ NS | Xt ≤ pt } and the set of buyers we sold to is IB = {t ∈ NB | Xt ≥ pt ∧Kt 6= 0}.
Notice that these are random variables, depending on the actual realizations of the agent
values Xt.

The total profit that the intermediary deploying an algorithm A makes throughout the
execution on an input stream σ, is the amount he manages to collect from the buyers via
successful sales, minus the amount he spent in order to maintain stock availability from the
sellers, that is

R(A, σ) = E

[∑
t∈IB

pt −
∑
t∈IS

pt

]
.

The social welfare of algorithm A is the sum of valuations that all participants achieve
throughout the entire execution. That is, a seller at position t of the stream has a value of
Xt if she keeps her item, or a value of pt if she sold the item to the intermediary; a buyer has
a value of Xt − pt if she managed to buy an item, since the item has a value of Xt and he
spent pt to buy it, or 0 otherwise. And the intermediary, has a value of R(A) plus the value
of the items that he didn’t manage to sell in the end and which are now left in his stock.
Putting everything together and performing the occurring cancellations, this results in the
welfare to be expressed simply as the sum of the values of the sellers that kept their items
plus the sum of the values of the buyers that bought an item, i.e.

W(A, σ) = E

 ∑
t∈NS\IS

Xt +
∑
t∈IB

Xt

 . (1)

We use competitive analysis, the standard benchmark for online algorithms (see e.g. [12]),
in order to quantify the performance of an online algorithm A: we compare it to that of
an unrealistic, offline optimal algorithm OPT has access to the entire stream σ in advance.
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Then, we say that A is ρ(n)-competitive with respect to welfare, if for any feasible input
sequence of agents σ with length n and distributions FS , FB for the agent values, it is
W(OPT, σ) ≤ ρ(n) · W(A, σ). Notice how we allow the competitive ratio ρ(n) to explicitly
depend on the input’s length, so that we can perform asymptotic analysis as W(OPT, σ) and
n tend to infinity. It is common in competitive analysis to allow for an additional constant
in the right hand side of the above expression, that does not depend in the input, and
which intuitively can capture some initial configuration disadvantage of the online algorithm.
We do that for the case of the profit objective, as this constant will have a very natural
interpretation: you can think of it as the maximum amount of deficit on which an online
algorithm can run at any point in time, since an adversary can always stop the execution at
any time he wishes. Given that interpretation, it makes sense to allow for this constant to
depend on seller distribution FS , since even when we face a single seller at the first step we
expect to spend an amount that depends on the realization of her value. Thus, we will say
that an online algorithm is ρ(n)-competitive with respect to profit, if for any input sequence
of agents σ and any probability priors FS , FB ,

R(OPT, σ) ≤ ρ(n) · R(A, σ) +O(µS). (2)

3 Distributional Assumptions

Throughout most of the paper we will make some assumptions on the distributions FB,
FS from which the buyer and seller values are drawn. In particular, we will assume that
FB has monotone hazard rate (MHR), i.e. log(1 − FB(x)) is concave, and that FS is log-
concave, i.e. logFS(x) is concave. For convenience, we will collectively refer to both the above
constraints as regularity assumptions. These conditions are rather standard in the optimal
auctions literature, and they encompass a large class of natural of distributions including
e.g. exponential, uniform and normal ones. Notice that distributions that satisfy the above
conditions also fulfil the regularity requirements introduced in the seminal paper Myerson
and Satterthwaite [26] for the single-shot, one buyer and one seller setting of bilateral trade,
namely that x + FS(x)

fS(x) and x − 1−FB(x)
fB(x) are both increasing functions. Finally, we must

mention that such regularity assumptions are necessary, in the sense that dropping them
would result in arbitrarily bad lower bounds for the competitive ratios of our objectives, as it
is demonstrated by Theorem 7.

The following two lemmas demonstrate some key properties of distributions satisfying
our regularity assumptions and which will be very useful in our subsequent analysis:

I Theorem 1. For any random variable Y drawn from an MHR distribution with bounded
expectation µ and standard deviation s,
1. Pr [Y ≥ y] ≥ 1

e for any y ≤ µ
2. Pr [Y ≥ y] < 1

e for any y > 2µ
3. E[Y (m)] ≤ Hm · µ, where Hm is the m-th harmonic number.
4. s ≤ µ

Proof. A proof of Property 1 can be found in [6, Theorem 3.8], of Property 2 in [6, Corollary
3.10], and of Property 3 in [1, Lemma 13]. For Property 4, from [19, Lemma 2] we know
that E

[
Y 2] ≤ 2µ2, so s2 = E

[
Y 2]− µ2 ≤ µ2. J

I Lemma 2. For any distribution over [0,∞) with log-concave cdf F and expectation µ,

x ≤ eµF (x) for any x ≤ µ.
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Finally, we prove the following property bounding the sum of maximum order statistics
of a distribution, that holds for general (not necessarily MHR) distributions and might be of
independent interest:

I Lemma 3. The expected average of the k-th highest out of m independent draws from a
probability distribution with expectation µ and standard deviation s can be at most µ+2

√
m
k s.

4 General Setting

We start by studying the general setting where no additional assumptions are enforced on
the structure of the input sequence. The adversary is free to arbitrarily choose the identities
of the agents.

4.1 Welfare
I Theorem 4. Under our regularity assumptions1, the online auction that posts to any seller
and buyer the median of their distribution is O(lnn)-competitive with respect to welfare. This
bound is tight.

Proof. We split the proof of the theorem in two more general lemmas below, corresponding
to upper and lower bounds. Then, the upper bound for our case follows easily from Lemma 5
by using constants c1 = c2 = 2, and taking into consideration that, from Property 3 of
Theorem 1, the ratio of the maximum order statistic for the MHR distribution FB is upper
bounded by rB(m) ≤ Hm ≤ O(lnm). For the lower bound, it is enough to observe that this
ratio is attained by an exponential distribution, which is MHR.

I Lemma 5. For any choice of constants c1, c2 > 1, the following fixed-price online auction
has a competitive ratio of at most max

{
c1
c1−1 , c1c2 · rB(nB)

}
with respect to welfare, where

nB is the number of buyers, and rB(m) = µ
(m)
B /µB is the ratio between the m-maximum-order

statistic and the expectation of the buyer value distribution.
Post to all sellers price q = F−1

S

(
1
c1

)
.

Post to all buyers price p = F−1
B

(
c2−1
c2

)
.

Proof. Let A denote our online algorithm and OPT an offline algorithm with optimal
expected welfare. Fix an input stream σ. Looking at (1), the maximum welfare that OPT
can get from the sellers is at most E

[∑
t∈NS Xt

]
= nsµS , while from the buyers at most

E
[
|IB | ·X(nB)

B

]
≤ κE

[
X

(nB)
B

]
, where κ is the maximum number of sellers that can be

matched to distinct buyers that arrive after them2 in σ: clearly, no mechanism can sell more
than κ items. Bringing all together we have that

W(OPT) ≤ nsµS + κµ
(nB)
B = nsµS + rB(nB) · κµB .

1 As matter of fact, in the proof of Theorem 4 just regularity for the buyer values would suffice, i.e. FB

being MHR.
2 You can think of that as the maximum size of a matching in the following undirected graph: the nodes

are the sellers and the buyers, and there is an edge between any seller and all the buyers that appear
after her in σ.
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For the online algorithm now, from the sellers we get∑
i∈NS

Pr [Xi > q]E[Xi|Xi > q] ≥ ns(1− FS(q))E[XS ] = c1 − 1
c1

· nSµS

and from the buyers at least

κPr [XS ≤ q] Pr [XB ≥ p]E[Xi|Xi ≥ p] ≥ κFS(q)(1− FB(p))E[XB ] = 1
c1

1
c2
· κµB ,

just by considering one of the κ-size matchings discussed before: if we manage to buy from
one of these κ sellers, then we will definitely have stock availability for the matched buyer. J

The upper bound in Lemma 5 cannot be improved:

I Lemma 6. For any probability distribution F , even if the seller and buyer values are i.i.d.
from F , the sequence SBn forces all posted-price online mechanisms to have a competitive
ratio of Ω(r(n)), where r(n) = µ(n)/µ is the ratio of the n-maximum-order statistic of
distribution F to its expectation. J

As the following theorem demonstrates, our regularity assumption on the agent values
is necessary if we want to hope for non-trivial bounds. In particular, the lower bound in
Lemma 6 can be made arbitrarily high:

I Theorem 7. For any constant ε ∈ (0, 1), there exists a continuous probability distribution
F such that any online posted-price mechanism has a competitive ratio of Ω(n1−ε) on the
input sequence SBn, even if the values of the sellers and the buyers are i.i.d.

4.2 Profit
Now we turn our attention to our other objective of interest, that of maximizing the expected
profit of the intermediary. As it turns out, this objective has some additional challenges that
we need to address. For example, as the following theorem demonstrates, if the distribution
of seller values is bounded away from 0, the competitive ratio can be arbitrarily bad, even
for i.i.d. values from a uniform distribution. Intuitively, this follows from the impossibility of
buying a super-constant number of items within a constant budget.

I Theorem 8. For any a > 0 and ε ∈ (0, 1), if the seller and buyer values are drawn i.i.d.
from the uniform distribution over [a, b] where b > 2a, then no online posted-price mechanism
can have an approximation ratio better than a

(
1− 1

k

)4
n1−ε with respect to profit, where

k = b
a − 1. In particular, for any uniform distribution over an interval [1, h] with h ≥ 3 the

lower bound is 1
24n

1−ε = Ω
(
n1−ε).

If we consider distributions supported over intervals that include 0, under our regularity
assumptions we can do a little better than the trivial lower bound of Theorem 8:

I Theorem 9. Under our regularity assumptions, for agent values distributed over intervals
that include 0 the following online posted-price mechanism achieves a competitive ratio of
O(n 1

2 +ε) for any ε > 0:
Post to the i-th seller price qi = F−1

S

( 1
e

1
i1/2+ε

)
Post to all buyers price p = µB.
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Proof. Fix an input stream σ of length n. Let µB and sB be the expectation and standard
deviation of the buyer value distribution FB . As in the proof of Lemma 5, let κ denote the
maximum number of sellers that can be matched to distinct buyers that arrive after them in
σ. If µ(j:m)

B denotes the expectation of the j-th largest out of m independent draws from FB ,
since no algorithm can make more than κ sales over its entire execution, the optimal offline
profit is upper bounded by

κ∑
j=1

µ
(nB−j+1:nB)
B ≤

n∑
i=n−κ+1

µ
(i:n)
B ≤ κµB + 2

√
κnsB ≤ 3

√
κ
√
nµB ,

where for the second inequality we have used Lemma 3 and for the last one we have used
Property 4 from Theorem 1 and the obvious fact that κ ≤ n.

For the analysis of the online mechanism now, the expected number of items that it gets
from the first κ sellers is

∑κ
i=1 FS(qi) = 1

e

∑κ
i=1

1
i1/2+ε ≥ 1

eκ
1/2−ε. So, by considering the

FIFO matching between these first κ sellers and their corresponding buyers, the expected
income of our algorithm is at least 1

eκ
1/2−ε(1 − F (p)) = 1

eκ
1/2−ε(1 − F (µB)) ≥ 1

e2κ
1/2−ε,

where in the last step we deployed Property 1 of Theorem 1. So, it only remains to be
shown that the online algorithm does not spend more than a constant amount. Indeed, our
expected spending is at most

∞∑
i=1

qiFS(qi) ≤
∞∑
i=1

eµSFS(qi)2 = 1
e
µS

∞∑
i=1

1
i1+2ε = O(µS),

where for the first inequality we have used Lemma 2, taking into consideration that seller
prices qi are decreasing and q1 is below µS . This is true because again from Lemma 2 for
x = µS we know that µS ≤ eµSF (µS), or equivalently F (µS) ≥ 1

e = F (q1). J

The algorithm of Theorem 9 is asymptotically optimal:

I Theorem 10. If the seller and buyer values are drawn i.i.d. from the uniform distribution
over [0, 1], then no online posted-price mechanism can have an approximation ratio better
than Ω (

√
n).

Proof. We use the input sequence σ = Sn/2Bn/2 with n even. Let F (x) = x be the cdf
of the uniform distribution over [0, 1]. This time we argue that no online algorithm can
buy more than Ω(

√
n) items from the sellers, in expectation. Indeed, let qi be the price

that the online mechanism posts to the i-th seller. Then, the expected number of items
mσ bought from the sellers is

∑n/2
i=1 F (qi) =

∑n/2
i=1 qi, while the expected expenditure cσ is∑n/2

i=1 F (qi)qi =
∑n/2
i=1 q

2
i . By the convexity of the function t 7→ t2 and Jensen’s inequality it

must be that

mσ =
n/2∑
i=1

qi ≤
√
n

2

n/2∑
i=1

q2
i

 1
2

= O
(√
cσ
√
n
)
,

so given that our deficit must be cσ = O( 1
2 ), we get the desired mσ = O(

√
n). As a result,

the online profit can be at most O(
√
n) · 1 = O(

√
n).

For the offline algorithm we use prices q = 1
8 and p = 1

2 for the buyers and sellers,
respectively, and by an analogous analysis to that of the proof of Theorem 8, we get that the
expected offline profit is at least

n

2F (q)(1− F (p))p− n

2F (q)q = n

2
1
8

(
1− 1

2

)
1
2 −

n

2
1
8

1
8 = n

128 = Ω(n). J
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5 Limited Stock

If one looks carefully at the lower bound proof for the profit in Theorem 10, it becomes
clear that the source of difficulty for any online algorithm is essentially the fact that without
knowledge of the future, you cannot afford to spend a super-constant amount of money
into accumulating a large stock of items, without the guarantee that there will be enough
demand from future buyers. In particular, it may seem that the offline algorithm has an
unrealistic advantage of using a stock of infinite size. The natural way to mitigate this would
be to introduce an upper bound K on the number of items that both the online and offline
algorithms can store at any point in time. As it turns out, this has a dramatic improvement
in the competitive ratio for the profit:

I Theorem 11. Assuming stock sizes of at most K items, under our regularity assumptions
the following online mechanism is O (Kr logn)-competitive, where r = max

{
1, µSµB

}
:

If your stock is not currently full, post to sellers price q = F−1
S

( 1
r

1
2eK

)
Post to all buyers price p = µB.

Proof. The proof is similar to that of Theorem 9, but certain points need some special
care. Let κ again be the maximum number of sellers that can be matched to distinct
buyers that follow them, but this time under the added restriction of the K-size stock. This
corresponds to the maximum matching with no “temporal” cut of size greater than K. We
write “temporal” cut to mean any cut in the graph that separates the vertices (buyers and
sellers) 1 . . . i from vertices i+ 1 . . . n — that is, precisely the condition that we cannot match
more than K sellers from an initial segment to buyers later in the sequence.

In the full version of our paper we show that such a κ-size matching can be computed
not only offline, but also online using a FIFO queue of length K, adding sellers to the queue
while it is not full and matching buyers greedily: we post prices to sellers, only if we have
free space in our stock, i.e. when the matching queue is not full. We underestimate the online
profit by considering only selling an item to the buyer that is matched to the seller from
which we bought the item. Mimicking the analysis in the proof of Theorem 9 we can see
that the expected number of items bought from the κ matched sellers is κFS(q) ≥ κ 1

2eK
1
r .

Now we argue that q ≤ µB
2 . Indeed, since FS(q) ≤ 1

e we know for sure that q ≤ µS , and
so from Lemma 2 it is q ≤ eµSF (q) ≤ eµS µBµS

1
2e = µB

2 . Next, notice that whenever we make
a successful sale, the contribution to profit is p− q ≥ µB − µB

2 = 1
2µB .

The rest of the proof can be found in the full version of the paper. J

I Remark. The above upper bound in Theorem 11, although a substantial improvement
from the Θ(

√
n) one for the general case in Theorem 9, cannot be improved further: the

logarithmic lower bound is unavoidable, since a careful inspection of the welfare lower bound
in the proof of Lemma 6 reveals that the same analysis carries over to the profit.

6 Balanced Sequences

As we saw in Section 5, introducing a restriction in the size of available stock can improve
the performance of our online algorithms with respect to profit. However, the bound is
still super-constant. Thus, it is perhaps more reasonable to assume some knowledge of the
ratio α between buyers and sellers in sequences the intermediary might face. This allows us
finer control over the trade-off between high volume of trades and the hunt for greater order
statistics.
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In this section we analyse the competitive ratio for profit and welfare obtained by online
algorithms on α-balanced sequences.

I Definition 12. Let α be a positive integer. A sequence containing m buyers is called
α-balanced if it contains αm sellers and the i-th buyer is preceded by at least αi sellers.

For example, the sequence SBSSBSBB is 1-balanced, but SBBSSB is not. Note that
since n = nS

α+1
α = nB(α+ 1), we only need to know the number of buyers of a sequence.

For convenience, we will denote it by m instead of nB, as it is used quite often. This
constraint eliminates the pathological counterexamples of previous sections (such as SBm)
and introduces a much needed “recurrent” flavour to the market: items are constantly traded
and in higher quantities, leading to greater profits for both online and offline algorithms.

6.1 Profit
We first work on profit, deriving bounds for a variety of online and offline mechanisms.
Naturally, there are two types of offline mechanisms: adaptive and non-adaptive. The
non-adaptive posted-price mechanism calculates all prices in advance based on the sequence
of buyers and sellers, while the adaptive posted-price mechanism can alter the prices on the
fly, depending on the outcomes of previous trades.

We show that there is a competitive online mechanism for α-balanced sequences. To do
this, we compare the optimal adaptive and non-adaptive profit to the profit of a class of
hypothetical mechanisms, called fractional mechanisms, which are allowed to buy fractional
quantities of items: posting the price p would buy exactly FS(p) items or sell 1 − FB(p)
items. The advantage of using fractional mechanisms is that at any point we know the
exact quantity of items in the hands of the intermediary instead of the expectation; an
immediate consequence of this is that we know in advance whether there is enough quantity
to sell, which implies that the adaptive and non-adaptive versions of the optimal fractional
mechanism are identical.

We can now give an outline of the results in this section: For α-balanced sequences σ
with m buyers and αm sellers, we establish the following relations of optimal profits:

adaptive(σ) ≤ fractional(σ) ≤ fractional(SαmBm) ≈ non-adaptive(σ), (3)

the last of which will be our online algorithm. We begin by the fractional offline mechanism.

I Theorem 13. The profit gained by the optimal fractional mechanism for the sequence
SαmBm is

max m (p(1− FB(p))− α · qFS(q))
s.t. 1− FB(p) = αFS(q)

p, q ∈ [0,∞).
(4)

For other sequences containing αm sellers and m buyers in a different order, we can use
the following lemma to establish the middle part of inequality 3.

I Lemma 14. For any α-balanced σ with m buyers, fractional(σ) ≤ fractional(SαmBm)

I Theorem 15. For any sequence σ we have adaptive(σ) ≤ fractional(σ).

The intuition behind the proof of the theorem is that the optimal adaptive profit is bounded
from above by the optimal fractional adaptive profit (since fractional mechanisms is a more
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general class of mechanisms); since in fractional mechanisms optimal adaptive and non-
adaptive profits are the same, the theorem follows. For a more rigorous technical treatment,
see the full version of our paper.

At this point, we have a clear model of the adversary’s power: the fractional mechanism’s
revenue for sequence SαmBm, setting only two prices p, q for sellers and buyers. Could we
do the same online? It seems likely. After all, long sequences of buyers and sellers seem to
lead to a similar amount of trading on average by a mechanism setting the same prices.

Based on the previous discussion we propose the following online posted price algorithm:
Use prices p, q given by the optimal fractional solution for SαmBm(see Theorem 13).

This algorithm works without knowing the length of the sequence chosen by the adversary.

I Lemma 16. Let A be the online algorithm defined by the optimal fractional offline prices
of (4). Consider two α-balanced sequences σ1 and σ2 of equal length. We write σ1 � σ2
whenever every prefix of σ1 contains more sellers than the prefix of σ2 having equal length.
Then, σ1 � σ2 ⇒ R(A, σ1) ≥ R(A, σ2)

Although not all sequences are comparable (e.g. SSBBSB and SBSSBB), the sequence
(SαB)m is the bottom element among all α-balanced sequences of length (α + 1)m. This
is trivial, as any balanced sequence must have at least d i

(α+1)/(α)e sellers for any prefix of
length i and (SαB)m is tight for this bound.

To formalize our intuition of making the same number of trades in the long run, we
reformulate our algorithm in the more familiar setting of random walks. Instead of considering
agents separately, each “timestep” would be one sub-sequence SαB, giving m steps in total.
Thus, we are interested in the random variables Zi, denoting the items in stock at the end of
each step, starting with Z0 = 0. Knowing the algorithm buys αmFS(q) items in expectation,
the expected profit can be given by

R((SαB)m) = (αmFS(q)− E [Zm])(p− q)− E [Zm] q, (5)

which is the revenue of the expected number of trades minus the cost of the unsold items.

I Lemma 17. E [Zm] ≤
√

2mα2 logm
(
1− 2

m

)
+ 2

Proof. The process Zi is almost a martingale but not quite: clearly E [Zi] ≤ αm for all i
and we do have E [Zi+1|Zi ≥ 1] = Zi since the expected change in items after that step is
αFS(q)− (1− FB(p)) = 0 by Theorem 13 . However, E [Zi+1|Zi = 0] > Zi, by the no short
selling assumption.

We can define Yi in the same probability space, where Y0 = 0, and

Yi+1 = Yi +


Zi+1 if Yi > 0
−Zi+1 if Yi < 0{
Zi+1 with probability 1

2

−Zi+1 with probability 1
2

if Yi = 0
. (6)

The crucial observation is that Yi behaves similar to Zi but has no barrier at 0. Notice, that
|Yi| ≥ Zi for all i and Yi is a martingale.

Moreover, we have that |Yi+1 − Yi| ≤ α thus by the Azuma-Hoeffding inequality we can
bound the expected value E [Zm]:

Pr[Zm ≥ x] ≤ Pr[|Ym| ≥ x] = Pr[|Ym − Y0| ≥ x] ≤ 2e
−x2

2mα2 ⇒ (7)

E [Zm] ≤ x
(

1− 2e
−x2

2mα2

)
+ 2αme

−x2

2mα2 , (8)
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where we can set x =
√

2mα2 logm to obtain the simpler form:

E [Zm] ≤
√

2mα2 logm
(

1− 2
m

)
+ 2α. (9)

J

I Lemma 18. Let r = max
{

2, µSµB
}
. The optimal value of Programme (4) is at least m µB

2er .
Furthermore, at any optimal solution the buyer price has to be at most p ≤ 4 ln(4er)µB.

I Theorem 19. Under our regularity assumptions, the proposed non-adaptive online mech-
anism is (1 + o(α3/2r log r))-competitive for any balanced sequence, where r = max

{
2, µSµB

}
.

Proof. Plugging (9) into (5), we get:

R((SαB)m) ≥ αmFS(q)(p− q)− E [Zm] (p− q)− E [Zm] q

≥ αmFS(q)(p− q)−
(√

2mα2 logm
(

1− 2
m

)
+ 2α

)
p

≥ αmFS(q)(p− q)−O(α
√
m lnmp). (10)

Using Lemma 14, Theorem 15 and Theorem 13 we know that for every α-balanced sequence,
the profit of our non-adaptive online algorithm is at least R((SαB)m) and the optimal offline
is at most that of the fractional on sequence SαmBm, i.e. αmFS(q)(p− q). Thus, the second
term in (10) bounds the additive difference of the online and optimal offline profit, and its
ratio with respect to the offline profit is upper bounded by

O

(
α
√
m lnmp

αmFS(q)(p− q)

)
= O

(
α
√
m lnmµB ln(4er)

m µB
2er

)
= O

(
α3/2

√
lnn
n
r log r

)
. J

I Remark. Among all 1-balanced sequences, the sequence that gives the maximum profit is
not SmBm; intuitively, by moving buyers earlier in the sequence, we obtain more profit by
adapting the remaining buying prices to the outcome of these potential trades. For example,
the sequence Sm/2BSm/2Bm−1 has better adaptive profit than the sequence SmBm for large
m. Our work above shows that the difference is asymptotically insignificant, but it remains
an intriguing question to determine the balanced sequence with the maximum profit.

6.2 Welfare
Welfare on balanced sequences also improves the competitive ratio of Theorem 4 to a constant.
Intuitively, the reason is that the high volume of possible trades dampens the advantage the
adversary has in obtaining higher order statistics from buyers.

I Theorem 20. The online auction that posts to any seller and buyer the median of their
distribution is 4-competitive.

Notice the above theorem holds without any regularity assumption on the agent value
distributions.
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Abstract
We study the fundamental problem of prediction with expert advice and develop regret lower
bounds for a large family of algorithms for this problem. We develop simple adversarial primitives,
that lend themselves to various combinations leading to sharp lower bounds for many algorithmic
families. We use these primitives to show that the classic Multiplicative Weights Algorithm
(MWA) has a regret of

√
T ln k

2 (where T is the time horizon and k is the number of experts),
there by completely closing the gap between upper and lower bounds. We further show a regret
lower bound of 2

3

√
T ln k

2 for a much more general family of algorithms than MWA, where the
learning rate can be arbitrarily varied over time, or even picked from arbitrary distributions over
time. We also use our primitives to construct adversaries in the geometric horizon setting for
MWA to precisely characterize the regret at 0.391√

δ
for the case of 2 experts and a lower bound

of 1
2

√
ln k
2δ for the case of arbitrary number of experts k (here δ is the probability that the game

ends in any given round).
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1 Introduction

In this paper we develop tight lower bounds on the regret obtainable by a broad family of
algorithms for the fundamental problem of prediction with expert advice. Predicting future
events based on past observations, a.k.a. prediction with expert advice, is a classic problem
in learning. The experts framework was the first framework proposed for online learning
and encompasses several applications as special cases. The underlying problem is an online
optimization problem: a player has to make a decision at each time step, namely, decide
which of the k experts’ advice to follow. At every time t, an adversary sets gains for each
expert: a gain of gi,t for expert i at time t. Simultaneously, the player, seeing the gains from
all previous steps except t, has to choose an action, i.e., decide on which expert to follow. If
the player follows expert j(t) at time t, he gains gj(t),t. At the end of each step t, the gains
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associated with all experts are revealed to the player, and the player’s choice is revealed
to the adversary. In the finite horizon model, this process is repeated for T steps, and the
player’s goal is to perform (achieve a cumulative gain) as close as possible to the best single
action (best expert) in hindsight, i.e., to minimize his regret RT,k:

RT,k = max
1≤i≤k

T∑
t=1

gi,t −
T∑
t=1

gj(t),t.

Apart from assuming that the gi,t’s are bounded in [0, 1], we don’t assume anything else
about the gains1. Just as natural as the finite horizon model is the model with a geometric
horizon: the stopping time is a geometric random variable with expectation 1

δ . In other
words, the process ends at any given step with probability δ, independently of the past.
Equivalently, both the player and the adversary discount the future with a 1− δ factor. In
this paper, we study both the finite horizon model and the geometric horizon model. We
begin with the discussion for finite horizon model below.

Main contribution

In this paper we develop simple adversarial primitives and demonstrate that, when applied
in various combinations, they result in remarkably sharp lower bounds for a broad family of
algorithms. We first describe the family of algorithms we study, and then discuss our main
results.

Multiplicative Weights Algorithm

We begin with the Multiplicative Weights Algorithm, which is a simple, powerful and widely
used algorithm for a variety of learning problems. In the experts problem, at each time
t, MWA computes the cumulative gain Gi,t−1 =

∑t−1
s=1 gi,s of each expert i accumulated

over the past t− 1 steps, and will follow expert i’s advice with probability proportional to
eηGi,t−1 . Namely, with probability eηGi,t−1∑k

j=1
eηGj,t−1

where η is a parameter that can be tuned.

The per-step computation of the algorithm is extremely simple and straightforward. The
intuition behind the algorithm is to increase the weight of any expert that performs well by
a multiplicative factor. Despite the simplicity and the heuristic origins of the algorithm, it
is surprisingly powerful: the pioneering work of Cesa Bianchi et al. [6] showed that MWA
obtains a sublinear regret of

√
T ln k

2 , and that this is asymptotically optimal as the number
of experts k and the number of time steps T both tend to ∞.

Families of algorithms

The MWA is a single-parameter family of algorithms, i.e., the learning rate parameter η is
the only parameter available for the player. In general one could think of η being an arbitrary
function of time t, i.e., at step t, algorithm follows expert i with probability eη(t)Gi,t−1∑k

j=1
eη(t)Gj,t−1

.

Note that this is a T -parameter family of algorithms and is quite general. The most general
family of algorithms we study is when at each time t, the quantity η(t) is drawn from an

1 As one might expect, it turns out that restricting the adversary to set gains in {0, 1} instead of [0, 1] is
without loss of generality (see [12] or [20]). Henceforth, we restrict ourselves to the binary adversary,
which just sets gains of 0 or 1.
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arbitrary distribution Ft over reals. Since Ft could be arbitrary, this is an infinite-parameter
family of algorithms. We denote the
1. single parameter MWA family by Asingle;
2. family where η(t) decreases with t by Adec;
3. family where η(t) is arbitrary function of t by Aarb;
4. family where η(t) is drawn from Ft for each t by Arand.
It is straightforward to see that Asingle ⊆ Adec ⊆ Aarb ⊆ Arand. The reason we start with
Asingle is that it is the classic MWA and precisely characterizing its regret is still open. We
study Adec because often when MWA algorithms are working with unknown T , they employ
a strategy where η decreases with time. We move on to further significantly generalize this
by studying Aarb,Arand.

Minimax regret, and Notation

We study the standard notion of minimax regret for each of the above family of algorithms.
Formally, let RT,k(A,D) denote the expected regret achieved by algorithm A when faced
with adversary D in the prediction with expert advice game with T steps and k experts.
We use Rk(A,D) to denote the asymptotic2, in T , value of RT,k(A,D), i.e., Rk(A,D) =√
T · limT→∞

RT,k(A,D)√
T

. The minimax regret of a family AF of algorithms against a family
DF of adversaries is given by RT,k(AF ,DF ) = minA∈AF maxD(A)∈DF RT,k(A,D). Let Duniv
denote the universe of all adversaries. We use the shorthand RT,k(AF ) for RT,k(AF ,Duniv) =
minA∈AF maxD(A)∈Duniv RT,k(A,D). We use Rk(AF ) to denote the asymptotic, in T , value
of RT,k(AF ), i.e., Rk(AF ) =

√
T · limT→∞

RT,k(AF )√
T

.

Goal

One of our goals in this paper is to compute the precise values of Rk(Asingle), Rk(Adec),
Rk(Aarb) and Rk(Arand) for each value of k, and, describe and compute the adversarial
sequences that realize these regrets. For clarity, we compute the precise values of Rk(AF ) by:
1. computing the best-response adversary in Duniv for every algorithm in AF ;
2. computing Rk(AF ) the regret of the optimal algorithm in AF (i.e., the algorithm that

gets the smallest regret w.r.t. its best-response adversary).
In many cases, the first step, namely computing the best-response adversary, is challenging.
We find the best-response adversaries for the families Asingle and Adec. For the families Aarb
and Arand, we perform the first step approximately, i.e., we compute a nearly best-response
adversary, and thus we obtain lower bounds on Rk(Aarb) and Rk(Arand).

What is known, and what to expect?

It is well known that for AF = Asingle,Adec,Aarb,Arand: RT,k(AF ) ≤
√

(T ln k)/2 for all
T, k, and in the doubly asymptotic limit, as both T and k go to ∞, the optimal regret of
Asingle is

√
(T ln k)/2, i.e., lim

T→∞,k→∞

(
RT,k(Asingle)/

√
(T ln k)/2

)
= 1. (see [6, 5]). While

there are useful applications for k →∞, there are also several interesting use-cases of the
experts problem with just a few experts (rain-or-shine (k = 2), buy-or-sell-or-hold (k = 3)).
It seems like for small k such as 2, 3, 4 etc. Rk(Asingle) could be a significant constant factor
smaller than

√
(T ln k)/2. And given that families like Adec etc. are supersets of Asingle,

2 Although Rk doesn’t have a T in the subscript, Rk is still dependent on T . We suppress T merely to
indicate asymptotics in T .
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it seems even more likely that Rk(Adec) etc. are constant factor smaller than
√

(T ln k)/2.
Surprisingly, we show that is not the case: the regret of

√
(T ln k)/2 that is obtained as

k →∞ is already obtained at k = 2. Thus our work completely closes the gap between upper
and lower bounds for all k.

1.1 Main Results
Finite horizon model

1. Rk(Asingle) = Rk(Adec) =
√

T ln k
2 for even k,

Rk(Asingle) ≥ Rk(Adec) ≥
√

T ln k
2 (1− 1

k2 ) for odd k.

2. Rk(Aarb) ≥ Rk(Arand) ≥ 2
3

√
T ln k

2 for even k,

Rk(Aarb) ≥ Rk(Arand) ≥ 2
3

√
T ln k

2 (1− 1
k2 ) for odd k.

Geometric horizon model

In the geometric horizon model, the current time t is not relevant, since the expected
remaining time for which the game lasts is the same irrespective of how many steps have
passed in the past. Thus η(t) is without loss of generality, independent of t. Nevertheless,
η could still depend on other aspects of the history of the game, like the cumulative gains
of all the experts etc. We establish some quick notation before discussing results. Let δ
denote the probability that the game stops at any given step, independently of the past
(and therefore the expected length of the game is 1

δ ). Let Rδ,k(A,D) denote the regret
achieved by algorithm A when faced with adversary D in the prediction with expert advice
game with stopping probability δ and k experts. The minimax regret for a family AF
of algorithms is given by Rδ,k(AF ) = Rδ,k(AF ,Duniv) = minA∈AF maxD∈Duniv Rδ,k(A,D).
Let3 Rk(AF ) = 1√

δ
limδ→0

√
δ ·Rδ,k(AF ).

We show the following:
1. R2(Asingle) = 0.391√

δ
,

2. Rk(Asingle) ≥ 1
2

√
ln k
2δ for all k.

The regret lower bound of 1
2

√
ln k
2δ we obtain is at most a factor 2 away from the regret

upper bound of
√

ln k
2δ . Further, we show that the adversarial family that we use for the

family of algorithms Asingle to obtain the precise regret for 2 experts, also obtains the optimal
regret for the universe Auniv of all algorithms. See See the full version [11] for more on this
result.

1.2 Simple adversarial primitives and families
While the optimal regret Rk(AF ) is defined by optimizing over the most general family Duniv
of all adversaries, (i.e., Rk(AF ) = Rk(AF ,Duniv)) one of our primary contributions in this
work is to develop simple and analytically easy-to-work-with adversarial primitives that we
use to construct adversarial families (call a typical such family Dsimple) such that:

3 Note that the notation Rk(·) is overloaded: it could refer to finite or geometric horizon setting depending
on the context. But since the setting is clear from the context, we drop the δ vs T .



N. Gravin, Y. Peres, and B. Sivan 48:5

Figure 1 Optimal finite horizon adversary.

Figure 2 Optimal geometric horizon adversary.

Dsimple is simple to-describe and to-optimize-over, i.e., computing maxD∈DsimpleRT,k(A,D)
is much simpler than computing maxD∈Duniv RT,k(A,D).
optimizing over Dsimple is guaranteed to be as good (or approximately as good) as optim-
izing over Duniv for many algorithmic families AF , i.e., Rk(AF ,Duniv) = Rk(AF ,Dsimple)
for many AF . As Rk(AF ,Duniv) ≥ Rk(AF ,Dsimple), the non-trivial part is to prove
(approximate) equality for AF .

We demonstrate the versatility of our primitives by using simple combinations of them to
develop sharp lower bounds to algorithmic families Asingle, Adec, Aarb, and Arand. There
is a lot of room for further combinations of primitives that might be useful to construct
adversarial families tailored to other algorithmic families.

The “looping” and “straight-line” primitives

These primitives are best described by focusing on the case of k = 2 experts. In the two
experts case, the algorithm makes its decision at step t, by just looking at the difference
d of the cumulative gains of the leading and lagging experts’ cumulative gains. As such,
the adversary has to simply control how the difference d evolves over time. The “looping”
primitive simply loops the value of d between 0 and 1 indefinitely (i.e., advances4 one expert
in one step and advances the other in the next step and so on, so that d simply loops
between 0 and 1). The “straight-line” adversary simply keeps advancing the value of d by
1 at each step. Interestingly, the worst-case adversary for each of the finite and geometric
horizon settings is a composition of looping and straight-line primitives. Strikingly, despite
the apparent similarity between two settings, the optimal adversaries in the two models
turn out to be “mirror images” of each other. The optimal adversary in finite horizon loops
first and then goes in straight-line, while the geometric horizon’s optimal does the reverse.
The structure of these two families is depicted in Figures 1, 2, that shows the evolution
of the difference d between the cumulative gains of the leading and lagging experts. This
fundamental difference between the structures of the optimal adversary in these two settings
also manifests in the optimal regret values of these two settings.

The generalizations of these primitives for arbitrary k is straightforward. The looping
primitive partitions the set of experts into two teams, say A and B, and then it advances
all experts in team A in one step and in team B in the other, and so on. The straight-line
primitive picks an arbitrary expert and keeps advancing that expert by 1 in each step.

4 Advances here refers to setting the gain of that expert to 1.
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Combining the primitives

Here’s how we create effective adversarial families from these primitives. In fact the families
are often trivial, i.e., they have only one member and therefore there’s nothing to optimize.
We ignore the odd and even k distinctions here for ease of description and just focus on the
even k case. Please see the technical sections for precise descriptions, which is only slightly
different from what is here.
1. Perform T−`

2 loops and then ` straight-line steps, for ` = T 3/4. Call this adversary
Dlsdet (stands for loop-straight-deterministic). Clearly, this adversarial family is simple-
to-describe and there is nothing to optimize here as there is only one member in the
family. Most importantly, it gives the precisely optimal regret for algorithmic families
Asingle and Adec as T →∞. I.e.,

For families AF = Asingle,Adec: Rk(AF , Dlsdet) =
√
T ln k

2 = Rk(AF ,Duniv).

The best known regret lower bound for Asingle was 1
4
√
T log2 k [13], which leaves a factor

2.35 gap between upper and lower bounds, that our work closes. We are not aware of
prior lower bounds for Adec.

2. Perform T−r
2 loops and then r straight-line steps, where r is chosen uniformly at random

from {0, 1, . . . , T 3/4}. This family is simple and there is nothing to optimize here as well.
Call this adversary Dlsrand (denoting loop, straight, uniformly random). We show that
when AF = Aarb or when AF = Arand:

For families AF = Aarb,Arand: Rk(AF , Dlsrand) ≥
2
3

√
T ln k

2 ≥ 2
3Rk(AF ,Duniv).

Note that while this lower bound doesn’t precisely match the upper bound, the upper
bound Rk(AF ,Duniv) ≤

√
(T ln k)/2 and is likely even smaller for small k (particularly

for a large family of algorithms like Aarb or Arand) — thus our result shows that the ratio
between upper and lower bounds is at most 3

2 and likely even smaller. To the best of our
knowledge our lower bound is the first for the classes Aarb and Arand.

3. In geometric horizon, even for the family Asingle and at k = 2 experts, instead of a
single adversary working for all members of Asingle, we have a single-parameter family of
adversaries to optimize over. Namely, follow the straight-line primitive for r steps and
then the looping primitive for T−r2 steps. Call this single-parameter family (parameterized
by r) as Dsl. The exact number r is determined by optimizing it as a function of the
parameter η used by the algorithm in Asingle. Specifically, for the case of 2 experts we
show that: R2(Asingle,Dsl) = 0.391√

δ
= R2(Asingle,Duniv). Note that Dsl is again simple-

to-describe and straightforward-to-optimize over. Further, it is the precisely optimal
adversary family for not just Asingle but also the universe of all algorithms Auniv (see
the full version [11] for this result), i.e., R2(Auniv,Duniv) = R2(Auniv,Dsl).

4. But in the geometric horizon setting, if we don’t shoot for the precisely optimal ad-
versary family, and aim for just approximately optimal, then we don’t need a single-
parameter family: just following one of the two looping/straight-line primitives gives a
lower bound of 1

2

√
ln k
2δ . Let D`, Ds be the looping and straight line primitives. Then:

Rk(Asingle, {D`, Ds}) ≥ 1
2

√
ln k
2δ ≥

1
2Rk(Asingle,Duniv). Note that while this lower bound

doesn’t precisely match the upper bound Rk(Asingle,Duniv), the latter is at most5
√

ln k
2δ ,

which is at most a factor 2 larger than lower bound.

5 This is a simple extension of the standard proof that MWA has a regret upper bound of
√

(T ln k)/2 in
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I Remark. To give a sense that the primitives offer enough variety in combination, here
is a simple modification over the adversary Dlsrand, that we call Dlsrand++: use Dlsrand

with probability p, and with probability 1 − p play the looping primitive Dl for all the T
steps. This increases the lower bound from 2

3
√

(T ln k)/2 to 0.68
√

(T ln k)/2 (see the full
version [11] for this result). We believe that this can be increased further by picking the
stopping time for looping from a non-uniform distribution etc.

1.3 Motivation and discussion
In this work we seek to understand the structure of worst case input sequences for a broad
family of algorithms and crisply expose their vulnerabilities. By identifying such structures,
we also get the precise regret suffered by them. Our motivation in exploring this question
includes the following.

1. After 25 years since MWA was introduced [19, 27], we do not have a sharp regret bound
for it. Asingle is known to suffer a regret of at most

√
T ln k

2 , but the best known lower
bound on regret is 1

4
√
T log2 k [13], with a factor 2.35 gap between these two bounds.

For larger families like Aarb, Arand no lower bounds were known. For an algorithm as
widely used as MWA, it is fruitful to have a sharp regret characterization.

2. The patterns in the worst-case adversarial sequences that we characterize are simple
to spot if they exist (or even if anything close exists), and make simple amends to the
algorithm that result in significant gains.

3. The problem is theoretically clean and challenging: how powerful are simple input patterns
beyond the typically used pure random sequences in inflicting regret?

Related Work

Classic works: The book by Cesa-Bianchi and Lugosi [7] is an excellent source for both
applications and references for prediction with expert advice. The prediction with experts
advice paradigm was introduced by Littlestone and Warmuth [19] and Vovk [27]. The famous
multiplicative weights update algorithm was introduced independently by these two works:
as the weighted majority algorithm by [19] and as the aggregating algorithm by [27]. The
pioneering work of Cesa-Bianchi et al. [6] considered {0, 1} outcome space for nature and
showed that for the absolute loss function `(x, y) = |x − y| (or g(x, y) = 1 − |x − y|), the
asymptotically optimal regret is

√
T ln k

2 . This was later extended to [0, 1] outcomes for

nature by Haussler et al. [15]. The asymptotic optimality of
√

T ln k
2 for arbitrary loss (gain)

functions follows from the analysis of Cesa-Bianchi [5]. When it is known beforehand that
the cumulative loss of the optimal expert is going to be small, the optimal regret can be
considerably improved, and such results were obtained by Littlestone and Warmuth [19] and
Freund and Schapire [9]. With certain assumptions on the loss function, the simplest possible
algorithm of following the best expert already guarantees sub-linear regret (see Hannan [14]).
Even when the loss functions are unbounded, if the loss functions are exponential concave,
sub-linear regret can still be achieved as shown by Blum and Kalai [4]. While our work
is focused on the worst-case adversaries for the MWA family of algorithms, Freund and
Schapire [10] prove lower bounds for general adaptive game-playing algorithms.

the finite horizon setting with T steps and k experts, and the realization that in the geometric horizon
setting, the expected stopping time is 1

δ .
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Recent works: Gravin et al. [12] give the minimax optimal algorithm, and the regret for
the prediction with expert advice problem for the cases of k = 2 and k = 3 experts. The
focus of [12] was providing a regret upper bound for the family of all algorithms, while the
focus of this paper is to provide regret lower bounds for large families of algorithms. Luo
and Schapire [20] consider a setting where the adversary is restricted to pick gain vectors
from the basis vector space {e1, . . . , ek}. Abernethy et al. [3] consider a different variant of
experts problem where the game stops when cumulative loss of any expert exceeds given
threshold. Abernethy et al. [2] consider general convex games and compute the minimax
regret exactly when the input space is a ball, and show that the algorithms of Zinkevich [28]
and Hazan et al. [16] are optimal w.r.t. minimax regret. Abernethy et al. [1] provide upper
and lower bounds on the regret of an optimal strategy for several online learning problems
without providing algorithms, by relating the optimal regret to the behavior of a certain
stochastic process. Mukherjee and Schapire [23] consider a continuous experts setting where
the algorithm knows beforehand the maximum number of mistakes of the best expert. Rakhlin
et al. [25] introduce the notion of sequential Rademacher complexity and use it to analyze
the learnability of several problems in online learning w.r.t. minimax regret. Rakhlin et
al. [26] use the sequential Rademacher complexity introduced in [25] to analyze learnability
w.r.t. general notions of regret (and not just minimax regret). Rakhlin et al. [24] use the
notion of conditional sequential Rademacher complexity to find relaxations of problems like
prediction with static experts that immediately lead to algorithms and associated regret
guarantees. They show that the random playout strategy has a sound basis and propose a
general method to design algorithms as a random playout. Koolen [17] studies the regret
w.r.t. every expert, rather than just the best expert in hindsight and considers tradeoffs in
the Pareto-frontier. McMahan and Abernethy [21] characterize the minimax optimal regret
for online linear optimization games as the supremum over the expected value of a function
of a martingale difference sequence, and similar characterizations for the minimax optimal
algorithm and the adversary. McMahan and Orabona [22] study online linear optimization
in Hilbert spaces and characterize minimax optimal algorithms. Chaudhuri et al. [8] describe
a parameter-free learning algorithm motivated by the cases of large number of experts k.
Koolen and Erven [18] develop a prediction strategy called Squint, and prove bounds that
incorporate both quantile and variance guarantees.

2 Finite horizon

We begin our analysis of MWA by focusing on the simple case of k = 2 experts. We first
identify the structure of the optimal adversary, and through it we obtain the tight regret
bound as T → ∞. Before proceeding further, it is useful to recall that when the gains
of the leading and lagging experts are given by g + d and g, the MWA algorithm follows
these experts with probabilities eηd

eηd+1 and 1
eηd+1 respectively. Thus, when the adversary

increases d by 1 i.e., increases the gain of the leading expert by 1, the regret benchmark
(namely, the gains of the leading expert) increases by 1, where as MWA is correct only with
probability eηd

eηd+1 , and this therefore inflicts a regret of 1
eηd+1 on MWA. On the other hand, if

the adversary decreases d by 1, then the benchmark doesn’t change, where as MWA succeeds
with probability 1

eηd+1 , and this therefore inflicts a regret of −1
eηd+1 . When the adversary

doesn’t change d, the regret inflicted is 0.
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Structure of the optimal adversary

Let η be the fixed update rate of the optimal MWA (the parameter in the exponent as
explained in Section 1)6. Against a specific algorithm, an optimal adversary can always
be found in the class of deterministic adversaries. The actions of the optimal adversary
(against a specific MWA algorithm) depend only on the distance d between leading and
lagging experts and time step t.

1. Loop aggregation: At each time step, the adversary may either increase or decrease the
gap d by 1, or leave d unchanged. We denote these actions of the adversary by d t→ d+ 1,
d

t→ d− 1, and d t→ d. The respective regret values inflicted on the algorithm are given
by 1

eηd+1 ,
−1

eηd+1 , and 0, which are all independent of the time when an action was taken.
This means that if the adversary loops between d and d+ 1 at several disconnected points
of time, it may as well aggregate all of them and complete all of them in consecutive time
steps. I.e., the optimal adversary starts at d = 0 and then weakly monotonically increases
d, stopping at various points d = s, looping for an arbitrary length of time between d = s

and d = s− 1 and then proceeding forward.
2. Staying at same d is dominated: It is not hard to see that any action x→ x is dominated

for the adversary as this wastes a time step and inflicts 0 regret on the algorithm. Thus the
“weakly monotonically increases” in the previous paragraph can be replaced by “strictly
monotonically increases” (except of course for the stopping points for looping).

3. Loop(0) domination: Define Loop(d) def= d→ d+ 1→ d. It is easy to see that the regret
inflicted by Loop(d) is exactly 1

eηd+1 −
1

eη(d+1)+1 and this quantity is maximized at d = 0.
Thus, the optimal adversary should replace all loops by loops at 0. This gives us the
structure claimed in Figures 1, 2 for the optimal adversary.

Given the optimal adversary’s structure (as described in Figures 1, 2) w.l.o.g. we can
assume it to be looping for T−`

2 steps at 0 and then monotonically increasing d for ` steps
at which point the game ends. In the following we will analyze the regret inflicted by the
optimal adversary (which we showed was optimal for the class of algorithm Asingle) against a
broader class Adec of MWA. The regret of the adversary is:

T−`
2∑
t=1

[
1
2 −

1
eη(2t) + 1

]
+
`−1∑
d=0

1
eη(T−`+d+1)d + 1

. (1)

Asymptotic regret of the optimal adversary

We first notice that for a fixed adversary with a given `, the regret of MWA with decreasing
η(t) in (1) is greater than or equal to the regret of MWA with a constant η′ = η(T − `), i.e.,

T − `
2

[
1
2 −

1
eη′ + 1

]
+
`−1∑
d=0

1
edη′ + 1 . (2)

This is true as each individual term in (2) is equal to or smaller than the corresponding term
in (1). In the following we are going to use ` = T 3/4 for the adversary and for convenience,
we write eη′(T−`) = τ = 1 + α√

T
. The two terms in (1) together place strong bounds on

what α should be: they imply that α = Θ(1). We show this in 2 steps: first we show that
α = O(1), and then show that α = Ω(1).

6 In fact, we can identify the optimal adversary for a much broader family of algorithms (see the full
version [11] for more details).
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1. The first term in (2) forces α to be O(1). The regret of MWA for ` = T 3/4 is at least

T − `
2

[
1
2 −

1
eη′ + 1

]
' T

2

[
1
2 −

1
eη′ + 1

]
= α

√
T

4(1 + eη′) =
√
T

4( 2
α + 1√

T
)
.

Since MWA’s regret upper bound in the finite horizon model is Θ
(√

T
)
, α must be O(1).

2. To show that α = Θ(1) we argue that the regret from the second term of (2) is ω(
√
T )

when α = o(1). For all d ≤
√
T
α , we have τd = (1 + α√

T
)d ≤ e. Thus MWA’s regret for

k = min(
√
T
α , T 3/4) is at least

k−1∑
d=0

1
τd + 1 ≥

k−1∑
d=0

1
e+ 1 = Ω(k) = ω

(√
T
)
.

Since MWA’s regret upper bound in the finite horizon model is Θ
(√

T
)
, we get α = Ω(1).

Now, we obtain the following asymptotic estimate for the second part of (2), where
η′ ∼ eη′ − 1 = α√

T
.

`−1∑
d=0

1
τd + 1 ∼

∫ `

0

dx
eη′x + 1 = 1

η′
ln

2 e`η
′

e`η′ + 1

 ∼ √T
α

(
ln(2)− ln(1 + e−`η

′
)
)
. (3)

The first part of (2) can be estimated as follows

T − `
2

[
1
2 −

1
eη′ + 1

]
∼ T

2

 eη
′ − 1

2(eη′ + 1)

 ∼ T

2 ·
η′

4 = α
√
T

8 . (4)

As e−`η′ = e−αT
1/4 = o(1), (3) simplifies to ln(2)

√
T

α , while the estimate for (4) is α
√
T

8 .
Now the estimate

√
T
[

ln(2)
α + α

8

]
for the regret in (2) is minimized for the choice of parameter

α =
√

8 ln(2). Then the regret of the optimal MWA is at least
√
T · ln(2)

2 (1 + o(1)). It is

known that there is MWA for k = 2 experts with regret at most
√
T · ln(2)

2 (asymptotic in
T ). Thus, we obtain the following claim 1 (in the claim below, by “optimal MWA” we mean
the MWA with the optimally tuned η(t) = η′).

I Claim 1. For AF = Asingle,Adec: R2(AF , Dlsdet) =
√

T ln 2
2 = R2(AF ,Duniv).

We generalize the adversary for k = 2 and obtain a tight lower bound for Adec matching the
known upper bound for arbitrary even number k of experts and almost matching bound
for odd number k of experts. Since Rk(Asingle) ≥ Rk(Adec), the lower bound in Theorem 2
below applies to Asingle as well.

I Theorem 2. For AF = Asingle,Adec:
(i) For even k: Rk(AF , Dlsdet) =

√
T ·ln k

2 = Rk(AF ,Duniv).

(ii) For odd k: Rk(AF , Dlsdet) ≥
√

T ·ln k
2

(
1− 1

k2

)
≥
√

1− 1
k2Rk(AF ,Duniv).

Proof. Let η(t) be the update rate of the optimal MWA, we define ` = T 3/4 and η′ = η(T−`).
We employ the following adversary for the even k number of experts:
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1. Divide all experts into two equal parties, numbered A and B. For the first T−`
2 rounds

(` = T 3/4), advance all the experts in party A in even numbered rounds, and all experts
in party B in odd numbered rounds.

2. For the remaining ` steps, pick an arbitrary expert and keep advancing just that expert.

Similar to (1) this adversary obtains the regret of at least
∑T−`

2
t=1

[
1
2 −

1
eη(2t)+1

]
+∑`−1

d=0
k−1

ed·η(T−`+d+1)+k−1 . We further notice that similar to (2) the regret of MWA with
decreasing η(t) in the above expression is greater than or equal to the regret of MWA with a
constant η′ = η(T − `), i.e., the previous expression is at least

T − `
2

[
1
2 −

1
eη′ + 1

]
+
`−1∑
d=0

k − 1
ed·η′ + k − 1 . (5)

We use (4) to estimate the first term of (5). We estimate the second term of (5) similar
to (3) as follows.

`−1∑
d=0

k − 1
edη′ + k − 1 ∼

∫ `

0

(k − 1)dx
exη′ + k − 1 = 1

η′
ln

 k · e`η′

e`η′ + k − 1

 ∼ √T ln(k)
α

. (6)

Now, combining these two estimates the regret from (5) is at least

α
√
T

8 +
√
T ln(k)
α

≥ 2 ·

√
α
√
T

8 ·
√
T ln(k)
α

=
√
T ln(k)

2 ,

which precisely matches the upper bound on the regret of MWA[6].
For the odd k number of experts we employ almost the same adversary as for even k,

although, since k now is odd, we split experts into two parties of almost equal sizes (see the
full version [11] for more details). J

2.1 General variations of MWA
We have seen that the best known MWA with a flat learning rate η achieves optimal (or
almost optimal in the case of odd number of experts) regret among all MWAs with monotone
decreasing learning rates η(t). However, it seems that in the finite horizon model a better
strategy for tuning parameters of MWA would be to use higher rates η(t) towards the end T .
In the following we study a broader family of MW algorithms Aarb where learning parameter
η(t) can vary in an arbitrary way. In the following theorem we show that such adaptivity of
MWA cannot decrease the regret of the algorithm by more than a factor of 2/3.

I Remark. In fact, our analysis extends to the family Arand where each η(t) can be a random
variable drawn from a distribution Ft. Effectively, with a random η(t) the algorithm player
can get any convex combination f(Gi,t−1, t) = Eη(t)[eη(t)Gi,t−1 ] of eη(t)Gi,t−1 in the vector of
probabilities for following each expert i at time t. This constitutes a much richer family of
algorithms compared to the standard single parameter MWA family.

I Theorem 3. For AF = Aarb,Arand:
(i) For even k: Rk(AF , Dlsrand) ≥ 2

3

√
T ·ln k

2 ≥ 2
3Rk(AF ,Duniv).

(ii) For odd k: Rk(AF , Dlsrand) ≥ 2
3

√
T ·ln k

2

(
1− 1

k2

)
≥ 2

3

√
1− 1

k2Rk(AF ,Duniv).
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Proof. Define ` = T 3/4 and R =
[
T−`−1

2

]
. We use the following adversary for even number

of experts k:
1. Choose j ∈ [R] uniformly at random. With probability 0.5 don’t advance any expert in

the first step.
2. Divide all experts into two equal parties, numbered A and B. For the next j rounds,

advance all the experts in party A in even numbered rounds, and all experts in party B
in odd numbered rounds.

3. For next ` steps, pick any expert i and keep advancing just expert i. Do nothing in
remaining steps.

The regret of the algorithm is

1
R

R−1∑
j=0

[
1
2

 j∑
t=1

[
1
2 −

1
eη(2t) + 1

]
+
`−1∑
d=0

k − 1
ed·η(2j+d+1) + k − 1

+

1
2

 j∑
t=1

[
1
2 −

1
eη(2t+1) + 1

]
+
`−1∑
d=0

k − 1
ed·η(2j+d+2) + k − 1

]. (7)

Since η(t) can be arbitrary nonnegative number, we break (7) into terms with the same
η(t) (we also drop a few terms to simplify the expression). In the following, we will also
assume that eη(t) = 1 + α(t)√

T
, where α(t) = Θ(1) for every t ∈ [T ]. Later we will explain why

this assumption is without loss of generality.

(7) ≥ 1
2R

T−`−1∑
t=`

[R− dt/2e] · [1
2 −

1
eη(t) + 1

]
+
`−1∑
d=0

k − 1
eη(t)d + k − 1


'
T−`−1∑
t=`

[R− dt/2e
R

]
α(t)
8
√
T

+
√
T ln(k)

2R · α(t)

 ≥ T−`−1∑
t=`

2

√√√√[R− dt/2e
R

]
α(t)
8
√
T

√
T ln(k)

2R · α(t)

=
√

ln(k)
2 · 2R

T−`−1∑
t=`

√√√√[R− dt/2e
R

]
'
√

ln(k)
2 · T

∫ 1

0

√
1− x dx =

√
ln(k)
2T · 2

3 . (8)

In the above derivation we obtain the first approximation ' by using approximations from
(4) and (6).

We now argue that the assumption α(t) = Θ(1) is without loss of generality for every
t ∈ [T ]. We apply a similar argument as in Theorem 1, but now for each individual term with
a particular η(t). The term

∑`−1
d=0

k−1
eη(t)d+k−1 in (8) is already large enough for the estimate

when α(t) = o(1). The term
[
R− dt/2e

]
·
[

1
2 −

1
eη(t)+1

]
also places a strong bound of O(1) on

α(t), when
[
R− dt/2e

]
is constant fraction of T . To argue about t close to the threshold T ,

we can slightly modify the adversary by playing with a small constant probability ε entirely
“looping” strategy (without “straight line” part). This would make the coefficient in front of[

1
2 −

1
eη(t)+1

]
to be sufficiently large, and at the same time would decrease the lower bound

by at most 1− ε factor. Taking ε arbitrary small we obtain the bound in (8). This concludes
the proof for the even number of experts

For the odd number of experts k. We slightly modify the adversary analogous to the case
of odd number of experts in Theorem 2. This gives us an additional factor of 1− 1

k2 for each
of the looping terms.

Note that since our adversary is independent of how the η(t)’s are picked in the algorithm,
it follows immediately that our lower bound applies for AF = Aarb,Arand. J
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I Remark. One can slightly improve the lower bound in Theorem 3 and get a better factor
than 2

3 . To this end we employ a more complicated adversary by playing with some probability
p > 0 the same strategy as in Theorem 3 and with the remaining 1− p probability playing
purely looping strategy (see the full version [11]).

3 Geometric horizon

We prove two main results in this Section. We derive the structure of the optimal adversary
for 2 experts and show that the optimal regret for 2 experts is exactly 0.391√

δ
as δ → 0. For

an arbitrary number of experts k, we derive a regret lower bound of 1
2

√
ln(k)

2δ (see the full
version [11] for proofs of these results).
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Abstract
In a recent work (Ghazi et al., SODA 2016), the authors with Komargodski and Kothari initiated
the study of communication with contextual uncertainty, a setup aiming to understand how
efficient communication is possible when the communicating parties imperfectly share a huge
context. In this setting, Alice is given a function f and an input string x, and Bob is given a
function g and an input string y. The pair (x, y) comes from a known distribution µ and f and g
are guaranteed to be close under this distribution. Alice and Bob wish to compute g(x, y) with
high probability. The lack of agreement between Alice and Bob on the function that is being
computed captures the uncertainty in the context. The previous work showed that any problem
with one-way communication complexity k in the standard model (i.e., without uncertainty1)
has public-coin communication at most O(k(1 + I)) bits in the uncertain case, where I is the
mutual information between x and y. Moreover, a lower bound of Ω(

√
I) bits on the public-coin

uncertain communication was also shown.
However, an important question that was left open is related to the power that public ran-

domness brings to uncertain communication. Can Alice and Bob achieve efficient communication
amid uncertainty without using public randomness? And how powerful are public-coin protocols
in overcoming uncertainty? Motivated by these two questions:

We prove the first separation between private-coin uncertain communication and public-coin
uncertain communication. Namely, we exhibit a function class for which the communication in
the standard model and the public-coin uncertain communication are O(1) while the private-
coin uncertain communication is a growing function of n (the length of the inputs). This
lower bound (proved with respect to the uniform distribution) is in sharp contrast with
the case of public-coin uncertain communication which was shown by the previous work to
be within a constant factor from the certain communication. This lower bound also implies
the first separation between public-coin uncertain communication and deterministic uncertain
communication. Interestingly, we also show that if Alice and Bob imperfectly share a sequence
of random bits (a setup weaker than public randomness), then achieving a constant blow-up
in communication is still possible.
We improve the lower-bound of the previous work on public-coin uncertain communication.
Namely, we exhibit a function class and a distribution (with mutual information I ≈ n) for
which the one-way certain communication is k bits but the one-way public-coin uncertain
communication is at least Ω(

√
k ·
√
I) bits.

Our proofs introduce new problems in the standard communication complexity model and
prove lower bounds for these problems. Both the problems and the lower bound techniques may
be of general interest.

∗ A full version of the paper is available at https://arxiv.org/abs/1705.01082 [7].
1 In other words, under the promise that f = g.
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1 Introduction

In many forms of communication (e.g., human, computer-to-computer), the communicating
parties share some context (e.g, knowledge of a language, operating system, communica-
tion protocol, encoding/decoding mechanisms.). This context is usually a) huge and b)
imperfectly shared among the parties. Nevertheless, in human communication, very efficient
communication is usually possible. Can we come up with a mathematical analogue of this
phenomenon of efficient communication based on a huge but imperfectly shared context?
Motivated by this general question, the study of “communication amid uncertainty” has
been the subject of a series of recent work starting with Goldreich, Juba and Sudan [13, 8]
followed by [12, 14, 15, 11, 4]. While early works were very abstract and general, later works
(starting with Juba, Kalai, Khanna and Sudan [12]) tried to explore the ramifications of
uncertainty in Yao’s standard communication complexity model [26]. In particular, the more
recent works relax the different pieces of context that were assumed to be perfectly shared
in Yao’s model, such as shared randomness [4], and in a recent work of the authors with
Komargodski and Kothari the function being computed [6].

Specifically, [6] study the following functional notion of uncertainty in communication.
Their setup builds on – and generalizes – Yao’s classical model of (distributional) commu-
nication complexity, where Alice has an input x and Bob has an input y, with (x, y) being
sampled from a distribution µ. Their goal is to communicate minimally so as to compute
some function g(x, y) (with high probability over the choice of (x, y)). The understated
emphasis of the model is that for many functions g, the communication required is much less
than the lengths of x or y, the entropy of x or y or even the conditional entropy of x given y.

The question studied by [6] is: How much of this gain in communication is preserved
when the communicating parties do not exactly agree on the function being computed? (We
further discuss the importance of this question in Section 1.2.) This variation of the problem
is modelled as follows: Alice is given a Boolean function f and an input string x, and Bob
is given a Boolean function g and an input string y where (x, y) is sampled from a known
distribution µ as before, and (f, g) is chosen (adversarially) from a known class F of pairs of
functions that are close in terms of the Hamming distance ∆µ (weighted according to µ).
Alice and Bob wish to compute g(x, y). Alice’s knowledge of the function f (which is close
but not necessarily equal to g) captures the uncertainty in the knowledge of the context.

We define the public-coin uncertain communication complexity PubCCUµε (F) as the
minimum length of a two-way public-coin protocol whose output is correct with probability at
least 1− ε over its internal randomness and that of (x, y). We similarly define the private-coin
uncertain communication complexity PrivCCUµε (F) by restricting to private-coin protocols.
Clearly, PubCCUµε (F) ≤ PrivCCUµε (F). The quantities owPubCCUµε (F) and owPrivCCUµε (F)
are similarly defined by restricting to one-way protocols.2

2 Note that the uncertain model is clearly a generalization of Yao’s model which corresponds to the
particular case where F = {(f, f)} for some fixed function f . On the other hand, the uncertain model
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The previous work ([6]) gave an upper bound on owPubCCUµε (F) whenever F consists
of functions g whose one-way distributional complexity is small. More precisely, denote by
owCCµε (g) the one-way communication complexity of g in the standard distributional model.3
Namely, owCCµε (g) is the minimum length of a one-way deterministic protocol computing
g with probability at least 1− ε over the randomness of (x, y). Then, [6] showed that if F
consists of pairs (f, g) of functions that are at distance δ, and if owCCµε (f), owCCµε (g) ≤ k,
then for every positive θ, owPubCCUµε+2δ+θ(F) ≤ Oθ(k · (1 + I(x; y))), where I(x; y) denotes
the mutual information between x and y.4 Note that if µ is a product distribution and if
we let the parameter θ be a small constant, then the blow-up in communication is only a
constant factor. However, the protocol of [6] crucially uses public randomness, and one of
the main motivations behind this work is to understand how large the blow-up would be in
the case where Alice and Bob have access to weaker types of randomness (or no randomness
at all).

We point out that understanding the type of randomness that is needed in order to
cope with uncertainty is a core question in the setup of communication with contextual
uncertainty: If Alice and Bob do not (perfectly) agree on the function being computed, why
can we assume that they (perfectly) agree on the shared randomness?

1.1 Our Contributions
We prove several results about the power of shared randomness in uncertain communication.

Private and Imperfectly Shared Randomness

Our first result (Theorem 1) shows that private-coin protocols are much weaker than public-
coin protocols in the setup of communication with contextual uncertainty. Far from obtaining
a constant factor blow-up in communication, private-coin protocols incur an increase that is
a growing function of n when dealing with uncertainty.

Let U , U2n be the uniform distribution on {0, 1}2·n. For positive integers t and n, we
define log(t)(n) by setting log(1)(n) = logn, and log(i)(n) = max(log log(i−1)(n), 1) for all
i ∈ {2, . . . , t}.

I Theorem 1 (Lower-bound on private-coin uncertain protocols). For every sufficiently small
δ > 0, there exist a positive integer ` , `(δ) and a function class F , Fδ such that
(i) For each (f, g) ∈ F , we have that ∆U (f, g) ≤ δ.
(ii) For each (f, g) ∈ F , we have that owCCU0 (f), owCCU0 (g) ≤ ` .
(iii) For every η > 0 and ε ∈ (4δ, 0.5], we have that PrivCCUUε/2−2δ−η(F) = Ω(η2 · log(t)(n))

for some positive integer t = Θ((ε/δ)2).

In Theorem 1, the inputs x and y are binary strings of length n and F is a family of pairs
of functions, which each function mapping {0, 1}n × {0, 1}n to {0, 1}. Also, the parameter η

can also be viewed as a particular case of Yao’s model via an exponential blow-up in the input size. For
more on this view (which turns out to be ineffective in our setup), we refer the reader to Note 9 at the
end of this section.

3 By the “easy direction” of Yao’s min-max principle, we can without loss of generality consider determin-
istic (instead of public-coin) protocols when defining owCCµε (g). We point out that this is not true in
the uncertain case.

4 One interpretation of the dependence of the communication in the uncertain setup on the mutual
information I(x; y) is that the players are better able to use the correlation of their inputs in the
standard case than in the uncertain case.

ICALP 2017



49:4 The Power of Shared Randomness in Uncertain Communication

can possibly depend on n. We point out that Theorem 1 also implies the first separation
between deterministic uncertain protocols and public-coin uncertain protocols5.

I Note 2. We point out that the relative power of private-coin and public-coin protocols in
the uncertain model is both conceptually and technically different from the standard model.
Specifically, the randomness is potentially used in the standard model in order to fool an
adversary selecting the input pair (x, y), whereas in the uncertain model, it is used to fool an
adversary selecting the pair (f, g) of functions that are promised to be close. This promise
makes the task of proving lower bounds against private-coin protocols in the uncertain model
(e.g., Theorem 1) significantly more challenging than in the standard model.6 Moreover, a
well-known theorem due to Newman [21] shows that in the standard model, any public-coin
protocol can be simulated by a private-coin protocol while increasing the communication by
an additive O(logn) bits. By contrast, there is no known analogue of Newman’s theorem in
the uncertain case!

I Note 3. The construction that we use to prove Theorem 1 cannot give a separation
larger than Θ(log logn). Thus, showing a separation of ω(log logn) between private-coin
and public-coin protocols in the uncertain case would require a new construction. For more
details, see Note 13.

In light of Theorem 1, it is necessary for Alice and Bob to share some form of randomness
in order to only incur a constant blow-up in communication for product distributions.
Fortunately, it turns out that it is not necessary for Alice and Bob to perfectly share a
sequence of random coins. If Alice is given a uniform-random string r of bits and Bob is
given a string r′ obtained by independently flipping each coordinate of r with probability
0.49, then efficient communication is still possible!

More formally, for ρ ∈ [0, 1], define owIsrCCUµε,ρ(F) in the same way that we defined
owPubCCUµε (F) except that instead of Alice and Bob having access to public randomness,
Alice will have access to a sequence r of independent uniformly-random bits, and Bob will have
access to a sequence r′ of bits obtained by independently flipping each coordinate of r with
probability (1− ρ)/2. Note that this setup of imperfectly shared randomness interpolates
between the public randomness and private randomness setups, i.e., owIsrCCUµε,1(F) =
owPubCCUµε (F) and owIsrCCUµε,0(F) = owPrivCCUµε (F).

I Theorem 4 (Uncertain protocol using imperfectly shared randomness). Let ρ ∈ (0, 1] and µ
be a product distribution. Let F consist of pairs (f, g) of functions with ∆µ(f, g) ≤ δ, and
owCCµε (f), owCCµε (g) ≤ k. Then, for every positive θ, owIsrCCUµε+2δ+θ,ρ(F) ≤ Oθ(k/ρ2).

The imperfectly shared randomness model in Theorem 4 was recently independently
introduced (in the setup of communication complexity) by Bavarian, Gavinsky and Ito
[2] and by Canonne, Guruswami, Meka and Sudan [4] (and it was further studied in [5]).
Moreover, our proof of Theorem 4 is based on combining the uncertain protocol of [6] and
the locality-sensitive-hashing based protocol of [4].

We point out that Theorem 4 also holds for more general i.i.d. sources of correlated
randomness than the one described above. More precisely, for i.i.d. (not necessarily binary)

5 This uses the fact that private-coin communication complexity is no larger than deterministic commu-
nication complexity, both in the certain and uncertain setups.

6 In particular, the diagonilization-based arguments that imply a separation between the public-coin and
the private-coin communication complexities of the Equality function in the standard model completely
fail when we impose such a promise.
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sources of (imperfectly) shared randomness with maximal correlation7 ρ, the work of Witsen-
hausen [24] along with the protocols of [4] and [6] imply an uncertain protocol with Oθ(k/ρ2)
bits of communication.

Public Randomness

We now turn to our next result where we consider the dependence of the upper bound of [6]
on the mutual information I , I(X;Y ) in the case of public-coin protocols. The previous
work [6] proved a lower bound of Ω(

√
I) on this dependence, but their lower-bound does not

grow with k. We improve this lower bound to Ω(
√
k ·
√
I).

I Theorem 5 (Improved lower-bound on public-coin uncertain protocols). For every sufficiently
small δ > 0 and every positive integers k, n such that k = o(exp(

√
n)), there exist an input

distribution µ on input pairs (X,Y ) ∈ {0, 1}k·n × {0, 1}k·n with mutual information I ≈ k · n
and a function class F , Fδ,k,n such that8
(i) For each (f, g) ∈ F , we have that ∆µ(f, g) ≤ δ.
(ii) For each (f, g) ∈ F , we have that owCCµ0 (f), owCCµ0 (g) ≤ k.
(iii) owPubCCUµε (F) = Ω(

√
k ·
√
I) for some absolute constant ε > 0 independent of δ.

As will be explained in detail in Section 2.2, the proof of Theorem 5 is based on an extension
of the lower bound construction of [6], which is then analyzed using different techniques.
I Note 6. The construction that we use to prove Theorem 5 cannot give a lower bound
larger than Θ̃(

√
k ·
√
I). Thus, improving on the lower bound in Theorem 5 by more than

logarithmic factors in k and I would require a new construction.

New Communication Problems

Our lower bounds in Theorems 1 and 5 are derived by defining new problems in standard
communication complexity (i.e., without uncertainty) and proving lower bounds for these
problems. We describe these problems and our results on these next.

The construction that we use to prove Theorem 1 requires us to understand the following
“subset-majority with side information” setup. Alice is given a subset S ⊆ [n] and a string
x ∈ {±1}n, and Bob is given a subset T ⊆ [n] and a string y ∈ {±1}n. The subsets S and T are
adversarially chosen but are promised to satisfy S ⊆ T , |T | = ` and |T \S| ≤ δ ·` for some fixed
parameters ` and δ. The strings x and y are chosen independently and uniformly at random.
Alice and Bob wish to compute the function SubsetMaj((S, x), (T, y)) , Sign(

∑
i∈T xiyi). In

words, SubsetMaj((S, x), (T, y)) is equal to 0 if x and y differ on a majority of the coordinates
in subset T , and 1 otherwise. Note that S does not directly appear in the definition of
the function SubsetMaj but it can serve as useful side-information for Alice.9 What is
the private-coin communication complexity of computing SubsetMaj on every (S, T )-pair
satisfying the above promise and with high probability over the random choice of (x, y) and
over the private randomness? We prove the following (informally stated) lower bound.

7 The maximal correlation of a pair (X,Y ) of random variables (with support X × Y) is defined as
ρ(X,Y ) , supE[F (X)G(Y )] where the supremum is over all functions F : X → R and G : Y → R
with E[F (X)] = E[G(Y )] = 0 and Var[F (X)] = Var[G(Y )] = 1. It is not hard to show that the binary
source of imperfectly shared randomness defined in the paragraph preceding Theorem 4 has maximal
correlation ρ.

8 We note that I ≈ k · n means that I/(k · n)→ 0 as n→∞.
9 Note that we could have alternatively defined SubsetMaj in terms of S, and let T serve as the potentially
useful side-information. Our lower bound would also apply to this setup.
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I Lemma 7. Any private-coin protocol computing SubsetMaj on every (S, T )-pair satisfying
the promise and with high probability over the random choice of (x, y) and over the private
randomness should communicate at least log(t)(n) bits for some positive integer t that depends
on δ and the error probability.

The proof of Theorem 5 is based on a construction that leads to the question described
next regarding the communication complexity of a particular block-composed function.
Namely, consider the following “majority composed with subset-parity with side information”
setup. Alice is given a sequence of subsets S , (S(i) ⊆ [n])i∈[k] and a sequence of strings
x , (x(i) ∈ {0, 1}n)i∈[k], and Bob is given a sequence of subsets T , (T (i) ⊆ [n])i∈[k] and
a sequence of strings y , (y(i) ∈ {0, 1}n)i∈[k]. We consider the following distribution µ on
((S, x), (T, y)). Independently for each i ∈ [k], we sample ((S(i), x(i)), (T (i), y(i))) as follows:
S(i) is a uniform-random subset and T (i) is an ε-noisy10 copy of S(i), and independently
x(i) is a uniform-random string and y(i) is an ε-noisy copy of x. Here, ε is a positive
parameter that can depend on n and k. Alice and Bob wish to compute the function
Maj ◦ SubsetParity((S, x), (T, y)) , Sign

(∑k
i=1(−1)〈T (i),x(i)⊕y(i)〉) where T (i) denotes both

the subset and its 0/1 indicator vector, the inner product is over F2, and x(i) ⊕ y(i) is the
coordinate-wise XOR of x(i) and y(i). What is the communication complexity of computing
Maj ◦ SubsetParity with high probability over the distribution µ? We prove the following
lower bound.

I Lemma 8. Any 1-way protocol computing Maj ◦ SubsetParity with high probability over the
distribution µ should communicate Ω(k · ε · n) bits.

In Section 2.1, we outline the proof of Theorem 1 and explain how it leads to the setup
of Lemma 7 and how we prove Lemma 7. In Section 2.2, we outline the proof of Theorem 5
and explain how it leads to the setup of Lemma 8 and how we prove Lemma 8.

Before doing so, we discuss some conceptual implications of our results.

1.2 Implications
Functional uncertainty models much of the day-to-day interactions among humans, where
a person is somewhat aware of the objectives of the other person she is interacting with,
but do not know them precisely. Neither person typically knows exactly what aspects of
their own knowledge may be relevant to the interaction, yet they do manage to have a short
conversation. This is certainly a striking phenomenon, mostly unexplained in mathematical
terms. This line of works aims to explore such phenomena. It is important to understand
what mechanisms may come into play here, and what features play a role. Is the ability
to make random choices important? Is shared information crucial? Is there a particular
measure of distance between functions that makes efficient communication feasible? In
order to understand such questions, one first needs to have a ground-level understanding of
communication with functional uncertainty. This work tackles several basic questions that
remain unexplored.

An ideal model for communication would only assume a constant amount of perfectly
shared context between the sender and receiver, such as the knowledge of an encoding/decod-
ing algorithm, one universal Turing machine, etc. Solutions to most interesting communication
problems seem to assume a shared information which grows with the length of the inputs.

10This means that the indicator vector of T (i) is obtained by independently flipping each coordinate of
the indicator vector of S(i) with probability ε.
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Recent work showed that in many of these scenarios some assumptions about the shared
context can be relaxed to an imperfect sharing, but these results are often brittle and
break when two or more contextual elements are simultaneously assumed to be imperfectly
shared. Our work raises the question of whether imperfectly shared randomness would be
sufficient to overcome functional uncertainty. We show that this is indeed the case for product
distributions, but the loss for non-product distributions might be much larger (for this and
other open questions, we refer the reader to our conclusion Section 6). Such results highlight
the delicate nature of the role of shared context in communication. They beg for a more
systematic study of communication which at the very least should be able to mimic the aims,
objectives and phenomena encountered in human communication.
I Note 9. As mentioned in Footnote 2, the uncertain model is clearly a generalization of
Yao’s model. Strictly speaking, the uncertain model can also be viewed as a particular case of
Yao’s model by regarding the function(s) that is being computed as part of the inputs of Alice
and Bob, which results in an exponential blow-up in the input-size. This latter view turns out
to be fruitless for our purposes. Indeed, from this perspective, all the different well-studied
communication functions (such as Equality, Set Disjointness, Pointer Jumping, etc.) are
regarded as special cases of one “universal function”! More importantly, this view completely
blurs the distinction between the goal of the communication (i.e., the function to compute)
and the inputs of the parties. On a technical level, it does not simplify the task of proving
the lower bounds in Theorems 1 and 5 in any way since it does not capture the promise that
the two functions (given to Alice and Bob) are close in Hamming distance. Thus, in the rest
of this paper, we stick to the former view and use the expressions “uncertain model” and
“standard model" to refer to the setups with and without uncertainty, respectively.

2 Overview of Proofs

2.1 Overview of Proof of Theorem 1
Reduction to Lemma 7

In order to prove Theorem 1, we need to devise a function class for which circumventing the
uncertainty is much easier using public randomness than using private randomness. One
general setup in which Bob can leverage public randomness to resolve some uncertainty
regarding Alice’s knowledge is the following “small-set intersection” problem. Assume that
Alice is given a subset S ⊆ [n], and Bob is given a subset T ⊆ [n] such that T contains S
and |T | = `, where we think of ` as being a large constant. Here, Bob knows that Alice has
a subset of his own T but he is uncertain which subset Alice has. Using public randomness,
a standard 1-way hashing protocol communicating Õ(`) bits allows Bob to determine S with
high probability. On the other hand, using only private randomness, the communication
complexity of this task is Θ(log logn) bits.

With the above general setup in mind, we consider functions fS indexed by small subsets
S of coordinates on which they depend. Since we want the functions fS and fT to be close
in Hamming distance, we enforce |T \ S| to be small for every pair (fS , fT ) of functions in
our class, and we let each function fS be “noise-stable”. Since we want our function fS to
genuinely depend on all coordinates in S, the majority function fS(x, y) = Sign(

∑
i∈S xiyi)

for x, y ∈ {±1}n arises as a natural choice. We also let x and y be independent uniform-
random strings. In this case, it can be seen that if |T \ S| is a small constant fraction of |T |,
then the quadratic polynomials

∑
i∈S xiyi and

∑
i∈T xiyi behave like standard Gaussians

with correlation close to 1, and the quadratic threshold functions fS(x, y) and fT (x, y) are
thus close in Hamming distance.
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Note that in the certain case, i.e., when both Alice and Bob agree on S, they can easily
compute fS(x, y) by having Alice send to Bob the ` bits (xi)i∈S . Moreover, if Alice and Bob
are given access to public randomness in the uncertain case, Bob can figure out S via the
hashing protocol mentioned above using Õ(`) bits of communication, which would reduce the
problem to the certain case11. The bulk of the proof will be to lower-bound the private-coin
uncertain communication. Note that by the choice of our function class and distribution,
this is equivalent to proving Lemma 7.

Proof of Lemma 7

To prove Lemma 7, the high-level intuition is that a protocol solving the uncertain problem
should be essentially revealing to Bob the subset S that Alice holds. Formalizing this intuition
turns out to be challenging, especially that a private-coin protocol solving the uncertain
problem is only required to output a single bit which is supposed to equal the Boolean
function fT (x, y) with high probability over (x, y) and over the private randomness. In
fact, this high-level intuition can be shown not to hold in certain regimes12. Moreover, the
standard proofs that lower bound the communication of small-set intersection do not extend
to lower-bound the communication complexity of fT .

To lower-bound the private-coin communication of solving the uncertain task by a growing
function of n, we consider the following shift communication game. Bob is given a sorted
tuple σ = (σ1, . . . , σt) of integers with 1 ≤ σ1 < · · · < σt ≤ n, and Alice is either given the
prefix (σ1, . . . , σt−1) of length t− 1 of σ or the suffix (σ2, . . . , σt) of length t− 1 of σ. Bob
needs to determine the input of Alice. We show that a celebrated lower bound of Linial [19]
on the chromatic number of certain related graphs implies a lower bound of log(t+1)(n) on
the private-coin communication of the shift communication game. We then show that any
private-coin protocol solving the uncertain task can be turned into a private-coin protocol
solving the shift-communication game with a constant (i.e., independent of n) blow-up in
the communication.

2.2 Overview of Proof of Theorem 5
Reduction to Lemma 8

The proof of Theorem 5 builds on the lower-bound construction of [6] which we recall next.
Let µ be the distribution over pairs (x, y) ∈ {0, 1}2n where x is uniform-random and y is an
ε-noisy copy of x with ε =

√
δ/n. Then, the mutual information between x and y satisfies

I ≈ n. For each S ⊆ [n], consider the function fS(x, y) , 〈S, x⊕ y〉 where the inner product
is over F2, x⊕ y denotes the coordinate-wise XOR of x and y, and S is used to denote both
the subset and its 0/1 indicator vector. Moreover, consider the class F of all pairs of functions
(fS , fT ) where |S4T | ≤

√
δn. It can be seen that for such S and T , the distance between fS

and fT under µ is at most δ. If Alice and Bob both know S, then Alice can send the single
bit 〈S, x〉 to Bob who can then output the correct answer 〈S, x⊕ y〉 = 〈S, x〉 ⊕ 〈S, y〉. This
means that the certain communication is 1 bit. Using the well-known discrepancy method,
[6] showed a lower bound of Ω(

√
n) bits on the communication of the associated uncertain

problem. Since in this case I ≈ n, this in fact lower-bounds the uncertain communication by

11Alternatively, Alice and Bob can run the protocol of [6] which would communicate O(`) bits.
12For example, for constant error probabilities, the 1-way randomized communication complexity of

small-set intersection is known to be Θ(` · log(`)) bits (see, e.g., [3]) whereas the public-coin protocol of
[6] can compute fT with O(`) bits of communication.
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Ω(
√
I) bits. For this construction, this lower bound turns out to be tight up to a logarithmic

factor.
To improve the lower-bound from

√
I to

√
k ·
√
I, we consider the following “block-

composed” framework. Let {fS(i)(x(i), y(i)) : i ∈ [k]} be k independent copies of the above
base problem of [6] and consider computing the composed function g

(
fS(1)(x(1), y(1)), . . . ,

fS(k)(x(k), y(k))
)
for some outer function g : {0, 1}k → {0, 1}. For any choice of g, the certain

communication of the composed function would be at most k bits. When choosing the outer
function g to use in our lower bound, we thus have two objectives to satisfy. First, g has to
be sufficiently hard in the sense that its average-case decision tree complexity with respect
to the uniform distribution on {0, 1}k should be Ω(k); otherwise, it will not be the case
that the uncertain communication of computing g on k copies of the base problem is at
least k times the uncertain communication of the base problem. Second, g has to be noise
stable in order to be able to upper bound the distance between g

(
fS(1)(·), . . . , fS(k)(·)

)
and

g
(
fT (1)(·), . . . , fT (k)(·)

)
.

Note that setting g to be a dictator function would satisfy the noise-stability property, but
it clearly would not satisfy the hardness property, as the composed function would be equal
to the base function and would thus have uncertain communication Õ(

√
n) bits. Another

potential choice of g is to set it to the parity function on k bits. This function would satisfy
the hardness property, but it would strongly violate the noise stability property that is crucial
to us. This leads us to setting g to the majority function on k bits, which is well-known to be
noise stable, and has average-case decision-tree complexity Ω(k) with respect to the uniform
distribution on {0, 1}k. In fact, the noise stability of the majority function readily implies
an upper bound of O(

√
δ) on the distance between any pair of composed functions that are

specified by tuples of subsets (S(1), . . . , S(k)) and (T (1), . . . , T (k)) with |S(i)4T (i)| ≤
√
δn

for each i ∈ [k]. The crux of the proof will be to lower-bound the uncertain communication
of the majority-composed function by Ω(k

√
n), which amounts to proving Lemma 8. Since

in this block-composed framework the mutual information satisfies I ≈ kn, this would imply
the lower bound of Ω(

√
k
√
I) on the uncertain communication in Part (iii) of Theorem 5.

Proof of Lemma 8

We first point out that the average-case quantum decision tree complexity of Majk with respect
to the uniform distribution is Õ(

√
k) [1]. This implies that any communication complexity

lower-bound method that extends to the quantum model cannot prove a lower bound larger
than Õ(

√
k ·
√
n) on our uncertain communication13. In particular, we cannot solely rely on

the discrepancy bound (as done in [6]), since this bound is known to lower-bound quantum
communication. Similarly, the techniques of [22, 23, 18] rely on the generalized discrepancy
bound (originally due to [16]) which also lower-bounds quantum communication. Moreover,
the recent results of [20] only apply to product distributions (i.e., where Alice’s input is
independent of Bob’s input) in contrast to our case where the inputs of Alice and Bob are
very highly-correlated. Finally, the recent works of [9, 10] do not imply lower bounds on the
average-case complexity with respect to the distribution that arises in our setup.

To circumvent the above obstacles, we use a new approach that is tailored to our setup
and that is outlined next. Let Π be a 1-way protocol solving the uncertain task with high
probability. We consider the information that Π reveals about the inputs to the outer

13Thus, since I ≈ k · n in our block-composed framework, such methods cannot be used to improve the
lower-bound of Ω(

√
I) of [6] by more than logarithmic factors.
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function, i.e., about the length-k binary string
(
fS(1)(x(1), y(1)), . . . , fS(k)(x(k), y(k))

)
. We

call this quantity the intermediate information cost of Π, and we argue that it is at least
Ω(k) bits. To do so, we recall the Hamming distance function HDk defined by HDk(u, v) = 1
if the Hamming distance between u and v is at least k/2 and HDk(u, v) = 0 otherwise. We
upper bound the information complexity of computing HDk over the uniform distribution on
{0, 1}2k by the intermediate information cost of Π. We do so by giving an information-cost
preserving procedure where Alice and Bob are given independent uniformly distributed u
and v (respectively) and use their private and public coins in order to simulate the input
distribution (X,Y ) of our uncertain problem. The known 1-way lower bound of [25] on HDk
under the uniform distribution then implies that Π reveals Ω(k) bits of information to Bob
about the tuple

(
fS(1)(x(1), y(1)), . . . , fS(k)(x(k), y(k))

)
. This allows Bob to guess this tuple

with probability 0.51k. We then apply the strong direct product theorem for discrepancy of
[17] which, along with the discrepancy-based lower bound on the communication of the base
uncertain problem of [6], implies that Π should be communicating at least Ω(k

√
n) bits.

Organization of the rest of the paper

In Section 3, we give some preliminaries. In Sections 4 and 5, we describe the proofs of
Theorems 1 and 5 respectively. All the missing proofs as well as the proof of Theorem 4
appear in the full version. In Section 6, we conclude with some interesting open questions.

3 Preliminaries

For a real number x, we define Sign(x) to be 1 if x ≥ 0 and 0 if x < 0. For a set S, we write
X ∈R S to indicate that X is a random variable that is uniformly distributed on S. For a
positive integer n, we let [n] , {1, . . . , n}. For a real number x, we denote exp(x) a quantity
of the form 2Θ(x). For any two subsets S, T ⊆ [n], we let S \ T be the set of all elements of S
that are not in T . We let S4T be the symmetric difference of S and T , i.e., the union of
S \ T and T \ S. For functions f, g : X × Y → {0, 1} and any distribution µ on X × Y, we
define the distance ∆µ(f, g) , Pr(x,y)∼µ[f(x, y) 6= g(x, y)] as the Hamming distance between
the values of f and g, weighted with respect to µ. If µ is the uniform distribution on X × Y ,
we drop the subscript µ and denote ∆µ by ∆. We next recall the standard communication
complexity model of Yao [26]. For any function f : X × Y → {0, 1}, we denote by CC(f),
owCC(f), PrivCCε(f) and owPrivCCε(f) its two-way deterministic, one-way deterministic,
two-way private-coin and one-way private-coin communication complexity respectively. For
any distribution µ over X×Y , we denote by CCµε (f) and owCCµε (f) the two-way distributional
and one-way distributional communication complexity of over µ with error ε, respectively.

We next recall the model of communication with contextual uncertainty. For more details
on this model, we refer the reader to [6]. In this setup, Alice knows a function f and is given an
input x, and Bob knows a function g and is given an input y. Let F ⊆ {f : X ×Y → {0, 1}}2
be a family of pairs of Boolean functions with domain X × Y, and µ be a distribution on
X × Y . We say that a public-coin (resp. private-coin) protocol Π ε-computes F over µ if for
every (f, g) ∈ F , we have that Π outputs the value g(x, y) with probability at least 1 − ε
over the randomness of (x, y) ∼ µ and over the public (resp. private) randomness of Π.

I Definition 10 (Contextually Uncertain Communication Complexity). Let µ be a distribution
on X × Y and F ⊆ {f : X × Y → {0, 1}}2. The two-way (resp. one-way) public-coin
communication complexity of F under contextual uncertainty, denoted PubCCUµε (F) (resp.
owPubCCUµε (F)), is the minimum over all two-way (resp. one-way) public-coin protocols Π
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that ε-compute F over µ, of the maximum communication complexity of Π over (f, g) ∈ F ,
(x, y) from the support of µ and settings of the public coins.

Similarly, the two-way (resp. one-way) private-coin communication complexity of F
under contextual uncertainty PrivCCUµε (F) (resp. owPrivCCUµε (F)) is defined by restricting
to two-way (resp. one-way) private-coin protocols.

4 Construction for Private-Coin Uncertain Protocols

We now describe the construction that is used to prove Theorem 1. Each function in our
universe is specified by a subset S ⊆ [n] and is of the form fS : {±1}n×{±1}n → {0, 1} with
fS(X,Y ) , Sign(

∑
i∈S XiYi) for all X,Y ∈ {±1}n. The function class is then defined by

Fδ , {(fS , fT ) : S ⊆ T, |T | = ` and |T \ S| ≤ δ′ · `},

where δ′ = α · δ2 for some sufficiently small positive absolute constant α, and ` = `(δ)
is a sufficiently large function of δ. The input pair (X,Y ) is drawn from the uniform
distribution on {±1}2n. The proof of Part (i) of Theorem 1 follows from the fact that the the
polynomials

∑
i∈S XiYi and

∑
i∈T XiYi behave like zero-mean Gaussians with unit-variance

and correlation
√

1− δ′. The proof of Part (ii) of Theorem 1 is immediate and is given in the
full version for completeness. To prove Part (iii) of Theorem 1, the next definition – which is
based on the graphs studied by Linial [19]– will be crucial to us.

I Definition 11 (Shift Communication Game Gm,t). Let m and t be positive integers with
t ≤ m. In the communication problem Gm,t, Bob is given a sorted tuple σ = (σ1, . . . , σt)
of distinct integers with 1 ≤ σ1 < · · · < σt ≤ m. In the YES case, Alice is given the prefix
(σ1, . . . , σt−1) of length t− 1 of σ. In the NO case, Alice is given the suffix (σ2, . . . , σt) of
length t− 1 of σ. Alice and Bob need to determine which of the YES and NO cases occurs.

Lemma 12 lower-bounds the private-coin communication complexity of Gm,t. Its proof
uses Linial’s lower bound on the chromatic number of related graphs.

I Lemma 12. There is an absolute constant c such that for every sufficiently small ε > 0,
we have that PrivCCε(Gm,t) ≥ c · log(t+2)(m).

The proof of Part (iii) of Theorem 1 – which is the main part in the proof of Theorem 1 –
is deferred to the full version.
I Note 13. As mentioned in Note 3, the above construction cannot give a separation larger
than Θ(log logn). This is because using private randomness, Bob can learn the set S using
O(log logn) bits of communication (see, e.g., [3]). Additionally, Alice can send the coordinates
of X indexed by the elements of S to Bob who can then compute fS(X,Y ).

5 Construction for Public-Coin Uncertain Protocols

In this section, we describe the construction that is used to prove Theorem 5. We set

δ′ , c · δ2 and ε ,
√
δ′/n, (†)

where δ is the parameter from the statement of Theorem 5, and c > 0 is a small-enough
absolute constant. To define our input distribution, we first define a slightly more general
distribution µη. The support of µη is {0, 1}kn × {0, 1}kn and we will view the coordinates
of a sample (x, y) ∼ µη as x = (x(i))i∈[k] and y = (y(i))i∈[k] with x(i), y(i) ∈ {0, 1}n for all
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49:12 The Power of Shared Randomness in Uncertain Communication

i ∈ [k]. A sample (x, y) ∼ µη is generated by letting x ∈R {0, 1}kn and for all i ∈ [k] and
j ∈ [n], independently setting y(i)

j to be an η-noisy copy of x(i)
j . In other words, we set

y
(i)
j = x

(i)
j w.p. 1− η and y(i)

j = 1− x(i)
j w.p. η. Our input distribution is then µ2ε−2ε2 .

We now define our function class Fε. Each function in our universe is specified by a
sequence of subsets S , (S(i) ⊆ [n])i∈[k] and it is of the form fS : {0, 1}2·k·n → {0, 1} with14

fS(x, y) , Sign
( ∑
i∈[k]

(−1)〈S
(i),x(i)⊕y(i)〉) (1)

for all x, y ∈ {0, 1}k·n, where in Eq. (1) the inner product is over F2, the sum is over R and
x(i) ⊕ y(i) denotes the coordinate-wise XOR of the two length-n binary strings x(i) and y(i).
The function class is then defined by Fε , {(fS , fT ) : |S(i)4T (i)| ≤ ε · n for all i ∈ [k]}.

The proof of Part (i) of Theorem 5 follows from known bounds on the noise stability
of the majority function. The proof of Part (ii) is immediate. To prove Part (iii), we first
define (as in [6]) a communication problem in the standard distributional model that reduces
to solving the contextually-uncertain problem specified by the function class Fε and the
distribution µ2ε−2ε2 . For distributions φ and ψ, we denote by φ⊗ ψ the joint distribution of
a sample from φ and an independent sample from ψ. The new problem is defined as follows.

Inputs: Alice’s input is a pair (S, x) where S , (S(i) ⊆ [n])i∈[k] and x ∈ {0, 1}k·n. Bob’s
input is a pair (T, y) where T , (T (i) ⊆ [n])i∈[k] and y ∈ {0, 1}k·n.
Distribution: Let Dq be the distribution on the pair (S, T ) of sequences of k subsets of [n],
which is defined by independently setting, for each i ∈ [k], S(i) to be a uniformly-random
subset of [n], and T (i) to be a q-noisy copy of S(i). The distribution on the inputs of
Alice and Bob is then given by νε , Dε ⊗ µ2ε−2ε2 with ε =

√
δ′/n.

Function: The goal is to compute the function F : {0, 1}2kn × {0, 1}2kn → {0, 1} defined
by F ((S, x), (T, y)) = fT (x, y) = Sign

(∑
i∈[k](−1)〈T (i),x(i)⊕y(i)〉).

The next proposition follows from a simple application of the Chernoff bound.

I Proposition 14. For any θ > 0, owPubCCUµ2ε−2−ε2

θ (Fε) ≥ owCCνεθ+θ′(F ) with θ′ =
2−Θ(ε·n).

In the full version, we prove the following lower bound on owCCνεθ (F ), which along with
Proposition 14 and the settings of ε and δ′ in (†), implies Part (iii) of Theorem 5.

I Lemma 15. For every sufficiently small positive constant θ, owCCνεθ (F ) = Ω(k · ε · n).

6 Open Questions

As mentioned in Notes 3 and 6 in Section 1, significantly improving the bounds from
Theorems 1 and 5 seems to require fundamentally new constructions, and is a very important
question. Moreover, is there an analogue of the protocol in Theorem 4 for non-product
distributions?

Another very important and intriguing open question is whether efficient communication
under contextual uncertainty is possible in the multi-round setup. Namely, if k is the r-round
certain communication, can we upper bound the r-round uncertain communication by some
function of k, I and possibly r? Even for r = 2 and when the uncertain protocol is allowed

14We will use the symbol S(i) to denote both the subset of [n] and its corresponding 0/1 indicator vector.
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to use public randomness, no non-trivial protocols are known in this setting. On the other
hand, no separations are known for this case (beyond those known for r = 1) even if the
protocols are restricted to be deterministic.
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Abstract
This paper gives the first separation between the power of formulas and circuits of equal depth
in the AC0[⊕] basis (unbounded fan-in AND, OR, NOT and MOD2 gates). We show, for all
d(n) ≤ O( logn

log logn ), that there exist polynomial-size depth-d circuits that are not equivalent to
depth-d formulas of size no(d) (moreover, this is optimal in that no(d) cannot be improved to
nO(d)). This result is obtained by a combination of new lower and upper bounds for Approximate
Majorities, the class of Boolean functions {0, 1}n → {0, 1} that agree with the Majority function
on 3/4 fraction of inputs.

AC0[⊕⊕⊕] formula lower bound. We show that every depth-d AC0[⊕] formula of size s has a
1/8-error polynomial approximation over F2 of degree O( 1

d log s)d−1. This strengthens a classic
O(log s)d−1 degree approximation for circuits due to Razborov [12]. Since the Majority function
has approximate degree Θ(

√
n), this result implies an exp(Ω(dn1/2(d−1))) lower bound on the

depth-d AC0[⊕] formula size of all Approximate Majority functions for all d(n) ≤ O(logn).

Monotone AC0 circuit upper bound. For all d(n) ≤ O( logn
log logn ), we give a randomized con-

struction of depth-d monotone AC0 circuits (without NOT or MOD2 gates) of size
exp(O(n1/2(d−1))) that compute an Approximate Majority function. This strengthens a con-
struction of formulas of size exp(O(dn

1
2(d−1) )) due to Amano [1].

1998 ACM Subject Classification F.1.3 Complexity Measures and Classes

Keywords and phrases circuit complexity, lower bounds, approximate majority, polynomial
method

Digital Object Identifier 10.4230/LIPIcs.ICALP.2017.50

1 Introduction

The relative power of formulas versus circuits is one of the great mysteries in complexity
theory. The central question in this area is whether NC1 (the class of languages decidable
by polynomial-size Boolean formulas) is a proper subclass of P/poly (the class of languages
decidable by polynomial-size Boolean circuits). Despite decades of efforts, this question
remains wide open.1 In the meantime, there has been progress on analogues of the NC1 vs.
P/poly question in certain restricted settings. For instance, in the monotone basis (with
AND and OR gates only), the power of polynomial-size formulas vs. circuits was separated

1 In this paper we focus on non-uniform complexity classes. The question of uniform-NC1 vs. P is wide
open as well.
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by the classic lower bound of Karchmer and Wigderson [8] (on the monotone formula size of
st-Connectivity).

The bounded-depth setting is another natural venue for investigating the question of
formula vs. circuits. Consider the elementary fact that every depth-d circuit of size s is
equivalent to a depth-d formula of size at most sd−1, where we measure size by the number of
gates. This observation is valid with respect to any basis (i.e. set of gate types). In particular,
we may consider the AC0 basis (unbounded fan-in AND, OR, NOT gates) and the AC0[⊕]
basis (unbounded fan-in MOD2 gates in addition to AND, OR, NOT gates). With respect
to either basis, there is a natural depth-d analogue of the NC1 vs. P/poly question (where
d = d(n) is a parameter that may depend on n), namely whether every language decidable
by polynomial-size depth-d circuits is decidable by depth-d formulas of size no(d) (i.e. better
than the trivial nO(d) upper bound).

It is reasonable to expect that this question could be resolved in the sub-logarithmic
depth regime (d(n)� logn), given the powerful lower bound techniques against AC0 circuits
(Håstad’s Switching Lemma [5]) and AC0[⊕] circuits (the Polynomial Method of Razborov
[12] and Smolensky [14]). However, because the standard way of applying these techniques
does not distinguish between circuits and formulas, it is not clear how to prove quantitatively
stronger lower bounds on formula size vis-a-vis circuit size of a given function. Recent work of
Rossman [13] developed a new way of applying Håstad’s Switching Lemma to AC0 formulas,
in order to prove an exp(Ω(dn1/(d−1))) lower bound on the formula size of the Parity function
for all d ≤ O(logn). Combined with the well-known exp(O(n1/(d−1))) upper bound on the
circuit size of Parity, this yields an asymptotically optimal separation in the power of depth-d
AC0 formulas vs. circuits for all d(n) ≤ O( logn

log logn ), as well as a super-polynomial separation
for all ω(1) ≤ d(n) ≤ o(logn).

In the present paper, we carry out a similar development for formulas vs. circuits in the
AC0[⊕] basis, obtaining both an asymptotically optimal separation for all d(n) ≤ O( logn

log logn )
and a super-polynomial separation for all ω(1) ≤ d(n) ≤ o(logn). Our target functions lie in
the class of Approximate Majorities, here defined as Boolean functions {0, 1}n → {0, 1} that
approximate the Majority function on 3/4 fraction of inputs. First, we show how to apply the
Polynomial Method to obtain better parameters in the approximation of AC0[⊕] formulas
by low-degree polynomials over F2. This leads to an exp(Ω(dn1/2(d−1))) lower bound on the
AC0[⊕] formula size of all Approximate Majority functions. The other half of our formulas
vs. circuits separation comes from an exp(O(n1/2(d−1))) upper bound on the AC0[⊕] circuit
size of some Approximate Majority function. In fact, this upper bound is realized by a
randomized construction of monotone AC0 circuits (without NOT or MOD2 gates). Together
these upper and lower bound give our main result:

I Theorem 1.
(i) For all 2 ≤ d(n) ≤ O( logn

log logn ), there exist AC0[⊕] circuits (in fact, monotone AC0

circuits) of depth d and size poly(n) that are not equivalent to any AC0[⊕] formulas of
depth d and size no(d).

(ii) For all ω(1) ≤ d(n) ≤ o(logn), the class of languages decidable by polynomial-size
depth-d AC0[⊕] formulas is a proper subclass of the class of languages decidable by
polynomial-size depth-d AC0[⊕] circuits.

Separation (i) is asymptotically optimal, in view of the aforementioned simulation of
poly(n)-size depth-d circuits by depth-d formulas of size nO(d). Separation (ii) resembles
an analogue of NC1 6= P/poly (or rather NC1 6= AC1) within the class AC0[⊕]. In fact,
extending separation (ii) from depth o(logn) to depth logn is equivalent the separation of
NC1 and AC1.
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1.1 Proof outline
Improved polynomial approximation

The lower bound for AC0[⊕] formulas follows the general template due to Razborov [12] on
proving lower bounds for AC0[⊕] circuits using low-degree polynomials over F2. Razborov
showed that for any Boolean function f : {0, 1}n → {0, 1} that has an AC0[⊕] circuit of size
s and depth d, there is a randomized polynomial P of degree O(log s)d−1 that computes f
correctly on each input with probability 7

8 (we call such polynomials 1/8-error probabilistic
polynomials). By showing that some explicit Boolean function f (e.g. the Majority function
or the MODq function for q odd) on n variables does not have such an approximation of
degree less than Ω(

√
n) [12, 14, 15], we get that any AC0[⊕] circuit of depth d computing f

must have size exp(Ω(n1/2(d−1))).
In this paper, we improve the parameters of Razborov’s polynomial approximation from

above for AC0[⊕] formulas. More precisely, for AC0[⊕] formulas of size s and depth d, we
are able to construct 1/8-error probabilistic polynomials of degree O( 1

d log s)d−1. (Since
every depth-d circuit of size s is equivalent to a depth-d formula of size at most sd−1, this
result implies Razborov’s original theorem that AC0[⊕] circuits of size s and depth d have
1/8-error probabilistic polynomials of degree O(log s)d−1.)

We illustrate the idea behind this improved polynomial approximation with the special
case of a balanced formula (i.e. all gates have the same fan-in) of fan-in t and depth d. Note
that the size of the formula (number of gates) is Θ(td−1) and hence it suffices in this case to
show that it has a 1/8-error probabilistic polynomial of degree O(log t)d−1. We construct
the probabilistic polynomial inductively. Given a balanced formula F of depth d and fan-in
t, let F1, . . . , Ft be its subformulas of depth d − 1. Inductively, each Fi has a 1/8-error
probabilistic polynomial Pi of degree O(log t)d−2 and by a standard error-reduction [10], it
has a (1/16t)-error probabilistic polynomial of degree O(log t)d−1 (in particular, at any given
input x ∈ {0, 1}n, the probability that there exists an i ∈ [t] such that Pi(x) 6= Fi(x) is at
most 1/16). Using Razborov’s construction of a 1/16-error probabilistic polynomial of degree
O(1) for the output gate of F and composing this with the probabilistic polynomials Pi, we
get the result for balanced formulas. This idea can be extended to general (i.e. not necessarily
balanced) formulas with a careful choice of the error parameter for each subformula Fi to
obtain the stronger polynomial approximation result.

Improved formula lower bounds

Combining the above approximation result with known lower bounds for polynomial ap-
proximation [12, 14, 15], we can already obtain stronger lower bounds for AC0[⊕] formulas
than are known for AC0[⊕] circuits. For instance, it follows that any AC0[⊕] formula of
depth d computing the Majority function on n variables must have size exp(Ω(dn1/2(d−1)))
for all d ≤ O(logn), which is stronger than the corresponding circuit lower bound. Similarly
stronger formula lower bounds also follow for the MODq function (q odd).

Separation between formulas and circuits

However, the above improved lower bounds do not directly yield the claimed separation
between AC0[⊕] formulas and circuits. This is because we do not have circuits computing
(say) the Majority function of the required size. To be able to prove our result, we would need
to show that the Majority function has AC0[⊕] circuits of depth d and size exp(O(n1/2(d−1)))
(where the constant in the O(·) is independent of d). However, as far as we know, the strongest

ICALP 2017



50:4 Separation of AC0[⊕] Formulas and Circuits

result in this direction [9] only yields AC0[⊕] circuits of size greater than exp(Ω(n1/(d−1))),2
which is superpolynomially larger than the upper bound.

To circumvent this issue, we change the hard functions to the class of Approximate
Majorities, which is the class of Boolean functions that agree with Majority function on most
inputs. While this has the downside that we no longer are dealing with an explicitly defined
function, the advantage is that the polynomial approximation method of Razborov yields
tight lower bounds for some functions from this class.

Indeed, since the method of Razborov is based on polynomial approximations, it immedi-
ately follows that the same proof technique also yields the same lower bound for computing
Approximate Majorities. Formally, any AC0[⊕] circuit of depth d computing any Approxim-
ate Majority must have size exp(Ω(n1/2(d−1))). On the upper bound side, it is known from the
work of O’Donnell and Wimmer [11] and Amano [1] that there exist Approximate Majorities
that can be computed by monotone AC0 formulas of depth d and size exp(O(dn1/2(d−1))).
(Note that the double exponent 1

2(d−1) is now the same in the upper and lower bounds.)
We use the above ideas for our separation between AC0[⊕] formulas and circuits. Plugging

in our stronger polynomial approximation for AC0[⊕] formulas, we obtain that any AC0[⊕]
formula of depth d computing any Approximate Majority must have size exp(Ω(dn1/2(d−1))).
In particular, this implies that Amano’s construction is tight (up to the universal constant
in the exponent) even for AC0[⊕] formulas.

Further, we also modify Amano’s construction [1] to obtain better constant-depth circuits
for Approximate Majorities: we show that there exist Approximate Majorities that are
computed by monotone AC0 circuits of depth d of size exp(O(n1/2(d−1))) (the constant in
the O(·) is a constant independent of d).

Smaller circuits for Approximate Majority

Our construction closely follows Amano’s, which in turn is related to Valiant’s probabilistic
construction [17] of monotone formulas for the Majority function. However, we need to
modify the construction in a suitable way that exploits the fact that we are constructing
circuits. This modification is in a similar spirit to a construction of Hoory, Magen and
Pitassi [6] who modify Valiant’s construction to obtain smaller monotone circuits (of depth
Θ(logn)) for computing the Majority function exactly.

At a high level, the difference between Amano’s construction and ours is as follows.
Amano constructs random formulas Fi of each depth i ≤ d as follows. The formula F1 is the
AND of a1 independent and randomly chosen variables. For even (respectively odd) i > 1,
Fi is the OR (respectively AND) of ai independent and random copies of Fi−1. For suitable
values of a1, . . . , ad ∈ N, the random formula Fd computes an Approximate Majority with
high probability. In our construction, we build a depth i circuit Ci for each i ≤ d in a similar
way, except that each Ci now has M different outputs. Given such a Ci−1, we construct Ci
by taking M independent randomly chosen subsets T1, . . . , TM of ai many outputs of Ci−1
and adding gates that compute either the OR or AND (depending on whether i is even or
odd) of the gates in Ti. Any of the M final gates of Cd now serves as the output gate. By an
analysis similar to Amano’s (see also [6]) we can show that this computes an Approximate
Majority with high probability, which finishes the proof.3

2 Indeed, this is inevitable with all constructions that we are aware of, since they are actually AC0 circuits
and it is known by a result of Håstad [5] that any AC0 circuit of depth d for the Majority function must
have size exp(Ω(n1/(d−1))).

3 This is a slightly imprecise description of the construction as the final two levels of the circuit are
actually defined somewhat differently.
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2 Preliminaries

Throughout, n will be a growing parameter. We will consider Boolean functions on n

variables, i.e. functions of the form f : {0, 1}n → {0, 1}. We will sometimes identify {0, 1}
with the field F2 in the natural way and consider functions f : Fn2 → F2 instead.

Given a Boolean vector y ∈ {0, 1}n, we use |y|0 and |y|1 to denote the number of 0s and
number of 1s respectively in y.

The Majority function on n variables, denoted MAJn is the Boolean function that maps
inputs x ∈ {0, 1}n to 1 if and only if |x|1 > n/2.

I Definition 2. An (ε, n)-Approximate Majority is a function f : {0, 1}n → {0, 1} such that
Prx∈{0,1}n [f(x) 6= Majn(x)] ≤ ε.

As far as we know, the study of this class of functions was initiated by O’Donnell and
Wimmer [11]. See also [1, 4].

We refer the reader to [2, 7] for standard definitions of Boolean circuits and formulas. We
use AC0 circuits (respectively formulas) to denote circuits (respectively formulas) of constant
depth made up of AND, OR and NOT gates. Similarly, AC0[⊕] circuits (respectively formu-
las) will be circuits (respectively formulas) of constant depth made up of AND, OR, MOD2
and NOT gates.

The size of a circuit will denote the number of gates in the circuit and the size of a
formula will denote the number of its leaves which is within a constant multiplicative factor
of the number of gates in the formula.4

3 Lower Bound

In this section, we show that any AC0[⊕] formulas of depth d computing a (1/4, n)-
Approximate Majority must have size at least exp(Ω(dn1/2(d−1))) for all d ≤ O(logn).

We work over the field F2 and identify it with {0, 1} in the natural way. The following
concepts are standard in circuit complexity (see, e.g., Beigel’s survey [3]).

I Definition 3. Fix any ε ∈ [0, 1]. A polynomial P ∈ F2[X1, . . . , Xn] is said to be an
ε-approximating polynomial for a Boolean function f : {0, 1}n → {0, 1} if

Pr
x∈{0,1}n

[f(x) = P (x)] ≥ 1− ε.

We will use the following result of Smolensky [15] (see also Szegedy’s PhD thesis [16]).

I Lemma 4 (Smolensky [15]). Let ε ∈ (0, 1
2 ) be any fixed constant. Any ( 1

2−ε)-approximating
polynomial for the Majority function on n variables must have degree Ω(

√
n).

I Corollary 5. Let f be any (1/4, n)-Approximate Majority and ε ∈ (0, 1/4) an arbitrary
constant. Then any ( 1

4 − ε)-approximating polynomial for f must have degree Ω(
√
n).

Proof. The proof is immediate from Lemma 4 and the triangle inequality. J

I Definition 6. An ε-error probabilistic polynomial of degree D for a Boolean function
f : {0, 1}n → {0, 1} is a random variable P taking values from polynomials in F2[X1, . . . , Xn]
of degree at most D such that for all x ∈ {0, 1}n, we have Pr[ f(x) = P(x) ] ≥ 1− ε.

4 We assume here without loss of generality that the formula does not contain a gate of fan-in 1 feeding
into another.
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50:6 Separation of AC0[⊕] Formulas and Circuits

I Definition 7. Let Dε(f) be the minimum degree of an ε-error probabilistic polynomial
for f .

We will make use of the following two lemmas concerning Dε(·).

I Lemma 8 (Razborov [12]). Let ORn and ANDn be the OR and AND functions on n

variables respectively. Then Dε(ORn), Dε(ANDn) ≤ dlog(1/ε)e.

I Lemma 9 (Kopparty and Srinivasan [10] (implicit in proof of Lemma 10)). There is an
absolute constant c1 such that for any ε ∈ (0, 1), Dε(f) ≤ c1 · dlog(1/ε)e · D1/8(f) for all
Boolean functions f .

We now state our main result, which shows that every AC0[⊕] formula of size s and
depth d+ 1 admits a 1/8-error approximating polynomial of degree O( 1

d log s)d.

I Theorem 10. There is an absolute constant c2 such that, if f is computed by an AC0[⊕]
formula F of size s and depth d+ 1, then D1/8(f) ≤ 3(c2( 1

d log(s) + 1))d.

Proof. The proof is an induction on the depth d of the formula.
The base case d = 0 corresponds to the case when the formula is a single AND, OR or

MOD2 gate and we need to show that D1/8(f) ≤ 3. In the case that the formula is an AND
or OR gate, this follows from Lemma 8. If the formula is a MOD2 gate, this follows from the
fact that the MOD2 function is exactly a polynomial of degree 1.

Let d ≥ 1. We assume that the formula F is the AND/OR/MOD2 of sub-formulas
F1, . . . , Fm computing f1, . . . , fm where Fi has size si and depth d + 1. So F has size
s = s1 + · · ·+ sm and depth d + 2. Assume that D1/8(fi) ≤ 3(c2( 1

d log(si) + 1))d for all i.
We must show that D1/8(f) ≤ 3(c2( 1

d+1 log(s) + 1))d+1.
By Lemma 9, each fi has an si/(16s)-error probabilistic polynomial Pi of degree c1 ·

dlog(16s/si)e ·D1/8(fi), which is at most

3c1 · 5(log(s/si) + 1) · (c2( 1
d log(si) + 1))d.

Then (P1, . . . ,Pm) jointly computes (f1, . . . , fm) with error 1/16 (=
∑m
i=1(si/(16s))).

By a reasoning identical to the base case, it follows that there exists a 1/16-error
probabilistic polynomial Q of degree 4 for the output gate of the formula.

Then Q(P1, . . . ,Pm) is a 1/8-error probabilistic polynomial for f of degree

60c1 ·max
i

(log(s/si) + 1) · (c2( 1
d log(si) + 1))d.

So long as c2 ≥ 20c1, it suffices to show that for all i,

(log(s/si) + 1) · ( 1
d log(si) + 1)d ≤ ( 1

d+1 log(s) + 1)d+1.

Consider any i and let a, b ≥ 0 such that si = 2a and s = 2a+b. We must show

(b+ 1)
(
a

d
+ 1
)d
≤
(
a+ b

d+ 1 + 1
)d+1

.

For fixed a ≥ 0, as a polynomial in b, the function

pa,d(b) :=
(
a+ b

d+ 1 + 1
)d+1

− (b+ 1)
(
a

d
+ 1
)d

is nonnegative over b ≥ 0 with a unique root at b = a/d. This follows from

∂

∂b
pa,d(b) =

(
a+ b

d+ 1 + 1
)d
−
(
a

d
+ 1
)d

,

which is zero iff b = a/d; this value is a minimum of pa,d with pa,d(a/d) = 0. J



B. Rossman and S. Srinivasan 50:7

I Corollary 11. Fix any constant d and let n ∈ N be a growing parameter. Let f be any
(1/4, n)-Approximate Majority. Then any AC0[⊕] formula of depth d computing f must have
size exp(Ω(dn1/2(d−1))) for all d ≤ O(logn), where asymptotic notation O(·) and Ω(·) hide
absolute constants (independent of d and n).

Proof. Say that F is an AC0[⊕] formula of depth d and size s computing f . Then, by
Lemma 9, we see that F has a 1/8-error probabistic polynomial P of degreeD ≤ O(O( 1

d log s+
1)d−1). In particular, by an averaging argument, there is some fixed polynomial P ∈
F2[X1, . . . , Xn] of degree at most D such that P is a 1/8-error approximating polynomial for
f .

Corollary 5 implies that the degree of P must be Ω(
√
n). Hence, we obtain O( 1

d log s+
1)d−1 ≥ Ω(

√
n). It follows that

s ≥ exp(Ω(dn1/2(d−1))−O(d)).

Observe that Ω(dn1/2(d−1)) dominates O(d) so long as d ≤ ε logn for some absolute constant
ε > 0 (depending on the constants in Ω(·) and O(·)). Hence, we get the claimed lower bound
s ≥ exp(Ω(dn1/2(d−1))) for all d ≤ ε logn. J

4 Upper Bound

In this section, we show that for any constant ε, there are (ε, n)-Approximate Majorities
that can be computed by depth d AC0 circuits of size exp(O(n1/2(d−1))).

Let ε0 ∈ (0, 1) be a small enough constant so that the following inequalities hold for any
β ≤ ε0

exp(−β) ≤ 1− β exp(−β),
1− β ≥ exp(−β − β2) ≥ exp(−2β).

(It suffices to take ε0 = 1/2.)
We need the following technical lemma.

I Lemma 12. Let A, s be positive reals, M,n ∈ N, and γ ∈ ( 1
n ,

1
10 ) be such that eA ≥ n3,

n ≥ 1
ε0
, and s ≤ n. Define I0(γ) := {y ∈ {0, 1}M | |y|1 ≤Me−A(1− γ)} and I1(γ) := {y ∈

{0, 1}M | |y|1 ≥ Me−A(1 + γ)}. If we choose S ⊆ [M ] of size t := deA · se by picking t
random elements from M with replacement, then

x ∈ I0(γ)⇒ Pr
S

[
∨
j∈S

xj = 0] ≥ exp(−s) · exp(sγ/2),

x ∈ I1(γ)⇒ Pr
S

[
∨
j∈S

xj = 0] ≤ exp(−s) · exp(−sγ).

Further, if sγ ≤ ε0, then the above probabilities can be lower bounded and upper bounded by
exp(−s) · (1 + sγ exp(−sγ)) and exp(−s) · (1− sγ exp(−sγ)) respectively.

A similar statement can be obtained above for the sets J1(γ) := {y ∈ {0, 1}M | |y|0 ≤
Me−A(1−γ)} and J0(γ) := {y ∈ {0, 1}M | |y|0 ≥Me−A(1+γ)}, with the event “

∨
j∈S xj = 0”

being replaced by the event “
∧
j∈S xj = 1”.

Proof. We give the proof only for I0(γ) and I1(γ). The proof for J0(γ) and J1(γ) is similar.
Consider first the case that x ∈ I1(γ). In this case, we have the following computation.

Pr
S

[
∨
j∈S

xj = 0] ≤
(

1− 1 + γ

eA

)eA·s

≤ exp(−(1 + γ) · s) ≤ exp(−s) · exp(−sγ). (1)
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The above implies the first upper bound on PrS [
∨
j∈S xj = 0] from the lemma statement.

When sγ ≤ ε0, we further have exp(−sγ) ≤ 1− sγ exp(−sγ), which implies the second upper
bound. This proves the lemma when x ∈ I1.

Now consider the case that x ∈ I0(γ). We have

Pr
S

[
∨
j∈S

xj = 0] ≥
(

1− 1− γ
eA

)eA·s+1

≥ exp
(

(−1− γ
eA

− 1
e2A ) · (eA · s+ 1)

)
= exp

(
−s+ sγ − s

eA
− 1− γ

eA
− 1
e2A

)
≥ exp

(
−s+ sγ − 2s

eA

)
= exp(−s) · exp(sγ(1− 2e−A

γ
))) (2)

where for the second inequality we have used the fact that since e−A ≤ 1
n3 ≤ ε0, we have

1 − 1−γ
eA ≥ exp(− 1−γ

eA − 1
e2A ). Since e−A ≤ 1

n3 ≤ 1
4n ≤ γ/4, we can lower bound the right

hand side of (2) by exp(−s) · exp(sγ/2). Also, note that

1− 2e−A

γ
≥ 1− 2/n3

1/n = 1− 2
n2

≥ exp(−1/n) ≥ exp(−γ) ≥ exp(−sγ).

This implies that the RHS of (2) can also be lower bounded by exp(−s) exp(sγ exp(−sγ)) ≥
exp(−s) · (1 + sγ exp(−sγ)), which implies the claim about PrS [

∨
j∈S xj = 0] assuming that

x ∈ I0(γ). J

We now prove the main result of this section.

I Theorem 13. For any growing parameter n ∈ N and 2 ≤ d ≤ O( logn
log logn ) and ε > 0,

there is an (ε, n)-Approximate Majority fn computable by a monotone AC0 circuit with at
most exp(O(n1/2(d−1) log(1/ε)/ε)) many gates, where both O(·)’s hide absolute constants
(independent of d, ε).

Proof. We assume throughout that ε is a small enough constant and that n is large enough
for various inequalities to hold. We will actually construct a monotone circuit of depth d
and size exp(O(n1/2(d−1) log(1/ε)/ε)) computing a (4ε, n)-Approximate Majority, which also
implies the theorem.

Fix parameters A = bn1/2(d−1)c and M = de10Ae. We assume that A ≥ 10 logn (which
holds as long as d ≤ c logn

log logn for an absolute constant c > 0) and that ε ≤ ε0.
Define a sequence of real numbers γ0, γ1, . . . , γd−2 as follows:

γ0 = ε√
n

γi = Aγi−1 exp(−2Aγi−1), for each i ∈ [d− 2].

It is clear that γi ≤ Aiγ0 for each i ∈ [d− 2]. As a result we also obtain

γi = Aiγ0 exp(−2A(γ0 + γ1 + · · ·+ γi−1))
≥ Aiγ0 exp(−2γ0A(1 +A+A2 + · · ·+Ai−1)) ≥ Aiγ0 exp(−3Aiγ0). (3)
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Let

Yε =
{
x ∈ {0, 1}n

∣∣∣∣ |x|1 ≥ (1
2 + ε√

n

)
n

}
,

Nε =
{
x ∈ {0, 1}n

∣∣∣∣ |x|1 ≤ (1
2 −

ε√
n

)
n

}
.

The idea is to define a sequence of circuits C1, C2, . . . , Cd−2 with n inputs and M outputs
such that Ci has depth i and iM many (non-input) gates. Further, for odd i

x ∈ Nε ⇒ Ci(x) ∈ I0(γi)
x ∈ Yε ⇒ Ci(x) ∈ I1(γi) (4)

and similarly for even i

x ∈ Nε ⇒ Ci(x) ∈ J0(γi)
x ∈ Yε ⇒ Ci(x) ∈ J1(γi). (5)

After this is done, we will add on top a depth-2 circuit that will reject most inputs from
I0(γd−2) or J0(γd−2) – depending on whether d− 2 is odd or even respectively – and accept
most inputs from I1(γd−2) or J1(γd−2).

We begin with the construction of C1, . . . , Cd−2 which is done by induction.

Construction of C1. The base case of the induction is the construction of C1, which is
done as follows. We choose M i.i.d. random subsets T1, . . . , TM ⊆ [n] in the following way:
for each i ∈ [M ], we sample A random elements of [n] with replacement. Let bxi =

∧
j∈Ti

xj .
If x ∈ Nε, then the probability that bxi = 1 is given by

Pr[bxi = 1] ≤
(

1
2 − γ0

)A
≤ 1

2A (1− 2γ0)A ≤ 1
eA

(1− γ0A)

where the last inequality follows from the fact that (1− z)A ≤ (1− zA+ A2z2

2 ).
Let δ = 1/n3. Note in particular that 2δ/γ0A ≤ ε0 for large enough n.
By a Chernoff bound, the probability that 1

M

∑
i b
x
i ≥ 1

eA (1− γ0A)(1 + δ) is bounded by
exp(−Ω(δ2M/eA)) ≤ exp(−Ω(e9A/n6)) ≤ exp(−n), since eA ≥ n10. Thus, with probability
at least 1− exp(−n), we have∑

i b
x
i

M
≤ 1
eA

(1− γ0A)(1 + δ)

≤ 1
eA

(1− γ0A+ δ) = 1
eA

(1− γ0A(1− δ

γ0A
))

≤ 1
eA

(1− γ0A exp(− 2δ
γ0A

)) ≤ 1
eA

(1− γ0A exp(−γ0A))

≤ 1
eA

(1− γ1). (6)

Above, we have used the fact that (1− δ
γ0A

) ≥ exp(−2δ
γ0A

) since δ/γ0A ≤ ε0 for large enough
n, as noted above.

ICALP 2017



50:10 Separation of AC0[⊕] Formulas and Circuits

If x ∈ Yε, then the probability that bxi = 1 is given by

Pr[bxi = 1] ≥
(

1
2 + γ0

)A
≥ 1

2A (1 + 2γ0)A ≥ 1
eA

(1 + γ0A)

≥ 1
eA

(1 + γ0A).

As above, we can argue that the probability that 1
M

∑
i b
x
i ≤ 1

eA (1 + γ0A)(1 − δ) is at
most exp(−n). Thus, with probability 1− exp(−n)

∑
i b
x
i

M
≥ 1
eA

(1 + γ0A)(1− δ)

≥ 1
eA

(1 + γ0A− 2δ) = 1
eA

(1 + γ0A(1− 2δ
γ0A

))

≥ 1
eA

(1 + γ0A exp(− 4δ
γ0A

)) ≥ 1
eA

(1 + γ0A exp(−γ0A))

≥ 1
eA

(1 + γ1). (7)

Thus, by a union bound over x, we can fix a choice of T1, . . . , TM so that (6) holds for all
x ∈ Nε and (7) holds for all x ∈ Yε. Hence, (4) holds for i = 1 as required. This concludes
the construction of C1, which just outputs the values of

∧
j∈Ti

xj for each i.

Construction of Ci+1. For the inductive case, we proceed as follows. We assume that i
is odd (the case that i is even is similar). So by the inductive hypothesis, we know that
(4) holds and hence that Ci(x) ∈ I0(γi) or I1(γi) depending on whether x ∈ Nε or Yε. Let
γ := γi. Let the output gates of Ci be g1, . . . , gM .

We choose T1, . . . , TM ⊆ [M ] randomly as in the statement of Lemma 12 with s = A.
Note that the chosen parameters satisfy all the hypotheses of Lemma 12. Further we also
have sγ ≤ A ·Aiγ0 ≤ Ad−1 · ε√

n
≤ ε0.

The random circuit C ′ is defined to be the circuit obtained by adding M OR gates to Ci
such that the jth OR gate computes

∨
k∈Tj

gk. Let bxj be the output of the jth OR gate on
Ci(x).

By Lemma 12, we have

x ∈ Nε ⇒ Pr
S

[bxj = 0] ≥ exp(−A) · (1 +Aγ exp(−Aγ))

x ∈ Yε ⇒ Pr
S

[bxj = 0] ≤ exp(−A) · (1−Aγ exp(−Aγ)) (8)

Let δ = 1
n3 . Note that Aγ ∈ [ 1√

n
, 1
n1/2(d−1) ] and hence for large enough n, 2δ

Aγ exp(−Aγ) ≤ ε0.
Assume x ∈ Nε. In this case, the Chernoff bound implies that the probability that∑
j∈[M ] b

x
j ≤M exp(−A)·(1+Aγ exp(−Aγ))(1−δ) is at most exp(−Ω(δ2M/eA)) ≤ exp(−n).
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When this event does not occur, we have∑
i b
x
i

M
≥ 1
eA

(1 +Aγ exp(−Aγ))(1− δ)

≥ 1
eA

(1 +Aγ exp(−Aγ)− 2δ) = 1
eA

(1 +Aγ exp(−Aγ)(1− 2δ
Aγ exp(−Aγ) ))

≥ 1
eA

(1 +Aγ exp(−Aγ) · exp(− 4δ
Aγ exp(−Aγ) ))

≥ 1
eA

(1 +Aγ exp(−Aγ) · exp(−Aγ))

≥ 1
eA

(1 +Aγ exp(−2Aγ)) ≥ 1
eA

(1 + γi+1). (9)

We have used above that for large enough n, 2δ
Aγ exp(−Aγ) ≤ ε0 and hence 1− 2δ

Aγ exp(−Aγ) ≥
exp( −4δ

Aγ exp(−Aγ) ).
Similarly when x ∈ Yε, the Chernoff bound tells us that the probability that

∑
j∈[M ] b

x
j ≥

M exp(−A) · (1−Aγ exp(−Aγ))(1 + δ) is at most exp(−n). In this case, we get∑
i b
x
i

M
≤ 1
eA

(1−Aγ exp(−Aγ))(1 + δ)

≤ 1
eA

(1−Aγ exp(−Aγ) + δ) = 1
eA

(1−Aγ exp(−Aγ)(1− δ

Aγ exp(−Aγ) ))

≤ 1
eA

(1−Aγ exp(−Aγ) · exp(− 2δ
Aγ exp(−Aγ) ))

≤ 1
eA

(1−Aγ exp(−Aγ) · exp(−Aγ))

= 1
eA

(1−Aγ exp(−2Aγ)) ≥ 1
eA

(1− γi+1). (10)

By a union bound, we can fix T1, . . . , TM so that (9) and (10) are true for all x ∈ Nε and
x ∈ Yε respectively. This gives us the circuit Ci+1 which satisfies all the required properties.

The top two levels of the circuit. At the end of the above procedure we have a circuit
Cd−2 of depth d− 2 and at most (d− 2)M gates that satisfies one of (4) or (5) depending on
whether d− 2 is odd or even respectively. We assume that d− 2 is even (the other case is
similar).

Define γ := γd−2. Recall from (3) that γ ≥ Ad−2γ0 exp(−3Ad−2γ0) ≥ Ad−2γ0/2.
Let M ′ = dexp( 10A log(1/ε)

ε + 10A)e. We choose M ′ many subsets T1, . . . , TM ′ ⊆ [M ] i.i.d.
so that each Tj is picked as in Lemma 12 with s = 10A log(1/ε)/ε. Note that

sγ ≥ sA
d−2γ0

2 = 10A log(1/ε)
ε

· A
d−2

2 · ε√
n
≥ 5 log(1/ε).

Say g1, . . . , gM are the output gates of Cd−2. We define the random circuit C ′ (with n
inputs and M ′ outputs) to be the circuit obtained by adding M ′ AND gates such that the
jth AND gate computes

∧
k∈Tj

gk. Let bxj be the output of the jth AND gate on Cd−2(x).
By Lemma 12, we have

x ∈ Nε ⇒ Pr
S

[bxj = 1] ≤ exp(−s) · exp(−sγ) ≤ ε2 · exp(−s)

x ∈ Yε ⇒ Pr
S

[bxj = 1] ≥ exp(−s) · exp(sγ/2) ≥ exp(−s)
ε2 . (11)

ICALP 2017



50:12 Separation of AC0[⊕] Formulas and Circuits

Say x ∈ Nε. By a Chernoff bound, the probability that
∑
j b
x
j ≥ 2ε2M ′ exp(−s) is at

most exp(−Ω(ε2M ′ exp(−s))) ≤ exp(−Ω(ε2e10A)) ≤ exp(−n). Similarly, when x ∈ Yε, the
probability that

∑
j b
x
j ≤

M ′ exp(−s)
2ε2 is also bounded by exp(−n). By a union bound, we can

fix a T1, . . . , TM ′ to get a circuit Cd−1 such that

x ∈ Nε ⇒ |Cd−1(x)|1 ≤ 2ε2 exp(−s)M ′

x ∈ Yε ⇒ |Cd−1(x)|1 ≥
1

2ε2 exp(−s)M ′. (12)

This gives us the depth d− 1 circuit Cd−1. Note that Cd−1 has M ′ +O(dM) = O(M ′)
gates.

To get the depth d circuit, we choose a random subset T ⊆ [M ′] by sampling exactly
dexp(s)e many elements of [M ′] with replacement. We construct a random depth-d circuit
C ′d by taking the OR of the the output gates of Cd−1 indexed by the subset T .

From (12) it follows that

x ∈ Nε ⇒ Pr
T

[C ′d(x) = 1] ≤ |T | · 2ε2 exp(−s) ≤ 4ε2 < ε

x ∈ Yε ⇒ Pr
T

[C ′d(x) = 0] ≤
(

1− exp(−s)
2ε2

)exp(s)
≤ exp(−1/2ε2) < ε.

The final inequalities in each case above hold as long as ε is a small enough constant.
It follows from the above that there is a choice for T such that C ′d makes an error –

i.e. C ′d(x) = 1 for x ∈ Nε or C ′d(x) = 0 for x ∈ Yε – on at most a 2ε fraction of inputs from
Nε ∪ Yε. We fix such a choice for T and the corresponding circuit C.

We have

Pr
x∈{0,1}n

[C(x) 6= Majn(x)] ≤ Pr
x∈Yε∪Nε

[C(x) 6= Majn(x)] + Pr
x∈{0,1}n

[x 6∈ Yε ∪Nε]

≤ 2ε+ Pr
x∈{0,1}n

[x 6∈ Yε ∪Nε].

Finally by Stirling’s approximation we get

Pr
x∈{0,1}n

[x 6∈ Yε ∪Nε] = 1
2n

∑
m∈[ n

2−ε
√
n,n

2 +ε
√
n]

(
n

m

)
≤ 1

2n
∑

m∈[ n
2−ε
√
n,n

2 +ε
√
n]

(
n

n/2

)
≤ 2ε.

Hence we see that the circuit C computes a (4ε, n)-Approximate Majority, which proves
Theorem 13.

The circuit has depth d and size O(M ′) = exp(O(n1/2(d−1) log(1/ε)/ε)). J

5 Conclusion

Our main results extend straightforwardly to AC0[MODp] for any fixed prime p. The proofs
are exactly the same except for the fact that the approximating polynomials of degree
O( 1

d log s)d−1 from Section 3 are constructed over Fp.
Using the fact [14] that any (1/4)-approximating polynomial over Fp (p odd) for the

Parity function on n variables must have degree Ω(
√
n), we see that any polynomial-sized

AC0[MODp] formula computing the Parity function on n variables must have depth Ω(logn).
This strengthens a result of Rossman [13] which gives this statement for AC0 formulas.

Acknowledgements. We thank Rahul Santhanam for valuable discussions. We also thank
the organizers of the 2016 Complexity Semester at St. Petersburg, where this collaboration
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Abstract
The Sensitivity Conjecture and the Log-rank Conjecture are among the most important and
challenging problems in concrete complexity. Incidentally, the Sensitivity Conjecture is known
to hold for monotone functions, and so is the Log-rank Conjecture for f(x∧y) and f(x⊕y) with
monotone functions f , where ∧ and ⊕ are bit-wise AND and XOR, respectively. In this paper, we
extend these results to functions f which alternate values for a relatively small number of times
on any monotone path from 0n to 1n. These deepen our understandings of the two conjectures,
and contribute to the recent line of research on functions with small alternating numbers.

1998 ACM Subject Classification F.1.3 [Complexity Measures and Classes] Relations among
Complexity Measures

Keywords and phrases Analysis of Boolean functions, Sensitivity Conjecture, Log-rank Conjec-
ture, Alternating Number

Digital Object Identifier 10.4230/LIPIcs.ICALP.2017.51

1 Introduction

A central topic in Boolean function complexity theory is relations among different combin-
atorial and computational measures [29]. For Boolean functions, there is a large family of
complexity measures such as block sensitivity, certificate complexity, decision tree complexity
(including its randomized and quantum versions), degree (including its approximate version),
etc, that are all polynomially related [13]. One outlier1 is sensitivity, which a priori could be
exponentially smaller than the ones in that family. The famous Sensitivity Conjecture raised
by Nisan and Szegedy [48] says that sensitivity is also polynomially related to the block
sensitivity and others in the family. Despite a lot of efforts, the best upper bound we know is
still exponential: bs(f) ≤ C(f) ≤

( 8
9 + o(1)

)
s(f)2s(f)−1 from [25], improving upon previous

work [54, 2, 3]. See a recent survey [24] about this conjecture and how it has resisted many
serious attacks.

Communication complexity quantifies the minimum amount of communication required
for computing functions whose inputs are distributed among two or more parties [31]. In

∗ This work was supported by Research Grants Council of the Hong Kong S.A.R. (Project no.
CUHK14239416). The first author was also supported by NSF grants #CNS-1445424 and #CCF-
1423306.

† Most of this work was done when Chengyu Lin was in Chinese University of Hong Kong.
1 There are complexity measures, such as F2-degree, polynomial threshold degree, total influence, Boolean

circuit depth, CNF/DNF size, that are known not to belong to the polynomially equivalent class. But
the position of sensitivity is elusive.
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the standard bipartite setting, the function F has two inputs x and y, with x given to Alice
and y to Bob. The minimum number of bits needed to be exchanged to compute F (x, y) for
all inputs (x, y) is the communication complexity CC(F ). It has long been known [41] that
the logarithm of the rank of communication matrix MF

def= [F (x, y)]x,y is a lower bound of
CC(F ). Perhaps the most prominent and long-standing open question about communication
complexity is the Log-rank Conjecture proposed by Lovász and Saks [37], which asserts that
CC(F ) of any Boolean function F is also upper bounded by a polynomial of log rank(MF ).
The conjecture has equivalent forms related to chromatic number conjecture in graph theory
[37], nonnegative rank [36], Boolean roots of polynomials over real numbers [61], quantum
sampling complexities [4, 65], etc. Despite a lot of efforts devoted to the conjecture in the past
decades, the best upper bound is CC(F ) = O

(√
rank(MF ) log (rank(MF ))

)
by Lovett [39],

which is still exponentially far from the target.
While these two conjectures are notoriously challenging in their full generality, special

classes of functions have been investigated. In particular, the Sensitivity Conjecture is
confirmed to hold for monotone functions, as the sensitivity coincides with block sensitivity
and certificate complexity for those functions [47]. The Log-rank Conjecture is not known
to be true for monotone functions, but it holds for monotone functions on two bit-wise
compositions between x and y. More specifically, two classes of bit-wise composed functions
have drawn substantial attention. The first class contains AND functions F = f ◦ ∧, defined
by F (x, y) = f(x ∧ y), where ∧ is the bit-wise AND of x, y ∈ {0, 1}n. Taking the outer
function f to be the n-bit OR, we get Disjointness, the function that has had a significant
impact on both communication complexity theory itself [53] and applications to many other
areas such as streaming, data structures, circuit complexity, proof complexity, game theory
and quantum computation [15]. The AND functions also contain other well known functions
such as Inner Product, AND-OR trees [28, 33, 27, 19], and functions exhibiting gaps between
communication complexity and log-rank [49]. The second class is XOR functions F = f ◦ ⊕,
defined by F (x, y) = f(x⊕ y), where ⊕ is the bit-wise XOR function. This class includes
Equality [62, 46, 1, 7, 11] and Hamming Distance [63, 16, 26, 34, 35] as special cases.

Both AND and XOR functions have recently drawn much attention [38, 12, 67, 32, 42, 55,
35, 59, 66, 50, 64], partly because their communication matrix rank has intimate connections
to the polynomial representations of the outer function f . Specifically, the rank of Mf◦∧
is exactly the Möbius sparsity2 mono(f), the number of nonzero coefficients α(S) in the
multilinear polynomial representation f(x) =

∑
S⊆[n] α(S)

∏
i∈S xi for f : {0, 1}n → {0, 1}

[12]. And the rank ofMf◦⊕ is exactly the Fourier sparsity ‖f̂‖0, the number of nonzero Fourier
coefficients f̂(S) in the multilinear polynomial representation f(x) =

∑
S⊆[n] f̂(S)

∏
i∈S xi

for f : {+1,−1}n → {0, 1}.
It is known that the Log-rank Conjecture holds for these two classes of functions when

the outer function f is monotone [38, 42], and this work aims to extend these as well as
the sensitivity result on monotone functions, to functions that are close to being monotone.
One needs to be careful about the distance measure here, since the widely-used (e.g. in
property testing and computational learning) normalized Hamming distance dist(f, g) =
Prx∈{0,1}n [f(x) 6= g(x)] does not meet our requirement. Indeed, if we flip the value f(x) at
just one input x, then this changes f by an exponentially small amount measured by dist,
but the sensitivity would change from a small s(f) to a large n− s(f). Similarly, the Fourier
sparsity is also very sensitive to local changes (‖f̂‖0 to 2n − ‖f̂‖0), and so is Möbius sparsity

2 Named after the Möbius transform from f to α.
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if we flip the value at 0n.
One robust distance measure to monotone functions, which has recently drawn an

increasingly amount of attention, is the alternating number, defined as follows. View the
Boolean hypercube {0, 1}n as a lattice with the partial order x � y if xi ≤ yi for all i. A
path x(1) → · · · → x(k) on {0, 1}n is monotone if x(i) ≺ x(i+1) for all i. The alternating
number of a function f on {0, 1}n is the maximum number of i’s with f(x(i)) 6= f(x(i+1)),
on any monotone path x(0) → · · · → x(n) from 0n to 1n. It is clear that constant functions
have alternating number 0, and monotone functions have alternating number 1. For general
functions f , we have alt(f) ≤ n, thus alt(f) is a sub-linear complexity measure. The smaller
alt(f) is, the closer it is to monotone functions. Studies of the alternating number dated
back to [40], in which Markov showed that the inversion complexity, the minimum number of
negation gates needed in any Boolean circuit computing f , is exactly dlog2(alt(f) + 1)e. Late
work investigated the inversion complexity/alternating number over computational models
such as constant-depth circuit [52], bounded-depth circuit [56], Boolean formula [43], and
non-deterministic circuit [44]. It has been recently shown that small alternating number can
be exploited in learning Boolean circuits [10]. Also there are some studies in cryptography
considering the effect of negation gates [23].

In this paper, we study the Sensitivity and Log-rank Conjectures for functions whose
alternating numbers are small, compared to sensitivity, Möbius sparsity and Fourier sparsity.
First, the following theorem shows that the Sensitivity Conjecture holds for f with alt(f) =
poly(s(f)).

I Theorem 1. For any function f : {0, 1}n → {0, 1}, it holds that

bs(f) = O(alt(f)2 · s(f)).

Note that if a function is non-degenerate in the sense that it depends on all n variables,
then the sensitivity is at least Ω(logn) [54], therefore the above theorem also confirms the
Sensitivity Conjecture for non-degenerate functions f with alt(f) = poly logn.

The next two theorems confirmed the Log-rank Conjecture for f ◦ ⊕ with alt(f) =
poly log(‖f̂‖0), and for f ◦ ∧ with alt(f) = O(1).

I Theorem 2. For any function f : {0, 1}n → {0, 1}, it holds that

CC(f ◦ ⊕) ≤ 2 · alt(f) · log2 rank(Mf◦⊕).

I Theorem 3. For any function f : {0, 1}n → {0, 1}, it holds that

CC(f ◦ ∧) ≤ O(logalt(f)+1 rank(Mf◦∧)).

In the last theorem, the dependence on alt(f) can be slightly improved (by a factor of 2) if a
factor of logn is tolerated in the communication cost.

Related work

The Sensitivity Conjecture has many equivalent forms, summarized in the survey [24]. Also
see the recent paper [18] which tries to solve this conjecture using a communication game
approach. At the other end of the spectrum, [51, 5] seek the largest possible separation
between sensitivity and block sensitivity, and [9] got a super-quadratic separation between
sensitivity and query complexity. Apart from monotone functions [47], the Sensitivity
Conjecture has also been confirmed on graph properties [60], cyclically-invariant function [14],

ICALP 2017



51:4 Sensitivity and Log-Rank Conjectures for Functions with Small Alternating Numbers

read-once functions [45], functions admitting the Normalized Block property [57] and several
cases of read-k formulas [8]. Other than the conjecture itself, some recent work [6, 21, 22]
discussed combinatorial and computational structures of low-sensitivity functions.

For the Log-rank Conjecture, apart from the equivalent forms mentioned earlier, some
seemingly weaker formulations in terms of the largest monochromatic rectangle size [49], ran-
domized communication complexity and information cost [17] are actually equivalent to the ori-
ginal conjecture. For lower bounds, the best one had been CC(F ) = Ω

(
(log rank(MF ))log3 6)

(attributed to Kushilevitz in [49]), achieved by an AND function, until the recent result
of CC(F ) = Ω̃

(
log2 rank(MF )

)
[20]. For XOR functions f ◦ ⊕, the Log-rank Conjecture is

confirmed when f is symmetric [67], monotone [42], linear threshold functions (LTFs) [42],
AC0 functions [30], has low F2-degree [59] or small spectral norm [59]. For AND functions
f ◦ ∧, it seems that the conjecture is only confirmed on monotone functions [38].

2 Preliminaries

2.1 n-bit (Boolean) functions
We use [n] to denote the set {1, 2, . . . , n}. The all-0 n-bit string is denoted by 0n and the
all-1 n-bit string is denoted by 1n.

For a Boolean function f : {0, 1}n → {0, 1}, its F2-degree is the degree of f viewed
as a polynomial over F2. Such functions f can be also viewed as polynomials over R:
f(x) =

∑
S⊆[n] α(S)xS , where xS =

∏
i∈S xi. If we represent the domain by {+1,−1}n,

then the polynomial (still over R) changes to f(x) =
∑

S⊆[n] f̂(S)xS , usually called Fourier
expansion of f . The coefficients α(S) and f̂(S) in the two R-polynomial representations
capture many important combinatorial properties of f . We denote by mono(f) the Möbius
sparsity, the number of non-zero coefficients α(S), and by ‖f̂‖0 the Fourier sparsity, the
number of non-zero coefficients f̂(S). Some basic facts used in this paper are listed as follows.

I Fact 4. For any f : {0, 1}n → {0, 1}, deg2(f) = n if and only if |f−1(1)| is odd.

I Fact 5. For any f : {0, 1}n → {0, 1}, deg2(f) ≤ log ‖f̂‖0.

For any input x ∈ {0, 1}n and i ∈ [n], let xi be the input obtained from x by flipping
the value of xi. For a Boolean function f : {0, 1}n → {0, 1} and an input x, if f(x) 6= f(xi),
then we say that x is sensitive to coordinate i, and i is a sensitive coordinate of x. We
can also define these for blocks. For a set B ⊆ [n], let xB be the input obtained from x

by flipping xi for all i ∈ B. Similarly, if f(x) 6= f(xB), then we say that x is sensitive to
block B, and B is a sensitive block of x. The sensitivity s(f, x) of function f on input x
is the number of sensitive coordinates i of x: s(f, x) = |{i ∈ [n] : f(x) 6= f(xi)}|, and the
sensitivity of function f is s(f) = maxx s(f, x). It is easily seen that the n-bit AND and OR
functions both have sensitivity n. The block sensitivity bs(f, x) of function f on input x is
the maximal number of disjoint sensitive blocks of x, and the block sensitivity of function f

is bs(f) = maxx bs(f, x). Note that there are always bs(f, x) many disjoint minimal sensitive
blocks, in the sense that any B ( Bi is not a sensitive block of x.

For a Boolean function f : {0, 1}n → {0, 1} and an input x ∈ {0, 1}n, the certificate
complexity C(f, x) of function f on input x is the minimal number of variables restricting
the value of which fixes the function to a constant. The certificate complexity of f is
C(f) = maxx C(f, x), and the minimal certificate complexity of f is Cmin(f) = minx C(f, x).
The decision tree complexity DT(f) of function f is the minimum depth of any decision tree
that computes f .
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A subfunction or a restriction of a function f on {0, 1}n is obtained from f by restricting
the values of some variables. Sometimes we say to restrict f to above an input d, or to take
the subfunction f ′ over {x : x � d}, then we mean to restrict variables xi to be 1 whenever
di = 1. Similarly, we say to restrict f to under an input u, or take the subfunction f ′ over
{x : x � u}, meaning to restrict xi to be 0 whenever ui = 0.

Let Fn be the set of all the real-valued functions on {0, 1}n. A complexity measure
M : ∪∞n=1Fn → R is downward non-increasing if M(f ′) ≤ M(f) for all subfunction f ′ of
f . That is, restricting variables does not increase the measure M . It is easily seen that
the F2-degree, the alternating number, the decision tree complexity, the sensitivity, the
block sensitivity, the certificate complexity, the Fourier sparsity, are all downward non-
increasing. When M is not downward non-increasing, it makes sense to define the closure
by M clo(f) = maxf ′ M(f ′) where the maximum is taken over all subfunctions f ′ of f . In
particular, Cclo

min(f) = maxf ′ Cmin(f ′). The next theorem relates decision tree complexity to
Cclo

min.

I Theorem 6 ([59]). For any f : {0, 1}n → {0, 1}, it holds that DT(f) ≤ Cclo
min(f) deg2(f).

(The original theorem proved was actually PDT(f) ≤ Cclo
⊕,min(f) deg2(f), where PDT(f) is the

parity decision tree complexity and Cclo
⊕,min(f) is the parity minimum certificate complexity.

But as observed by [58], the same argument applies to standard decision tree as well.)

For general Boolean functions f , we have s(f) ≤ bs(f) ≤ C(f). But when f is monotone,
equalities are achieved.

I Fact 7. If f : {0, 1}n → {0, 1} is monotone, then s(f) = bs(f) = C(f).

I Fact 8 ([42]). If f : {0, 1}n → {0, 1} is monotone, then s(f) ≤ deg2(f).

One can associate a partial order � to the Boolean hypercube {0, 1}n: x � y if xi ≤ yi

for all i. We also write y � x when x � y. If x � y but x 6= y, then we write x ≺ y and
y � x. A path x(1) → · · · → x(k) on {0, 1}n is monotone if x(i) ≺ x(i+1) for all i.

I Definition 9. For any function on {0, 1}n, the alternating number of a path x(1) → · · · →
x(k) is the number of i ∈ {1, 2, ..., k − 1} with f(x(i)) 6= f(x(i+1)). The alternating number
alt(f, x) of input x ∈ {0, 1}n is the maximum alternating number of any monotone path from
0n to x, and the alternating number of a function f is alt(f) = alt(f, 1n). Equivalently, one
can also define alt(f) to be the largest k such that there exists a list {x(1), x(2), . . . , x(k+1)}
with x(i) � x(i+1) and f(x(i)) 6= f(x(i+1)), for all i ∈ [k].

A function f : {0, 1}n → R is monotone if f(x) ≤ f(y), ∀x � y. A function f : {0, 1}n → R
is anti-monotone if f(x) ≤ f(y), ∀x � y. It is not hard to see that alt(f) = 0 iff f is constant,
and alt(f) = 1 iff f is monotone or anti-monotone.

I Definition 10. For a function f on {0, 1}n, an input u ∈ {0, 1}n − {1n} is called a max
term if f(u) 6= f(1n), and f(x) = f(1n) for all x � u. An input d ∈ {0, 1}n − {0n} is called
a min term if f(d) 6= f(0n), and f(x) = f(0n) for all x ≺ d.

2.2 Communication complexity
Suppose that for a bivariate function F (x, y), the input x is given to Alice and y to Bob.
The (deterministic) communication complexity CC(F ) is the minimum number of bits needed
to be exchanged by the best (deterministic) protocol that computes F (on the worst-case
input).
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The rank (over R) of the communication matrix for bit-wise composed functions coincides
with some natural parameters of the outer function f . For XOR functions f ◦ ⊕, it holds
that rank(Mf◦⊕) = ‖f̂‖0, and for AND functions f ◦ ∧, it holds that rank(Mf◦∧) = mono(f).
When f is OR function of n variables, we have rank(Mf◦∧) = mono(ORn) = 2n − 1.

It is well known that communication can simulate queries. More specifically, for XOR
functions and AND functions, we have that

CC(f ◦ ∧) ≤ 2DT(f) and CC(f ◦ ⊕) ≤ 2DT(f). (1)

In a {0,1}-communication matrix M , for b ∈ {0, 1}, a b-rectangle is a submatrix of all
entries equal to b. The b-covering number Coverb(M) of matrix M is the minimum number of
b-rectangles that can cover all b entries in M . (These b-rectangles need not be disjoint.) For
notational convenience, we sometimes write Cover1(F ) for Cover1(MF ). Lovász [36] showed
the following bounds.

I Theorem 11 ([36]). For any Boolean funcion F (x, y), it holds that

log Coverb(MF ) ≤ CC(F ) ≤ log Coverb(MF ) · log rank(MF ).

3 The Sensitivity Conjecture

This section is devoted to the proof of Theorem 1. We will first show the following lemma,
in which the first statement is used in this section and the second statement will be used in
Section 4 for proving the Log-rank Conjecture of XOR functions.

I Lemma 12. For any f : {0, 1}n → {0, 1}, it holds that
1. max{C(f, 0n),C(f, 1n)} ≤ alt(f) · s(f)
2. max{C(f, 0n),C(f, 1n)} ≤ alt(f) · deg2(f).

Proof. First note that it suffices to prove the two upper bounds for C(f, 0n), because then
we can take g(x) = f(x̄) to get that C(f, 1n) = C(g, 0n) ≤ alt(g) · s(g) = alt(f) · s(f).

We prove upper bounds on C(f, 0n) by induction on alt(f). When alt(f) = 1, the function
is either monotone or anti-monotone, thus

C(f, 0n) ≤ C(f) = s(f) ≤ deg2(f),

where the first inequality is by definition of C(f, 0n), the middle equality is by Fact 7 and
the last inequality is because s(f) ≤ deg2(f) for monotone f (Fact 8). Now we assume that
the inequalities in the lemma hold for alt(f) < a and we will show that they hold for f with
alt(f) = a as well. Let u be a max term of f . Define S0(u) def= {i ∈ [n] : ui = 0}, and consider
the subcube above u: {x : x � u}. Let f ′ be the subfunction obtained by restricting f on
this subcube. By the definition of max term f(u) 6= f(ui) for all i ∈ S0(u). Therefore,

|S0(u)| ≤ s(f, u) ≤ s(f). (2)

We know that any point z � u has f(z) = f(1n) 6= f(u). So the number of 1-inputs of f ′ is
odd, implying that deg2(f ′) = |S0(u)| (Fact 4). Thus we have

|S0(u)| = deg2(f ′) ≤ deg2(f). (3)

Now consider another restriction of f , this time to the subcube under u, i.e. {x : x � u}.
This is implemented by restricting all variables in S0(u) to 0, yielding a subfunction f ′′ with
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alt(f ′′) ≤ alt(f)− 1. Using induction hypothesis, we have that

C(f ′′, 0[n]−S0(u)) ≤ alt(f ′′) ·min{s(f ′′), deg2(f ′′)}
≤ (alt(f)− 1) ·min{s(f), deg2(f)} (4)

Recall that f ′′ is obtained from f by restricting |S0(u)| variables, thus

C(f, 0n) ≤ |S0(u)|+ C(f ′′, 0[n]−S0(u)).

Plugging Eq.(2) and Eq.(4) into the above inequality gives

C(f, 0n) ≤ alt(f) ·min{s(f),deg2(f)},

completing the induction. J

Now we are ready to prove the following theorem, which gives an explicit constant for
Theorem 1.

I Theorem 13. For any boolean function f ,

bs(f) ≤
{
Ct · s(f) if alt(f) = 2t,
(Ct + 1) · s(f) if alt(f) = 2t+ 1,

(5)

where Ct =
∑t

i=1(i+ 2) = 1
2 t(t+ 5).

Proof. We prove Eq.(5) by induction on t = balt(f)/2c. Clearly it holds when t = 0: If
alt(f) = 0 then f is a constant function and bs(f) = s(f) = 0. When alt(f) = 1, f is
monotone or anti-monotone, thus bs(f) = s(f).

Now for any Boolean function f with alt(f) > 1, we first consider the case when
alt(f) = 2t ≥ 2. We will bound the block sensitivity for each input x. Consider the following
possible properties for x:
1. there exists a max term u of f such that x � u;
2. there exists a min term d of f such that x � d.

Case 1: x satisfies at least one of the above conditions. Without loss of generality assume
it satisfies the first one; the other case can be similarly argued. Fix such a max term u � x.
By definition of max term, we know that alt(f, u) ≤ alt(f)− 1, and that u is sensitive to all
i ∈ S0(u) def= {i : ui = 0}. Therefore, |S0(u)| ≤ s(f, u) ≤ s(f).

Let f ′ be the subfunction of f restricted on the subcube {t : t � u}, then alt(f ′) =
alt(f, u) ≤ alt(f)− 1 = 2t− 1 = 2(t− 1) + 1.

By induction hypothesis and the fact that sensitivity is downward non-increasing, we
have

bs(f ′, x) ≤ bs(f ′) ≤ (Ct−1 + 1) · s(f ′) ≤ (Ct−1 + 1) · s(f). (6)

Next it is not hard to see that

bs(f, x) ≤ bs(f ′, x) + |S0(u)|. (7)

Indeed, take any disjoint minimal sensitive blocks B1, . . . , B` ⊆ [n] of x (with respect to
f), where ` = bs(f, x). If Bi ⊆ [n] − S0(u), then x is still sensitive to Bi in f ′. As the
Bi’s are disjoint, at most |S0(u)| many Bi’s are not contained in [n]− S0(u), thus at least
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x

xDi

xUi

xBi

ui

di

xBj

xDi∪Bj

xUi∪Bj

Figure 1 Order among different inputs used in the proof. Arrows indicate the partial order in
{0, 1}n. Solid round circles stand for one Boolean value, and squares stand for the other. The value
for hollow circles are not fully determined, but we will show that most of them share the same value
with the squares.

bs(f, x)−|S0(u)| blocks Bi are still sensitive blocks of x in f ′. Therefore, bs(f, x)−|S0(u)| ≤
bs(f ′, x), as Eq.(7) claimed.

Combining Eq.(6), Eq.(7), and the fact that |S0(u)| ≤ s(f), we conclude that

bs(f, x) ≤ bs(f ′, x) + |S0(u)| ≤ (Ct−1 + 1) · s(f ′) + s(f) ≤ (Ct−1 + 2) · s(f), (8)

which is at most Ct · s(f) by our setting of parameter Ct =
∑t

i=1(i+ 2) = Ct−1 + t+ 2.

Case 2: x satisfies neither of the conditions 1 and 2. So f(x) needs to be the same with
both f(0n) and f(1n), and f is constant on both subcubes {t : t � x} and {t : t � x}.
Otherwise we can take a minimal d where d � x and f(d) = f(x) 6= f(0n) and by definition d
is a min term, or take the maximal u where u � x and f(u) = f(x) 6= f(1n) and by definition
u is a max term.

Fix ` = bs(f, x) disjoint minimal sensitive blocks {B1, B2, . . . , B`} of x. For each block
Bi, decompose it into Bi = Ui ∪Di where Ui = {i ∈ Bi : xi = 1} and Di = {i ∈ Bi : xi = 0},
as depicted below.

x = (
D1︷ ︸︸ ︷

0 . . . 0
U1︷ ︸︸ ︷

1 . . . 1︸ ︷︷ ︸
B1

)(
D2︷ ︸︸ ︷

0 . . . 0
U2︷ ︸︸ ︷

1 . . . 1︸ ︷︷ ︸
B2

) · · · (
Dl︷ ︸︸ ︷

0 . . . 0
Ul︷ ︸︸ ︷

1 . . . 1︸ ︷︷ ︸
Bl

)0 . . . 01 . . . 1

First we will show that for each i, xUi satisfies condition 1 and xDi satisfies condition 2,
i.e. there exist some max term u � xUi and some min term d � xDi . (See Figure 1 for
an illustration.) Indeed, for any sensitive block Bi of x, f(xBi) 6= f(x) = f(0n) = f(1n).
Take a maximal ui such that ui � xBi and f(ui) = f(xBi). By definition ui is a max term.
Similarly we can take a min term di where di � xBi . Then from the definition of Ui and Di

we can conclude that xUi � xBi � ui and xDi � xBi � di. Moreover, both Ui and Di cannot
be empty, since otherwise either x � xDi = xBi � ui or x � xUi = xBi � di, contradicting
our assumption of case 2. This further indicates that f(x) = f(xUi) = f(xDi) as we have
taken each Bi to be a minimal sensitive block.

Next we are going to find some Ui or Di such that xUi or xDi is sensitive to most Bi’s.
In this case if there are many sensitive blocks of input x, xUi or xDi must have high block
sensitivity. But we have eliminate this possibility in case 1. To achieve this, we count the
following two quantities:

#U : the number of pairs (i, j) such that i 6= j and f(xUi) 6= f(xUi∪Bj ),
#D : the number of pairs (i, j) such that i 6= j and f(xDi) 6= f(xDi∪Bj ).
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Recall that f(x) = f(xUi) = f(xDi) and f(x) 6= f(xBj ), thus it is equivalent to counting
#U : the number of pairs (i, j) such that i 6= j and f(xBj ) = f(xUi∪Bj ),
#D : the number of pairs (i, j) such that i 6= j and f(xBj ) = f(xDi∪Bj ).

Now we bound the number of such i’s for each j. Fix a block Bj , and consider the
subfunction fu on the subcube {z : z � xBj} and the subfunction fd on the subcube
{z : z � xBj}. Let us look at fu first. Because Di ∩Bj = ∅ whenever i 6= j, xDi∪Bj � xBj

which lies in the domain of fu. By the definition of certificate complexity of fu on input xBj ,
there is a subcube C of co-dimension C(fu, xBj ) (with respect to {z : z � xBj}) containing
xBj , s.t. f takes a constant 0/1 value on C. Denote by S the set of coordinates in this
certificate. Then S ⊆ {k ∈ [n] : (xBj )k = 0} and |S| = C(fu, xBj ). Now for each Di, if
Di ∩ S = ∅, then f(xBj ) = f(xDi∪Bj ) as the values of the certificate variables S are not
flipped. As all {Di}i6=j are disjoint, at most C(fu, xBj ) many of Di’s may intersect S. Thus
f(xBj ) = f(xDi∪Bj ) for all but at most C(fu, xBj ) many of Di. Similarly we can say that
all but at most C(fd, xBj ) many of Ui’s (i 6= j) satisfy that f(xBj ) = f(xUi∪Bj ). Applying
Lemma 12 (statement 1), we have

C(fu, xBj ) ≤ alt(fu) · s(fu) ≤ alt(fu) · s(f),

C(fd, xBj ) ≤ alt(fd) · s(fd) ≤ alt(fd) · s(f).

Because alt(fu) + alt(fd) ≤ alt(f) = 2t, and there are ` sensitive blocks Bi, thus from the
second definition of #U and #D we can see that

#U + #D ≥ ` ·
(
(`− 1− alt(fu) · s(f)) + (`− 1− alt(fd) · s(f))

)
≥ ` · 2 (`− 1− t · s(f)) . (9)

Since there are 2` of Ui’s and Di’s in total, by pigeonhole principle there must be a Ti

(being Ui or Di) that contributes to at least (#U + #D)/2` ≥ `− 1− t · s(f) to (#U + #D).
Fix this Ti. By definition of #U and #D, there exist at least `− 1− t · s(f) blocks Bj with
i 6= j and f(xTi) 6= f(xTi∪Bj ). That is, xTi is sensitive to at least `− 1− t · s(f) blocks Bj

where j 6= i. Considering that xTi is also sensitive to Bi\Ti, we conclude that

bs(f, xTi) ≥ 1 + (`− 1− t · s(f)) = bs(f, x)− t · s(f).

Finally, recall that we have showed that xTi satisfies one of the condition 1 and 2. Therefore
xTi is an input falling into case 1. By Eq.(8), we have bs(f, xTi) ≤ (Ct−1 + 2) · s(f). Putting
everything together, we have

bs(f, x) ≤ bs(f, xTi) + t · s(f) ≤ (Ct−1 + 2 + t) · s(f) = Ct · s(f).

This finishes the proof for alt(f) = 2t.
When alt(f) = 2t + 1, for any input x, f(x) must differ from either f(0n) or f(1n)

since f(0n) 6= f(1n). Without loss of generality, assume that f(x) 6= f(0n). Take the
minimal d such that d � x and f(d) = f(x) 6= f(0n). By definition d is a min term and
x satisfies condition 2. Then using the same analysis above as in case 1, we can show
bs(f, x) ≤ (Ct + 1) · s(f) and this finishes the proof. J

4 The Log-Rank Conjecture

We prove Theorem 2 and 3 in this section. We start with Theorem 2, which is now easy given
Lemma 12. Recall that the second statement of Lemma 12 says that max{C(f, 0n),C(f, 1n)} ≤
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alt(f) · deg2(f), therefore

Cmin(f) ≤ alt(f) · deg2(f). (10)

As both alt(f) and deg2(f) are downward non-increasing, applying Eq.(10) to all subfunctions
of f yields Cclo

min(f) ≤ alt(f) · deg2(f). Since DT(f) ≤ Cclo
min(f) · deg2(f) (Theorem 6) we get

the following.

I Theorem 14. For any f : {0, 1}n → {0, 1}, it holds that DT(f) ≤ alt(f) · deg2(f)2.

Theorem 2 follows from this together with the fact that CC(f ◦ ⊕) ≤ 2DT(f) (Eq.(1)) and
that deg2(f) ≤ log ‖f̂‖0 = log rank(Mf◦⊕) (Fact 5).

Note that if we use the first statement of Lemma 12, we will get the following corollary,
which gives better dependence on alt(f) for low F2-degree functions.

I Corollary 15. DT(f) ≤ alt(f)s(f) · deg2(f).

Next we prove Theorem 3 for AND functions. Different than the above approach for
XOR functions of going through DT(f), we directly argue communication complexity of
AND functions. Recall that Theorem 3 says that

CC(f ◦ ∧) ≤ min{O(loga+1 rank(Mf◦∧)), O(log
a+3

2 rank(Mf◦∧) logn)}.

Proof of Theorem 3. Without loss of generality, we can assume that f(0n) = 0 since
otherwise we can compute ¬f first and negate the answer (note that rank(M¬f◦∧) differs from
rank(Mf◦∧) by at most 1). For notational convenience let us define r = mono(f) = rank(Mf◦∧)
and ` = log r. For b ∈ {0, 1}, further define C(a)

b to be the maximum Coverb(f ◦ ∧) over
all functions f : {0, 1}n → {0, 1} with alternating number a and f(0n) = 0. We will give
three bounds for C(a)

b in terms of C(a−1)
b , and combining them gives the claimed result in

Theorem 3.

Bound 1, from max terms. We apply this bound for C(a)
b when a and b have different

parities, that is, when a is even and b = 1, and when a is odd and b = 0. Consider the first
case and the second is similar. Take any Boolean function f with f(0n) = 0 and alt(f) = a is
even, we have f(1n) = 0. Any 1-input is under some max term, so it is enough to cover inputs
under max terms when bounding the Cover1(f). Take an arbitrary max term u ∈ {0, 1}n.
Suppose its Hamming weight is s. Considering the subfunction f ′ on {t : t � u}, which is
an OR function of n − s variables. In the communication setting, this is the Disjointness
function of n − s variables. Thus ` = log rank(Mf◦∧) ≥ n − s. This implies that all max
terms u of f are `-close to 1n in Hamming distance. Considering that different max terms
are incomparable by definition, we know that the number of max terms is at most

(
n
`

)
.

Next we upper bound the 1-rectangles by giving a partition of set of 1-inputs into 1-
rectangles. For each max term u ∈ {0, 1}n, let U = {i ∈ [n] : ui = 1}, and k = n− |U |, then
k ≤ `. The submatrix {(x, y) : x, y ∈ {0, 1}n, x ∧ y � u} is partitioned into 3k submatrices
as follows. Suppose that the set of 0-coordinates in u is {i1, . . . , ik}, then for each ij , we can
choose (xij

, yij
) from the set {(0, 0), (0, 1), (1, 0)} to enforce xij

∧ yij
= 0. Thus there are 3k

ways of restricting these k variables in Ū , giving 3k submatrices. Let fu : {0, 1}U → {0, 1} be
the subfunction of f restricted on the subcube {t : t � u} where fu(zU ) = f(zU , 0Ū ). (Here
the input to f is x′ ∧ y′ at U and 0 at Ū .) Note that each of the 3k submatrices is still the
communication matrix of fu ◦∧ for some max term u. Also note that this fu has fu(0U ) = 0,
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but fu(1U ) = 1 and alt(fu) ≤ alt(f) − 1. Since all the 1-inputs of f are under some max
term u, the 1-covering number Cover1(f ◦ ∧) can be upper bounded by the following:

Cover1(f ◦ ∧) ≤
∑

u:max term
3` · Cover1(fu ◦ ∧) ≤

(
n

`

)
· 3` · max

u:max term
Cover1(fu ◦ ∧).

Using the fact alt(fu) ≤ alt(f)− 1, and that the above inequality holds for any f , we have
the following bound on C(a)

1 :

logC(a)
1 ≤ 3` · logn+ logC(a−1)

1 , when a is even. (11)

Similarly, when a is odd, f(1n) = 1, and thus any 0-input is under some max term. A similar
argument shows the following bound on C(a)

0 :

logC(a)
0 ≤ 3` · logn+ logC(a−1)

0 , when a is odd. (12)

Bound 2, from min terms. Take any Boolean function f with f(0n) = 0. Then any 1-input
must be above some min term. Take any min term d. Let D = {i : di = 1}. If we restrict
variables xi and yi to 1 for all i ∈ D, then we go to a rectangle {(x, y) : xi = yi = 1,∀i ∈ D}.
The union of these rectangles for all min terms d contains all 1-inputs. Restrict f on the
subcube {z : z � d} to get a subfunction fd, which has fd(0D̄) = 1, and alt(fd) ≤ alt(f)− 1.
Note that for each min term d, we have α(d) =

∑
x�d(−1)|d⊕x|f(x) = 1 6= 0 3, which

contributes 1 to mono(f), thus the number of min terms is at most mono(f) = r. Since each
1-input of f is above some min term d, the 1-covering number Cover1(f) has

Cover1(f ◦ ∧) ≤
∑

d:min term
Cover1(fd ◦ ∧) ≤ r · max

d:min term
Cover1(fd ◦ ∧).

Note that alt(fd) ≤ alt(f)− 1, and fd takes value 1 on its all-0 input, thus Cover1(fd ◦ ∧) =
Cover0(¬fd ◦ ∧) ≤ C(a−1)

0 (note that the maximum in the definition of C0 is over all f with
f(0n) = 0). This implies

logC(a)
1 ≤ `+ logC(a−1)

0 . (13)

Note that this inequality holds as long as f(0n) = 0, regardless of the parity of a.

Bound 3, from CC. When a is odd, we have a bound for C(a)
0 by Eq.(12) and a bound for

C
(a)
1 by Eq.(13). When a is even, we have two bounds for C(a)

1 , Eq.(11) and Eq.(13), but no
bound for C(a)

0 . Note that we can always use CC to bound C(a)
0 :

log Cover0(f ◦ ∧) ≤ CC(f ◦ ∧)
≤ log rank(Mf◦∧) · log Cover1(f ◦ ∧)
= ` · log Cover1(f ◦ ∧),

This implies that

logC(a)
0 ≤ ` · logC(a)

1 . (14)

3 If f(0n) = 1, then for each min term d, we have α(d) =
∑

x�d
(−1)|d⊕x|f(x) = −1, which is still

non-zero.
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Similarly it also holds that logC(a)
1 ≤ ` · log C(a)

0 .

Now we combine the three bounds and prove the theorem by induction on a. In the base
case of a = 0, the function is constant 0 and thus C(0)

0 = 1 and C(0)
1 = 0. For general a, we

can repeatedly apply Eq.(13) and Eq.(14) to get

logC(a)
1 ≤

a∑
i=1

`i = (1 + o(1))`a.

Thus CC(f ◦ ∧) ≤ ` · logC(a)
1 ≤ (1 + o(1))`a+1.

If we can tolerate a logn factor, then the dependence on a can be made slightly better.
Assume that a is even, we have

logC(a)
1 ≤ `+ logC(a−1)

0 (by Eq.(13))

≤ `+ 3` logn+ logC(a−2)
0 (by Eq.(12))

≤ `+ 3` logn+ ` logC(a−2)
1 . (by Eq.(14))

Solving this recursion gives logC(a)
1 ≤ O(` a

2 logn), and thus CC = O(` a
2 +1 logn). When a is

odd, we can use Eq.(13) and Eq.(14) to reduce it to the “even a” case, resulting a bound
CC ≤ O(` a+3

2 logn). Putting these two cases together, we get the claimed bound. J
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Abstract
We show that randomized communication complexity can be superlogarithmic in the partition
number of the associated communication matrix, and we obtain near-optimal randomized lower
bounds for the Clique vs. Independent Set problem. These results strengthen the deterministic
lower bounds obtained in prior work (Göös, Pitassi, and Watson, FOCS 2015). One of our
main technical contributions states that information complexity when the cost is measured with
respect to only 1-inputs (or only 0-inputs) is essentially equivalent to information complexity
with respect to all inputs.
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1 Introduction

A prior work [16] exhibited a boolean function F : X × Y → {0, 1} whose deterministic
communication complexity is superlogarithmic in the partition number

χ(F ) := χ0(F ) + χ1(F )

where χi(F ) is the least number of rectangles (sets of the form A×B where A ⊆ X , B ⊆ Y)
needed to partition the set F−1(i). In this follow-up work, we upgrade the lower-bound
results from [16] to hold against randomized protocols – here the notation Ω̃(m) hides factors
polylogarithmic in m.

I Theorem 1. There is an F with randomized communication complexity Ω̃(log1.5 χ(F )).

I Theorem 2. There is an F with randomized communication complexity Ω̃(log2 χ1(F )).

A main technical contribution of our paper – which is key to both the proofs of Theorem 1
as well as the subsequent strengthening by [5] – informally states that the information
complexity of a function (as defined by [9]) remains essentially unchanged if the cost is

∗ The full version of this work is available at [14], https://eccc.weizmann.ac.il/report/2015/169/.
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measured with respect to only 1-inputs (or only 0-inputs) rather than all inputs. We say a
protocol Π is ε-correct if it succeeds with probability at least 1− ε on each input, and define
IC(Π) as the maximum over all input distributions of the information cost (defined later),
and define ICb(Π) similarly but with the maximum over all distributions over b-inputs (for
some b ∈ {0, 1}).

I Theorem 3. Fix any F and b ∈ {0, 1}. For every 1/3-correct protocol Π there is a 1/3-
correct protocol Π′ such that IC(Π′) ≤ O

(
ICb(Π) + log(CC(Π) + 2)

)
. Moreover, CC(Π′) ≤

O
(
CC(Π) · log(CC(Π) + 2)

)
.

In the theorem statement above, the additional lower order term involving the communication
cost appears due to technical reasons. This makes the statement slightly weaker but this
is mitigated in the aforementioned applications due to the additional fact that we can also
bound the communication cost of the new protocol.

1.1 Applications and discussion
Theorem 1

Prior to this work, no examples of F were known with randomized communication complexity
larger than logχ(F ). In fact, such a separation cannot be obtained using the usual rectangle-
based lower-bound methods, as catalogued by Jain and Klauck [17]. In particular, Theorem 1
shows that randomized complexity can be polynomially larger than the partition bound [17, 19],
which is one of the most powerful general lower bound methods for randomized communication.
(Consequently, our proof of Theorem 1 has to exploit another powerful lower-bound method,
namely information complexity.) Note also that every F has deterministic communication
complexity at least logχ(F ) and at most O(log2 χ(F )), where the latter upper bound is a
classical result of [2]. Theorem 1 shows that the upper bound cannot be improved much even
if we allow randomization.

Theorem 2

The relationship between χ1(F ) and the communication complexity of F can be equivalently
formulated in the language of the Clique vs. Independent Set game, played on a graph derived
from F (Alice holds a clique, Bob holds an independent set: do they intersect?). See [34, §4]
or [21, §4.4] for the equivalence. Yannakakis [34] (extending [2]) proved that every F has
deterministic communication complexity at most O(log2 χ1(F )). Our Theorem 2 shows that
this upper bound is essentially tight even if we allow randomized protocols, and it implies
that there is a graph on n nodes for which Clique vs. Independent Set requires Ω̃(log2 n)
randomized communication. (The deterministic upper bound O(log2 n) holds for all graphs.)

Extension complexity. In fact, we prove Theorem 2 by showing that (the negation of)
the function F has high approximate nonnegative rank (a.k.a. smooth rectangle bound; see
Section 2 for definitions). One consequence in the field of extended formulations (see [34, 11]
for definitions) is that we obtain a graph G such that the polytope generated by the so-called
“clique inequalities” of G has extension complexity nΩ̃(logn). (The slack matrix associated
with the clique inequalities is simply (the negation of) the Clique vs. Independent Set game.
These inequalities capture the independent set polytope of G when G is perfect – our graph
G however is not.) The previous bound in this direction was nΩ(log0.128 n) from a related
work [13]. Technically speaking, the lower bound from [13] was proved for nondeterministic
communication complexity, so the full result remains incomparable with Theorem 2.
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Log-rank conjecture. The famous log-rank conjecture of Lovász and Saks [30] postulates
that the deterministic communication complexity of F is polynomially related to log rank(F ).
Gavinsky and Lovett [12] have shown that the conjecture is equivalent to asking whether
the randomized communication complexity of F is polynomially bounded in log rank(F ).
Here our Theorem 2 gives at least a near-quadratic separation between the randomized
communication complexity of F and log rank(F ) ≤ logχ1(F ); the previous best lower bound
was Ω(log1.63 rank(F )) due to Kushilevitz [26]. Furthermore, Troy Lee has pointed out to us
that our construction underlying Theorem 2 exhibits nearly a 4-th power separation between
the logarithms of approximate nonnegative rank and approximate rank. This gives lower
bounds for the so-called log-approximate-rank conjecture [28, Conjecture 42], which is the
randomized analogue of the log-rank conjecture. The previous best separation was quadratic
(as witnessed by the set-disjointness problem).

Theorem 3

One-sided information complexity satisfies a famous direct sum property ([6, 9]): for any
protocol Π computing ANDk ◦ F k (i.e., the AND of k copies of F ) there exists a protocol Π′
computing F with IC1(Π′) ≤ O(IC1(Π)/k) (see, e.g., [5, Claim 37]). One can also formulate
a dual lemma for ORk ◦ F k in terms of IC0. This is the context where our Theorem 3
relating IC and IC1 (and IC0) is useful: it implies that analogous direct sum lemmas hold for
two-sided information complexity, up to low order terms. Iterating such a two-sided lemma
some constantly many times, one obtains an alternative proof for the result that every n-bit
constant-depth balanced read-once AND–OR tree with binary bottom fan-in (defining an
Alice–Bob bipartition of input bits) has randomized communication complexity Ω(n); this
result was first proved in [20, 29] even for unbalanced trees.

Another application of Theorem 3 appears in the recent work [5]. They improved our
1.5-th power separation in Theorem 1 to near-quadratic (which is optimal) by iteratively
applying Theorem 3 to analyze a communication analogue of a query-complexity construction
due to Ambainis, Kokainis, and Kothari [4] (which is a variation of usual AND–OR trees).

1.2 Our techniques

The basic strategy in [16] for obtaining the deterministic versions of Theorems 1–2 was to
first obtain analogous gaps in the easier-to-understand world of query complexity, then “lift”
the results to communication complexity using a so-called simulation lemma. For getting
randomized lower bounds, two obstacles immediately present themselves: (i) The functions
studied in [16] are too easy for randomized protocols (as shown by [31]). (ii) There is no
known simulation lemma for the bounded-error randomized setting.

To handle obstacle (i), we modify the functions from [16] in a way that preserves their
low partition numbers while eliminating the structure that was exploitable by randomized
protocols. (Similar constructions have been given by [3, 1].) To handle obstacle (ii) for
Theorem 2, we actually prove a lower bound for a model that is stronger than the standard
randomized model, but for which there is a known simulation lemma [15]. This idea alone
does not handle obstacle (ii) for Theorem 1, though. For that, we start by giving a proof of the
query complexity analogue of Theorem 1, then develop a way to mimic that argument using
communication complexity, by going through information complexity (exploiting machinery
from [23] and [10]). In the process, this yields our Theorem 3 (one-sided is equivalent to
two-sided information complexity), which is of independent interest.
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2 Complexity Measures

We study the following communication complexity models/measures; see Figure 1. For any
complexity measure C we write coC(F ) := C(¬F ) and 2C(F ) := max{C(F ), coC(F )} for short.

Pcc: The deterministic communication complexity of F is denoted Pcc(F ).
BPPcc: The randomized communication complexity of F is denoted BPPcc(F ).
UPcc: Recall (e.g., [27, 21]) that a cost-c nondeterministic protocol for F corresponds
to a covering (allowing overlaps) of F−1(1) with 2c rectangles. A nondeterministic
protocol is unambiguous if on every 1-input there is a unique accepting computation;
combinatorially, this means we have a disjoint covering (partition) of F−1(1). We define
UPcc(F ) := dlogχ1(F )e. Thus coUPcc(F ) = dlogχ0(F )e, and 2UPcc(F ) ∈ dlogχ(F )e ± 1.
WAPPcc: Abstractly speaking, a WAPP computation (Weak Almost-Wide PP; introduced
in [8]) is a randomized computation that accepts 1-inputs with probability in [(1− ε)α, α],
and 0-inputs with probability in [0, εα], where ε < 1/2 is an error parameter and
α = α(n) > 0 is arbitrary.
Instantiating this for protocols, we define WAPPcc

ε (F ) as the least “cost” of a randomized
(public-coin) protocol Π that computes F in the above sense; the “cost” of a protocol Π with
parameter α is defined as the usual communication cost (number of bits communicated)
plus log(1/α). In this definition, we may assume w.l.o.g. that Π is zero-communication [23]:
Π is simply a probability distribution over rectangles R, and Π accepts an input (x, y) iff
(x, y) ∈ R for the randomly chosen R. Such a protocol Π exchanges only 2 bits to check
the condition (x, y) ∈ R, and the rest of the cost is coming from having a tiny α.
We note that WAPPcc corresponds to the (one-sided) smooth rectangle bound of [17],
which is known to be equivalent to approximate nonnegative rank [24]. A consequence of
this equivalence is that WAPPcc could alternatively be defined without charging anything
for α > 0, as long as we restrict our protocols to be private-coin; see also [15, Theorem 9].
Also, 2WAPPcc is equivalent to the relaxed partition bound of [23] (we elaborate on this
in Section 4.2). We remark that WAPPcc is not amenable to efficient amplification of
the error parameter; there can be an exponential gap between WAPPcc

ε and WAPPcc
δ for

different constants ε and δ, at least for partial functions [15, Theorem 6].

Define the following decision tree models/measures for a boolean function f : {0, 1}n → {0, 1}:
Pdt: The deterministic decision tree complexity of f is denoted Pdt(f).
BPPdt: The randomized decision tree complexity of f is denoted BPPdt(f).
UPdt: A nondeterministic decision tree is a DNF formula. We think of the conjunctions
in the DNF formula as certificates – partial assignments to inputs that force the function
to be 1. The cost is the maximum number of input bits read by a certificate. A
nondeterministic decision tree is unambiguous if on every 1-input there is a unique
accepting certificate. We define UPdt(f) as the least cost of an unambiguous decision tree
for f . Other works that have studied unambiguous decision trees include [33, 7, 13, 16, 25].
WAPPdt: We define WAPPdt

ε (f) as the least height of a randomized decision tree that
accepts 1-inputs with probability in [(1− ε)α, α], and 0-inputs with probability in [0, εα],
where α = α(n) > 0 is arbitrary. (Note that only the number of queries matters; we
do not charge for α being small.) Like the communication version, this measure is not
amenable to efficient amplification of the error parameter [15].
The analogue of a WAPPcc protocol being w.l.o.g. a distribution over rectangles is that a
WAPPdt decision tree is w.l.o.g. a distribution over conjunctions. This implies that we
may characterize WAPPdt

ε (f) using conical juntas: A conical junta h is a nonnegative
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P 2UP UP

BPP 2WAPP WAPP
≥ information complexity = 2-sided smooth rectangle = 1-sided smooth rectangle

= logχ = logχ1

Figure 1 Models of computation that can be instantiated for both communication and query
complexity. Here A B means that model B can simulate model A without any overhead.

linear combination of conjunctions. That is, h =
∑
wCC where the sum ranges over

conjunctions C : {0, 1}n → {0, 1} and wC ≥ 0 for all C. Then WAPPdt
ε (f) is the least

degree (maximum width of a conjunction with positive weight in h) of a conical junta
h that ε-approximates f in the sense that h(z) ∈ [1 − ε, 1] for all z ∈ f−1(1), and
h(z) ∈ [0, ε] for all z ∈ f−1(0). Other works have studied conical juntas under such
names as the (one-sided) partition bound for query complexity [17] and query complexity
in expectation [22].

3 Overview

In this section we give an outline for obtaining our main results, Theorems 1–2. For
complexity models/measures C and C′, we informally say “C-vs-C′ gap” to mean the existence
of a function whose C complexity is significantly higher than its C′ complexity. Using the
notation defined in Section 2, we can rephrase our main results as follows.

I Theorem 1 (BPPcc-vs-2UPcc). There is an F such that BPPcc(F ) ≥ Ω̃(2UPcc(F )1.5).

I Theorem 2 (BPPcc-vs-UPcc). There is an F such that BPPcc(F ) ≥ Ω̃(UPcc(F )2).

1. Tribes-List (Section 3.1): Our starting point is to define Tribes-List, a variant of
a function introduced in [16]. Its purpose is to witness a BPP-vs-UP gap for query
complexity.

2. Composition (Section 3.2): Next, we modify Tribes-List using two types of function
composition, which we call lifting and AND-composition, to obtain candidate functions
for BPP-vs-2UP gaps in both query and communication complexity.

3. Overview of proofs (Section 3.3): With the candidate functions defined, we outline our
strategy to prove the desired communication lower bounds.

3.1 Tribes-List
The Tribes-List function TL : {0, 1}n → {0, 1} is defined on n := Θ(k3 log k) bits where k is a
parameter. We think of the input as a k × k matrix M with entries Mij taking values from
the alphabet Σ := {0, 1} × ([k]k−1 ∪ {⊥}). Here each entry is encoded with Θ(k log k) bits,
and we assume that the encoding of Mij = (mij , pij) ∈ Σ is such that a single bit is used to
encode the value mij ∈ {0, 1} and another bit is used to encode whether or not pij = ⊥. If
pij 6= ⊥, then we can learn its exact value in [k]k−1 by querying all the Θ(k log k) bits.

Informally, we have TL(M) = 1 iff M has a unique all-(1, ∗) column (here ∗ is a wildcard)
that also contains an entry with k − 1 pointers to entries of the form (0, ∗) in all other
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52:6 Randomized Communication vs. Partition Number

Unambiguous decision tree for TL:

Nondeterministically guess a column in-
dex j ∈ [k]. Consider the entries Mij =
(mij , pij) for i ∈ [k]: check that mij = 1
for all i and that pij 6= ⊥ for at least one i
(this is ≤ 2k queries). Let i be the first row
index for which pij 6= ⊥ and read the full
value of pij (this is Θ(k log k) queries). In-
terpret pij ∈ [k][k]r{j} as a list of pointers,
describing a row index for all columns other
than j. For each of these k − 1 pointed-to
entries Mi′j′ , check that mi′j′ = 0 (this is
k − 1 queries).

1,⊥

1,⊥

1,⊥

1,pij

1, ∗

0, ∗

0, ∗

0, ∗

0, ∗

Figure 2 The unambiguous decision tree that defines the Tribes-List function.

columns. More formally, we define TL in Figure 2 by describing an unambiguous decision
tree of cost Θ(k log k) computing it.

3.2 Composition
Given a base function witnessing some complexity gap, we will establish a different but related
complexity gap by transforming the function into a more complex one via one (or both)
of the following operations involving function composition: lifting and AND-composition.
Lifting is used to go from a query complexity gap to an analogous communication complexity
gap. AND-composition is used to go from a gap with a UP upper bound to a gap with a 2UP
upper bound. To show that an operation indeed converts one gap to another gap, we need
two types of results: an observation showing how the relevant upper bounds behave under
the operation, and a more difficult lemma showing how the relevant lower bounds behave
under the operation.

Lifting

Let g : {0, 1}b × {0, 1}b → {0, 1} be a fixed two-party function (called the gadget). We
can lift f : {0, 1}n → {0, 1} via the gadget g to obtain a two-party composed function
f ◦ gn : ({0, 1}b)n × ({0, 1}b)n → {0, 1} where Alice is given x = (x1, . . . , xn) and Bob is
given y = (y1, . . . , yn) (with each xi, yi ∈ {0, 1}b) and the goal is to compute (f ◦ gn)(x, y) :=
f(g(x1, y1), . . . , g(xn, yn)).

A decision tree for f generally yields a corresponding type of communication protocol for
f ◦ gn: whenever the decision tree queries the i-th bit, Alice and Bob communicate b+ 1 bits
to evaluate the corresponding bit g(xi, yi). By counting conjunctions, it can be verified that
such a connection holds for the 2UP and UP models as well:

I Observation 4. For all f : {0, 1}n → {0, 1}, g : {0, 1}b × {0, 1}b → {0, 1}, and C ∈
{2UP,UP}, we have Ccc(f ◦ gn) ≤ Cdt(f) ·O(b+ logn).

For any model C, a result in the converse direction (giving a black-box method of
converting a communication protocol for f ◦ gn into a comparably efficient decision tree for
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f) is highly nontrivial and is called a simulation lemma. In this work, we use a simulation
lemma for C = WAPP:

I Lemma 5 (Simulation for WAPP [15]). For all f : {0, 1}n → {0, 1} and constants 0 < ε <

δ < 1/2, we have WAPPdt
δ (f) ≤ O

(
WAPPcc

ε (f ◦gn)/ logn
)
where g : {0, 1}b×{0, 1}b → {0, 1}

is the inner-product gadget defined as follows: b = b(n) := 100 logn, and g(xi, yi) :=
〈xi, yi〉 mod 2.

AND-composition

Given f : {0, 1}n → {0, 1} we can compose it with the k-bit AND function to obtain AND ◦
fk : ({0, 1}n)k → {0, 1} defined by (AND◦ fk)(z1, . . . , zk) = 1 iff f(zi) = 1 for all i. Similarly,
given F : X × Y → {0, 1} we can obtain AND ◦ F k : X k × Yk → {0, 1} defined by (AND ◦
F k)(x, y) = 1 iff F (xi, yi) = 1 for all i.

AND-composition converts a UP upper bound into a 2UP upper bound [16]:

I Observation 6. For all f and k, we have 2UPdt(AND ◦ fk) ≤ k · UPdt(f) +O(UPdt(f)2).
Similarly, for all F and k, we have 2UPcc(AND ◦ F k) ≤ k · UPcc(F ) +O(UPcc(F )2 + log k).

The two parts of Observation 6 are analogous, so we describe the idea only in terms
of the query complexity part. Since coUPdt(f) ≤ Pdt(f) ≤ O(UPdt(f)2), it suffices to have
coUPdt(f) as the second term on the right side. The idea is to let a 1-certificate for AND ◦ fk
be comprised of 1-certificates for each of the k copies of f , and a 0-certificate for AND ◦ fk
be comprised of a 0-certificate for the first copy of f that evaluates to 0, together with
1-certificates for each of the preceding copies of f .

On the other hand, the following lemma (proven in Section 4.1) shows that randomized
query complexity goes up by a factor of k under AND-composition.

I Lemma 7. For all f and k, we have BPPdt(f) ≤ O
(
BPPdt(AND ◦ fk)/k

)
.

We note that Lemma 7 qualitatively strengthens the tight direct sum result for randomized
query complexity in [18] since computing the outputs of all k copies of f is at least as hard
as computing the AND of the outputs. Similarly, if we could prove an analogue of Lemma 7
for communication complexity, it would qualitatively strengthen the notoriously-open tight
direct sum conjecture for randomized communication complexity.

3.3 Overview of proofs
The following diagram shows how we construct the functions used to witness our gaps.
Starting with some f , we can lift it to obtain F , or we can apply AND-composition to obtain
f∗. We can obtain F ∗ by either lifting f∗ or equivalently applying AND-composition to F .

f f∗

F F ∗

coWAPPdt-vs-UPdt BPPdt-vs-2UPdt

coWAPPcc-vs-UPcc BPPcc-vs-2UPcc

AND-composition

lifting lifting

AND-composition
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Proof of Theorem 2

We start by discussing the proof of Theorem 2 as it will be used in the proof of Theorem 1.
We actually prove the following stronger version of Theorem 2 that gives a lower bound even
against coWAPPcc

ε (F ) ≤ O(BPPcc(F )):

I Theorem 2? (coWAPPcc-vs-UPcc). There is an F s.t. coWAPPcc
0.04(F ) ≥ Ω̃(UPcc(F )2).

Our proof follows the same outline as in [16] and only requires us to lift the following
analogous result for query complexity (proved in the full version [14]):

I Lemma 8 (coWAPPdt-vs-UPdt). coWAPPdt
0.05(TL) ≥ Ω̃(UPdt(TL)2).

To derive Theorem 2?, set f := TL and F := f◦gn, where g is the gadget from Lemma 5 and
n is the input length of f . Recall that UPdt(f) ≥ nΩ(1). Thus by Observation 4, UPcc(F ) ≤
UPdt(f) · O(logn) ≤ Õ(UPdt(f)), and by Lemma 5, coWAPPcc

0.04(F ) ≥ Ω(coWAPPdt
0.05(f) ·

logn) ≥ Ω(coWAPPdt
0.05(f)). Thus coWAPPcc

0.04(F ) ≥ Ω̃(UPcc(F )2).

Proof of Theorem 1

An “obvious” strategy for Theorem 1 would be again to first prove the analogous query
complexity result and then lift it to communication complexity. (This is the outline used for
the analogous result in [16].) In other words, we would follow the lower-right path in the
above diagram:

Obvious strategy

(a) Start with f witnessing a BPPdt-vs-UPdt gap.
(b) Obtain f∗ witnessing a BPPdt-vs-2UPdt gap by applying AND-composition to f .
(c) Obtain F ∗ witnessing a BPPcc-vs-2UPcc gap by lifting f∗.

We have the tools to complete steps (a) and (b):

I Lemma 9 (BPPdt-vs-2UPdt). There is an f such that BPPdt(f) ≥ Ω̃(2UPdt(f)1.5).

Proof. This is witnessed by f∗ := AND ◦ TLk where k := UPdt(TL). By Observation 6,
2UPdt(f∗) ≤ O(k2), and by Lemmas 7–8,

BPPdt(f∗) ≥ Ω(k · BPPdt(TL)) ≥ Ω(k · coWAPPdt
0.05(TL)) ≥ Ω̃(k3) . J

Unfortunately, we do not know how to carry out step (c), because we currently lack a
simulation lemma for BPP. (We believe that such a lemma is true, and it is an interesting
open problem to prove this!) We get around this obstacle by reversing the order of steps (b)
and (c), that is, we instead follow the upper-left path in the diagram:

Modified strategy

(a′) Start with f witnessing a coWAPPdt-vs-UPdt gap.
(b′) Obtain F witnessing a coWAPPcc-vs-UPcc gap by lifting f .
(c′) Obtain F ∗ witnessing a BPPcc-vs-2UPcc gap by applying AND-composition to F .
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Steps (a′) and (b′) are just Theorem 2?. For step (c′) it would suffice to have an analogue of
Lemma 7 for communication complexity. This is open, but fortunately we have some wiggle
room since it suffices to have coWAPPε instead of BPP on the left side of Lemma 7. For this,
we can prove a communication analogue (indeed, with 2WAPPε instead of coWAPPε):

I Lemma 10. For all F , k, and constants 0 < ε < 1/2, we have

2WAPPcc
ε (F ) ≤ O

(
BPPcc(AND ◦ F k)/k + log BPPcc(AND ◦ F k)

)
.

To derive Theorem 1, let F be the function in Theorem 2?, and let F ∗ := AND◦F k where
k := UPcc(F ). Then F ∗ witnesses Theorem 1: By Observation 6, 2UPcc(F ∗) ≤ O(k2), and
by Lemma 10, BPPcc(F ∗) ≥ Ω

(
k · (2WAPPcc

0.04(F )− O(log k))
)
≥ Ω

(
k · (coWAPPcc

0.04(F )−
O(log k))

)
≥ Ω̃(k3).

Proof of Lemma 10

We start with the intuition for the proof of Lemma 7, which is a warmup for Lemma 10.
For brevity let f∗ := AND ◦ fk. Given an input z for f , the basic idea is to plant z into a
random coordinate of f∗(z1, . . . , zk), and plant random 1-inputs into the other coordinates,
and then run the randomized decision tree for f∗. If q is the query complexity of f∗, the
expected number of bits of z that are queried (over a random 1-input) will be at most q/k.
Our new randomized decision tree will simulate this but abort after 8q/k queries to z have
been made. If an answer is returned, we output the same value for f(z), and if no answer
is returned within this many queries, then we output 0. A simple analysis shows that we
succeed with high probability in the average-case (which is equivalent to worst-case by the
minimax theorem).

To prove Lemma 10, we would like to mimic this argument in the communication
world, using the fact that internal information complexity is sandwiched between BPPcc

and 2WAPPcc [23] and satisfies a sort of AND-composition analogous to Lemma 7 using
well-known properties (by planting the input into a random coordinate, and planting random
1-inputs into the other coordinates). However there is a significant barrier to this idea “just
working”: the AND-composition property (direct sum lemma) requires a distribution over
1-inputs of F (one-sided), while the relation to 2WAPPcc requires an arbitrary distribution
over inputs to F (two-sided). To bridge this divide, we prove a new property of information
complexity: the one-sided version is essentially equivalent to the two-sided version. A key
ingredient in showing the latter is the “information odometer” of [10], which allows us to
keep track of the amount of information that has been revealed, and abort the protocol once
we have reached our limit, and argue that we can carry this out without revealing too much
extra information. We note that this one-vs-two sided information complexity lemma is the
only component of the proof of Theorem 1 that distinguishes between arbitrary rectangle
partitions (2UPcc) and rectangle partitions induced by protocols (Pcc).

Organization

The only ingredients that remain to be proved are Lemma 8 (which we prove in the full
version [14] and Lemma 7 and Lemma 10 (both of which we prove in Section 4).

4 AND-Composition Lemmas

In this section we prove Lemma 7 and Lemma 10, restated here for convenience.
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I Lemma 11. For all f and k, we have BPPdt(f) ≤ O
(
BPPdt(AND ◦ fk)/k

)
.

I Lemma 12. For all F , k, and constants 0 < ε < 1/2, we have

2WAPPcc
ε (F ) ≤ O

(
BPPcc(AND ◦ F k)/k + log BPPcc(AND ◦ F k)

)
.

4.1 AND-composition for query complexity
We now prove Lemma 7. For brevity let f∗ := AND ◦ fk. Let T ∗ be a height-q randomized
decision tree for f∗ with error 1/8. We design a height-8q/k randomized decision tree for f
with error 1/4.

Let D be an arbitrary distribution over f−1(1). Consider the following randomized
decision tree T that takes z ∈ {0, 1}n as input:

1. Pick i ∈ [k] uniformly at random and let zi := z.
2. For j ∈ [k] r {i} sample zj ∼ D independently.
3. Run T ∗(z1, . . . , zk) until it has made 8q/k queries in the i-th component.
4. If T ∗ already produced an output in Step 3, output the same bit; else output 0.

Note that with probability 1 we have f∗(z1, . . . , zk) = f(z). Let RT denote T ’s randomness
and RT∗ denote T ∗’s randomness. If f(z) = 0 then

PRT
[T (z) = 1] ≤ max(z1,...,zk)∈(f∗)−1(0) PRT∗ [T ∗(z1, . . . , zk) = 1] ≤ 1/8 ≤ 1/4.

Furthermore,

Pz∼D,RT
[T (z) = 0] = Pz1,...,zk∼D, i∈[k], RT∗

[
T ∗(z1, . . . , zk) outputs 0 or makes more
than 8q/k queries in the i-th component

]

≤ max(z1,...,zk)∈(f∗)−1(1)

 PRT∗ [T ∗(z1, . . . , zk) = 0] +

maxRT∗ Pi∈[k]

[
T ∗(z1, . . . , zk) makes more than
8q/k queries in the i-th component

] 
≤ 1/8 + 1/8 = 1/4.

Now let D be an arbitrary distribution over {0, 1}n and define T w.r.t. (D | f−1(1)). We
have

Pz∼D,RT
[T (z) 6= f(z)] =

∑
b∈{0,1} Pz∼(D | f−1(b)), RT

[T (z) 6= b] · Pz∼D[f(z) = b]

≤
∑
b∈{0,1}(1/4) · Pz∼D[f(z) = b] = 1/4.

By the minimax theorem, there is a height-8q/k randomized decision tree (a mixture of the
T ’s) that on any input produces the wrong output with probability ≤ 1/4.

4.2 Definitions
We adopt the following conventions throughout the proof of Lemma 10. We denote random
variables with upper-case letters, and we denote particular outcomes of the random variables
with the corresponding lower-case letters. All communication protocols are randomized
and mixed-coin, and we use (R,RA, RB) to denote the public randomness, Alice’s private
randomness, and Bob’s private randomness, respectively. We say a protocol Π is ε-correct
for F if for all (x, y), PR,RA,RB

[Π(x, y) = F (x, y)] ≥ 1 − ε. For a distribution D over
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inputs, we say Π is (ε,D)-correct for F if P(X,Y )∼D,R,RA,RB
[Π(X,Y ) = F (X,Y )] ≥ 1 − ε.

The internal information cost of a protocol Π with respect to (X,Y ) ∼ D is defined as
ICD(Π) := I(R,M ;X |Y ) + I(R,M ;Y |X) = I(M ;X |Y,R) + I(M ;Y |X,R) where the
random variable M is the concatenation of all messages. We also let CC(Π) denote the
worst-case communication cost of Π.

It is convenient for us to work with a measure 2WAPPcc∗ that is defined slightly differently
from 2WAPPcc but is equivalent in the sense that for all F and 0 < ε < 1/2, 2WAPPcc

ε (F ) ≤
2WAPPcc∗

ε (F ) ≤ O(2WAPPcc
ε/2(F )). We note that 2WAPPcc directly expresses the two-sided

smooth rectangle bound of [17], while 2WAPPcc∗ directly expresses the relaxed partition
bound of [23] and was the definition used in [15].

I Definition 13. We define 2WAPPcc∗
ε (F ) as the minimum of CC(Π)+log(1/α) over all α > 0

and all protocols Π with output values {0, 1,⊥} such that for all (x, y), P[Π(x, y) 6= ⊥] ≤ α
and P[Π(x, y) = F (x, y)] ≥ (1− ε)α (i.e., Π is (1− (1− ε)α)-correct).

We also need the distributional version of 2WAPPcc∗.

I Definition 14. For an input distribution D, we define 2WAPPcc∗
ε,D(F ) as the minimum of

CC(Π) + log(1/α) over all α > 0 and all protocols Π with output values {0, 1,⊥} such that
P[Π(x, y) 6= ⊥] ≤ α for all (x, y), and P[Π(X,Y ) = F (X,Y )] ≥ (1− ε)α for (X,Y ) ∼ D (i.e.,
Π is (1− (1− ε)α,D)-correct).

4.3 AND-composition for communication complexity

We now outline the proof of Lemma 10. Recall that the proof of Lemma 7 involved these
steps:
(i) embedding the input into a random coordinate of a k-tuple and filling the other coordi-

nates with random 1-inputs (to cut the cost on 1-inputs by a factor k),
(ii) aborting the execution if the cost became too high (to ensure low cost also on 0-inputs

while maintaining average-case correctness on 1-inputs),
(iii) using the minimax theorem to go from average-case to worst-case correctness.
We start by noting that an analogue of (i) holds for information complexity (which lower
bounds BPPcc). Then as one of our main technical contributions we prove an analogue of (ii)
for information complexity. Then inbetween (ii) and (iii) we insert a step applying the known
result that information complexity upper bounds 2WAPPcc∗ in the distributional setting.
Finally we use the analogue of (iii) for 2WAPPcc∗. Formally, Lemma 10 follows by stringing
together the following lemmas.

I Lemma 15. Fix any F , k, 0 < ε < 1/2, and distribution D over F−1(1). For every ε-correct
protocol Π for AND ◦ F k there is an ε-correct protocol Π′ for F with ICD(Π′) ≤ CC(Π)/k
and CC(Π′) ≤ CC(Π).

I Lemma 16. Fix any F , constants 0 < ε < δ < 1/2, and input distribution D, and let
D1 := (D |F−1(1)). For every (ε,D)-correct protocol Π there is a (δ,D)-correct protocol Π′
with ICD(Π′) ≤ O

(
ICD1(Π) + log(CC(Π) + 2)

)
.

I Lemma 17. Fix any F , constants 0 < ε < δ < 1/2, and input distribution D. For every
(ε,D)-correct protocol Π we have 2WAPPcc∗

δ,D(F ) ≤ O(ICD(Π) + 1).

I Lemma 18. Fix any F and 0 < ε < 1/2. Then 2WAPPcc∗
ε (F ) ≤ 2 + maxD 2WAPPcc∗

ε,D(F ).
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Lemma 15 is a standard application of the “direct sum” property of information cost.
Lemma 16 is proved in Section 4.4 and relies on [10]. Lemma 17 is due to [23, Theorem 1.1
of the ECCC version]. Lemma 18 follows from an argument in [23, Appendix A of the ECCC
version] that uses LP duality.

The moral conclusion of Lemma 16 is that “one-sided information complexity” is essentially
equivalent to “two-sided information complexity” for average-case protocols. Combining
Lemma 16 with [9, Theorem 3.5 of the ECCC version] shows that a similar equivalence
holds for worst-case protocols. More specifically, a distribution-independent definition of
information complexity for bounded-error protocols can be obtained by maximizing over
all input distributions; our corollary shows that this measure is essentially unchanged if we
maximize only over distributions over 1-inputs (or symmetrically, 0-inputs).

I Corollary 19. Fix any F , constants 0 < ε < δ < 1/2, and b ∈ {0, 1}. Then

inf
δ-correct

protocols Π

max
D over

all inputs

ICD(Π) ≤ max
D over
b-inputs

inf
ε-correct

protocols Π

O
(
ICD(Π) + log(CC(Π) + 2)

)
.

Theorem 3 follows by swapping the quantifiers on the right side of the inequality in
Corollary 19 (which only weakens the statement), and by straightforwardly accounting for
the communication cost in the proof. We can also assume the protocol Π′ has error ≤ 1/3 by
a standard error reduction technique (take a majority vote of several runs of the protocol),
which does not affect information complexity except by constant factors. We do not directly
employ this worst-case version of Lemma 16, but it is used in the follow-up work [5].

4.4 One-sided information vs. two-sided information
Intuition for Lemma 16

Recall the following idea, which was implicit in the proof of Lemma 7. Suppose we have a
randomized decision tree computing some function, and we have a bound b on the expected
number of queries made over a random 1-input. Then to obtain a randomized decision tree
with a worst-case query bound, we can keep track of the number of queries made during the
execution and halt and output 0 if it exceeds, say, 8b. Correctness on 0-inputs is maintained
since we either run the original decision tree to completion and thus output 0 with high
probability, or we abort and output 0 anyway. We get average-case correctness on 1-inputs
since by Markov’s inequality, with probability at least 7/8 the original decision tree uses at
most 8b queries, in which case we run it to completion and output 1 with high probability.

The high-level intuition is to mimic this idea for information complexity. We have a
protocol with a bound on the information cost w.r.t. the distribution D1 over 1-inputs. The
“information odometer” of [10] allows us to “keep track of” information cost, so we can halt
and output 0 if it becomes too large. This will guarantee that the information cost is low
w.r.t. the input distribution D, and correctness on 0-inputs is maintained. However, there is
a complication with showing the average-case correctness on 1-inputs.

For each computation path specified by an input (x, y), an outcome of public randomness
r, and a full sequence of messages m, there is a contribution cx,y,r,m such that the information
cost w.r.t. D is the expectation of cx,y,r,m over a random computation path with (x, y) ∼ D.
Similarly, there is a contribution c1x,y,r,m such that the information cost w.r.t. D1 is the
expectation of c1x,y,r,m over a random computation path with (x, y) ∼ D1. These contributions
play the role of “number of queries” along a computation path in the decision tree setting, but
a crucial difference is that cx,y,r,m 6= c1x,y,r,m in general; i.e., the contribution to information
cost depends on the input distribution (whereas number of queries did not). To show the
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average-case correctness on 1-inputs, we need a bound on the typical value of cx,y,r,m, whereas
the assumption that information cost w.r.t. D1 is low gives us a bound on the typical value
of c1x,y,r,m.

Thus the heart of the argument is to show that typically, cx,y,r,m is not much larger
than c1x,y,r,m. Intuitively, one might expect the difference to be at most 1, since the only
additional information that can be revealed (beyond what is revealed under D1) should be
the fact that (x, y) is a 1-input (which is 1 bit of information). More precisely, we show that
for given (x, y), the expected difference depends on how balanced F is on the x row and the
y column. Then we just need to note that F is typically reasonably balanced for both the x
row and the y column.

The formal proof of Lemma 16 is deferred to the full version [14] due to space constraints.
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Abstract
Two distributions over n-bit strings are (k, δ)-wise indistinguishable if no statistical test that
observes k of the n bits can tell the two distributions apart with advantage better than δ. Mo-
tivated by secret sharing and cryptographic leakage resilience, we study the existence of pairs of
distributions that are (k, δ)-wise indistinguishable, but can be distinguished by some function f
of suitably low complexity. We prove bounds tight up to constants when f is the OR function,
and tight up to logarithmic factors when f is a read-once uniform AND◦OR formula, extending
previous works that address the perfect indistinguishability case δ = 0.

We also give an elementary proof of the following result in approximation theory: If p is a
univariate degree-k polynomial such that |p(x)| ≤ 1 for all |x| ≤ 1 and p(1) = 1, then ˆ̀1(p) ≥
2Ω(p′(1)/k), where ˆ̀1(p) is the sum of the absolute values of p’s coefficients. A more general
statement was proved by Servedio, Tan, and Thaler (2012) using complex-analytic methods.

As a secondary contribution, we derive new threshold weight lower bounds for bounded depth
AND-OR formulas.
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Keywords and phrases pseudorandomness, polynomial approximation, secret sharing
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1 Introduction

Two random variables X and Y over {0, 1}n are (locally) (k, δ)-wise indistinguishable if for
all subsets S ⊆ {1, . . . , n} of size k, the induced marginal distributions (Xi : i ∈ S) and
(Yi : i ∈ S) are within statistical distance δ. We say function f : {0, 1}n → {0, 1} reconstructs
from the pair (X,Y ) with error at most ε if E[f(X)] − E[f(Y )] ≥ 1 − ε. In this work we
investigate conditions under which a suitable f can reconstruct from some pair of locally
indistinguishable distributions.

The parity function on n bits provides an extreme example of this phenomenon: The
uniform distributions over {0, 1}n conditioned on the parity of all the bits taking value zero
and one, respectively, are (n − 1, 0)-wise indistinguishable, but parity reconstructs from
them perfectly. Our focus will be on reconstruction functions that have representations of
constant depth and size polynomial in n (i.e., in the class AC0). Functions in this class
exclude large parities [6, 18, 7], and are in fact strongly uncorrelated with them under the
uniform distribution [8].
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53:2 Approximate Bounded Indistinguishability

The OR function

The OR function on n inputs is arguably the most elementary example of this type. We
prove matching upper and lower bounds reconstruction by the OR function with respect
to (k, δ)-wise indistinguishable distributions. In the range where the reconstruction error is
constant, we obtain the following results.

I Theorem 1. For every n and k ≥ 5
√
n and every pair of (k, 2−O(n/k))-wise indistinguishable

distributions X, Y over {0, 1}n, Pr[OR(X) = 1]− Pr[OR(Y ) = 1] ≤ 1/3.

I Theorem 2. For every n and k ≤ n/2 there exists a pair of (k, 2−Ω(n/k))-wise indistin-
guishable distributions X, Y over {0, 1}n such that Pr[OR(X) = 1]− Pr[OR(Y ) = 1] ≥ 2/3.

The distributions X and Y in Theorem 2 are uniformly sampleable by circuit families of
constant depth and size polynomial in n.

These results extend our previous work with Ishai and Viola [3], which only considered
perfect bounded indistinguishability, i.e., the case δ = 0. It is shown there that (2

√
n, 0)-wise

and (
√
n/2, 0)-wise indistinguishability yield the conclusions of Theorems 1 and 2, respectively.

Those proofs make use of results about the approximability of the OR function by real-valued
polynomials of Linial and Nisan [10] and Nisan and Szegedy [13].

Our work with Ishai and Viola also explains the relevance of bounded indistinguishability
to the computational complexity of secret sharing and cryptographic leakage resilience. In
the context of secret sharing, (k, δ)-wise indistinguishability postulates that the joint view
of any k parties can predict the secret with advantage at most δ. In a visual secret sharing
scheme [12], the secret to be shared is a pixel, each of n parties receives a transparency and
the pixel is recovered by superimposing the transparencies. The procedure can be applied
independently to every pixel in an image. The contrast of the scheme is the fraction of pixels
that are reconstructed correctly.

Theorems 1 and 2 describe the best possible tradeoff between the size and the recon-
struction advantage of the adversarial coalition for visual secret sharing schemes [12] with
constant contrast. Theorem 2’ in Section 3 is a refinement of Theorem 2 that specifies the
dependence of the indistinguishability parameters on the contrast.

Linial and Nisan [10] studied an incomparable notion of δ-indistinguishability in which
the family of statistical tests consists of ANDs over arbitrary subsets of the input bits. They
proved analogues of Theorems 1 and 2 for δ ≥ 2−c

√
n and δ ≤ 2−c

√
n logn, respectively (for

suitable constants c and C).

A consequence in approximation theory

A.A. Markov showed that among all real-valued univariate degree k polynomials p such that
|p(x)| ≤ 1 for all |x| ≤ 1, the derivative p′(1) is maximized by the Chebyshev polynomial Tk
of degree k with T ′k(1) = k2. The weight ˆ̀1(Tk) of the Chebyshev polynomial, defined as the
sum of the absolute values of its coefficients, is exponential in k. At the other end of the
spectrum, the polynomial xk has weight 1 and derivative k at 1. Interpolating between the
two, the degree-k polynomial Tr(xk/r) has weight exponential in r and derivative rk at 1
whenever r divides k. With one small additional hypothesis, we prove that this is the best
possible up to the constant in the exponent:

I Theorem 3. There exists a constant C > 0 such that if p : R→ R is a degree-k polynomial
with |p(x)| ≤ 1 for all |x| ≤ 1 and p(1) = 1 then p′(1) ≤ Ck log ˆ̀1(p).
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The polynomials p(x) = Tr(xbk/rc) certify that the bound is tight up to the constant
factor.

Servedio, Tan, and Thaler [14] proved a more general form of Theorem 3: Under the same
assumptions, they showed that maxx∈[−1,1]|p′(x)| ≤ Ck log ˆ̀1(p). (Their bound is stated
in a slightly weaker form.) Our proof is based on elementary counting, a large deviation
bound, and some basic calculus, while Servedio et al.’s makes use of Hadamard’s Three Circle
Theorem from complex analysis.

Perfect and almost-perfect reconstruction

In the setting of secret sharing, reconstruction errors are undesirable as they entail possible
loss of information in the sharing phase. There, perfect reconstruction is a desirable feature.
The OR function is not up to the task (for non-trivial parameter settings): It is easily
observed that perfect reconstruction by OR requires (1, 1/n)-wise indistinguishability of the
underlying distributions X and Y . We show, however, that read-once CNFs and higher
depth AND-OR trees can perfectly reconstruct from distributions of approximate bounded
indistinguishability:

I Theorem 4. For any fixed d, and for all n and k, there exists a pair of (k, 2−Ω((n/k)1−1/d))-
wise indistinguishable distributions that can be perfectly reconstructed by the depth-d AND-OR
tree with top fan-in (n/k)1/d, middle fan-ins (n/k)2/d, and bottom fan-in k(2d−3)/d

n(d−3)/d .

Setting d = 2 results in the following corollary:

I Corollary 5. For all n and k there exists a pair of (k, 2−Ω((n/k)1/2))-wise indistinguishable
distributions that can be perfectly reconstructed by the function AND(n/k)1/2 ◦OR(nk)1/2 .

Here, ANDn/m ◦ORm is a read-once monotone CNF with fan-in m at the bottom OR
gates and fan-in n/m at the top AND gate. We prove that Corollary 5 is essentially tight for
read-once CNFs. In Proposition 13, however, we show that almost perfect reconstruction by
functions of this type is possible with substantially better parameters.

Threshold weight

The degree-k threshold weight of a function f : {0, 1}n → {0, 1} is the minimum weight of
a nonzero degree-k polynomial p with integer coefficients such that p(x)f(x) ≥ 0 for all x.
Beigel [1] and Servedio et al. [14] construct a length-n decision list that requires degree-k
threshold weight 2Ω(

√
n/k). Bun and Thaler [5] give a read-once DNF over n variables that

requires the same degree-k threshold weight, and construct a polynomial size AND-OR circuit
of depth 3 that requires degree-k threshold weight 2Ω(n/k3/2). Sherstov [16] constructed
a depth 4 circuit of polynomial size that requires threshold weight 2Ω(

√
n) for all k. Our

methods yield the following incomparable bound:

I Corollary 6. The depth-d AND-OR tree given in the statement of Theorem 4 requires
degree-k threshold weight 2Ω((n/k)1−1/d).

In Section 6 we show that this result implies the degree-independent threshold weight
lower bound for formulas of Sherstov [15].

Our proofs

Impossibility of reconstruction by OR from (2
√
n, 0)-wise indistinguishable distributions

follows easily from the existence of a degree 2
√
n polynomial p that approximates the OR

ICALP 2017
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function pointwise: The distinguishing advantage of the OR function can be at most the
pointwise approximation error. The relaxed assumption of approximate local indistinguishab-
ility introduces an additional error term proportional to the weight of the approximating
polynomial. Lemma 7 recasts the problem in the univariate setting, following previous works.
To prove Theorem 1 we instantiate Lemma 7 with a polynomial of the form Tr(xk/r) for a
suitable choice of r. The relevant properties of this polynomial are that it is bounded on
[−1, 1], has weight 2O(r) and has value Ω(kr/n) at x = 1 + 1/2n.

In the setting of perfect bounded indistinguishability, the maximum distinguishing
advantage of OR with respect to (k, 0)-wise indistinguishable distributions equals the minimum
error that a k-approximating polynomial for OR must have by linear programming duality.
Thus, high approximate degree readily implies the existence of locally indistinguishable
distributions that can be told apart by the OR function. In the approximate setting this
duality is not preserved: While existence of low-degree, low-weight approximate polynomials
implies hardness of reconstruction, it is not at all clear that the converse should hold. To
prove a converse to Theorem 1 we instead resort to combinatorial means.

We prove Theorem 2 by a reduction to the case of perfect bounded indistinguishability.
Previous works give the existence of (Ω(

√
εn), 0)-wise indistinguishable distributions X and Y

such that Pr[OR(X) = 1]−Pr[OR(Y ) = 1] ≥ 1−ε. (As observed in [3], the dual polynomials
of Špalek [17] and Bun and Thaler [4] show that such distributions can be sampled by uniform
constant-depth, polynomial-size circuit families.) We consider the following distributions
X ′ and Y ′ over {0, 1}N , where N ≥ n: Sample n coordinates of {1, . . . , N} uniformly at
random, embed a sample of X and Y , respectively, in these coordinates, and set all the
other entries of X and Y to zero. The distinguishing advantage of OR is not affected by
this transformation. On the other hand, any “local view” of size K in {1, . . . , N} expects
to observe K · n/N of the embedded samples. Provided this number is sufficiently smaller
than the indistinguishability parameter k, by a large deviation bound this local view can
reconstruct from the distributions X and Y only with small probability.

Since Theorem 2 proves the optimality of Theorem 1, it follows that no choice of univariate
polynomial p that is bounded on [−1, 1] can have significantly larger value at x = 1 + 1/2n
than the polynomial Tr(xk/r) among all those of weight 2O(r). By the mean value theorem,
there must exist some x in [1, 1 + 1/2n] such that p′(x) is at most O(kr). Proving Theorem 3
requires showing that p′(1) = O(kr). Our proof of Theorem 3 in Section 4 bounds the rate of
change of p′(x) around x = 1 as a function of the weight of p. Since this norm is small, for a
suitable choice of n we can conclude from a somewhat delicate calculation that p′(1) = O(kr)
and prove Theorem 3.

The proof of Theorem 4 extends the reduction to perfect bounded indistinguishability to
the setting of higher depth trees. This was studied in [3] and is a consequence of the seminal
lower bound of Minsky and Papert [11]. Optimality is proved by an explicit construction
of low-weight approximating polynomials as in Theorem 1. In the near-perfect setting, the
requisite lower bound on approximate degree was obtained by Bun and Thaler [5] (extending
Beigel [2]).

2 Optimality of distributions: Proof of Theorem 1

We first present a limitation of the OR function’s ability to reconstruct from distributions
that are almost k-wise indistinguishable. This is completed in two steps. First, we reduce
the question to one of polynomials. Specifically, we demonstrate that the existence of certain
polynomials that approximate OR allow us to upper bound the ability of OR to reconstruct
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from these distributions, where the degree and size of coefficients of the polynomial relate to
the indistinguishability parameters. The second step is to construct these polynomials and
calculate the indistinguishability parameters as a function of their degree and ˆ̀1 norm.

2.1 Indistinguishability from approximating polynomials
I Lemma 7. Assume p : R→ R is a degree-k polynomial such that |p(x)| ≤ 1 for all x such
that |x| ≤ 1 and j(p, n) = p(1 + 2/n)− 1 ≥ 0. For all pairs of (k, δ)-wise indistinguishable
distributions X and Y over {−1, 1}n,

E[OR(X)]− E[OR(Y )] ≤ 2
2 + j(p, n) + e2 · δ · ˆ̀1(p).

Here, we assume a representation in which OR evaluates to zero if any of its inputs are
−1 and to 1 otherwise.

In the case of perfect indistinguishability (i.e., δ = 0), such approximations of the OR
function by polynomials already appear in the work of Linial and Nisan. Lemma 7 shows that
the presence of local error δ introduces an additional term proportional to the weight of the
approximation polynomial. The term j(p, n) can be improved slightly to p(1 + 2/(n− 1))− 1.

In the proof of Lemma 7 we will use the following facts, which themselves are proven
after the lemma.

I Fact 8. Let p be a degree-k univariate polynomial and p∗(x) = p(ax+b), where |a|+ |b| ≥ 1.
Then ˆ̀1(p∗) ≤ (|a|+ |b|)k ˆ̀1(p).

I Fact 9. If p is a univariate polynomial and p(x1, . . . , xn) = p((x1 + · · · + xn)/n) then
ˆ̀1(p) ≤ ˆ̀1(p).

Proof of Lemma 7. Let

p∗(x) = γ · p
(
x+ 2

n

)
where γ = 1

2 + j(p, n) .

Then |p∗(x)| ≤ γ for x ∈ [−1, 1− 2
n ] and p∗(1) = 1− γ. The multivariate polynomial

p∗(x1, . . . , xn) = p∗
(x1 + · · ·+ xn

n

)
satisfies |p∗(x)− OR(x)| ≤ γ for all x ∈ {−1, 1}n. Expanding p∗ in the Fourier basis, we
can write p∗(x) =

∑
|S|≤k p̂∗SχS(x), where χS(x) =

∏
i∈S xi. Then

E[OR(X)]− E[OR(Y )] ≤ E[p∗(X) + γ]− E[p∗(Y )− γ]
≤ 2γ + E[p∗(X)]− E[p∗(Y )]

= 2γ +
∑
|S|≤k

p̂∗S ·
(
E[χS(X)]− E[χS(Y )]

)
≤ 2γ +

∑
S
|p̂∗S | · 2δ

= 2γ + 2δ · ˆ̀1(p∗).

The second to last step holds because χS is a k-local distinguisher with range {−1, 1}, so its
distinguishing advantage is at most 2δ. From Facts 8 and 9 it follows that

ˆ̀1(p∗) ≤ 1
2 + j(p, n) ·

(
1 + 2

n

)k
· ˆ̀1(p) ≤ 1

2 ·
(n+ 2

n

)k
· ˆ̀1(p) ≤ e2

2 ·
ˆ̀1(p).

for k < n as desired. J
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Proof of Fact 8. If all the coefficients of a polynomial q are positive then ˆ̀1(q) = q(1). For
p(x) =

∑k
i=0 cix

i let p̃(x) =
∑k
i=0|ci|xi. Then

ˆ̀1(p̃(|a|x+ |b|)) = p̃(|a|+ |b|) ≤ (|a|+ |b|)kp̃(1) = (|a|+ |b|)k ˆ̀1(p).

The coefficients of p̃(|a|x + |b|) dominate those of p(ax + b), so we can conclude that
ˆ̀1(p(ax+ b)) ≤ ˆ̀1(p̃(|a|x+ |b|)) ≤ (|a|+ |b|)k ˆ̀1(p). J

Proof of Fact 9. If p(x) =
∑k
i=0 cix

i then

ˆ̀1(p) ≤
d∑
i=0

|ci|
ni

ˆ̀1
(
(x1 + ...+ xn)i

)
≤

d∑
i=0

|ci|
ni
· ni = ˆ̀1(p),

where the second to last step holds because all of the coefficients in (x1 + · · · + xn)i are
nonnegative, so the weight is (1 + · · ·+ 1)i = ni. J

2.2 Construction of approximating polynomials
Our approximating polynomials will take the form of a Chebyshev polynomial evaluated at
an appropriately chosen monomial. We note that Servedio, Tan, and Thaler in [14] also use
polynomials of this form to give a degree-weight tradeoff of polynomials approximating the
OR function.

For the proof of Theorem 1, we set p(x) = Tr(xd), where d = bk2/20nc ≥ 1, r = bk/dc,
and Tr is the Chebyshev polynomial of degree r.

The Chebyshev polynomials satisfy (1) |Tr(x)| ≤ 1 for all x ∈ [−1, 1], (2) Tr(1) = 1, (3)
T ′r(1) = r2, (4) T ′′r (x) ≥ 0 for all x ≥ 1, and (5) ˆ̀1(Tr) ≤ 22r. The first four properties are
well-known; we provide a short proof of the fifth.

Proof of Property 5. We use an alternate definition of the Chebyshev polynomial: Tr(x) =
r
2
∑r/2
i=0

(−1)i

r−i
(
r−i
i

)
2r−2ixr−2i. Thus, we have:

ˆ̀1(Tr) = r

2

r/2∑
i=0

1
r − i

(
r − i
i

)
2r−2i ≤

r/2∑
i=0

(
r − i
i

)
2r−2i ≤ 2r

r/2∑
i=0

(
r

i

)
≤ 22r. J

From properties (2), (3), and (4) it follows that

j(p, n) = p(1 + 2/n)− 1 ≥ p′(1) · 2
n

= 2dr2

n
≥ k2

2dn ≥ 10.

The second to last inequality holds since for our choice of parameters d ≤ k, so r ≥ 1, and
therefore r ≥ k/2d.

By property (5), ˆ̀1(p) = 22r ≤ 22k/d. We now show this is at most 280n/k. When
k2 ≥ 20n, d ≥ k2/40n and so ˆ̀1(p) ≤ 280n/k. Otherwise, d = 1, and ˆ̀1(p) is at most
22k ≤ 240n/k.

Finally, by property (1) |p(x)| ≤ 1 for |x| ≤ 1. By Lemma 7,

E[OR(X)]− E[OR(Y )] ≤ 2
2 + 10 + e2δ · 280n/k ≤ 1

3

as long as δ ≤ 2−80n/k/6e2, proving Theorem 1.
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3 Construction of distributions: Proof of Theorem 2

We reduce the existence of (k, ε)-indistinguishable distributions that can be reconstruc-
ted by the OR function to the analogous question for distributions of perfect bounded
indistinguishability:

I Lemma 10. For every ε,N,K ≤ N/2 and n ≤ εN2/121K2 the following holds. Assume
there exist (

√
εn, 0)-wise indistinguishable distributions X, Y over {0, 1}n. Then there

exist distributions X ′, Y ′ over {0, 1}N such that E[OR(X ′)] = E[OR(X)], E[OR(Y ′)] =
E[OR(Y )], and X ′, Y ′ are (K, 2−Ω(εN/K))-wise indistinguishable.

Proof. To sample from X ′ (resp. Y ′), first select a random set of n “active” indices among
the N choices. Then, sample a string from X (resp. Y ) and fill in the n indices with the
sampled bits. Fill in the remaining N − n places with 0s. This process does not change the
chance that OR accepts a string, so the reconstruction error remains the same.

We now need to check that X ′, Y ′ are (K, 2−Ω(εN/K))-wise indistinguishable. Let S be
any subset of {1, . . . , N} of size K and E be the event that at most k of the active indices
fall in S. Conditioned on E, the projections of X ′ and Y ′ on S contain at most k bits
from X and Y , respectively, and are therefore perfectly indistinguishable. Therefore the
distinguishing advantage of any test T : {0, 1}S → {0, 1} can be at most the probability that
E does not occur.

To upper bound this probability, we take a union bound over all possible
(
K
k

)
subsets of

k active indices in S. For each such set, there is a probability of n/N that the first index is
active, a probability of (n− 1)/(N − 1) that the second index is active conditioned on the
first one, and so on, obtaining:

Pr[there are at least k active indices in S] ≤
(
K

k

)
· n
N
· n− 1
N − 1 · ... ·

n− k + 1
N − k + 1

≤
(
eK

k
· n

N − k + 1

)k
.

Since K ≤ N/2, we have that k ≤ N/2 and 1/(N − k + 1) ≤ 2/N . Plugging these estimates
in, we conclude that the distinguishing advantage is at most (2eKn/kN)k. We now set our
parameters so that

√
εn = k = 11nK/N , implying that (2eKn/kN)k is upper bounded by

2−k = 2−Ω(nK/N) = 2−Ω(εN/K). J

Now that we have reduced the problem of finding (K, 2−Ω(εN/K))-wise indistinguishable
distributions to the one of finding (

√
εn, 0)-wise indistinguishable ones, for some specific n,

we are ready to prove the following refinement of Theorem 2, which will be needed for the
proof of Theorem 3.

I Theorem 2’. For every ε, N , and K ≤ N/2 there exists a pair of (K, 2−Ω(εN/K))-wise
indistinguishable distributions X ′, Y ′ over {0, 1}N such that E[OR(X ′)]−E[OR(Y ′)] ≥ 1− ε.

Proof. Corollary 2.2 in [3] shows the existence of (
√
εn, 0)-wise indistinguishable distributions

X,Y over {0, 1}n such that E[OR(X)]−E[OR(Y )] = 1−O(ε). If K ≤
√
εN/11 the theorem

follows directly from this Corollary. Otherwise, we apply Lemma 10 with n = bεN2/121K2c
to X,Y and obtain the desired conclusion. J
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4 Proof of Theorem 3

To prove Theorem 3 we reason as follows. Suppose there is a polynomial p of degree k such
that |p(x)| ≤ 1 for |x| ≤ 1 and p(1) = 1. For ε = p(1 + 2/n)− 1, Theorem 2’ and Lemma 7
together imply that

1− ε

6 ≤ E[OR(X)]− E[OR(Y )] ≤ 2
2 + ε

+ 2−Ω(εn/k) · ˆ̀1(p),

from where we can conclude that ˆ̀1(p) ≥ Ω(ε) · 2Ω(εn/k), provided ε ≤ 1. If the leading Ω(ε)
term could be ignored, we would obtain Theorem 3 by taking the limit of the right-hand
side as n goes to infinity and εn/2 approaches p′(1).

To account for the Ω(ε) term, we work with a carefully chosen, finite value of n. Our
choice of n is sufficiently large so that the term 2Ω(εn/k) dominates the term Ω(ε) in the
expression lower bounding ˆ̀1(p), but sufficiently small so that εn/2 is still lower bounded by
Ω(p′(1)). If n was a function of k only, this would be impossible as the value ε = p(1+2/n)−1
could even be negative. Our choice of n depends on the polynomial p itself via the parameters
ˆ̀1(p) and p′(1).

This description assumed that ε was at most one (or bounded by some fixed constant).
The case of large ε can be handled along the same lines and is in fact technically easier.

Proof of Theorem 3. Let p : R→ R be a degree-k polynomial such that |p(x)| ≤ 1 for all
|x| ≤ 1 and p(1) = 1. Let ε = p(1 + 2/n)− 1 for n = 4k2 ˆ̀1(p)/p′(1). Expanding p(1 + 2/n)
around 1 we obtain

p(1 + 2/n) = p(1) + p′(1)
n/2 +

∑
i≥2

1
(n/2)i ·

p(i)(1)
i!

where p(i)(1) is the i-th derivative of p at 1. Since p(1) = 1 it follows that

ε = p(1 + 2/n)− p(1) ≥ p′(1)
n/2 −

∑
i≥2

1
(n/2)i ·

|p(i)(1)|
i! .

A calculation of the derivatives shows that |p(i)|/i! ≤
(
k
i

)
· ˆ̀1(p) and so

ε ≥ p′(1)
n/2 −

∑
i≥2

(
k
i

)
(n/2)i ·

ˆ̀1(p) = p′(1)
n/2 −

ˆ̀1(p) ·
∑
i≥2

(
k

n/2

)i
· 1
i! . (1)

Since p′(1) ≤ ˆ̀1(p′) ≤ k ˆ̀1(p), n is at least 4k and

∑
i≥2

(
k

n/2

)i
· 1
i! ≤

(
k

n/2

)2
·
∑
i≥2

1
i! ≤

(
k

n/2

)2
.

From (1) we obtain that

ε ≥ p′(1)
n/2 −

ˆ̀1(p) · k2

(n/2)2 ≥
p′(1)
n

. (2)

where the second inequality follows from our choice of n.
By Lemma 7 for every pair of (k, δ)-wise indistinguishable distributions X and Y over

{0, 1}n,

E[OR(X)]− E[OR(Y )] ≤ 2
2 + ε

+ e2δ ˆ̀1(p).
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If ε ≤ 1, by Theorem 2’ there exist (k, 2−cεn/k)-wise indistinguishable distributions X and Y
such that E[OR(X)]− E[OR(Y )] ≥ 1− ε/6. Setting δ = 2−cεn/k we obtain

e2δ ˆ̀1(p) ≥ 1− ε

6 −
2

2 + ε
≥
(

1− ε

6

)
−
(

1− ε

3

)
= ε

6 .

Using inequality (2) and the definition of n we have

6e2 ˆ̀1(p) ≥ ε · 2cεn/k ≥ p′(1)
n
· 2cp

′(1)/2k = 1
ˆ̀1(p)

·
(
p′(1)
2k

)2
· 2cp

′(1)/2k.

After rearranging terms we obtain

ˆ̀1(p) ≥ 1√
6e
· p
′(1)
2k · 2

cp′(1)/4k.

Since ˆ̀1(p) is also at least p(1) = 1, it follows that 2Ω(p′(1)/4k), proving the theorem when
ε ≤ 1.

If ε > 1, by Theorem 2 there exist (k, 2−cn/k)-wise indistinguishable distributions X
and Y such that E[OR(X)] − E[OR(Y )] ≥ 5/6 and e2δ ˆ̀1(p) ≥ 5/6 − 2/3 ≥ 1/6. Setting
δ = 2−cn/k,

ˆ̀1(p) ≥ 1
6e2 · 2

cn/k ≥ 2cp
′(1)/2k

using (2) and the assumption ε > 1. J

5 AND-OR formulas and perfect reconstruction

In this section we prove Theorem 4, give a variant with better parameters that provides
almost-perfect reconstruction, and show that Theorem 4 is tight in the depth-2 case with
respect to all uniform read-once AND ◦OR formulas.

We first extend Lemma 10 to AND ◦OR formulas of depth d:

I Lemma 11. Assume there exist (k, 0)-wise indistinguishable distributions X and Y over
{0, 1}n for a regular depth-d AND ◦OR tree f over n variables and with lowest-level fan-in
m. Then there exist (K, 2−Ω(k))-wise indistinguishable distributions X ′ and Y ′ over {0, 1}N ,
N = nM/m, such that E[f ′(X ′)] = E[f(X)] and E[f ′(Y ′)] = E[f(Y )], where f ′ is a function
taking the same form as f , except for that the lowest-level fan-in is M , provided m ≤M/2,
k/K ≥ 4m/M and n ≤ m · 2m−1.

Proof. To sample from X ′ (resp. Y ′), first sample a string from X (resp. Y ), then extend
each of the blocks with M −m zeros positioned uniformly at random. Call the indices i in
which X ′i inherits some bit of X active.

The distribution on active indices of X ′ can be described in the following alternative
manner: First, choose each index i to be potentially active independently at random with
probability p = 2m/M . If any block of X ′ has fewer than m potentially active indices,
declare failure (F ). Conditioned on not failing (F ), choose the active indices in each block
uniformly at random among the potentially active ones.

Now let S be any set consisting of at most K inputs of f ′. Let B be the event that S
contains more than 2pK active indices. By Chernoff and union bounds,

Pr[B|F ] ≤ Pr[B]
1− Pr[F ] ≤

2−pK

1− (n/m)2−m ≤ 2−k+1

by our choice of parameters. As in the proof of Lemma 10 we conclude that X ′ and Y ′ must
satisfy the conclusion. J
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Proof of Theorem 4. We will use N and K to denote the quantities n and k from the state-
ment of the theorem. By [15] and [3] there exist X and Y that are (k, 0)-wise indistinguishable
but perfectly reconstructible by ANDn1/2d−1 ◦ORn2/2d−1 ◦ ... ◦ORm for m = n2/2d−1 and
k = Ω(n

d−1
2d−1 ). We will assume K ≥ N

d−1
2d−1 , for otherwise there is nothing left to prove. Set

k = (N/CK)1−1/d for a sufficiently large constant C andM = 4Km/k. If m > M/2 then the
conclusion follows directly from [15, 3] (as K will be at most a constant in terms of d times
N

d−1
2d−1 ). If n > m · 2m−1, (N/K)1−1/d is upper bounded by a constant so the conclusion

holds trivially. Otherwise, the statement of the theorem follows from Lemma 11. J

In the case d = 2, the parameters in Theorem 4 are the best possible, up to logarithmic
terms, for all read-once CNFs. (The regime k < n1/3 is resolved in [11, 3].)

I Theorem 12. There exists a constant c such that for any n and k ≥ n1/3, no read-once
CNF over n variables can perfectly reconstruct from any pair of (k, 2−Ω((n/k)1/2 log2 n))-wise
indistinguishable distributions.

The proof is omitted from this version owing to space limitations. If an exponentially small
reconstruction error is acceptable, much better parameters for the underlying distributions
are achievable:

I Proposition 13. For all n, m, and k, the function ANDn/m ◦ORm can reconstruct from
some pair of (k, 2−Ω(m/k))-wise indistinguishable distributions with error at most 2−Ω(n/m).

Proof. Bun and Thaler [5] (improving work of Beigel) showed, via the connection in [3], that
ANDn/m◦ORm can reconstruct from some pair of (

√
m, 0)-wise indistinguishable distributions

with error at most 2−Ω(n/m). We apply Lemma 11 with k =
√
m and M = mK/k. J

6 A threshold weight lower bound

Proof of Corollary 6. Let X and Y be (k, 2−Ω((n/k)1−1/d))-wise indistinguishable distribu-
tions that the function f from Theorem 4 can perfectly reconstruct from. If p is a degree-k
polynomial such that |f(x)− p(x)| ≤ 1/2− 2−t then by Lemma 7,

1 = E[f(X)]− E[f(Y )] ≤ (1− 21−t) + 21−Ω((n/k)1−1/d) · ˆ̀1(p),

from where ˆ̀1(p) ≥ 2Ω((n/k)1−1/d)−t. Setting t = c · (n/k)1−1/d gives the desired lower bound
on ˆ̀1(p). J

The threshold weight of a function is its minimum degree-k threshold weight over all k.
A result of Krause [9] (see also Lemma 27 in [5]) can be used to convert lower bounds on
degree-k threshold weight into ones independent of degree.

I Fact 14 (Krause, 2005). For f : {0, 1}n → {0, 1}, let F : {0, 1}3n → {0, 1} be given by
F (x1, . . . , xn, y1, . . . , yn, z1, . . . , zn) = f(. . . , (zi AND xi) OR (zi AND yi), . . . ). For any k,
if f requires degree-k threshold weight w then F requires threshold weight

√
min{w/2n, 2k}.

Applying Fact 14 to Corollary 6, we obtain a linear-size depth-d family of formulas that
requires threshold weight 2Ω(n1/2−1/(4d−6)) on inputs of length n, matching Sherstov’s bound
for formulas [15].
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Abstract
We consider the following natural “above guarantee” parameterization of the classical Longest
Path problem: For given vertices s and t of a graph G, and an integer k, the problem Longest
Detour asks for an (s, t)-path in G that is at least k longer than a shortest (s, t)-path. Us-
ing insights into structural graph theory, we prove that Longest Detour is fixed-parameter
tractable (FPT) on undirected graphs and actually even admits a single-exponential algorithm,
that is, one of running time exp(O(k)) ·poly(n). This matches (up to the base of the exponential)
the best algorithms for finding a path of length at least k.

Furthermore, we study the related problem Exact Detour that asks whether a graph G

contains an (s, t)-path that is exactly k longer than a shortest (s, t)-path. For this problem, we
obtain a randomized algorithm with running time about 2.746k · poly(n), and a deterministic
algorithm with running time about 6.745k · poly(n), showing that this problem is FPT as well.
Our algorithms for Exact Detour apply to both undirected and directed graphs.
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1 Introduction

The Longest Path problem asks, given an undirected n-vertex graph G and an integer k,
to decide whether G contains a path of length at least k, that is, a self-avoiding walk with
at least k edges. This problem is a natural generalization of the classical NP-complete
Hamiltonian Path problem, and the parameterized complexity community has paid
exceptional attention to it. For instance, Monien [28] and Bodlaender [4] showed avant
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la lettre that Longest Path is fixed-parameter tractable with parameter k and admits
algorithms with running time 2O(k log k)nO(1). This led Papadimitriou and Yannakakis [29] to
conjecture that Longest Path is solvable in polynomial time for k = logn, and indeed, this
conjecture was resolved in a seminal paper of Alon, Yuster, and Zwick [2], who introduced
the method of color coding and derived from it the first algorithm with running time 2O(k)n.
Since this breakthrough of Alon et al. [2], the problem Longest Path occupied a central
place in parameterized algorithmics, and several novel approaches were developed in order to
reduce the base of the exponent in the running time [19, 22, 9, 8, 23, 33, 15, 15, 3]. We refer
to two review articles in Communications of ACM [14, 24] as well as to the textbook [12,
Chapter 10] for an extensive overview of parameterized algorithms for Longest Path. Let
us however note that the fastest known randomized algorithm for Longest Path is due to
Björklund et al. [3] and runs in time 1.657k · nO(1), whereas the fastest known deterministic
algorithm is due to Zehavi [34] and runs in time 2.597k · nO(1).

In the present paper, we study the problem Longest Path from the perspective of an
“above guarantee” parameterization that can attain small values even for long paths: For
a pair of vertices s, t ∈ V (G), we use dG(s, t) to denote the distance, that is, the length of
a shortest path from s to t. We then ask for an (s, t)-path of length at least dG(s, t) + k,
and we parameterize by this offset k rather than the actual length of the path to obtain
the problem Longest Detour. In other words, the first dG(s, t) steps on a path sought
by Longest Detour are complimentary and will not be counted towards the parameter
value. This reflects the fact that shortest paths can be found in polynomial time and could
(somewhat embarrassingly) be much better solutions for Longest Path than the paths of
logarithmic length found by algorithms that parameterize by the path length.

We study two variants of the detour problem, one asking for a detour of length at least k,
and another asking for a detour of length exactly k.

Longest Detour Parameter: k

Input: Graph G, vertices s, t ∈ V (G), and integer k.
Task: Decide whether there is an (s, t)-path in G of length at least dG(s, t) + k.

Exact Detour Parameter: k

Input: Graph G, vertices s, t ∈ V (G), and integer k.
Task: Decide whether there is an (s, t)-path in G of length exactly dG(s, t) + k.

Our parameterization above the length of a shortest path is a new example in the general
paradigm of “above guarantee” parameterizations, which was introduced by Mahajan and
Raman [26]. Their approach was successfully applied to various problems, such as finding
independent sets in planar graphs (where an independent set of size at least n

4 is guaranteed
to exist by the Four Color Theorem), or the maximum cut problem, see e.g. [1, 11, 17, 16, 27].

Our results
We show the following tractability results for Longest Detour and Exact Detour:

Longest Detour is fixed-parameter tractable (FPT) on undirected graphs. The running
time of our algorithm is single-exponential, i.e., it is of the type 2O(k) · nO(1) and thus
asymptotically matches the running time of algorithms for Longest Path. Our approach
requires a non-trivial argument in graph structure theory to obtain the single-exponential
algorithm; a mere FPT-algorithm could be achieved with somewhat less effort. It should
also be noted that a straightforward reduction rules out a running time of 2o(k) · nO(1)

unless the exponential-time hypothesis of Impagliazzo and Paturi [20] fails.
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Exact Detour is FPT on directed and undirected graphs. Actually, we give a polynomial-
time Turing reduction from Exact Detour to the standard parameterization of Longest
Path, in which we ask on input u, v and k ∈ N whether there is a (u, v)-path of
length k. This reduction only makes queries to instances with parameter at most 2k + 1.
Pipelined with the fastest known algorithms for Longest Path mentioned above, this
implies that Exact Detour admits a bounded-error randomized algorithm with running
time 2.746knO(1), and a deterministic algorithm with running time 6.745knO(1).

By a self-reducibility argument, we also show how to construct the required paths rather
than just detect their existence. This reduction incurs only polynomial overhead.

Techniques
The main idea behind the algorithm for Longest Detour is the following combinatorial
theorem, which shows the existence of specific large planar minors in large-treewidth graphs
while circumventing the full machinery used in the Excluded Grid Theorem [31]. Although
the Excluded Grid Theorem already shows that graphs of sufficiently large treewidth contain
arbitrary fixed planar graphs, resorting to more basic techniques allows us to show that linear
treewidth suffices for our specific cases. More specifically, we show that there exists a global
constant c ∈ N such that every graph of treewidth at least c · k contains as a subgraph a
copy of a graph K≥k

4 , which is any graph obtained from the complete graph K4 by replacing
every edge by a path with at least k edges. The proof of this result is based on the structural
theorems of Leaf and Seymour [25] and Raymond and Thilikos [30].

With the combinatorial theorem at hand, we implement the following win/win approach:
If the treewidth of the input graph is less than c · k, we use known algorithms [5, 15] to
solve the problem in single-exponential time. Otherwise the treewidth of the input graph is
at least c · k and there must be a K≥k

4 , which we use to argue that any path visiting the
same two-connected component as K≥k

4 can be prolonged by rerouting it through K≥k
4 . To

this end, we set up a fixed system of linear inequalities corresponding to the possible paths
in K≥k

4 such that rerouting is possible if and only if the system is unsatisfiable. We then
verify the unsatisfiability of this fixed system by means of a computer-aided proof (more
specifically, a linear programming solver). From LP duality, we also obtain a short certificate
for the unsatisfiability, which we include in the full version of this extended abstract.

The algorithm for Exact Detour is based on the following idea. We run breadth-first
search (BFS) from vertex v to vertex u. Then, for every (u, v)-path P of length dG(u, v) + k,
all but at most k levels of the BFS-tree contain exactly one vertex of P . Using this property,
we are able to devise a dynamic programming algorithm for Exact Detour, provided it is
given access to an oracle for Longest Path.

The remaining part of the paper is organized as follows. Section 2 contains definitions
and preliminary results used in the technical part of the paper. In Section 3, we give an
algorithm for Longest Detour while Section 4 is devoted to Exact Detour. Due to space
constraints, we defer some proofs, some figures, a search-to-decision reduction for Longest
Detour and Exact Detour to the full version of this extended abstract. Statements
whose proofs are omitted here are marked with ?.

2 Preliminaries

We consider graphs G to be undirected, and we denote by uv an undirected edge joining
vertices u, v ∈ V (G). A path is a self-avoiding walk in G; the length of the path is its number
of edges. An (s, t)-path for s, t ∈ V (G) is a path that starts at s and ends at t. We allow
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paths to have length 0, in which case s = t holds. For a vertex set X ⊆ V (G), denote
by G[X] the subgraph induced by X.

Tree decompositions. A tree decomposition T of a graph G is a pair (T, {Xt}t∈V (T )),
where T is a tree in which every node t is assigned a vertex subset Xt ⊆ V (G), called a bag,
such that the following three conditions hold:
(T1) Every vertex of G is in at least one bag, that is, V (G) =

⋃
t∈V (T ) Xt.

(T2) For every uv ∈ E(G), there exists a node t ∈ V (T ) such that Xt contains both u and v.
(T3) For every u ∈ V (G), the set Tu of all nodes of T whose corresponding bags contain u,

induces a connected subtree of T .
The width of the tree decomposition T is the integer maxt∈V (T ) |Xt| − 1, that is, the size
of its largest bag minus 1. The treewidth of a graph G, denoted by tw(G), is the smallest
possible width that a tree decomposition of G can have.

We will need the following algorithmic results about treewidth.

I Proposition 1 ([6]). There is a 2O(k) · n time algorithm that, given a graph G and an
integer k, either outputs a tree decomposition of width at most 5k + 4, or correctly decides
that tw(G) > k.

I Proposition 2 ([5, 15]). There is an algorithm with running time 2O(tw(G)) · nO(1) that
computes a longest path between two given vertices of a given graph.

Let us note that the running time of Proposition 2 can be improved to 2O(tw(G)) ·n by making
use of the matroid-based approach from [15].

Our main theorem is based on graph minors, and we introduce some notation here.

I Definition 3. A topological minor model of H in G is a pair of functions (f, p) with
f : V (H)→ V (G) and p : E(H)→ 2E(G) such that
1. f is injective, and
2. for every edge uv ∈ E(H), the graph G[p(uv)] is a path from f(u) to f(v) in G, and
3. for edges e, g ∈ E(H) with e 6= g, the paths G[p(e)] and G[p(g)] intersect only in endpoints

or not at all.

The graph T induced by the topological minor model (f, p) is the subgraph of G that
consists of the union of all paths G[p(uv)] over all uv ∈ E(H). The vertices in f(V (H)) are
the branch vertices of T , and G[p(e)] realizes the edge e in T .

3 Win/Win algorithm for Longest Detour

Throughout this section, let G be an undirected graph with n vertices and m edges, let
s, t ∈ V (G) and k ∈ N. We wish to decide in time 2O(k) · nO(1) whether G contains an
(s, t)-path of length at least dG(s, t) + k. To avoid trivialities, we assume without loss of
generality that G is connected and s 6= t holds. Moreover, we can safely remove vertices v
that are not part of any (s, t)-path.

I Definition 4. Let G be a graph and let s, t ∈ V (G). The (s, t)-relevant part of G is the
graph induced by all vertices contained in some (s, t)-path. We denote it by Gs,t.

The graph Gs,t can be computed efficiently from the block-cut tree of G. Recall that the
block-cut tree of a connected graph G is a tree where each vertex corresponds to a block, that
is, a maximal biconnected component B ⊆ V (G), or to a cut vertex, that is, a vertex whose
removal disconnects the graph. A block B and a cut vertex v are adjacent in the block-cut
tree if and only if there is a block B′ such that B ∩B′ = {v}.
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I Lemma 5 (?). Let Bs and Bt denote the blocks of G that contain s and t, respectively.
Furthermore, let P be the unique (Bs, Bt)-path in the block-cut tree of G. Then Gs,t is the
graph induced by the union of all blocks visited by P .

We formulate an immediate implication of Lemma 5 that will be useful later.

I Corollary 6. The block-cut tree of Gs,t is a (Bs, Bt)-path.

Hopcroft and Tarjan [18] proved that the block-cut tree of a graph can be computed in linear
time using DFS. Hence we obtain an algorithm for computing Gs,t from G.

I Corollary 7. There is a linear-time algorithm that computes Gs,t from G.

3.1 The algorithm
By definition, the graph Gs,t contains the same set of (s, t)-paths as G. Our algorithm
for Longest Detour establishes a “win/win” situation as follows: We prove that, if
the treewidth of Gs,t is “sufficiently large”, then (G, s, t, k) is a YES-instance of Longest
Detour. Otherwise the treewidth is small, and we use a known treewidth-based dynamic
programming algorithm for computing the longest (s, t)-path. Hence the algorithm builds
upon the following subroutines:
1. The algorithm from Corollary 7, computing the relevant part Gs,t of G in time O(n+m).
2. Compute Treewidth(G,w) from Proposition 1, which is given G and w ∈ N as input,

and either constructs a tree-decomposition T of G whose width is bounded by 5w + 4,
or outputs LARGE. If the algorithm outputs LARGE, then tw(G) > w holds. The running
time is 2O(w) · n.

3. Longest Path(G,T, s, t) from Proposition 2, which is given G, s, t and additionally a
tree-decomposition T of G, and outputs a longest (s, t)-path in G. The running time is
2O(w) · nO(1), where w denotes the width of T .

We now formalize what we mean by “sufficiently large” treewidth.

I Definition 8. A function f : N→ N is detour-enforcing if, for all k ∈ N and all graphs G
with vertices s and t, the following implication holds: If tw(Gs,t) > f(k), then G contains an
(s, t)-path of length at least dG(s, t) + k.

I Theorem 9. The function f : k 7→ 32k + 2 is detour-enforcing.

We defer the proof of this theorem to the next section, and instead state Algorithm D,
which uses f to solve Longest Detour. Algorithm D turns out to be an FPT-algorithm
already when any detour-enforcing function f is known (as long as it is polynomial-time
computable), and it becomes faster when detour-enforcing f of slower growth are used.

Algorithm D (Longest Detour) Given (G, s, t, k), this algorithm decides whether the
graph G contains an (s, t)-path of length at least dG(s, t) + k.
D1 (Restrict to relevant part) Compute Gs,t using Corollary 7.
D2 (Compute shortest path) Compute the distance d between s and t in Gs,t.
D3 (Compute tree-decomposition) Call Compute Treewidth(Gs,t, f(k)).

D3a (Small treewidth) If the subroutine found a tree-decomposition T of width at
most f(k), call Longest Path(Gs,t, T, s, t). Output YES if there is an (s, t)-path of
length at least d+ k, otherwise output NO.

D3b (Large treewidth) If the subroutine returned LARGE, output YES.
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We prove the running time and correctness of Algorithm D.

I Lemma 10 (?). For every polynomial-time computable detour-enforcing function f : N→ N,
Algorithm D solves Longest Detour in time 2O(f(k)) · nO(1).

Theorem 9 and Lemma 10 imply a 2O(k) · nO(1) time algorithm for Longest Detour.

3.2 Overview of the proof of Theorem 9
In our proof of Theorem 9, large subdivisions of K4 play an important role. Intuitively
speaking, a sufficiently large subdivision of K4 in Gs,t allows us to route some (s, t)-path
through it and then exhibit a long detour within that subdivision.

I Definition 11. For k ∈ N, a graph F is a K≥k
4 if it can be obtained by subdividing each

edge of K4 at least k times. Please note that the numbers of subdivisions do not need to
agree for different edges.

We show in Section 3.3 that graphs G containing K≥k
4 subgraphs in Gs,t have k-detours.

I Lemma 12. Let G be a graph and k ∈ N. If Gs,t contains a K≥k
4 subgraph, then G

contains an (s, t)-path of length at least dG(s, t) + k.

Since the graph obtained by subdividing each edge of K4 exactly k times is a planar graph
on O(k) vertices, the Excluded Grid Theorem yields a function f : N→ N such that every
graph of treewidth at least f(k) contains some K≥k

4 minor. Furthermore, since every K≥k
4

has maximum degree 3, this actually shows that G contains some K≥k
4 as a subgraph. Thus,

Lemma 12 implies that f is detour-enforcing, and a proof of this lemma immediately implies
a weak version of Theorem 9.

By recent improvements on the Excluded Grid Theorem [7, 10], the function f above
is at most a polynomial. However, even equipped with this deep result we cannot obtain
a single-exponential algorithm for Longest Detour using the approach of Lemma 10:
It would require f to be linear. In fact, excluding grids is too strong a requirement for
us, since every function f obtained as a corollary of the full Excluded Grid Theorem must
be super-linear [32]. We circumvent the use of the Excluded Grid Theorem and prove the
following lemma from more basic principles.

I Lemma 13. For graphs G and k ∈ N, if tw(G) ≥ 32k+2, then G contains a K≥k
4 subgraph.

Together, Lemmas 13 and 12 imply Theorem 9.

Proof of Theorem 9. Let G and s, t ∈ V (G) and k ∈ N be such that tw(Gs,t) > f(k). By
Lemma 13, the graph Gs,t contains a K≥k

4 subgraph, so Lemma 12 implies that G contains
an (s, t)-path of length dG(s, t) + k. This shows that f is indeed detour-enforcing. J

3.3 Proof of Lemma 12: Rerouting in subdivided tetrahedra
Let (G, s, t, k) be an instance for Longest Detour such that Gs,t contains a K≥k

4 sub-
graph M . We want to prove that Gs,t has a path of length at least dG(s, t) + k; in fact, we
construct the desired detour entirely in the subgraph M , for which reason we first need to
route some (s, t)-path through M .

I Lemma 14 (?). There are two distinct vertices u, v ∈ V (M) and two vertex-disjoint
paths Ps and Pt in G such that Ps is an (s, u)-path, Pt is a (v, t)-path, and they only intersect
with V (M) at u and v.
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u vb1 b2

b3

b4

uv ub1b4b2v ub1b3b2v ub1b3b4b2v ub1b4b3b2v

Figure 1 Left: One of the three possible cases for the relative positions of vertices u and v

(red squares) in a subdivided tetrahedron K≥k
4 with degree-3 vertices b1, . . . , b4 (gray dots) and at

least k = 5 subdivision vertices (small gray dots). Here, u and v lie in the same subdivided edge.
See the full version of the paper for the remaining cases. Right: An exhaustive list of all (u, v)-paths
(thick red); Lemma 15 implies that the longest among them is at least k longer than the shortest one.

The proof of this lemma uses the fact that every block in the block-cut tree is biconnected.
Next we show that every K≥k

4 -graph M contains long detours.

I Lemma 15. Let M be a K≥k
4 -graph. For every two distinct vertices u, v ∈ V (M), there

is a (u, v)-path of length at least dM (u, v) + k in M .

The proof idea is to distinguish cases depending on where u, v lie in M relative to each
other. For each case, we can exhaustively list all (u, v)-paths (see Figure 1). We do not quite
know the lengths of these paths, but we do know that each has length at least dM (u, v);
moreover, each (bi, bj)-path in M for two distinct degree-3 vertices bi and bj has length at
least k, since we subdivided K4 at least k times. The claim of Lemma 15 is that one of the
(u, v)-paths must have length at least dM (u, v). To prove this, we set up a linear program
where the variables are dM (u, v), k, and the various path segment lengths; its infeasibility
informs us that indeed a path that is longer by k must exist.

Proof Sketch for Lemma 15. Let M be a K≥k
4 -graph, let u, v ∈ V (M), and let b1, . . . , b4

denote the four degree-3 vertices of M . Let Pu be a path in M that realizes an edge of K4
and satisfies u ∈ V (Pu), and let Pv be such a path with v ∈ V (Pv). We distinguish three
cases, one of which is depicted in Figure 1:
1. The two paths are the same, that is, Pu = Pv.
2. The two paths share a degree-3 vertex, that is, |V (Pu) ∩ V (Pv)| = 1.
3. The two paths are disjoint, that is, V (Pu) ∩ V (Pv) = ∅.
By the symmetries of K4, this case distinction is exhaustive. Since K4 has automorphisms
that map any edge to any other edge, we can further assume that Pu is the path implementing
the edge b1b2 such that Pu visits the vertices b1, u, v, and b2 in this order, see Figure 1.

We exhaustively list the set P of (u, v)-paths of M in Figure 1. Each path is uniquely
specified by the sequence of the degree-3 vertices it visits. For example, consider the path
ub1b4b2v: This path consists of the four edge-disjoint segments ub1, b1b4, b4b2, and b2v; in the
example figure, these segments have length 3, 6, 6, and 4, respectively. Given a path P ∈ P ,
let S(P ) be the set of its segments between u, v, and the degree-3 vertices. For a path or a
path segment s, we denote its length by `(s).

Since M is a K≥k
4 , every edge of K4 is realized by a path of length at least k in M . Hence,

`(bibj) ≥ k holds for all i, j with i 6= j. Moreover, we have `(b1b2) = `(b1u) + `(uv) + `(vb2)
in case 1. Let d = dM (u, v); clearly `(P ) ≥ d holds for all P ∈ P. Our goal is to show
that M has a (u, v)-path P with `(P ) ≥ d + k. To this end, we treat d, k, and all path
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segment lengths `(bibj) for i 6= j and `(b1u), `(uv), `(vb2) as variables in a system of linear
inequalities and establish that the claim holds if this system is unsatisfiable:

`(bibj) ≥ k , for all i, j with i 6= j , (1)
`(b1u) + `(uv) + `(vb2) = `(b1b2) , (2)∑

s∈S(P )

`(s) ≥ d , for all P ∈ P , (3)

∑
s∈S(P )

`(s) ≤ d+ k − 1 , for all P ∈ P . (4)

This system has eleven variables. Please note that d and k are also considered as variables
in our formulation. The constraints in (1) express that M realizes each edge of K4 by a path
of length at least k. The constraints in (2) express that u and v lie on the path b1b2 and
break it up into segments. The constraints in (3) express that no (u, v)-path is shorter than
d in length, and the constraints in (4) express that every (u, v)-path has length strictly less
than d+ k. In the full version of this extended abstract, we prove that the linear program
is infeasible, and so every setting for the variables that satisfies (1)–(3) must violate an
inequality from (4); this means that M must contain a (u, v)-path of length at least d+ k

in case 1. The proof is analogous when u and v are on different subdivided edges of the
subdivided tetrahedron. We conclude that, no matter how u and v lie relative to each other
in M , there is always a (u, v)-path that is at least k longer than a shortest one. J

This allows us to conclude Lemma 12 rather easily.

Proof of Lemma 12. Let d = dG(s, t) be the length of a shortest (s, t)-path in G. Let M
be a K≥k

4 in Gs,t, and let Ps, Pt, u, and v be the objects guaranteed by Lemma 14. Let Puv

be a shortest (u, v)-path that only uses edges ofM ; its length is dM (u, v). Since the combined
path Ps, Puv, Pt is an (s, t)-path, its length is at least d.

Finally, Lemma 15 guarantees that there is a (u, v)-path Quv in M whose length is at
least dM (u, v) + k. Therefore, the length of the (s, t)-path Ps, Quv, Pt satisfies

`(Ps) + `(Quv) + `(Pt) ≥ `(Ps) + (dM (u, v) + k) + `(Pt)
= `(Ps) + `(Puv) + `(Pt) + k ≥ d+ k .

We constructed a path of at least length d+ k as required. J

3.4 Proof of Lemma 13: Large treewidth entails subdivided tetrahedra
To prove Lemma 13, we require some preliminaries from graph minors theory, among them a
term for vertex sets that enjoy very favorable connectivity properties.

I Definition 16 ([13]). Let G be a graph and A,B ⊆ V (G). The pair (A,B) is a separation
in G if the sets A \B and B \A are non-empty and no edge runs between them. The order
of (A,B) is the cardinality of A ∩B.

For S ⊆ V (G), we say that S is linked in G if, for every X,Y ⊆ S with |X| = |Y |, there
are |X| vertex-disjoint paths between X and Y that intersect S exactly at its endpoints.

With these definitions at hand, we can adapt a result by Leaf and Seymour [25] to
prove the following lemma on topological minor containment in graphs of sufficiently large
treewidth. For any forest F on k vertices, with maximum degree 3, it asserts that graphs G
of treewidth Ω(k) admit a separation such that one side contains F as a topological minor,
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with the branch vertices of this topological minor being contained in A ∩B and linked in G.
We will use this lemma to complete the topological F -minor in G[A] to a larger graph by
using disjoint paths between vertices in A ∩B.

I Lemma 17 (?). Let F be a forest on k > 0 vertices with maximum degree 3 and let G be
a graph. If tw(G) ≥ 3

2k− 1, then G has a separation (A,B) of order |V (F )| such that:
1. There is a topological minor model (f, p) of F in G[A].
2. For every vertex v ∈ V (F ) of degree ≤ 2, we have f(v) ∈ A ∩B.
3. A ∩B is linked in G[B].

Building upon Lemma 17, we then prove Lemma 13 by adapting work of Raymond and
Thilikos [30], who used a variant of Lemma 17 to prove the existence of k-wheel minors in
graphs of treewidth Ω(k). To this end, let T and P be obtained by k-subdividing the full
binary tree with 8 leaves, and the path with 8 vertices, respectively. We invoke Lemma 17
with F instantiated to the disjoint union T ∪ P . Since F has 21k + 2 vertices, we obtain
from Lemma 17 that any graph G with tw(G) ≥ 32k + 2 ≥ 3

2 · (21k + 2) has a separation
(A,B) of order |V (F )| that contains F in G[A] and has A ∩B linked in G[B].

Let XF denote the eight leaves of T , and let YF denote the eight non-subdivision vertices
of P . Furthermore, let XG, YG ⊆ A ∩B denote the images of XF and YF in G[A] under a
topological minor model guaranteed by Lemma 17. Since A ∩B is linked, we can find eight
disjoint paths connecting XG and YG in G[B]. We then prove that, regardless of how these
paths connect XG and YG, they always complete the topological minor model of F to one
of K≥k

4 in G. (The full version illustrates this in a figure.) Lemma 13 then follows.

Proof of Lemma 13. Let k ∈ N and let G be a graph with tw(G) ≥ 32k + 2. As before,
let T denote the full binary tree with 8 leaves, with root r, after each edge was subdivided k
times. Let P denote the path on 8 vertices after subdividing each edge k times.

We write XF = {x1, . . . , x8} for the leaves of T , and we write YF = {y1, . . . , y8} for the
vertices in P that were not obtained as subdivision vertices. Finally, we write F for the
disjoint union T ∪ P and consider XF , YF ⊆ V (F ). Note that |V (F )| = 21k + 2 and that
the degree of all vertices in XF ∪ YF is bounded by 2.

By Lemma 17, there is a separation (A,B) in G of order |V (F )| such that A ∩ B is
linked, and there is a topological minor model (f, p) of F in G[A] with f(XF ∪ YF ) ⊆ A ∩B.
We write XG = {f(v) | v ∈ XF } and YG = {f(v) | v ∈ YF }. In the following, we aim at
completing the subgraph induced by (f, p) in G to a K≥k

4 subgraph.
Since A ∩ B is linked in G[B], there are vertex-disjoint paths L1, . . . , L8 between XG

and YG in G[B] that avoid A∩B except at their endpoints. For i ∈ [8], denote the endpoints
of Li in XG and YG by si and ti, respectively. Assume without limitation of generality (by
reordering paths) that ti = f(yi) holds for all i ∈ [8]. Furthermore, for x ∈ XG, write σ(x)
for the vertex of YG that x is connected to via its path among L1, . . . , L8.

Let S denote the image of T under (f, p), which is a tree; let root(S) = f(r). Write S1, S2
for the two subtrees of S rooted at the children of root(S). Let lca(s1, s8) denote the lowest
common ancestor of s1 and s8 in S. We distinguish two cases:
Case 1: We have lca(s1, s8) 6= root(S). That is, s1 and s8 are both in S1 or both in S2.

Assume without limitation of generality that s1, s8 ∈ V (S1), as the argument proceeds
symmetrically otherwise. Let x and x′ be two distinct leaves of S2. Then we find a K≥k

4
in G by defining branch vertices w = lca(s1, s8), p = lca(x, x′), a = σ(x), and b = σ(x′).
Note that p 6∈ {x, x′} and that the four vertices are distinct.
We realize the edge pw along the (p, w)-path present in S, and ab along the (a, b)-path
present in P . We realize pa by concatenating the (p, x)-path in S and the (x, a)-path in
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G[B], and we realize pb likewise. To realize wa, we proceed as follows: If a precedes b in
the order on P , then concatenate the (w, s1)-path in S with L1 and the (y1, a)-path in P .
If b precedes a, then concatenate the (w, s8)-path in S with L8 and the (y8, a)-path in P .
Realize wb symmetrically. Then every edge between pairs in {w, p, a, b} is realized, and it
is so by a path of length at least k. This gives a topological minor model of K≥k

4 in G.
Case 2: We have lca(s1, s8) = root(S). That is, s1 and s8 are in different subtrees S1 and

S2. Let R be a subtree of height 2 in S that is disjoint from the (s1, s8)-path in S. It
is easy to verify that such a subtree indeed exists; denote its root by p, its leaves by
x, x′, and its parent in S by w. Furthermore, define a = σ(x) and b = σ(x′). We declare
{w, p, a, b} as branch vertices and connect them as in the previous case.

In both cases, the constructed topological minor model shows that G contains a K≥k
4

subgraph. This proves the lemma. J

4 Dynamic programming algorithm for exact detour

We devise an algorithm for Exact Detour using a reduction to Exact Path, the problem
that is given (G, s, t, k) to determine whether there is an (s, t)-path of length exactly k.

I Theorem 18 (?). Exact Detour is fixed-parameter tractable. In particular, it has a
bounded-error randomized algorithm with running time 2.746k poly(n), and a deterministic
algorithm with running time 6.745k poly(n).

Before we state the algorithm, let us introduce some notation. Let s, t ∈ V (G). For
any x ∈ V (G), we abbreviate dG(s, x), that is, the distance from s to x in G, with d(x),
and we let the i-th layer of G be the set of vertices x with d(x) = i. For u, v ∈ V (G) with
d(u) < d(v), we write G[u,v] for the graph G[X] induced by the vertex set X that contains
u, v, and all vertices x with d(u) < d(x) < d(v). We also write G[u,∞) for the graph G[X]
induced by the vertex set X that contains u and all vertices x with d(u) < d(x). These
graphs can be computed in linear time using breadth-first search starting at s. We now
describe an algorithm for Exact Detour that makes queries to an oracle for Exact Path.

The general idea is as follows. Let G be an undirected graph, and consider an (s, t)-path P
of length d+ k where d = dG(s, t), and let x be a token that travels along this path from s

to t. As the token advances one step in the path, the number d(x) can be incremented,
decremented, or stay the same. When x moves from s to t, we must increment d(x) at least d
times, can decrement it at most k/2 times, and keep it unchanged at most k times; the
reason is that the path must reach t but must use exactly k edges more than a shortest path.
The crucial observation is that there are at most k different layers whose intersection with
the path P contains more than one vertex. The idea for the algorithm is to guess the layers
with more than one vertex and run an algorithm for Exact Path on them.

Algorithm A (Exact Detour) Given (G, s, t, k), this algorithm decides whether the graph G
contains an (s, t)-path of length exactly dG(s, t) + k.
A1 (Initialize table) For each x ∈ V (G) with d(x) ≤ d(t), set T [x] = ∅.

When the algorithm halts, every entry T [x] of the table is meant to satisfy the following
property Qx: For each integer ` with d(t) − d(x) ≤ ` ≤ d(t) − d(x) + k, the set T [x]
contains ` if and only if G[x,∞) contains an (x, t)-path of length `.

A2 (Compute entries for the last k+1 layers) For each x ∈ V (G) with d(t)−k ≤ d(x) ≤ d(t),
let T [x] be the set of all integers ` with ` ∈ {0, . . . , 2k} such that there is an (x, t)-path
of length ` in G[x,∞) (that is, call Exact Path (G[x,∞), x, t, `)).
When this step finishes, all vertices x in the last k + 1 layers satisfy property Qx.
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A3 (Inductively fill in earlier layers) For each d from d(t)− k − 1 down to 0, for each x with
d(x) = d, and for each y with d(x) < d(y) ≤ d(x) + k + 1, we do the following:
A3a Compute the set L of all `′ ∈ {0, . . . , 2k + 1} such that there is an (x, y)-path of

length `′ in G[x,y] (that is, call Exact Path (G[x,y], x, y, `
′)).

A3b Set T [x] := T [x] ∪ (L+ T [y]).
We will show that, when all vertices of a layer d have been considered, all vertices x in
the layers d and higher satisfy property Qx.

A4 Accept if and only if (dG(s, t) + k) ∈ T [s] holds.

I Lemma 19. Algorithm A is a polynomial-time Turing reduction from Exact Detour to
Exact Path; on instances with parameter k, all queries have parameter at most 2k + 1.

Proof. The running time of A is polynomially bounded since breadth-first search can be
used to discover all partial graphs G[x,y] and G[x,∞), and we loop at most over every pair of
vertices in A2 and A3. For the parameter bound, note that the queries in A2 and A3 are for
paths of length at most 2k and 2k + 1, respectively. It remains to prove the correctness.

We execute algorithm A on an instance (G, s, t, k). For the correctness, it suffices to prove
that property Qs holds at the end of the execution: Note that ` with ` = dG(s, t) + k lies in
the interval [d(t)− d(s), d(t)− d(s) + k] since d(s) = 0 and d(t) = dG(s, t) holds. Moreover,
we have G[s,∞) = G. Thus Qs guarantees that ` ∈ T [s] holds if and only if G contains an
(s, t)-path of length `, which by step A4 implies that A accepts if and only if (G, s, t, k) is a
yes-instance of Exact Detour. Therefore it remains to prove that Qs holds at the end of
the execution of A. We do so using the following claim.

Claim: For all x with 0 ≤ d(x) ≤ d(t), property Qx holds forever after the entry T [x] is
written to for the last time.

We prove this claim by induction on d(x). For the base case, let x be a vertex with
d(x) ≥ d(t) − k. The entry T [x] is only written to in step A2. To prove that Qx holds
after A2, let ` be an integer with d(t)− d(x) ≤ ` ≤ d(t)− d(x) + k. Note that d(t)− d(x) ≥ 0
and d(t) − d(x) + k ≤ d(t) − (d(t)− k) + k ≤ 2k holds, and so step A2 adds ` to T [x] if
and only if the graph G[x,∞) contains an (x, t)-path of length `. Therefore, Qx holds forever
after A2 has been executed.

For the induction step, let x be a vertex with d(x) < d(t) − k. By the induction
hypothesis, Qy holds for all y with d(y) > d(x). The entry T [x] is only written to in step A3b,
and when it is first written to, the outer d-loop in A3 has fully processed all layers larger
than d(x). Thus already when T [x] is written to for the first time, Qy holds for all y with
d(y) > d(x). Let T be the table right after A3b writes to T [x] for the last time. It remains
to prove that T [x] satisfies Qx. Let ` be an integer with d(t)− d(x) ≤ ` ≤ d(t)− d(x) + k.

Claim: There is an (x, t)-path of length ` if and only if T [x] contains `.
For the forward direction, let P be an (x, t)-path in G[x,∞) of length exactly `. There

are exactly ` vertices u ∈ V (P ) \ {x}. Moreover, since every edge uv ∈ E(P ) satisfies
|d(u) − d(v)| ≤ 1, every d ∈ {d(x) + 1, . . . , d(t)} must have some vertex u ∈ V (P ) with
d(u) = d. Since ` ≤ d(t) − d(x) + k, there are at most k distinct d where more than one
vertex u ∈ V (P ) satisfies d(u) = d. By the pigeon hole principle, there exists an integer d
in the (k + 1)-element set {d(x) + 1, . . . , d(x) + k + 1} such that there is exactly one vertex
y ∈ V (P ) with d(y) = d.

Let P[x,y] be the subpath of P between x and y, and let `′ be its length. By construction,
P[x,y] is an (x, y)-path in G[x,y]. Moreover, we have `′ ≤ `− (d(t)− d(y)) since V (P ) \ {x}
contains ` vertices u, at least d(t)− d(y) of which satisfy d(u) > d(y). By choice of ` and y,
we obtain `′ ≤ d(y)− d(x) + k ≤ 2k + 1. For this setting of y and `′, step A3a detects the
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path P[x,y] and `′ is added to the set L. The second piece P[y,∞] of the path P is a (y, t)-path
in G[y,∞] of some length `′′ between d(t)−d(y) and d(t)−d(y) +k; since Qy holds when A3b
is executed for x and y, the set T [y] contains `′′, and so ` = `′ + `′′ gets added to T [x]. Since
elements never get removed from T [x], the forward direction of the claim holds.

For the backward direction of the claim, assume that T [x] contains `. This means that `
is added in step A3b during the execution of the algorithm; in particular, consider the
variables y ∈ V (G), `′ ∈ L, and `′′ ∈ T [y] when ` = `′+ `′′ is added to T [x]. By the induction
hypothesis, `′′ ∈ T [y] implies that there is a (y, t)-path in G[y,∞) of length `′′. Moreover, `′
was set in A3a in such a way that there is an (x, y)-path of length `′ in the graph G[x,y].
Combined, these two paths yield a single (x, t)-path in G[x,∞) of length `. The backward
direction of the claim follows. J

The randomized algorithm of Björklund et al. [3] is for a variant of Exact Path where
the terminal vertices s and t are not given, that is, any path of length exactly k yields
a YES-instance. Their algorithm applies to our problem as well, with the same running
time. We sketch an argument for this observation here. Recall that the idea is to reduce
the problem to checking whether a certain polynomial is identically zero – this polynomial
is defined by summing over all possible labelled walks of length k (see [12, Sec. 10.4.3]).
We modify the polynomial by adding two leaf-edges, one incident to s and one to t, and
restricting our attention only to (k + 2)-walks that contain these two edges. The required
information for such walks can still be computed efficiently as before. The crux of the proof
is that walks that are not paths cancel out over a field of characteristic two; this argument
works by a local re-orientation of segments of the walk – an operation that does not change
the vertices of the walk and must therefore keep s and t fixed. The graph G contains a
k-path if and only if the polynomial is not identically zero; this property remains true in
our case. The rest of the argument goes through as before, so the algorithm of Björklund et
al. applies to Exact Path with no significant loss in the running time.

The deterministic algorithm of Zehavi [34] also does not expect the terminal vertices to
be given, but this algorithm works for the weighted version of the problem. In the weighted
k-path problem, we are given a graph G, weights we on each edge, a number k, and a
number W , and the question is whether there is a path of length exactly k such that the sum
of all edge weights along the path is at most W . We observe the following simple reduction
from Exact Path (with terminal vertices s and t) to the weighted k-path problem (without
terminal vertices): Every edge gets assigned the same edge weight 2, except for the new
leaf-edges at s and t, which get edge weight 1. Now every path with exactly k + 2 edges has
weight at most W = 2k + 2 if and only if the first and the last edges of the path are the
leaf-edges we added. Due to this reduction, Zehavi’s algorithm applies to Exact Path with
no significant loss in the running time.

Theorem 18 follows from Algorithm A by using either the algorithm of Björklund et al. [3]
or Zehavi [34] as the oracle. We remark that Theorem 18 and Algorithm A apply to directed
graphs as well, in which case an algorithm for Exact Path in directed graphs needs to be
used (color coding yields the fastest randomized algorithm [2], while Zehavi’s deterministic
algorithm also applies to directed graphs).

Open problem. We conclude with an open problem: what is the complexity of Longest
Detour in directed graphs? Neither directed treewidth nor cylindrical grid minors [21] seem
to help. Can one even find an (s, t)-path of length ≥ dG(s, t) + 1 in polynomial time?
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Abstract
We pursue a study of the Generalized Demand Matching problem, a common generalization
of the b-Matching and Knapsack problems. Here, we are given a graph with vertex capacities,
edge profits, and asymmetric demands on the edges. The goal is to find a maximum-profit subset
of edges so the demands of chosen edges do not violate the vertex capacities. This problem is
APX-hard and constant-factor approximations are already known.

Our main results fall into two categories. First, using iterated relaxation and various filtering
strategies, we show with an efficient rounding algorithm that if an additional matroid structure
M is given and we further only allow sets F ⊆ E that are independent in M, the natural
LP relaxation has an integrality gap of at most 25

3 ≈ 8.333. This can be further improved
in various special cases, for example we improve over the 15-approximation for the previously-
studied Coupled Placement problem [Korupolu et al. 2014] by giving a 7-approximation.

Using similar techniques, we show the problem of computing a minimum-cost base in M
satisfying vertex capacities admits a (1, 3)-bicriteria approximation: the cost is at most the
optimum and the capacities are violated by a factor of at most 3. This improves over the
previous (1, 4)-approximation in the special case that M is the graphic matroid over the given
graph [Fukanaga and Nagamochi, 2009].

Second, we show Demand Matching admits a polynomial-time approximation scheme in
graphs that exclude a fixed minor. If all demands are polynomially-bounded integers, this is
somewhat easy using dynamic programming in bounded-treewidth graphs. Our main technical
contribution is a sparsification lemma that allows us to scale the demands of some items to be
used in a more intricate dynamic programming algorithm, followed by some randomized rounding
to filter our scaled-demand solution to one whose original demands satisfy all constraints.
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1 Introduction

Many difficult combinatorial optimization problems involve resource allocation. Typically,
we have a collection of resources, each with finite supply or capacity. Additionally there are
tasks to be accomplished, each with certain requirements or demands for various resources.
Frequently the goal is to select a maximum value set of tasks and allocate the required amount
of resources to each task while ensuring we have enough resources to accomplish the chosen
tasks. This is a very well-studied paradigm: classic problems include Knapsack, Maximum
Matching, and Maximum Independent Set, and more recently-studied problems include
Unsplittable Flow [1] and Coupled Placement [9]. In general, we cannot hope to
get non-trivial approximation algorithms for these problems. Even the simple setting of
Maximum Independent Set is inapproximable [8, 18], so research frequently focuses on
well-structured special cases.

Our primary focus is when each task requires at most two different resources. Formally, in
Generalized Demand Matching (GDM) we are given a graph G = (V,E) with, perhaps,
parallel edges. The vertices should be thought of as resources and the tasks as edges. Each
v ∈ V has a capacity bv ≥ 0 and each uv ∈ E has demands du,e, dv,e ≥ 0 and a value puv ≥ 0.
A subset M ⊆ E is feasible if dv(δ(v) ∩M) ≤ bv for each v ∈ V (we use dv(S) as shorthand
for
∑
e∈S dv,e when S ⊆ δ(v)). We note that the simpler term Demand Matching (DM) is

used when du,e = dv,e for each edge e = uv (e.g. [15, 17]).
DM is well-studied from the perspective of approximation algorithms. It is fairly easy to

get constant-factor approximations and some work has been done refining these constants.
Moreover the integrality gap of a natural LP relaxation is also known to be no worse than a
constant (see the related work section). On the other hand, DM is APX-hard [15].

Our main results come in two flavours. First, we look to a generalization we call
Matroidal Demand Matching (GDMM). Here, we are given the same input as in GDM
but there is also a matroidM = (E, I) over the edges E with independence system I ⊆ 2E
that further restricts feasibility of a solution. A set F ⊆ E is feasible if it is feasible as a
solution to the underlying GDM problem and also F ∈ I. We assume M is given by an
efficient independence oracle. Our algorithms will run in time that is polynomial in the size
of G and the maximum running time of the independence oracle.

As a special case, GDMM includes the previously-studied Coupled Placement problem.
In Coupled Placement, we are given a bipartite graph G = (V,E) with vertex capacities.
The tasks are not individual edges, rather for each task j and each e = uv ∈ E we have
demands dju,e, djv,e placed on the respective endpoints u, v for placing j on edge e. Finally,
each task j has a profit pj and the goal is to select a maximum-profit subset of tasks j and,
for each chosen task j, assign j to an edge of G so vertex capacities are not violated. We
note that an edge may receive many different tasks. This can be viewed as an instance of
GDMM by creating parallel copies of each edge e ∈ E, one for each task j with corresponding
demand values and profit for j and lettingM be the partition matroid ensuring we take at
most one edge corresponding to any task.

For another interesting case, consider an instance where, in addition to tasks requiring
resources from a shared pool, each also needs to be connected to a nearby power outlet. We
can model such an instance by lettingM be a transversal matroid over a bipartite graph
where tasks form one side, outlets form the other side, and an edge indicates the edge can
reach the outlet.

In fact GDMM can be viewed as a packing problem with a particular submodular objective
function. These are studied in [2] so the problem is not new; our results are improved
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approximations. Our techniques also apply to give bicriteria approximations for the variant
of GDMM where we must pack a cheap base of the matroid while obeying congestion bounds.
In the special case whereM is the graphic matroid over G itself (i.e. the Minimum Bounded-
Congestion Spanning Tree problem), we get an improved bicriteria approximation.

Second, we study GDM in special graph classes. In particular, we demonstrate a PTAS
in families of graphs that exclude a fixed minor. This is complemented by showing that even
DM is strongly NP-hard in simple planar graphs, thereby ruling out a fully-polynomial time
approximation scheme (FPTAS) in simple planar graphs unless P = NP.

1.1 Statements of Results and Techniques
We first establish some notation. For a matroidM = (E, I), we let rM : 2E → Z≥0 be the
rank function for M. We omit the subscript M if the matroid is clear from the context.
For v ∈ V we let δ(v) be all edges having v as one endpoint; for F ⊆ E we let δF (v) denote
δ(v) ∩ F . For a vector of values x indexed by a set S, we let x(A) =

∑
i∈A xi for any A ⊆ S.

A polynomial-time approximation scheme (PTAS) is an approximation algorithm that
accepts an additional parameter ε > 0. It finds a (1 + ε)-approximation in time O(nf(ε))
for some function f (where n is the size of the input apart from ε), so the running time is
polynomial for any constant ε > 0. An FPTAS is a PTAS with running time being polynomial
in 1

ε and n.
We say an instance of GDM has a consistent ordering of edges if E can be ordered

such that the restriction of this ordering to each set δ(v) has these edges e ∈ E appear in
nondecreasing order of demands dv,e. For example, DM itself has a consistent ordering of
demands, just sort edges by their demand values. This more general case was studied in [13].
We say the instance is conflict-free if for any e, f ∈ E we have that {e, f} does not violate
the capacity of any vertex.

In the first half of our paper, we mostly study the following linear-programming relaxation
of GDMM. Here, r : 2E → Z is the rank function forM.

max :

∑
e∈E

pexe :
∑
e∈δ(v)

dv,exe ≤ bv ∀v ∈ V, x(A) ≤ r(A) ∀A ⊆ E, x ≥ 0

 (LP-M)

Note x({e}) ≤ 1 is enforced for each e ∈ E as r({e}) ≤ 1. It is well-known that the constraints
can be separated in polynomial time when given an efficient independence oracle forM, so
we can find an extreme point optimum solution to (LP-M) in polynomial time.

Throughout, we assume each edge is feasible by itself. This is without loss of generality:
an edge that is infeasible by itself can be discarded1. We first prove the following.

I Theorem 1. Let OPT(LP-M) denote the optimum solution value of (LP-M). If dv,e ≤ bv
for each v ∈ V, e ∈ δ(v) then we can find, in polynomial time, a feasible solution M ⊆ E such
that OPT(LP-M)/p(M) (and, thus, the integrality gap) is at most:

25
3 in general graphs

7 in bipartite graphs
5 if the instance has a consistent ordering of edges
4 if the instance is conflict-free
1 +O(ε1/3) if dv,e ≤ ε · bv for each v ∈ V, e ∈ δ(v) (i.e. edges are ε-small)

1 This is a standard step when studying packing LPs, even the natural Knapsack LP relaxation has an
unbounded integrality gap if we consider items that do not fit by themselves.
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These bounds also apply to graphs with parallel edges, so we get a 7-approximation for
Coupled Placement, which beats the previously-stated 15-approximation in [9].

We prove all bounds in Theorem 1 using the same framework: iterated relaxation to
find some M′ ∈ I with p(M′) ≥ OPTLP that may violate some capacities by a controlled
amount, followed by various strategies to pare the solution down to a feasible solution. We
note constant-factor approximations for GDMM were already implicit in [2], the bounds
in Theorem 1 improve over their bounds and are relative to (LP-M) whereas [2] involves
multilinear extensions of submodular functions.

Our techniques can also be used to address a variant of GDMM. The input is the
same, except we are required to select a base ofM. The goal is to find a minimum-value
base satisfying the vertex capacities. More formally, let Minimum Bounded-Congestion
Matroid Basis be given the same way as in GDMM, except the goal is to find a minimum-
cost base B ofM satisfying the vertex capacities (i.e. the cheapest base that is a solution to
the GDMM problem).

When all demands are 1, this is the Minimum Bounded-Degree Matroid Basis
problem which, itself, contains the famous Minimum Bounded-Degree Spanning Tree
problem. As an important special case, we let Minimum Bounded-Congestion Spanning
Tree denote the problem when k = 2 with arbitrary demands where M is the graphic
matroid over G. Even determining if there is a feasible solution is NP-hard, so we settle with
approximations that may violate the capacities a bit. Consider the following LP relaxation,
which we write when G can even be a hypergraph.

min :

∑
e∈E

pexe :
∑
e∈δ(v)

dv,exe ≤ bv ∀v ∈ V, x(A) ≤ r(A) ∀A ⊆ E, x(E) = r(E), x ≥ 0


(LP-B)

As a side effect of how we prove Theorem 1, we also prove the following.

I Corollary 2. If G is a hypergraph where each edge has size at most k, then in polynomial
time we can either determine there is no integral point in (LP-B) or we can find a base B
ofM such that p(B) ≤ OPT(LP-B) and dv(δB(v)) ≤ bu + k ·maxe∈δ(v) dv,e for each v ∈ V .

I Theorem 3. There is a (1, 1 + k)-bicriteria approximation for Minimum Bounded-
Congestion Matroid Basis.

In particular, there is a (1, 3)-bicriteria approximation for Minimum Bounded-Congestion
Spanning Tree, beating the previous best (1, 4)-bicriteria approximation [5]. Theorem
3 matches the bound in [9] for the special case of Coupled Placement in k-partite
hypergraphs, but in a more general setting.

One could also ask if we can generalize Theorem 1 to hypergraphs. An O(k)-approximation
is already known [2] and the integrality gap of (LP-M) is Ω(k) even without matroid
constraints, so we could not hope for an asymptotically better approximation. We remind
the reader that our focus in GDMM is improved constants in the case of graphs (k = 2).

Our second class of results are quite easy to state. We study GDM in families of graphs
that exclude a fixed minor. It is easy to see GDM is strongly NP-hard in planar graphs
if one allows parallel edges as it is even strongly NP-hard with just two vertices, e.g. see
[6, 11]. We show the presence of parallel edges is not the only obstacle to getting an FPTAS
for GDM (or even DM) in planar graphs.

I Theorem 4. DM is NP-hard in simple, bipartite planar graphs even if all demands,
capacities, values, and vertex degrees are integers bounded by a constant.
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We then present our main result in this vein, which gives a PTAS for GDM in planar
graphs among other graph classes.

I Theorem 5. GDM admits a PTAS in families of graphs that exclude a fixed minor.

This is obtained through the usual reduction to bounded-treewidth graphs [4]. We would
like to scale demands to be polynomially-bounded integers, as then it is easy to solve the
problem using dynamic programming over the tree decomposition. But packing problems are
too fragile for scaling demands naively: an infeasible solution may be regarded as feasible in
the scaled instance.

We circumvent this issue with a sparsification lemma showing there is a near-optimal
solution M′ where, for each vertex v, after packing a constant number of edges across v the
remaining edges in δM′(v) have very small demand compared with even the residual capacity.
Our dynamic programming algorithm then guesses these large edges in each bag of the tree
decomposition and packs the remaining edges according to scaled values. The resulting
solution may be slightly infeasible, but the blame rests on our scaling of small edges and
certain pruning techniques can be used to whittle this solution down to a feasible solution
with little loss in the profit.

1.2 Related Work
DM (the case with symmetric demands) is well-studied. Shepherd and Vetta initially give
a 3.264-approximation in general graphs and a 2.764-approximation in bipartite graphs
[15]. These are all with respect to the natural LP relaxation, namely (LP-M) with matroid
constraints replaced by xe ≤ 1,∀e ∈ E. They also prove that DM is APX-hard even in
bipartite graphs and give an FPTAS in the case G is a tree.

Parekh [13] improved the integrality gap bound for general graphs to 3 in cases of GDM
that have a consistent ordering of edges. Singh and Wu improve the gap in bipartite graphs
to 2.709 [17]. The lower bound on the integrality gap for general graphs is 3 [15], so the
bound in [13] is tight. In bipartite graphs, the gap is at least 2.699 [17].

Bansal, Korula, Nagarajan, and Srinivasan study the generalization of GDM to hyper-
graphs [2]. They show if each edge has at most k endpoints, the integrality gap of the natural
LP relaxation is Θ(k). They also prove that a slight strengthening of this LP has a gap
of at most (e+ o(1)) · k. Even more relevant to our results is that they prove if the value
function over the edges is submodular, then rounding a relaxation based on the multilinear
extension of submodular functions yields a

(
e2

e−1 + o(1)
)
· k-approximation. For k = 2, this

immediately gives a constant-factor approximation for GDMM by considering the submodular
objective function f : 2E → R given by f(S) = max{p(S′) : S′ ⊆ S, S′ ∈ I}.

They briefly comment on the case k = 2 in their work and say that even optimizations to
their analysis for this special case yields only a 11.6-approximation for DM (i.e. without a
matroid constraint). So our 25

3 -approximation for GDMM is an improvement over their work.
They also study the case where dv,e ≤ ε · bv for each v ∈ V and each hyperedge e ∈ δ(v) and
present an algorithm for GDM with submodular objective functions whose approximation
guarantee tends to 4e2

e−1 as ε→ 0 (with k fixed).
As noted earlier, our results yield improvements for two specific problems. First, our

7-approximation for GDMM in bipartite graphs improves over the 15-approximation for
Coupled Placement [9]. The generalization of Coupled Placement to k-partite
hypergraphs is also studied in [9] where they obtain an O(k3)-approximation, but this
was already inferior to the O(k)-approximation in [2] when viewing it as a submodular
optimization problem with packing constraints.
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Second, our work also applies to the Minimum-Congestion Spanning Tree problem,
defined earlier. Determining if there is even a feasible solution is NP-hard as this models
the Hamiltonian Path problem. A famous result of Singh and Lau shows if all demands are
1 (so we want to bound the degrees of the vertices) then we can find a spanning tree with
cost at most the optimum cost (if there is any solution) that violates the degree bounds
additively by +1 [16]. In the case of arbitrary demands, the best approximation so far
is a (1, 4)-approximation [5]: it finds a spanning tree whose cost is at most the optimal
cost and violates the capacities by a factor of at most 4. It is known that obtaining a
(1, c)-approximation is NP-hard for any c < 2 [7].

2 Approximation Algorithm for Demand Matching Problem

Here we present approximation algorithms for GDMM and prove Theorem 1 and Corollary 2.
Our algorithm consists of two phases: the iterative relaxation phase and the pruning phase.
The first finds a set M′ ∈ I with p(M′) ≥ OPT(LP-M) that places demand at most
bv + 2 ·maxe∈δM′ (v) dv,e on each v ∈ V . The second prunes M′ to a feasible solution, different
pruning strategies are employed to prove the various bounds in Theorem 1.

2.1 Iterative Relaxation Phase
This part is presented for the more general case of hypergraphs where each edge has at most
k endpoints. Our GDMM results in Theorem 1 pertain to k = 2, but we will use properties of
this phase in our proof of Corollary 2. The algorithm starts with (LP-M) and iteratively
removes edge variables and vertex capacities.

We use the following notation. For some W ⊆ V, F ⊆ E, a matroidM′ with ground set
F , and values b′v, v ∈ W we let LP-M[W,F,M′, b′] denote the LP relaxation we get from
(LP-M) over the graph (V, F ) with matroid M′ where we drop capacity constraints for
v ∈ V −W and use capacities b′v for v ∈W .

Note that the relevant graph for LP-M[W,F,M′, b′] still has all vertices V , it is just that
some of the capacity constraints are dropped. Also, for a matroidM′ and an edge e ∈ F we
letM′ − e be the matroid obtained by deleting e and, if {e} is independent inM′, we let
M′/e be the matroid obtained by contracting e (i.e. a set A is independent inM′/e if and
only if A ∪ {e} is independent inM′).

Algorithm 1 describes the steps in the iterated relaxation phase. Correct execution and
termination are consequences of the following two lemmas. Their proofs are standard for
iterated techniques and are deferred to the full version.

I Lemma 6. Throughout the execution of the algorithm, wheneverM′ is contracted by e we
have {e} is independent (i.e. e is not a loop) inM′.

I Lemma 7. The algorithm terminates in polynomial time and the returned set M′ is an
independent set in M with p(M′) ≥ OPT(LP-M). Furthermore, if at any point W ′ = ∅
then the corresponding extreme point solution x∗ is integral.

The last statement in the lemma emphasizes the last case in the body of the loop cannot be
encountered if W ′ = ∅.

Next, we prove M′ is a feasible demand matching with respect to capacities bv + k ·
maxe∈δ(v) de,v for each v ∈ V by utilizing the following claim.

I Claim 8. In any iteration, if 0 < x∗e < 1 for each e ∈ F then |δF (v)| ≤ x∗(δF (v)) + k for
some v ∈W .
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Algorithm 1 Iterated Relaxation Procedure for GDMM.
W ← V, F ← E,M′ ←M
b′v ← bv for each v ∈ V
M′ ← ∅
while F 6= ∅ do

solve LP-M[W,F,M′, b′] to get an optimum extreme point x∗
if x∗e = 0 for some e ∈ F then

F ← F − {e}
M′ ←M′ − e . fix x∗e to 0 from now on

else if x∗e = 1 for some e ∈ F then
F ← F − {e}
M′ ←M′/e
M′ ← M′ ∪ {e} . fix x∗e to 1 from now on
b′v ← b′v − dv,e for each endpoint v of e . permanently allocate space for e

else
let v be any vertex in W with minimum value |δF (v)| − x∗(δF (v))
W ←W − {v} . drop the capacity constraint for v

return M′

Proof. Let A1 ( A2 ( . . . ( At ⊆ F be any maximal-length chain of tight sets. That is,
x∗(Ai) = rM′(Ai) for each Ai in the chain. Then the indicator vectors χAi ∈ {0, 1}F of
the sets Ai are linearly independent and every other A ⊆ F with x∗(Ai) = rM′(A) has
χA ∈ span{χAi : 1 ≤ i ≤ t}. This can be proven by using uncrossing techniques that exploit
submodularity of rM′ , see Chapter 5 of [10].

Now, as Ai−1 ( Ai for 1 < i ≤ t and x∗e > 0 for each e ∈ F , we see rM′(Ai) = x∗(Ai) >
x∗(Ai−1) = rM′(Ai−1). Since the ranks are integral and rM′(A1) 6= 0 (as A1 6= ∅), then
rM(Ai) ≥ i for all 1 ≤ i ≤ t.

Note that |F | ≤ t + |W | because of the number of non-zero (fractional) variables is at
most the size of a basis for the tight constraints. We have∑

v∈W
|δF (v)| − x∗(δF (v)) ≤

∑
v∈V
|δF (v)| − x∗(δF (v)) ≤ k · (|F | − x∗(F ))

≤ k · (|F | − rM′(At)) ≤ k · (|F | − t) ≤ k · |W |.

The second bound holds because each edge has at most k endpoints, so it can contribute
1− x∗e ≥ 0 at most k times throughout the sum. Thus, some v ∈W satisfies the claim. J

I Lemma 9. Algorithm 1 returns a set M′ ∈ I such that dv(δM′(v)− L(v)) ≤ bv where L(v)
denotes the min{k, |δM′(v)|} edges e ∈ δM′(v) with greatest demand dv,e across v.

Proof. We know M′ ∈ I by Lemma 7. Consider an iteration where a vertex v ∈ W is
removed from W . Claim 8 shows |δF (v)| ≤ x∗(δF (v)) + k.

Let F kv = {e1, . . . , ek} be the k edges of this iteration in δF (v) having largest demand (if
|δF (v)| < k then let F kv = δF (v)). Then∑

e∈δF (v)−Fk
v

dv,e ≤
∑

e∈δF (v)

dv,e · x∗e,v ≤ b′v.

The first bound follows because if we shift x∗-values from larger- to smaller-demand edges the
value

∑
e∈δF (v) dv,ex

∗
e,v does not increase. We can continue to do this until each e ∈ δF (v)−F kv

has one unit of x∗-mass because |δF (v)| − k ≤ x∗(δF (v)).
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Figure 1 Left: The graph with vertex labels s and l and edges A. Right: The graph G obtained
by “shattering” the s vertices. Notice the maximum degree is 2, the ss edges are isolated, and the
sl edges lie on paths.

At this point of the algorithm, we have dv(δM(v)) = bv − b′v (letting M denote the set M′
from the current iteration). So dv(δF (v)− F kv ) + dv(δM(v)) ≤ bv. We conclude by noting the
edges returned by the algorithm contains only edges in M ∪ F so dv(M′ − L(v)) ≤ bv. J

Proof of Corollary 2. If there is no feasible solution to (LP-M), then there can be no
integral solution. Otherwise, we use the same iterated relaxation technique as in Algorithm
1, except on (LP-B), whose polytope is the restriction of the polytope from (LP-M) to the
base polytope ofM (which is also integral, Corollary 40.2d of [14]).

All arguments are proven in essentially the same way. So we can find, in polynomial time,
a base B with p(B) ≤ OPT(LP-B) where dv(δB(v)) ≤ bv + k ·maxe∈δB(v) dv,e. J

2.2 Pruning phase
We focus on GDMM (k = 2) in this section and show how to prune a set M′ ⊆ E satisfying
the properties of Lemma 9 to a feasible solution M ⊆ M′ while controlling the loss in its value.
Each part of Theorem 1 is proved through the following lemmas. In each, for a vertex v ∈ V
we let L(v) be the two edges with highest dv-value in δM′(v) (or L(v) = δM′(v) if |δM′(v)| ≤ 1).
We also let S(v) = δM′(v)− L(v) be the remaining edges. Note dv(δS(v)(v)) ≤ bv.

I Lemma 10. For arbitrary graph G and arbitrary demands, we can find a feasible demand
matching M ⊆ M′ with p(M) ≥ p(M′) · 3

25 .

Proof. For each vertex v, label v randomly with s with probability α or with l with
probability 1 − α (for α to be chosen later). Say e ∈ M′ agrees with the labelling for an
endpoint v if either e ∈ S(v) and v is labelled s, or v ∈ L(v) and v is labelled l. Let A ⊆ M′
be the edges agreeing with the labelling on both endpoints.

Modify the graph (V,A) by replacing each v ∈ V labelled s with |δA(v)| vertices and
reassigning the endpoint v of each e ∈ δA(v) to one of these vertices in a one-to-one fashion.
See Figure 1 for an illustration. Call this new graph G.

Each vertex in G has degree at most 2 so G decomposes naturally into paths and cycles.
Each path with ≥ 2 edges can be decomposed into 2 matchings and each cycle can be
decomposed into 3 matchings. Randomly choose one such matching for each path and cycle
to keep and discarding the remaining edges on these paths and cycles. Note edges uv of G
where u and v both had degree 1 are not discarded.

Let M be the resulting set of edges, viewed in the original graph G. Note that M is
feasible: any vertex labelled s already had its capacity satisfied by A because δA(v) ⊆ S(v).
Any vertex labelled l has at most one of its incident edges in A chosen to stay in M.

Let e = uv ∈ M′, we place a lower bound on Pr[e ∈ M] by analyzing a few cases.
If e ∈ S(u) ∩ S(v), then Pr[e ∈ M] = Pr[e ∈ A] = α2.
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If e ∈ S(u) ∩ L(v) or vice-versa then Pr[e ∈ M] = α · (1− α)/2 (note e does not lie on a
cycle in G since one endpoint is labelled s).
If e ∈ L(u) ∩ L(v) then Pr[e ∈ M] = (1− α)2/3.

Choosing α = 2/5, we have E[p(M)] ≥ p(M′) · 3
25 . J

We can efficiently derandomize this technique as follows. First, we use a pairwise independent
family of random values to generate a probability space over labelings of V with O(|V |) events
such that the distribution of labels over pairs u, v ∈ V is the same as with independently
labelling the vertices. See Chapter 11 of [12] for details of this technique. For each such
labelling, we decompose the paths and cycles of G into matchings and keep the most profitable
matching from each path and cycle instead of randomly picking one.

I Lemma 11. For a conflict-free instance of GDMM, we can find a feasible solution M ⊆ M′
with p(M) ≥ p(M′)

4 .

Proof. The set A from the proof of Lemma 10 is already feasible so it does not need to be
pruned further. In this case, choose α = 1/2. J

I Lemma 12. If the given graph G is bipartite, then we can find a feasible solution M ⊆ M′
with p(M) ≥ p(M′)

7 .

Proof. Say VL, VR are the two sides of V . We first partition M′ into 4 groups:

{uv ∈ M′ : uv ∈ S(u) ∩ S(v)},
{uv ∈ M′ : uv ∈ L(u) ∩ L(v)},
{uv ∈ M′ : uv ∈ S(u) ∩ L(v)},
{uv ∈ M′ : uv ∈ L(u) ∩ S(v)}.

The first set is feasible. The latter three sets can each be partitioned into two feasible sets
as follows. For one of these sets, form G as in the proof of Lemma 10. Each cycle can also
be decomposed into two matchings because G, thus G, is bipartite. Between all sets listed
above, we have partitioned M′ into 7 feasible sets. Let M be one with maximum profit. J

I Lemma 13. For an arbitrary graph G = (V,E) with a consistent ordering on edges, we
can find a feasible demand matching M ⊆ M′ with p(M) ≥ p(M′)

5 .

Proof. We partition M′ into five groups in this case. Consider the edges in decreasing order
of the consistent ordering. When edge e = uv is considered, assign it to a group that does
not include edges in L(u) ∪ L(v) that come before e in the ordering. As |L(u) ∪ L(v)| ≤ 4,
the edges can be partitioned into five groups this way. Each group A is a feasible demand
matching since δA(v) ⊆ S(v) or |δA(v)| = 1 for each vertex v. Now let M be the group with
maximum profit, so p(M) ≥ p(M′)

5 . J

I Lemma 14. If dv,e ≤ ε ·bv for each v ∈ V, e ∈ δ(v), we can find a feasible demand matching
M ⊆ M′ with p(M) ≥ (1−O(ε1/3)) · p(M′).

This is proven using a common randomized pruning procedure so the proof is skipped in this
extended abstract. See, for example, [3] for a similar treatment in another packing problem.
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3 Demand Matching in Excluded-Minor Families

In this section we prove GDM admits a PTAS in graphs that exclude a fixed graph as a
minor. Our proof of Theorem 4 (the NP-hardness) appears in the full version. Throughout
we let OPT denote the optimum solution value to the given GDM instance.

Let H be a graph and let GH be all graphs that exclude H as a minor. Our PTAS uses
the following decomposition.

I Theorem 15 (Demaine, Hajiaghayi, and Kawarabayashi [4]). There is a constant cH depend-
ing only on H such that for any k and any G ∈ GH , the vertices V of G can be partitioned
into k + 1 disjoint sets so that the union of any k of these sets induce a graph with treewidth
bounded by cH · k. Such a partition can be found in time that is polynomial in |V |.

Using this decomposition, we have a PTAS for GDM when G ∈ GH if we have a PTAS for
GDM in bounded-treewidth graphs.

Intuition for our approach is given at the end of Section 1.1. We assume, for simplicity,
that all dv,e-values are distinct so we can naturally speak of the largest demands in a set.
This is without loss of generality, we could scale demands and capacities by a common value
so they are integers and then subtract 2i+j

3|E|2 from the j’th endpoint of the i’th edge according
to some arbitrary ordering. Such a perturbation does not change feasibility of solutions as
the total amount subtracted from all edges is < 1.

3.1 A Sparsification Lemma
We present our sparsification lemma, which even holds for general instances of GDMM.

I Lemma 16 (Sparsification Lemma). For each ε > 0 there is a feasible solution M ⊆ E with
the following properties.

p(M) ≥ (1− 2ε) ·OPT
for each v ∈ V , there is some Mv ⊆ M with |Mv| ≤ 1/ε2 such that dv,e ≤ ε · (bv −
dv(δMv (v))) for all e ∈ δM−Mv (v)

Think of Mv as the “large” edges in δM(v) and δM−Mv
(v) as the “small” edges in δM(v).

Note that some e ∈ M may be designated large on one endpoint and small on the other.

Proof. Let M∗ be an optimum solution. For each v ∈ V , if |δM∗(v)| ≥ 1/ε2 then let Lv be
the 1/ε2 edges in δM∗(v) with greatest dv-demand and Rv be a random subset of Lv of size
1/ε. If |δM∗(v)| < 1/ε2, simply let Lv = δM∗(v) and Rv = ∅.

Set M = M∗−∪v∈VRv and for each v ∈ V set Mv = M∩Lv. Clearly M is feasible as it is
a subset of the optimum solution. For each e = uv ∈ M∗, e lies in Ru or Rv with probability
at most ε each, so Pr[e 6∈ M] ≤ 2ε. Thus, E[p(M)] ≥ (1− 2ε) ·OPT.

Now we focus on proving the second property for M. Let v be an arbitrary vertex in V .
By construction |Mv| ≤ |Lv| ≤ 1/ε2. If |Rv| = 0 then δM−Mv (v) = ∅, otherwise, |Rv| = 1/ε
and for each remaining e ∈ δM−Mv

(v), we note that dv,e + dv(δMv
(v)) +

∑
e′∈Rv

dv,e′ ≤ bv
because the terms represent a subset of edges of M∗ incident to v. Rearranging and using
the fact that dv,e′ ≥ dv,e for any e′ ∈ Rv shows 1

ε · dv,e ≤ bv − dv(δMv
(v)). J

This motivates the following notion of a relaxed solution.

I Definition 17. An ε-relaxed solution is a subset M ⊆ E along with sets Mv ⊆ δM(v) with
|Mv| ≤ 1/ε2 for each v ∈ V such that the following hold. First, let bv = bv − dv(δMv (v)) for
each v ∈ V . Next, for each e ∈ δM−Mv

(v), let d′v,e be the value of dv,e rounded down to the
nearest integer multiple of ε

|E|bv. Then the following must hold:
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Large Edge Feasibility: dv(δMv (v)) ≤ bv for each v ∈ V .
Small Edges: dv,e ≤ εbv for each v ∈ V and each e ∈ δM−Mv

(v).
Discretized Small Edge Feasibility: d′v(δM−Mv

(v)) ≤ bv for each v ∈ V .
The set M in an ε-relaxed solution is not necessarily a feasible GDM solution under the
original demands d. As we will see shortly, it can be pruned to get a feasible solution without
losing much value. Note the scaling from d to d′ for some of the edges e in the definition is
done independently for each endpoint of e: the demand at different endpoints may be shifted
down by different amounts.

Sometimes we informally say just a set M ⊆ E itself is an ε-relaxed solution even if we do
not explicitly mention the corresponding Mv sets.

I Lemma 18. Let M be an ε-relaxed solution with maximum possible value p(M). Then
p(M) ≥ (1− 2ε) ·OPT .

Proof. The set M and its corresponding Mv subsets from Lemma 16 suffices. J

I Lemma 19. Given any ε-relaxed solution M ⊆ E, we can efficiently find some M′ ⊆ M
that is a feasible GDM solution with p(M′) ≥ (1−O(ε1/3)) · p(M).

The idea is that the {0, 1} indicator vector of M is almost a feasible solution to (LP-M)
with the trivial matroid I = 2E in the residual instance after all “large” edges are packed
so it can be pruned to a feasible solution while losing very little value by appealing to the
last bound in Theorem 1. There is a minor subtlety in how to deal with edges that are both
“small” and “large”. The proof is deferred to the full version.

3.2 A Dynamic Programming Algorithm
Suppose G = (V,E) has treewidth at most τ and that we are given a tree decomposition
T = (B, ET ) of G where each B ∈ B has |B| ≤ τ + 1. Recall this means the following:
1. For each v ∈ V , the set of bags Bv = {B ∈ B : v ∈ B} form a connected subtree of T .
2. For each uv ∈ E, there is at least one bag B ∈ B with u, v ∈ B.
Let Br ∈ B be some arbitrarily chosen root bag. View T as being rooted at Br. We may
assume that each B ∈ B has at most two children. In fact, it simplifies our recurrence a bit
to assume each B ∈ B is either a leaf in T or has precisely two children. This is without loss
of generality. Arbitrarily order the children of a non-leaf vertex so one is the left child and
one is the right child. For a bag B, let TB be the subtree of T rooted at B (so TBr = T ).

For each v ∈ V , say Bv is the bag containing v that is closest to the root Br. Note for
uv ∈ E with Bu 6= Bv that one of Bu or Bv lies on the path between the other and Br

(by the properties of tree decompositions). For each B ∈ B and each v ∈ B, we partition a
subset of the edges of δ(v) into four groups:

δhere(v : B) = {uv ∈ δ(v) : Bu = B}.
δleft(v : B) = {uv ∈ δ(v) : Bu lies in the left subtree of B}.
δright(v : B) = {uv ∈ δ(v) : Bu lies in the right subtree of B}.
δup(v : B) = {uv ∈ δ(v) : Bu lies between B and Br}.

The only other edges uv ∈ δ(v) not accounted for here do not have Bu in either TB or
between B and Br. We note if B = Bv, then every edge in δ(v) lies in one of the four groups
and for any uv ∈ δup(v : B) we must have u ∈ B (otherwise no bag contains u and v, which is
impossible since uv ∈ E) and, consequently, Bu lies between B and Br. This will be helpful
to remember when we describe the recurrence.
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Dynamic Programming States

Let ∆ := {here, left, right, up} be the set of “directions” used above. The DP states are
given by tuples Φ with the following components.

A bag B ∈ B.
For each v ∈ B, a subset Mv ⊆ δ(v) with |Mv| ≤ 1/ε2.
For each v ∈ B and κ ∈ ∆, an integer av,κ ∈ {0, . . . , |E|/ε} such that

∑
κ∈∆ av,κ ≤ |E|ε .

The number of such tuples is at most |B| · |E|O(τ/ε2) · (|E|/ε)O(τ), which is polynomial in G
when τ and ε are regarded as constants. The idea behind av,κ is that it describes how to
reserve the discretized d′v-demand for edges uv ∈ δκ(v : B)−Mv. Of course, other edges in
δ(v) not in the partitions δκ(v : B) may be in an optimal ε-relaxed solution. They will either
be explicitly guessed in Mv or will be considered in a state higher up the tree by the time
the bag Bv is processed.

Dynamic Programming Values

For each such tuple Φ = (B; 〈Mv〉v∈B ; 〈av,κ〉v∈B,κ∈∆), we let f(Φ) denote the maximum
total value of an ε-relaxed solution M′ ⊆ E (with corresponding large sets M ′v for v ∈ V )
satisfying the following properties. We slightly abuse notation and say v ∈ TB for some
v ∈ V if v lies in some bag of the subtree TB .

Each uv ∈ M′ has at least one endpoint in TB .
M ′v = Mv for each v ∈ B.
Each uv ∈ M′ with both Bu, Bv 6∈ TB lies in M ′u ∪M ′v.
For v ∈ B let bv = bv − dv(δM ′v (v)). For κ ∈ ∆ and v ∈ B, it must be that d′v(δκ(v :
B) ∩M′ −M ′v) ≤ av,κ · ε

|E| · bv where d′v,e is the largest integer multiple of ε
|E| · bv that is

at most dv,e for e ∈ δM′−M ′v (v).
The last point is a bit technical. Intuitively, it says the scaled demand of small edges incident
to v coming from some direction κ ∈ ∆ fit in the capacity of v reserved for that direction.

If there is no such F , we say f(Φ) = −∞. Note the maximum of f(Φ) over all configura-
tions Φ for the root bag Br is the maximum value over all ε-relaxed solutions.

3.2.1 The Recurrence

For the sake of space, details behind the recurrence are deferred to the full version. We
just outline the main ideas. A tuple Φ is a base case if the bag B is a leaf of T . In this
case, only edges in some δκ(v : B) set for κ ∈ {here, up} are considered (there are none in
the directions left, right). We find the optimal way to pack such edges that are not part
of a “large” set Mv while ensuring the d′v-demands do not violate the residual capacities
bv and, in particular, for each direction κ we ensure this packing does not violate the part
of the residual capacity for that direction allocated by the av,κ values. This subproblem
is just the Multi-Dimensional Knapsack problem with 2|B| knapsacks. A standard
pseudopolynomial-time algorithm can be used to solve it as the scaled demands are from a
polynomial-size discrete range.

For the recursive step, we try all pairs of configurations Φleft,Φright that are “consistent”
with Φ. Really this just means they agree on the sets Mv for shared vertices v and they agree
on how much demand av,κ should be allocated for each direction. For each such consistent
pair, we pack small edges in δhere(v : B) and δup(v : B) optimally such that their scaled
demands do not violate the av,κ-capacities, again using Multi-Dimensional Knapsack.
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task is to find a minimum set F of columns of M disjoint with T such that that the linear span
of F contains all vectors of T . This is a fundamental problem arising in different domains, such
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Choice of matrices: Vector matroids corresponding to totally unimodular matrices over ration-
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1 Introduction

We consider the fundamental problem of covering a subspace of a given finite dimensional
linear space (vector space) by a set of vectors of minimum size. The input of the problem is
a matrix M given together with a function w assigning a nonnegative weight to each column
of M and a set T of terminal column-vectors T of M . The task is to find a minimum set
of column-vectors F of M (if such a set exists) which is disjoint with T and generates a
subspace containing the linear space generated by T . In other words, T ⊆ span(F ), where
span(F ) is the linear span of F . We refer to this problem as the Space Cover problem.

The Space Cover problem encompasses various problems arising in different domains.
The Minimum Distance problem in coding theory asks for a minimum dependent set of
columns in a matrix over GF(2). This problem can be reduced to Space Cover by finding
for each column t in matrix M a minimum set of columns in the remaining part of the matrix
that cover T = {t}. The complexity of this problem was asked by Berlekamp et al. [2] and
remained open for almost 30 years. It was resolved only in 1997, when Vardy showed it
to be NP-complete [38]. The parameterized version of the Minimum Distance problem,
namely Even Set, asks whether there is a dependent set F ⊆ X of size at most k. The
parameterized complexity of Even Set is a long-standing open question in the area, see
e.g. [8]. In the language of matroid theory, the problem of finding a minimum dependent set
is known as Matroid Girth, i.e. the problem of finding a circuit in matroid of minimum
length [39]. In machine learning this problem is known as the Subspace Recovery problem
[20]. This problem also generalizes the problem of computing the rank of a tensor.

For our purposes, it is convenient to rephrase the definition of the Space Cover problem
in the language of matroids. Given a matrix N , let M = (E, I) denote the matroid where the
ground set E corresponds to the columns of N and I denote the family of subsets of linearly
independent columns. This matroid is called the vector matroid corresponding to matrix N .
Then for matroids, finding a subspace covering T corresponds to finding F ⊆ E \ T , F ∈ I,
such that |F | ≤ k and T is spanned by F . Let us remind that in a matroid set F spans T ,
denoted by T ⊆ span(F ), if r(F ) = r(T ∪ F ). Here r : 2E → N0 is the rank function of M .
(We use N0 to denote the set of nonnegative integers.)

Then Space Cover is defined as follows.

Space Cover Parameter: k

Input: A binary matroid M = (E, I) given together with its matrix representation over
GF(2), a weight function w : E → N0, a set of terminals T ⊆ E, and a nonnegative
integer k.
Question: Is there a set F ⊆ E \ T with w(F ) ≤ k such that T ⊆ span(F )?

Since a representation of a binary matroid is given as a part of the input, we always assume
that the size of M is ||M || = |E|. For regular matroids, testing matroid regularity can be
done efficiently, see e.g. [37], and when the input binary matroid is regular, the requirement
that the matroid is given together with its representation can be omitted.

It is known (see, e.g., [26]) that Space Cover on special classes of binary matroids,
namely graphic and cographic matroids, generalizes two well-studied optimization problems
on graphs, namely Steiner Tree and Multiway Cut. Both problems play fundamental
roles in parameterized algorithms.

Recall that in the Steiner Forest problem we are given a (multi) graph G, a weight
function w : E → N, a collection of pairs of distinct vertices {x1, y1}, . . . , {xr, yr} of G, and a
nonnegative integer k. The task is to decide whether there is a set F ⊆ E(G) with w(F ) ≤ k
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such that for each i ∈ {1, . . . , r}, graph G[F ] contains an (xi, yi)-path. To see that Steiner
Forest is a special case of Space Cover, for instance (G,w, {x1, y1}, . . . , {xr, yr}, k) of
Steiner Forest, we construct the following graph. For each i ∈ {1, . . . , r}, we add a new
edge xiyi to G and assign an arbitrary weight to it; notice that we can create multiple edges
this way. Denote by G′ the obtained mulitigraph and let T be the set of added edges and let
M(G′) be the graphic matroid associated with G′. Then a set of edges F ⊆ E(G) forms a
graph containing all (xi, yi)-paths if an only if T ⊆ span(F ) in M(G′).

The special case of Steiner Forest when x1 = x2 = · · · = xr, i.e. when set F should
form a connected subgraph spanning all demand vertices, is the Steiner Tree problem, the
fundamental problem in network optimization. By the classical result of Dreyfus and Wagner
[10], Steiner Tree is fixed-parameter tractable (FPT) parameterized by the number of
terminals. The study of parameterized algorithms for Steiner Tree has led to the design of
important techniques, such as Fast Subset Convolution [3] and the use of branching walks [29].
Research on the parameterized complexity of Steiner Tree is still on-going, with recent
significant advances for the planar version of the problem [33]. Algorithms for Steiner
Tree are frequently used as a subroutine in FPT algorithms for other problems; examples
include vertex cover problems [19], near-perfect phylogenetic tree reconstruction [4], and
connectivity augmentation problems [1].

The dual of Space Cover, i.e., the variant of Space Cover asking whether there is a
set F ⊆ E \ T with w(F ) ≤ k such that T ⊆ span(F ) in the dual matroid M∗, is equivalent
to the Restricted Subset Feedback Set problem. In this problem the task is for a
given matroid M , a weight function w : E → N0, and a nonnegative integer k, to decide
whether there is a set F ⊆ E \ T with w(F ) ≤ k such that matroid M ′ obtained from M by
deleting the elements of F has no circuit containing an element of T . Hence, Space Cover
for cographic matroids is equivalent to Restricted Subset Feedback Set for graphic
matroids. Restricted Subset Feedback Set for graphs was introduced by Xiao and
Nagamochi [40], who showed that this problem is FPT parameterized by |F |. Let us note
that in order to obtain an algorithm for Space Cover with a single-exponential dependence
in k, we also need to design a new algorithm for Space Cover on cographic matroids which
improves significantly the running time achieved by Xiao and Nagamochi [40].

Multiway Cut, another fundamental graph problem, is the special case of Restricted
Subset Feedback Set, and therefore of Space Cover. In the Multiway Cut problem we
are given a (multi) graph G, a weight function w : E → N, a set S ⊆ V (G), and a nonnegative
integer k. The task is to decide whether there is a set F ⊆ E(G) with w(F ) ≤ k such that the
vertices of S are in distinct connected components of the graph obtained from G by deleting
edges of F . Indeed, let (G,w, S, k) be an instance of Multiway Cut. We construct graph G′
by adding a new vertex u and connecting it to the vertices of S. Denote by T the set of added
edges and assign weights to them arbitrarily. Then (G,w, S, k) is equivalent to the instance
(M(G′), w, T, k) of Restricted Subset Feedback Set. If |S| = 2, Multiway Cut is
exactly the classical min-cut problem which is solvable in polynomial time. However, as it
was proved by Dahlhaus et al. [6] already for three terminals the problem becomes NP-hard.
Marx, in his celebrated work on important separators [28], has shown that Multiway Cut
is FPT when parameterized by the size of the cut |F |.

While Steiner Tree is FPT parameterized by the number of terminal vertices, the
hardness results for Multiway Cut with three terminals yields that Space Cover paramet-
erized by the size of the terminal set T is Para-NP-complete even if restricted to cographic
matroids. This explains why we parameterize Space Cover by the rank of the span and
not the size of the terminal set.
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There is also a strong argument that Space Cover is not tractable in its full generality
on binary matroids for the following reason. It follows from the result of Downey et al. [9]
on the hardness of the Maximum-Likelihood Decoding problem, that Space Cover
is W[1]-hard for binary matroids when parameterized by k even if restricted to the inputs
with one terminal and unit-weight elements. However, it is still possible to establish the
tractability of the problem on a large class of binary matroids. Sandwiched between graphic
and cographic (where the problem is FPT) and binary matroids (where the problem is
intractable) is the class of regular matroids. Our main theorem establishes the tractability of
Space Cover on regular matroids.

I Theorem 1. Space Cover on regular matroids is solvable in time 2O(k) · ||M ||O(1).

We believe that due to the generality of Space Cover, Theorem 1 will be useful in the
study of various optimization problems on regular matroids. As an example, we consider
the Rank h-Reduction problem, see e.g. [24]. Here we are given a binary matroid M

and positive integers h and k, the task is to decide whether it is possible to decrease the
rank of M by at least h by deleting k elements. For graphic matroids, this is the h-Way
Cut problem, which is for a connected graph G and positive integers h and k, to decide
whether it is possible to separate G into at least h connected components by deleting at
most k edges. By the celebrated result of Kawarabayashi and Thorup [25], h-Way Cut is
FPT parameterized by k even if h is a part of the input. The result of Kawarabayashi and
Thorup cannot be extended to cographic matroids; we show that for cographic matroids the
problem is W[1]-hard when parameterized by h+ k. On the other hand, by making use of
Theorem 1, we solve Rank h-Reduction in time 2O(k) · ||M ||O(h) on regular matroids.

Let us also remark that the running time of our algorithm is asymptotically optimal:
unless Exponential Time Hypothesis fails, there is no algorithm of running time 2o(k) ·||M ||O(1)

solving Space Cover on graphic (Steiner Tree) or cographic (Multiway Cut) matroids,
see e.g. [5].

Related work. The main building block of our algorithm is the fundamental theorem of
Seymour [34] on a decomposition of regular matroids. Roughly speaking (we define it
properly in Section 2), the Seymour’s decomposition provides a way to decompose a regular
matroid into much simpler base matroids that are graphic, cographic or have a constant
size in such way that all “communication” between base matroids is limited to “cuts” of
small rank (we refer to the monograph of Truemper [37] and the survey of Seymour [35]
for the introduction to matroid decompositions). This theorem has a number of important
combinatorial and algorithmic applications. Among the classic algorithmic applications
of Seymour’s decomposition are the polynomial time algorithms of Truemper [36] (see
also [37]) for finding maximum flows and shortest routes and the polynomial algorithm of
Golynski and Horton [18] for constructing a minimum cycle basis. More recent applications
of Seymour’s decomposition can be found in approximation, on-line and parameterized
algorithms. Godberg and Jerrum [17] used Seymour’s decomposition theorem for obtaining
a fully polynomial randomized approximation scheme (FPRAS) for the partition function of
the ferromagnetic Ising model on regular matroids. Dinitz and Kortsarz in [7] applied the
decomposition theorem for the Matroid Secretary problem. In [12], Gavenciak, Král and
Oum initiated the study of the Minimum Spanning Circuit problem for matroids that
generalizes the classical Cycle Through Elements problem for graphs. The problem asks
for a matroid M , a set T ⊆ E and a nonnegative integer `, whether there is a circuit C of
M with T ⊆ C of size at most `. Gavenciak, Král and Oum [12] proved that the problem is
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FPT when parameterized by ` if |T | ≤ 2. Very recently, in [11], we extended this result by
showing that Minimum Spanning Circuit is FPT when parameterized by k = `− |T |.

On a very superficial level, all the algorithmic approaches based on the Seymour’s decom-
position theorem utilize the same idea: solve the problem on base matroids and then “glue”
solutions into a global solution. However, such a view is a strong oversimplification. First of
all, the original decomposition of Seymour in [34] was not meant for algorithmic purposes
and almost every time to use it algorithmically one has to apply nontrivial adjustments
to the original decomposition. For example, in order to solve Matroid Secretary on
regular matroids, Dinitz and Kortsarz in [7] had to give a refined decomposition theorem
suitable for their algorithmic needs. Similarly, in order to use the decomposition theorem for
approximation algorithms, Goldberg and Jerrum in [17] had to add several new ingredients to
the original Seymour’s construction. We face exactly the same nature of difficulties in using
Seymour’s decomposition theorem. Our starting point is the variant of the decomposition
theorem proved by Dinitz and Kortsarz in [7]. However, this theorem as it is can also not be
used “statically” for our purposes. Our algorithm, while recursively constructing a solution
has to “dynamically” transform the decomposition. This occurs when the algorithm processes
cographic matroids “glued” with other matroids and for that part of the algorithm the
transformation of the decomposition is essential.

2 Algorithm roadmap

In this section we give a high level overview of our algorithm for Space Cover. Due to
space restrictions, all details and proofs are postponed for a journal version of our paper.
We assume that the reader is acquainted with the basics of Matroid theory and refer to the
book of Oxley [32] for the introduction.

We denote the ground set of matroid M = (E, I) by E(M) or simply by E if it does
not create confusion. Recall that a set X ⊆ E spans e ∈ E if r(X ∪ {e}) = r(X), and
span(X) = {e ∈ E | X spans e}, where r is the rank function of M . Respectively, X spans
a set T ⊆ E if T ⊆ span(X). An (inclusion) minimal dependent set is called a circuit of
M . An one-element circuit is called loop, and if {e1, e2} is a two-element circuit, then it is
said that e1 and e2 are parallel. A set X ⊆ E is a cycle of M if X is either empty or X is
a disjoint union of circuits. Let G be a (multi) graph. The cycle matroid M(G) has the
ground set E(G) and a set X ⊆ E(G) is independent if X = ∅ or G[X] has no cycles. Notice
that C is a circuit of M(G) if and only if C induces a cycle of G. The bond matroid M∗(G)
with the ground set E(G) is dual to M(G), and X is a circuit of M∗(G) if and only if X is a
minimal cut-set of G. It is said that M is a graphic matroid if M is isomorphic to M(G) for
some graph G and M is cographic if M is isomorphic to M∗(G).

Our algorithm uses the following observation.

I Observation 2. Let e ∈ E and X ⊆ E \ {e} for a matroid M . Then e ∈ span(X) if and
only if there is a circuit C such that e ∈ C ⊆ X ∪ {e}.

By Observation 2, to solve Space Cover we have to find F ⊆ E \ T with w(F ) ≤ k

such that for every t ∈ T , there is circuit C of M such that t ∈ C ⊆ F ∪ {t}.

2.1 Regular matroid decompositions
In this section we describe matroid decomposition theorems that are pivotal for the algorithm
for Space Cover. Roughly speaking, the classical theorem of Seymour [34] says that every
regular matroid can be decomposed via “small sums" into basic matroids which are graphic,
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cographic and very special matroid of constant size called R10. To describe the decomposition
of matroids, we need the notion of “`-sums” of matroids; we refer to [32, 37] for a formal
introduction to matroid sums. However, for our purpose, it is sufficient that we restrict
ourselves to binary matroids and up to 3-sums [34]. Recall that, for two sets X and Y ,
X 4 Y = (X \ Y ) ∪ (Y \X) denotes the symmetric difference of X and Y . For two binary
matroids M1 and M2, the sum of M1 and M2, denoted by M14M2, is the matroid M with
the ground set E(M1)4 E(M2) whose cycles are all subsets C ⊆ E(M1)4 E(M2) of the
form C = C1 4 C2, where C1 is a cycle of M1 and C2 is a cycle of M2.

I Definition 3 ({1, 2, 3}-sum). For matroids M1, M2 and their sum M ,
(S1) If E(M1) ∩ E(M2) = ∅ and E(M1), E(M2) 6= ∅, then M is the 1-sum of M1 and M2

and we write M = M1 ⊕1 M2.
(S2) If |E(M1) ∩ E(M2)| = 1, then M is the 2-sum of M1 and M2 and we write M =

M1 ⊕2 M2.
(S3) If |E(M1) ∩E(M2)| = 3, the 3-element set Z = E(M1) ∩E(M2) is a circuit of M1 and

M2, then M is the 3-sum of M1 and M2 and we write M = M1 ⊕3 M2.
If M = M1 ⊕k M2 for some k ∈ {1, 2, 3}, then we write M = M1 ⊕M2.

Note that the definitions of (S2) and (S3) in [34] include some additional restrictions for
E(M1) ∩ E(M2) but, as it was pointed by Dinitz and Kortsarz in [7], they are used only to
ensure the nontriviality and can be omitted for algorithmic applications.

I Definition 4 ({1, 2, 3}-decomposition). A {1, 2, 3}-decomposition of a matroid M is a
collection of matroidsM, called the basic matroids, and a rooted binary tree T in which M
is the root and the elements ofM are the leaves such that any internal node is either 1-, 2-
or 3-sum of its children.

We also need the special binary matroid R10 which is represented over GF(2) by the
5× 10-matrix whose columns are formed by vectors that have exactly three non-zero entries
(or rather three ones) and no two columns are identical. Seymour’s theorem [34] states that
every regular matroid has a {1, 2, 3}-decomposition in which every basic matroid is graphic,
cographic or isomorphic to R10.

Dinitz and Kortsarz in [7] obtained a variant of matroid decomposition which is more
handy for our purposes. This variant is based on the notion conflict graph.

I Definition 5 ([7]). Let (T,M) be a {1, 2, 3}-decomposition of a matroid M . The conflict
(or intersection) graph of (T,M) is the graph GT with the vertex setM such that distinct
M1,M2 ∈M are adjacent in GT if and only if E(M1) ∩ E(M2) 6= ∅.

I Theorem 6 ([7]). For a given regular matroid M , there is a (conflict) tree T , whose
set of nodes is a set of matroids M, where each element of M is a graphic or cographic
matroid, or a matroid obtained from R10 by (possibly) adding parallel elements, that has the
following properties: (i) if two distinct matroids M1,M2 ∈M have nonempty intersection,
then M1 and M2 are adjacent in T , (ii) for any distinct M1,M2 ∈ M, the intersection
E(M1)∩E(M2) satisfies one of the properties (S1)–(S3) of 1, 2 or 3-sums, (iii) M is obtained
by the consecutive performing 1, 2 or 3-sums for adjacent matroids in any order. Moreover,
T can be constructed in a polynomial time.

If T is a conflict tree for matroid M , we say that M is defined by T .
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2.2 Elementary reductions for Space Cover
In this section we give some elementary reduction rules that we apply on the instances of
Space Cover to make it more structured. This structure will be exploited by our FPT
algorithm. In particular, our algorithm crucially utilizes the fact that the solution F we are
seeking is of size at most k. However, the way our algorithm is designed, in certain cases the
weights of elements can be changed and it can occur that some elements could have been
assigned weight zero by w. In this case a solution F of weight at most k does not imply
that it is a solution of size at most k. These reduction rules allow us to take care of such
situations.

I Reduction Rule 1 (Zero-element). If there is an element e ∈ E \ T with w(e) = 0, then
contract e.

I Reduction Rule 2 (Terminal circuit). If there is a circuit C ⊆ T , then delete an arbitrary
element e ∈ C from M .

Let us note that Reduction Rules 1 and 2 can be applied in time polynomial in ||M ||.

2.3 Solving Space Cover for basic matroids
We start by solving Space Cover on basic matroids that are building blocks of regular
matroid: R10, graphic and cographic matroids. For R10 the solution is trivial and for graphic
matroids it is an easy extension of the classic Dreyfus-Wagner algorithm [10] for Steiner
Tree. However, a single-exponential algorithm for cographic matroids requires new ideas.

Thus we obtain the following lemmata.

I Lemma 7. Space Cover can be solved in polynomial time for matroids that can be
obtained from R10 by adding parallel elements, element deletions and contractions.

I Lemma 8. Space Cover on graphic matroids is solvable in time 4k · ||M ||O(1).

I Lemma 9. Space Cover can be solved in time 2O(k) · ||M ||O(1) on cographic matroids.

By the results of Xiao and Nagamochi [40], Restricted Subset Feedback Set can
be solved in time 2O(k log k) · ||M ||O(1) on graphic matroids. It immediately implies that
Space Cover can be solved in the same time on cographic matroids by the duality of these
problems. To improve this running time and get a single-exponential dependence in k, we
construct a new algorithm based on the idea of enumeration of important cuts proposed by
Marx in [28], see also [5]. Let G be a graph such that M is isomorphic to the bond matroid
M∗(G) of G. By the duality of Space Cover and Restricted Subset Feedback Set, a
set F ⊆ E(G) \ T spans T if and only if the edges of T are the bridges of G− F . The set of
circuits of M is the set of inclusion-minimal edge cut-sets of G. Hence we restate Space
Cover as a cut problem in G: for a given set T ⊆ E(G), we need to find a minimum set
F ⊆ E(G) \ T such that the edges of T are bridges of G − F . For our purpose, we need
to modify the definition of an important cut given by Marx [28, 5]. Let s ∈ V (G) be a
vertex of G, T ⊆ V (G) \ {s} be a set of terminals, and k be a nonnegative integer. We
say that a set W ⊆ V (G) is interesting if G[W ] is connected, s ∈ W , and |T ∩W | ≤ 1.
For W ⊆ V (G), by ∆(W ) we denote the set of edges of G with exactly one end-vertex in
W . Given two interesting sets W1 and W2 we say that W1 is better than W2 and denote
by W2 �W1 if W2 ⊆W1, |∆(W1)| ≤ |∆(W2)|, and T ∩W1 ⊆ T ∩W2. For set of terminals
T ⊆ V (G) \ {s}, an interesting set W is (s, T, k)-semi-important if |∆(W )| ≤ k and there is
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no set W ′ such that W �W ′. The set of edges ∆(W ) of a (s, T, k)-semi-important set W is
called a (s, T, k)-semi-important cut. We show that the number of (s, T, k)-semi-important
cuts is in 16k ·nO(1). Moreover, such cuts can be enumerated within the same time. The crux
in the proof of Lemma 9 is the recursive algorithm computing the solution. The running time
of the algorithm can be estimated by a polynomial of the number of (s, T, k)-semi-important
cuts.

2.4 Solving Space Cover for regular matroids
Now we conjure all that have developed so far and design an algorithm for Space Cover on
regular matroids, running in time 2O(k) · ||M ||O(1). We first give some generic steps, followed
by steps when matroid in consideration is either graphic and cographic and ending with a
result that ties them all.

Let (M,w, T, k) be a given instance of Space Cover. First, we exhaustively apply Re-
duction Rules 1-2. To simplify notations, we also denote the reduced instance by (M,w, T, k).
We say that a matroid M is basic if it is graphic, cographic or can be obtained from R10 by
adding parallel elements. By Lemmata 7, 8, and 9, we have the following lemma.

I Lemma 10. Let (M,w, T, k) be an instance of Space Cover. If M is a basic matroid,
then Space Cover can be solved in time 2O(k) · ||M ||O(1).

From now onwards we assume that matroid M in the instance (M,w, T, k) is not basic.
Now using Theorem 6, we find a conflict tree T . Recall that the set of nodes of T is the
collection of basic matroidsM, its the edges correspond to 1-, 2− and 3-sums and that M
can be constructed from M by performing the sums corresponding to the edges of T in
an arbitrary order. Our algorithm is based on performing bottom-up traversal of the tree
T . We select an arbitrarily node r as the root of T . This defines the natural parent-child
relationship for the nodes of T . We say that node Ms is a sub-leaf if all its children are
leaves of T . Observe that there always exists a sub-leaf in a tree on at least two nodes and
that this node can be found in polynomial time.

We first modify the decomposition by an exhaustive application of the following rule.

I Reduction Rule 3 (Terminal flipping). If there is a child M` of a sub-leaf Ms such that
there is e ∈ E(Ms)∩E(M`) that is parallel to a terminal t ∈ E(M`)∩ T in M`, then delete t
from M` and add t to Ms as an element parallel to e.

It is easy to show that Reduction Rule 3 is safe and can be applied in polynomial time.
From now we assume that there is no child M` of Ms such that there exists an element
e ∈ E(Ms) ∩ E(M`) that is parallel to a terminal t ∈ E(M`) ∩ T in M`. This is important
because it allows us to reduce the parameter while branching. In what follows, we do a
bottom-up traversal of T and at each step we delete one of the children of Ms. A child of
Ms is deleted either because of an application of a reduction rule, or because of recursively
solving the problem on a smaller sized tree. It is possible that, while recursively solving the
problem, we could possibly modify (or replace) Ms to encode some auxiliary information
that we have already computed while solving the problem. If at some moment we arrive at
the case T = ∅, then algorithm returns yes and stops. If at some moment the situation with
E \ T = ∅ or |T | > k occurs, then we return no and stop.

2.4.1 Processing leaves
For a sub-leaf node Ms, we say that a child M` of Ms is a 1, 2 or 3-leaf if the edge between
Ms and M` corresponds to 1, 2 or 3-sum respectively. While the cases with 1- and 2-leaves
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are relatively easy to settle, the case when M` is a 3-leaf is difficult. We start from generic
steps which do not depend on the types of Ms and its child.

If M` is an 1-leaf such that E(M`) does not contain terminals, we simply delete M`

from T and consider the problem for the matroid defined by the obtained tree. If M` is
an 1-leaf such that T` = E(M`) ∩ T 6= ∅, then we can solve Space Cover for M` with
the set of terminals T` independently. More formally, we find minimum k′ ≤ k such that
(M`, w`, T`, k

′) is a yes-instance of Space Cover using Lemma 10. Then if such k′ exist,
we consider the matroid M ′ defined by T ′ obtained from T by the deletion of Ms and then
solve the problem for (M ′, w, T ∩ E(M ′), k − k′). Safeness of this reduction immediately
follows from the definition of 1-sum, and the reduction can be done in time 2O(k) · ||M ||O(1).

For 2-leaves, we either reduce a leaf or apply a recursive procedure based on whether
the leaf contains a terminal or not. Let M` be 2-leaf that is adjacent to Ms is T and
E(Ms) ∩ E(M`) = {e}. Let also M ′ be the matroid defined by T ′ obtained from T by the
deletion of M`.

IfM` does not contain terminals, we find a circuit ofM` of minimum weight w` containing
e assuming that the weight of e is 0. Notice, that this can be done in time 2O(k) · ||M ||O(1) by
solving Space Cover on M` for the unique terminal e. Then we delete M` from T , assign
the weight w` to the element e of Ms and then solve the problem for M ′.

Suppose that M` is a 2-leaf with terminals. Let T` = E(M`) ∩ T and T ′ = T \ T`. Notice
that due to Reduction Rule 3, M` has no terminal parallel to e. In particular, it can be
shown that this implies that the total weight of the elements of M` in any solution is positive
and this makes the branching possible, because the selection of elements of a solution in
M` reduces the parameter. Notice here that we allow zero weights but all such nonterminal
elements are contracted by Reduction Rule 1. We have three branching cases corresponding
to the behavior of a (potential) solution F . Recall that by Observation 2, for each t ∈ T ,
there is a circuit C such that t ∈ C ⊆ F ∪ {t}.

Case 1. There is t ∈ T ′ and a circuit C of M such that t ∈ C ⊆ F ∪ {t} and C contains an
element of M`. To handle this case, we consider Space Cover on M` with the terminals
Te ∪ {e}, that is, we declare e to be a terminal. We find the minimum 0 < k′ ≤ k such that
(M`, w, T` ∪ {e}, k′) is a yes-instance of Space Cover using Lemma 10. Then we assign the
weight 0 to e in Ms and solve the problem for (M ′, w, T ′, k − k′).

Case 2. There is t ∈ T` and a circuit C of M such that t ∈ C ⊆ F ∪ {t} and C contains an
element of M ′. This case is handled symmetrically to Case 1 and, respectively, we find the
minimum 0 < k′ ≤ k such that (M`, w, T`, k

′) is a yes-instance of Space Cover where e is
assumed to have the weight 0. Then we solve the problem for (M ′, w, T ′ ∪ {e}, k − k′).

Case 3. None of the above cases occur, i.e., every terminal from M` is spanned by elements
of M` in F and every terminal from M ′ is spanned by elements of M ′. Then we can solve
the problem independently for M` and M ′ assuming that the weight of e is k + 1 which
forbids using e in a solution. We find minimum 0 < k′ ≤ k such that (M`, w`, T`, k

′) is a
yes-instance of Space Cover and then solve the problem for (M ′, w, T ′, k − k′).

It is possible to show this branching is exhaustive. We show also that one call of the step
(without recursive calls) can be done in time 2O(k) · ||M ||O(1).

Suppose now that M` is a 3-leaf adjacent to Ms in T . We again differentiate between
cases when it has terminals or not. Assume that M` contains T` = E(M`) ∩ T 6= ∅. Denote
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by Z = E(Ms)∩E(M`). As for 2-leaves, we observe that there are no terminals of T` that are
parallel to the elements of Z in M` and we can branch according to the possible variants of
the behavior of a (potential) solution F . The case analysis is technically complicated, because
we have more variants of the behavior of F comparing to the case analysis for 2-leaves. Still,
the majority of the cases are handled by similar arguments and we omit them here, but there
is one case that makes our algorithm complicated and we briefly discuss it here.

Denote by M ′ the matroid defined by T ′ obtained from T by the deletion of M`. Suppose
that there is t ∈ T ′ and a circuit C of M such that t ∈ C ⊆ F ∪ {t} and C contains an
element of M`, and there is t′ ∈ T` and a circuit C ′ of M such that t′ ∈ C ′ ⊆ F ∪ {t′} and
C ′ contains an element of M ′. Then it can be shown that there are distinct ei, ej ∈ Z such
that C = C1 4 C2, C ′ = C ′1 4 C ′2 where C1, C

′
1 are circuits of M`, C2, C

′
2 are circuits of

M ′, C1 ∩ C2 = {ei} and C ′1 ∩ C ′2 = {ej}. We declare w(ei) = w(ej) = 0 and let the weight
of the third element of Z to be k + 1. Then we find the minimum 0 < k′ ≤ k such that
(M`, w, T` ∪ {ei}, k′) is a yes-instance of Space Cover and afterwards solve the problem for
(M ′, w, T ′ ∪ {ej}, k − k′).

However, it can lead to the following situation. We have solutions F` and F ′ for
(M`, w, T` ∪ {ei}, k′) and (M ′, w, T ′ ∪ {ej}, k − k′). Then there are circuits C` of M` and
C ′ of M ′ such that ei ∈ C` ⊆ F` ∪ {ei} and ej ∈ C ′ ⊆ F ′ ∪ {ej}. If ej ∈ C` and ei ∈ C ′,
then (F` 4 F ′) \ Z is not a solution for M . To avoid this situation, we have to solve a
special variant of Space Cover for (M`, w, T` ∪ {ei}, k′) where we put on the solution F`

the additional condition that ei ∈ span(F` \ ej). Due to this technicality, we also have to
provide algorithms solving this version of Space Cover on basic matroids. This is done by
constructing variants of the algorithm from Lemmata 8 and 9.

For this branching, we show that it is exhaustive and one call of this branching step
(without recursive calls) can be done in time 2O(k) · ||M ||O(1).

We approach the most challenging part concerning processing of 3-leaves without terminals.
At this stage we can assume that T has only 3-leaves. The way to handle this case depends
on the type of the sub-leaf Ms adjacent to a 3-leaf M`. Since M` is a 3-leaf, we have that
Ms is either graphic or cographic, because R10 has no circuit of odd size.

Suppose that Ms is a graphic matroid. Let G be a graph such that its cycle matroid
M(G) is isomorphic to Ms. The algorithm that constructs a good {1, 2, 3}-decomposition
also could be used to output the graph G. We assume that M(G) = Ms. The idea is to
replace M` by attaching a gadget to G. Recall that the circuits of M(G) are exactly the
cycles of G. Since Z is a circuit of M(G), the elements of Z form a cycle of G. Denote by
v1, v2, v3 its vertices. We modify G by adding a new vertex u and making it adjacent to
v1, v2, v3. Denote by G′ the obtained graph. We assign weights to the edges of Z and the
new edges according to the possible structure of a solution F in M` by solving auxiliary
instances of Space Cover on M`. It can happen that to span T in M , we only need the
property that F ∩ E(M`) spans in M` a unique edge vivj of Z. Then we find a spanning
set F` of minimum weight wij ≤ k in M` for the terminal vivj such that vhvi, vhvj /∈ F` for
h 6= i, j. Then we define w(vivj) = wij if F` exists and set w(vivj) = k + 1 otherwise. The
other important possibility is that F ∩E(M`) spans in M` all vivj for distinct i, j ∈ {1, 2, 3}.
We find a spanning set F` of minimum weight w′ ≤ k in M` for the terminal set Z. We show
that it is possible to assign the weights to the edges uvi for i ∈ {1, 2, 3} in such a way that
w(uv1) + w(uv2) + w(uv3) = w′ and w(uvi) + w(uvj) ≥ w(vivj) for i, j ∈ {1, 2, 3} if such a
solution F` exist. Otherwise, we simply set w(uvi) = k + 1 for i ∈ {1, 2, 3}. To complete the
reduction, we consider the matroid M ′ defined by T ′ obtained from T by the deletion of M`

where Ms is replaced by M(G′). Then we solve Space Cover for (M ′, w, T, k). We show
that the reduction can be done in time 2O(k) · ||M ||O(1).
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The case when Ms is a cographic matroid is most challenging. Let G be a graph such
that the bond matroid of G is isomorphic to Ms. Without loss of generality, we can assume
that G is connected. Recall also that the circuits of the bond matroid M∗(G) are exactly
minimal cut-sets of G.

Isomorphism betweenMs andM∗(G) is not necessarily unique. We choose an isomorphism
between Ms and M∗(G) that is beneficial for our algorithmic purposes. Let M (1)

` , . . . ,M
(s)
`

denote those leaves of the conflict tree T that are also the children of Ms. Let Zi =
E(Ms) ∩ E(M (i)

` ), i ∈ {1, . . . , s}. If Ms has a parent M∗ in T and E(Ms) ∩ E(M∗) 6= ∅,
then let Z∗ = E(Ms) ∩ E(M∗); we emphasize that Z∗ may not exist. Next we define the
notion of a clean cut.

I Definition 11. We say that α(Zi) ⊆ E(G) is a clean cut with respect to an isomorphism
α : Ms → M∗(G), if there is a component H of G − α(Zi) such that (i) H has no bridge,
(ii) E(H) ∩ α(Zj) = ∅ for j ∈ {1, . . . , s}, and (iii) E(H) ∩ α(Z∗) = ∅ if Z∗ exists. We call H
a clean component of G− α(Zi).

Next we show that given any isomorphism between Ms and M∗(G), we can obtain another
isomorphism between Ms and M∗(G) with respect to which we have at least one clean
component.

I Lemma 12. There is an isomorphism α : Ms →M∗(G) and a child M (i)
` of Ms such that

α(Zi) is a clean cut with respect to α. Moreover, given any arbitrary isomorphism from
Ms to M∗(G), one can obtain such an isomorphism and a clean cut together with a clean
component in polynomial time.

Using Lemma 12, we can always assume that we have an isomorphism of Ms to M∗(G)
such that for a child M` of Ms in T , Z = E(Ms) ∩ E(M`) is mapped to a clean cut. To
simplify notations, we assume that Ms = M∗(G) and Z is a clean cut with respect to this
isomorphism. Denote by H the clean component. Let Z = {e1, e2, e3} and let ei = xiyi for
i ∈ {1, 2, 3}, where y1, y2, y3 ∈ V (H). Notice that some y1, y2, y3 can be the same.

We first handle the case when E(H) ∩ T = ∅. Similarly to the case of a graphic subleaf,
we replace M` by a gadget. The difference is that the gadget replaces Ms and H. We modify
G as follows. First, we delete H. Then we construct three new pairwise adjacent vertices
z1, z2, z3 and make zi adjacent to xi for i ∈ {1, 2, 3}. Let G′ be the obtained graph. We
analyze the possible structure of a solution in H and M`, and use this information to assign
weight to the edges xizi for i ∈ {1, 2, 3} and zizj for i, j ∈ {1, 2, 3} similarly to the case
of a graphic subleaf. Finally, we consider the matroid M ′ defined by T ′ obtained from T
by the deletion of Ms where Ms is replaced by M(G′). Then we solve Space Cover for
(M ′, w, T, k). We prove that the reduction can be done in time 2O(k) · ||M ||O(1).

It remains to consider the case E(H) ∩ T 6= ∅. In this case, we either reduce H or
recursively solve the problem on smaller H. Rather than describing these steps, we observe
that we can decompose Ms further using the decomposition theorem given in [37, Chapter
8] using the cut {x1y1, x2y2, x3y3}. This way, we obtain a new leaf with terminals and can
apply the already described rules.

Concerning the total running time, observe that we apply reduction rules either in
polynomial time or in 2O(k) · ||M ||O(1) time. After each reduction rule we obtain a conflict
tree with a smaller number of vertices, hence we use reductions a polynomial number of
times. For each of the branching rule, in the recursive call we reduce the parameter, hence
the number of nodes in the corresponding search tree is in 2O(k). Therefore the running time
of the algorithm is 2O(k) · ||M ||O(1).
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3 Reducing rank

In the well-known h-Way Cut problem, we are given a connected graph G and positive
integers h and k, the task is to find at most k edges whose removal increases the number
of connected components by at least h. The problem has a simple formulation in terms of
matroids: Given a graph G and an integers k, h, find k elements of the graphical matroid of G
whose removal reduces its rank by at least h. This motivated Joret and Vetta [24] to introduce
the Rank h-Reduction problem on matroids. Here we define Rank h-Reduction on
binary matroids.

Rank h-Reduction Parameter: k

Input: A binary matroid M = (E, I) given together with its matrix representation over
GF(2) and two positive integers h and k.
Question: Is there a set X ⊆ E with |X| ≤ k such that r(M)− r(M −X) ≥ h?

As a corollary of Theorem 1, we show that on regular matroids Rank h-Reduction is FPT
for any fixed h.

We use the following lemma.

I Lemma 13. Let M be a binary matroid and let k ≥ h be positive integers. Then M has a
set X ⊆ E with |X| ≤ k such that r(M) − r(M −X) ≥ h if and only if there are disjoint
sets F, T ⊆ E such that |T | = h, |F | ≤ k − h, and T ⊆ span(F ) in M∗.

For graphic matroids, when Rank h-Reduction is equivalent to h-Way Cut, the
problem is FPT parameterized by k even if h is a part of the input [25]. Unfortunately,
similar result does not hold for cographic matroids.

I Proposition 14. Rank h-Reduction is W[1]-hard for cographic matroids parameterized
by h+ k.

However, by Theorem 1, for fixed h, Rank h-Reduction is FPT parameterized by k on
regular matroids.

I Theorem 15. Rank h-Reduction can be solved in time 2O(k) · ||M ||O(h) on regular
matroids.

4 Conclusion

In this paper, we used the structural theorem of Seymour for designing parameterized
algorithm for Space Cover. While structural graph theory and graph decompositions
serve as the most usable tools in the design of parameterized algorithms, the applications of
structural matroid theory in parameterized algorithms are limited. There is a series of papers
about width-measures and decompositions of matroids (see, in articular, [21, 22, 23, 27, 30, 31]
and the bibliography therein) but, apart of this specific area, we are not aware of other
applications except the works Gavenciak et al. [12] and our recent work [11]. In spite of the
tremendous progress in understanding the structure of matroids representable over finite
fields [13, 14, 15, 16], this rich research area still remains to be explored from the perspective
of parameterized complexity.

As a concrete open problem, what about the parameterized complexity of Space Cover
on any proper minor-closed class of binary matroids?
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Abstract
Suppose F is a finite family of graphs. We consider the following meta-problem, called F-
Immersion Deletion: given a graph G and an integer k, decide whether the deletion of at most
k edges of G can result in a graph that does not contain any graph from F as an immersion. This
problem is a close relative of the F-Minor Deletion problem studied by Fomin et al. [FOCS
2012], where one deletes vertices in order to remove all minor models of graphs from F . We
prove that whenever all graphs from F are connected and at least one graph of F is planar and
subcubic, then the F-Immersion Deletion problem admits:

a constant-factor approximation algorithm running in time O(m3 · n3 · logm);
a linear kernel that can be computed in time O(m4 · n3 · logm); and
a O(2O(k) +m4 · n3 · logm)-time fixed-parameter algorithm,

where n,m count the vertices and edges of the input graph. Our findings mirror those of Fomin
et al. [FOCS 2012], who obtained similar results for F-Minor Deletion, under the assumption
that at least one graph from F is planar. An important difference is that we are able to obtain
a linear kernel for F-Immersion Deletion, while the exponent of the kernel of Fomin et al. de-
pends heavily on the family F . In fact, this dependence is unavoidable under plausible complexity
assumptions, as proven by Giannopoulou et al. [ICALP 2015]. This reveals that the kernelization
complexity of F-Immersion Deletion is quite different than that of F-Minor Deletion.
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1 Introduction

On the F-Minor Deletion problem. Let us fix a finite family of graphs F . A graph is
called F-minor-free if it does not contain any graph from F as a minor. Given a class of
graphs G, we denote by obsmn(G) the set of minor-minimal graphs not in G. The celebrated
Graph Minors Theorem [32] states that for G closed under taking minors, the set obsmn(G) is
finite. In other words, G is characterized by a finite set of minor-obstructions, as G is exactly
the class of F -minor-free graphs, for F = obsmn(G). Hence, studying classes of F -minor-free
graphs for finite families F is the same as studying general minor-closed properties of graphs.

Fomin et al. [14] performed an in-depth study of the following parameterized1 problem,
named F-Minor Deletion2: Given a graph G and an integer parameter k, decide whether
one can remove at most k vertices from G to obtain an F-minor-free graph. By considering
different families F , the F-Minor Deletion problem generalizes a number of concrete prob-
lems of prime importance in parameterized complexity, such as Vertex Cover, Feedback
Vertex Set, or Planarization. It is easy to see that, for every fixed k, the graph class
Gmn
k,F consisting of the graphs in the YES-instances (G, k) of F-Minor Deletion, is closed

under taking of minors. By the meta-algorithmic consequences of the Graph Minors series of
Robertson and Seymour [32, 30], it follows (non-constructively) that F-Minor Deletion
admits an FPT-algorithm. The optimization of the running time of such FPT-algorithms for
several instantiations of F has been a stimulating project in parameterized algorithm design.
So far, it has been focused on problems generated by minor-closed graph classes.

The goal of Fomin et al. [14] was to obtain results of general nature for F-Minor
Deletion, which would explain why many concrete problems captured as its subcases are
efficiently solvable using parameterized algorithms and kernelization. This has been achieved
under the assumption that F contains at least one planar graph. More precisely, for any class
F that contains at least one planar graph, the work of Fomin et al. [14] gives the following:

a randomized constant-factor approximation running in time O(nm);
a polynomial kernel for the problem; that is, a polynomial-time algorithm that, given
an instance (G, k) of F-Minor Deletion, outputs an equivalent instance (G′, k′) with
k′ ≤ k and |G′| ≤ O(kc), for some constant c that depends on F ;
an FPT-algorithm for F-Minor Deletion in time 2O(k) ·n (note this originally required
that all graphs from F be connected; Kim et al. [24] showed how to lift this assumption);
a proof that every graph in obsmn(Gmn

k,F ) has at most kcF vertices, for some constant cF
that depends (non-constructively) on F .

The assumption that F contains at least one planar graph is crucial for the approach
of Fomin et al. [14]. Namely, from the Excluded Grid Minor Theorem of Robertson and
Seymour [31] it follows that for such families F , F -minor-free graphs have treewidth bounded
by a constant depending only of F . Therefore, a YES-instance of F-Minor Deletion

1 A parameterized problem can be seen as a subset of Σ∗ × N. For graph problems, the string x in an
instance (x, k) ∈ Σ∗ × N usually encodes a graph G. An FPT-algorithm for the problem is then an
algorithm working in f(k) · |x|O(1) time. See [12, 8, 29] for more on parameterized algorithms and
complexity.

2 Fomin et al. used the name F-Deletion. We write F-Minor Deletion instead for clarity.
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roughly has to look like a constant-treewidth graph plus k additional vertices that can have
arbitrary connections. Having exposed this structure, Fomin et al. [14] apply protrusion-based
techniques that originate in the work on meta-kernelization [3, 15]. Roughly speaking, the
idea is to identify large parts of the graphs that have constant treewidth and a small interface
towards the rest of the graph (so-called protrusions), which can then be replaced by smaller
gadgets with the same combinatorial behaviour. Such preprocessing based on protrusion
replacement is the base of all three aforementioned results for F-Minor Deletion. In the
absence of a constant bound on the treewidth of an F -minor-free graph, the technique breaks
completely. In fact, the kernelization complexity of Planarization, that is, F-Minor
Deletion for F = {K5,K3,3}, is a notorious open problem.

An interesting aspect of the work of Fomin et al. [14] is that the exponent of the
polynomial bound on the size of the kernel for F-Minor Deletion grows quite rapidly
with the family F . Recently, it has been shown by Giannopoulou et al. [17] that in general
this growth is unavoidable: unless NP ⊆ coNP/poly, for every constant η, the Treewidth-η
Deletion problem (delete k vertices to get a graph of treewidth at most η) has no kernel with
O(kη/4−ε) vertices for any ε > 0. Since graphs of treewidth η can be characterized by a finite
set of forbidden minors Fη, at least one of which is planar, this refutes the hypothesis that
all F-Minor Deletion problems admit polynomial kernels with a uniform bound on the
degree of the polynomial. However, as shown by Giannopoulou et al. [17], such bounds can
be achieved for some specific problems, like vertex deletion to graphs of constant tree-depth.

Immersion problems. Recall that a graph H can be immersed into a graph G (or that H is
an immersion of G) if there is a mapping from vertices of H to pairwise different vertices of G
and from edges of H to pairwise edge-disjoint paths connecting the images of its endpoints3.
Such a mapping is called an immersion model. Just like the minor relation, the immersion
relation imposes a partial order on the class of graphs. Alongside with the minor order,
Robertson and Seymour [33] proved that graphs are well-quasi-ordered under the immersion
order as well. This implies that for every graph class G that is closed under taking immersions,
the set obsim(G) containing immersion minimal graphs that do not belong in G, is finite (we
call obsim(G) the immersion obstruction set of G). Therefore G can be characterized by a
finite set of forbidden immersions. The general intuition is that immersion is a containment
relation that corresponds to edge cuts, whereas the minor relation corresponds to vertex cuts.
Also, the natural setting for immersions is the setting of multigraphs. Hence, all the graphs
considered in this paper may have parallel edges connecting the same pair of endpoints.

Recently, there has been a growing interest in immersion-related problems [28, 10, 16, 25,
18, 20, 36, 4, 9, 1, 21, 11] both from the combinatorial and the algorithmic point of view.
Most importantly for us, Wollan proved in [36] an analogue of the Excluded Grid Minor
Theorem, which relates the size of the largest wall graph that is contained in a graph as
an immersion with a new graph parameter called tree-cut width. By a subcubic graph we
mean a graph of maximum degree at most 3. The following theorem follows from the work
of Wollan [36].

I Theorem 1 ([18]). For every planar subcubic graph H, there exists a constant aH such
that every graph not containing H as an immersion has tree-cut width bounded by aH .

In other words, for any family F of graphs that contains some planar subcubic graph,
the tree-cut width of F -immersion-free graphs is bounded by a universal constant depending

3 In this paper we consider weak immersions only, as opposed to strong immersions where the paths are
forbidden to traverse images of vertices other than the endpoints of the corresponding edge.
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on F only. In Section 2 we discuss the precise definition of tree-cut width and how exactly
Theorem 1 follows from the work of Wollan [36]. Also, note that if a family of graphs F
does not contain any planar subcubic graph, then there is no uniform bound on the tree-cut
width of F-immersion-free graphs. Indeed, wall graphs are then F-immersion-free, because
all their immersions are planar and subcubic, and they have unbounded tree-cut width.

After the introduction of tree-cut width by Wollan [36], the new parameter gathered
substantial interest from the algorithmic and combinatorial community [16, 28, 18, 25]. It
seems that tree-cut width serves the same role for immersion-related problems as treewidth
serves for minor-related problems and, in a sense, it can be seen as an “edge-analogue” of
treewidth. In particular, given the tree-cut width bound of Theorem 1 and the general
approach of Fomin et al. [14] to F-Minor Deletion, it is natural to ask whether the same
kind of results can be obtained for immersions where the edge removals are considered instead
of vertex removals. More precisely, fix a finite family of graphs F containing some planar
subcubic graph and consider the following F-Immersion Deletion problem: given a graph
G and an integer k, determine whether it is possible to delete at most k edges of G in order
to obtain a graph that does not admit any graph from F as an immersion. Notice that when
F = {K2} and F = {K3}, the problem of computing the minimum size of such a set of edges
can be solved in polynomial time, while it is NP-hard when F = {K−4 } (see e.g. [5]).

Parallel to the case of F-Minor Deletion, for every fixed k, the graph class Gim
k,F

consisting of the graphs in the YES-instances (G, k) of F-Immersion Deletion is closed
under taking of immersions4, therefore Oim

k = obsim(Gim
k,F ) is a finite set, by the well-quasi-

ordering of graphs under immersions [33]. Together with the immersion-testing algorithm of
Grohe et al. [22], this implies that F-Immersion Deletion admits (non-constructively) an
FPT-algorithm. This naturally induces the parallel project of optimizing the performance of
such FPT-algorithms for various instantiations of F . More concretely, is it possible to extend
the general framework of Fomin et al. [14] to obtain efficient approximation, kernelization,
and FPT algorithms also for F-Immersion Deletion? Theorem 1 suggests that the suitable
analogue of the assumption from the minor setting that F contains a planar graph should be
the assumption that at least one graph from F is planar and subcubic.

Our results. In this work we give a definitive positive answer to this question. The following
two theorems gather our main results; for a graph G, by |G| and ‖G‖ we denote the
cardinalities of the vertex and edge sets of G, respectively.

I Theorem 2 (Constant factor approximation). Let F be a finite family of connected graphs
with at least one member being planar and subcubic. Given a graph G, in O(‖G‖3 log ‖G‖·|G|3)
time one can output a subset of edges F ⊆ E(G) such that G− F is F-immersion-free and
the size of F is at most capx times larger than the optimum size of a subset of edges with this
property, for some constant capx depending on F only.

The constant-factor approximation can be generalized to work when F contains discon-
nected graphs as well, using the approach of Fomin et al. [14, 13].

4 Notice that if we consider deletion of vertices instead of edges, then the graph class Gim
k is not closed

under taking immersions (for example, in a star on 7 vertices with duplicated edges, deleting one vertex
makes it K3-immersion-free, but this ‘duplicated’ star immerses 2K3, which has no such vertex). This
is the main reason why we believe that edge deletion gives a more suitable counterpart to F-Minor
Deletion for the case of immersions.
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I Theorem 3 (Linear kernelization and obstructions). Let F be a finite family of connected
graphs with at least one member being planar and subcubic. Given an instance (G, k) of F-
Immersion Deletion, in time O(‖G‖4 log ‖G‖ · |G|3) one can output an equivalent instance
(G′, k) with ‖G′‖ ≤ cker · k, for some constant cker depending on F only. Moreover, every
graph in Oim

k has at most cF · k edges (for a constant cF non-constructively depending on F).

Thus, Theorems 2 and 3 mirror the approximation and kernelization results and the
obstruction bounds of Fomin et al. [14]. However, this mirroring is not exact as we show that,
in the immersion setting, a stronger kernelization procedure can be designed. Namely, the size
of the kernel given by Theorem 3 is linear , with only the multiplicative constant depending
on the family F , whereas in the minor setting, the exponent of the polynomial bound on the
kernel size provably must depend on F (under plausible complexity assumptions). This shows
that the immersion and minor settings behave quite differently and in fact stronger results can
be obtained in the immersion setting. Observe that using Theorem 3 it is trivial to obtain a
decision algorithm for F-Immersion Deletion working in time O(ckfpt +‖G‖4 log ‖G‖ · |G|3)
for some constant cfpt depending on F only: one simply computes the kernel with a linear
number of edges and checks all the subsets of edges of size k.

Our techniques. Our approach to proving Theorems 2 and 3 roughly follows the general
framework of protrusion replacement of Fomin et al. [14] (see also [3]). We first define
protrusions suited for the problem of our interest. In fact, our protrusions can be seen as the
edge-analogue of those introduced in [14] (as in [5]). A protrusion for us is simply a vertex
subset X that induces an F-immersion-free subgraph (which hence has constant tree-cut
width, by Theorem 1), and has a constant number of edges to the rest of the graph. When
a large protrusion is localized, it can be replaced by a smaller gadget similarly as in the
work of Fomin et al. [14]. However, we need to design a new algorithm for searching for
large protrusions, mostly in order to meet the condition that the exponent of the polynomial
running time of the algorithm does not depend on F . For this, we employ the important
cuts technique of Marx [27] and the randomized contractions technique of Chitnis et al. [6].
All of these yield an algorithm that exhaustively reduces all large protrusions.

Unfortunately, exhaustive protrusion replacement is still not sufficient for a linear kernel.
However, we prove that in the absence of large reducible protrusions, the only remaining
obstacles are large groups of parallel edges between the same two endpoints (called thetas),
and, more generally, large “bouquets” of constant-size graphs attached to the same pair of
vertices. Without these, the graph is already bounded linearly in terms of the optimum
solution size. The approximation algorithm can thus delete all edges except for the copies
included in bouquets and thetas, reducing the optimum solution size by a constant fraction
of the deleted set. It then exhaustively reduces protrusions in the remaining edges, and
repeats the process until the graph is F-immersion-free.

To obtain a linear kernel we need more work, as we do not know how to reduce bouquets
and thetas directly. Instead, we apply the following strategy based on the idea of amortization.
After reducing exhaustively all larger protrusions, we compute a constant-factor approximate
solution Fapx. Then we analyze the structure of the graph G − Fapx, which has constant
tree-cut width. It appears that every bouquet (and theta) in G can be reduced up to size
bounded linearly in the number of solution edges Fapx that “affect” it. After applying this
reduction, we can still have large bouquets in the graph, but this happens only when they
are affected by a large number of edges of Fapx. However, every edge of Fapx can affect only
a constant number of bouquets and hence a simple amortization arguments shows that the
total size of bouquets is linear in |Fapx|, so also linear in terms of the optimum.
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We remark that this part of the reasoning (the above amortization argument in particular)
are fully new contributions of this work. These deviate significantly from arguments by Fomin
et al. [14], which aimed at a obtaining a polynomial kernel only, instead of linear. Also, we
remark that, contrary to the work of Fomin et al. [14], all our algorithms are deterministic.

For the second part of Theorem 3, we show that protrusion replacements can be realized
as immersions of the original graph. This implies that, in the equivalent instance (G′, k)
produced by our kernelization algorithm, the graph G′ is an immersion of G. Therefore any
immersion-obstruction of Gim

k−1,F must already have a linear, in k, number of edges.

Application: immersion-closed parameters. We would like to highlight one meta-algorithmic
application of our results, which was our original motivation. Suppose p is a graph parameter,
that is, a function that maps graphs to N. We shall say that p is closed under immersion
if p(H) ≤ p(G) whenever H is an immersion of G; p is closed under disjoint union if
p(G1 ]G2) = max(p(G1),p(G2)) for any graphs G1, G2; here, ] denotes disjoint union.

For a parameter p and a constant r, define the p-at-most-r Edge Deletion problem as
follows: given a graph G and an integer k, determine whether at most k edges can be deleted
from G to obtain a graph with the value of p at most r. We also define the associated para-
meter pr(G) = min{k | ∃S ⊆ E(G) : |S| ≤ k ∧ p(G \ S) ≤ r} and Gk,pr

= {G | pr(G) ≤ k}.
Then the following meta-result can be derived from Theorems 2 and 3 and the fact that
immersion is a well-quasi-order; a proof can be found in the full version of the paper.

I Theorem 4. Let p be a graph parameter that is closed under immersion and under disjoint
union and moreover is large on the class of walls5. Then, for every constant r, the p-at-
most-r Edge Deletion problem admits a constant-factor approximation and a linear
kernel. Moreover, there is a constant cr, depending (non-constructively) on r, such that for
every k, every graph H in obsim(Gk,pr

) has at most cr · k edges.

Natural parameters that satisfy the prerequisites of Theorem 4 include cutwidth, carving
width, tree-cut width, and edge ranking; see e.g. [34, 35, 36, 26, 23] for more details.
Theorem 4 mirrors a corollary by Fomin et al. [14] for the Treewidth-η Deletion problem
asserting a constant-factor approximation, a polynomial kernel, a polynomial bound for
the corresponding minor-obstruction set, and a single-exponential FPT algorithm, for every
constant η.

Organization. This extended abstract focuses on sketching the proofs of Theorems 2 and 3.
The proofs of statements marked with ? are omitted and can be found in the full version [19].

2 Preliminaries

For a positive integer p, we denote [p] = {1, 2, . . . , p}. A graph G is a pair (V (G), E(G)),
where V (G) is the vertex set, and E(G) is a multiset of edges. Each edge connects two
different vertices, called the endpoints of the edge (we do not allow loops). Note that there
might be several edges (called parallel edges) between two vertices. An edge is incident to a
vertex if it is one of its two endpoints.

We write |G| for |V (G)| and ‖G‖ for |E(G)| (counting edges with multiplicities). For a
subset of vertices X ⊆ V (G), G[X] is the subgraph induced by X. For a subset of edges

5 A graph parameter p is large on a graph class C if {p(G) | G ∈ C} is not a bounded set.
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F ⊆ E(G), G − F denotes the graph G with all edges from F removed. For two subsets
X,Y ⊆ V (G), not necessarily disjoint, EG(X,Y ) denotes the set of edges of E(G) of the
form xy for some x ∈ X and y ∈ Y . The boundary of X is δG(X) = EG(X,V (G) \X).

Tree-cut width. A near-partition of a set X is a family of (possibly empty) subsets
X1, . . . , Xk of X such that

⋃k
i=1 Xi = X and Xi ∩Xj = ∅ for every i 6= j.

A tree-cut decomposition of a connected graph G is a pair (T,X ) where T is a tree and
X = {Xt : t ∈ V (T )} is a near-partition of the vertices of G. Sets {Xt : t ∈ V (T )} are called
the bags of the decomposition. For a subset W ⊆ V (T ), define XW as

⋃
t∈W Xt. By rooting

T at some vertex, we can talk about a rooted tree-cut decomposition. When G is disconnected,
a tree-cut decomposition is a forest consisting of one tree for each connected component.

For each edge e = uv of T , T − uv has exactly two components which we call Tuv and
Tvu, that contain u and v respectively. Since X is a near-partition, sets XV (Tuv) and XV (Tvu)
form a near-partition of V (G) (provided G is connected). We define the adhesion of an edge
e = uv of T , denoted adhT (e), as the set EG(XV (Tuv), XV (Tvu)). We omit the subscript if T
is clear from the context. An adhesion is thin if it has at most 2 edges, bold otherwise.

We now move to the definition of tree-cut width. In fact, we do not give the original
definition (it can be found in the full version of the paper), but we instead give an alternative
definition that is easier to handle. Let G be a graph and (T,X = {Xt : t ∈ V (T )}) be a
tree-cut decomposition of G. For a node t of T , let w(t) be the number of edges incident to t
that have bold adhesions. The width′ of the decomposition, denoted width′(T,X ), is equal to
max{maxe∈E(T ) |adh(e)|,maxt∈V (T ) |Xt|+w(t)}. The tree-cut width′ of G, denoted tctw′(G),
is the minimum width′ of a tree-cut decomposition of G. The standard tree-cut width of G,
denoted tctw(G), is similarly defined as the minimum width of a tree-cut decomposition of
G, where width is defined slightly differently. We prove that both notions are equivalent.

I Lemma 5 (?). For every graph G, it holds that tctw(G) = tctw′(G). Moreover, given a tree-
cut decomposition T of G, it holds that width(T ) ≤ width′(T ), and a tree-cut decomposition
T ′ with width′(T ′) ≤ width(T ) can be computed in time O(‖G‖ · |G|2 · width(T )).

Ganian et al. [16] showed that bounded tree-cut width implies bounded treewidth. Besides,
Kim et al. [25] showed that the dependency cannot be improved to subquadratic.

I Lemma 6 (see [16]). For any graph G, tw(G) ≤ 2tctw(G)2 + 3tctw(G).

In our algorithms we need to adjust tree-cut decompositions to our needs, and hence we
define the notion of a neat tree-cut decomposition. A neat tree-cut decomposition is a rooted
tree-cut decomposition (T,X ) of a connected graph G that has the following properties:

For every e = uv ∈ E(T ), the graphs G[XV (Tuv)] and G[XV (Tvu)] are connected.
Suppose t is a node of T with parent s, such that the adhesion of st is thin. Then
EG(XV (Tts), XV (Tt′s)) = ∅ for every sibling t′ of t.

The second property was used by Ganian et al. [16] under the name niceness. It appears
that any tree-cut decomposition can be made neat without increasing the width by much;
the proof follows closely the lines of [16, Lemma 1].

I Lemma 7 (?). Given a tree-cut decomposition of width′ ≤ k, a neat tree-cut decomposition
of the same graph with width′ ≤ k2 + 1 can be constructed in time O(‖G‖ · |G|2 · k2).

The following result shows why neat tree-cut decompositions are useful: if a node of a
neat decomposition has many neighboring nodes, then all but a constant number of them
are connected to it via very simple adhesions.
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I Lemma 8 (?). Let G be a graph with a neat tree-cut decomposition T = (T,X ) satisfying
width′(T ) ≤ r. Let t ∈ V (T ). Then for all but at most 2r + 1 of the edges e of T incident to
t, adh(e) is thin and all of its edges have an endpoint in the bag at t.

Finally, we need that the tree-cut width of a graph can be computed efficiently. For this,
we can use the following 2-approximation algorithm of Kim et al. [25]. We remark that the
width of the decomposition yielded is measured in terms of width(·) and not width′(·), but
the decomposition can be adjusted to have also width′ bounded by 2r using Lemma 5.

I Theorem 9 (see [25]). There is an algorithm that, given a graph G and an integer r,
runs in time 2O(r2 log r) · |G|2 and either concludes that tctw(w) > r, or returns a tree-cut
decomposition of G of width at most 2r.

For the whole paper we fix a finite family of graphs F with the following properties: all
graphs of F are connected, and at least one is planar and subcubic. A graph G will be called
F-immersion-free, or F-free for short, if G contains no graph from F as an immersion. By
Theorem 1, the tree-cut width of an F -free graph is bounded by a constant depending on F
only, so by Lemma 6 also its treewidth is bounded by a constant. By combining this with
Bodlaender’s algorithm [2] and Courcelle’s Theorem [7], we obtain the following:

I Lemma 10 (?). It can be checked in linear-time whether a given graph is F-free.

Moreover, by combining the bound on tree-cut width of an F -free graph with Lemmas 5, 7
and Theorem 9, we obtain the following.

I Lemma 11 (?). There exists an algorithm that, given an F-free graph G, runs in time
O(‖G‖ · |G|2) and computes a neat tree-cut decomposition T of G with width′(T ) ≤ bF , for
some constant bF depending on F only.

For a graph G, by OPT(G) we denote the minimum number of edges that need to be
deleted from G in order to obtain an F-free graph.

3 Protrusions

Replacing protrusions. We now introduce the notion of a protrusion suited to the considered
problem. In the sequel, we will only deal with 2bF - and 2-protrusions, where bF is the
constructive bound on tctw′ guaranteed by Lemma 11.

I Definition 12. An r-protrusion of a graph G is a set X ⊆ V (G) such that |δ(X)| ≤ r and
G[X] is F-free.

As in [14], the base for our kernelization algorithm is protrusion replacement. That is, we
iteratively find a protrusion X that is large but has small δ(X), and replace it with a smaller
gadget X ′ that has the same behaviour. The following lemma formalizes this intuition.

I Lemma 13 (?). There is a constant cF and algorithm that, given a graph G and a 2bF -
protrusion X in it with ‖G[X]‖ > cF , outputs in linear time a graph G′ with OPT(G) =
OPT(G′) and ‖G′‖ < ‖G‖. Moreover, there is a linear-time algorithm working as follows:
given a subset F ′ of edges of G′ such that G′ − F ′ is F-free, the algorithm computes a subset
F of edges of G such that G− F is F-free and |F | ≤ |F ′|.

The proof of Lemma 13 follows closely the strategy used by Fomin et al. [14]: Every
2bF -protrusion can be assigned a type, where the number of types is bounded by a function
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depending on F only. The type of a protrusion can be computed efficiently due to protrusions
having constant treewidth. Protrusions with the same type behave in the same way with
respect to the problem of our interest, and hence can be replaced by one another. Therefore,
we store a replacement table consisting of the smallest protrusion of each type, so that every
larger protrusion can be replaced by a smaller representative stored in the table. The lifting
algorithm finds, using dynamic programming, a partial solution in the large protrusion that
has the same behaviour as the given partial solution in the replacement protrusion, while
being not larger. Note that while a replacement table exists and can be hard-coded into the
algorithm (as it depends on the fixed family F only), giving an explicit bound on the size of
the graphs in it (and thus on cF in Lemma 13) would require additional arguments. The
details can be found in the full version of the paper.

We henceforth define a replaceable protrusion in G as a 2bF -protrusion X with ‖G[X]‖ >
cF , where cF is the constant given by Lemma 13.

Finding excessive protrusions. Recall that a replaceable protrusion in a graph G is a
2bF -protrusion X with ‖G[X]‖ > cF . To find replaceable protrusions in the input graph,
we need to assume some additional connectivity constraint (which will be implied from a
connected tree-cut decomposition) – this is captured by the following definition. The larger
protrusion size is needed to make any connected component of the protrusion replaceable.

I Definition 14. A 2bF -protrusion B in a connected graph G is called excessive if ‖G[B]‖ >
2bF · cF and G−B has at most two connected components.

Replaceable protrusions could be found easily if we allowed a (far worse) running time
of the form ‖G‖O(bF ), but this would affect the running times in both our main results.
With the above definition in hand, we use the techniques of important cuts, introduced by
Marx [27] (see also the exposition in [8, Chapter 8.2]) and of randomized contractions by
Chitnis et al. [6] instead. These two techniques allow us to reduce excessive protrusions:
we use the randomized contractions technique to find a large enough subset of a presumed
excessive protrusion, after which important cuts allow us to find a boundary that makes this
subset a replaceable protrusion.

I Lemma 15 (?). There is an algorithm that, given a connected graph G, runs in time
O(‖G‖ log ‖G‖ · |G|2) and either correctly concludes that G does not contain any excessive
protrusion, or it outputs some replaceable protrusion in G.

We remark that we only defined excessive protrusions in connected graphs. Note that if
B is an excessive protrusion in a connected component H of G, it would not necessarily be
an excessive protrusion in G, since G−B may have more components than H −B (they are
however not adjacent to B). We will say that no component of G has an excessive protrusion
if for each connected component H of G, there is no excessive protrusion in H.

By exhaustively (at most ‖G‖ times) executing the algorithm of Lemma 15 and replacing
any obtained protrusion using Lemma 13, we can get rid of all excessive protrusions. We
formalize this in the following lemma, which will serve as the abstraction of protrusion
replacement in the sequel.

I Lemma 16 (Exhaustive Protrusion Replacement). There is an algorithm that, given a
graph G, runs in time O(‖G‖2 log ‖G‖ · |G|2) and computes a graph G′ such that OPT(G) =
OPT(G′), ‖G′‖ ≤ ‖G‖, and no connected component of G′ has an excessive protrusion.

Moreover, there exists a solution-lifting algorithm that works as follows: given a subset F ′
of edges of G′ for which G′ − F ′ is F-free, the algorithm runs in time O(‖G‖2) and outputs
a subset F of edges of G such that |F | ≤ |F ′| and G− F is F-free.
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4 Constant-factor approximation

It would be ideal if just applying the Exhaustive Protrusion Replacement (Lemma 16) reduced
the size of the graph to linear in OPT. Then, we would already have a linear kernel, and
taking all its edges would yield a constant-factor approximation. Unfortunately, there are
graphs with no excessive protrusions, where the size is not bounded linearly in OPT. To see
this, observe that a large group of parallel edges is not a protrusion, so our current reduction
rules will not reduce their multiplicity, even if they amount to 99% of the graph. Hence, we
need to find a way to discover and account for such groups (we remark that reducing each to
O(OPT) would be relatively easy, giving a quadratic kernel). More generally, the structures
that turn out to be problematic are large groups of constant-size 2-protrusions attached to
the same pair of vertices; a group of parallel edges is a degenerated case of this structure. To
describe the problematic structures formally, we introduce the notion of a bouquet.

Bouquets. Let us define the following constant dF := max{2bF · cF + 2bF , 3MAXF}+ 1
(where MAXF = maxH∈F ‖H‖). A bouquet is a family of at least dF isomorphic 2-protrusions,
while a theta is a set of at least dF parallel edges.

I Definition 17. Consider a graph G, a set U ⊆ V (G) and a family of 2-protrusions {Si}i∈I
such that for each i ∈ I:

N(Si) = U (implying |U | ≤ 2);
G[Si] is connected; and
G[U ∪ Si] is isomorphic to G[U ∪ Sj ] for all i, j ∈ I, with an isomorphism that maps each
vertex of U to itself.

We call such a family a bouquet attached to U if it is maximal under inclusion (i.e. there is
no proper superfamily which is also a bouquet) and has at least dF elements. The edge set
of the bouquet is the set of all edges incident to some Si.

I Definition 18. For two vertices u, v ∈ V (G), a theta attached to {u, v} is a set of edges
between u and v that is maximal under inclusion and has at least dF elements.

The constant dF is chosen so that a protrusion containing a set to which a bouquet (or
theta) is attached is large enough to be excluded as an excessive protrusion, and so that any
immersion of a graph of F cannot simultaneously intersect all elements of a bouquet. Indeed,
in any immersion of some H ∈ F in a graph G, the image of an edge of H is a path in G,
which visits every vertex of the bouquet’s attachment at most once, and hence intersects at
most three elements of the bouquet. Thus in total, the immersion model intersects at most
3 ·maxH∈F ‖H‖ elements of the bouquet or theta, which is less than dF .

We now show that the number of edges of a graph with no excessive protrusions, no
bouquets, and no thetas is linearly bounded in the optimum solution size, which formalizes
the intuition that only those structures prevent the graph from being a linear kernel.

I Lemma 19 (?). Let G be a connected graph without excessive protrusions, bouquets, or
thetas. Then G is F-free, or ‖G‖ ≤ c · OPT(G), for some constant c depending on F only.

The proof of Lemma 19 goes roughly as follows. Take some optimum solution F . Then
G− F is F -free, so, by Theorem 11, it has a neat tree-cut decomposition (T,X ) of width at
most bF . For simplicity suppose that G− F is connected, so that T is a tree (the proof in
the general case is essentially the same). Let M0 be the set of all vertices of T whose bags
contain a vertex incident to an edge of F ; then |M0| ≤ 2|F |. Compute the lowest common
ancestor closure M ofM0: start withM := M0, and iteratively add toM any lowest common
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ancestor of two nodes of M that is not yet included. As in Fomin et al. [14], we have that
|M | ≤ 2|M0| ≤ 4|F |, and each component of T −M is adjacent to at most two nodes of M .

Let us consider some connected component T ′ of T −M , and let XT ′ be the union of
the bags at the nodes of T ′. Suppose first that T ′ is adjacent to exactly two nodes of M ;
note that there are at most |M | − 1 such components T ′. Then one can easily see that
‖G[XT ′ ]‖ ≤ 2bFcF , because otherwise XT ′ would be an excessive protrusion. Here, we
crucially use the first condition of the neatness of T to argue that G − XT ′ has at most
two connected components. Hence, the total number of edges in graphs G[XT ′ ] for such
components T ′ is bounded by (|M | − 1) · 2bFcF , which is linear in |F | = OPT(G).

We are left with considering components T ′ that are adjacent to exactly one node of M .
We again have that ‖G[XT ′ ]‖ ≤ 2bF cF for each such component T ′, because otherwise XT ′

would be an excessive protrusion. However, a priori we do not have any bound on the number
of such components. Suppose for a moment that a large number of such components T ′ is
adjacent to the same node t ∈ M . By Lemma 8, all but a constant number of them are
connected to t via edges of the decomposition with thin adhesions. Moreover, for each of
these adhesions, all the (at most 2) edges of the adhesion have both endpoints in the bag Xt.
Since the size of Xt is bounded by a constant, and each XT ′ induces a graph of constant
size, we can infer that there is a constant number of isomorphism types for graphs G[XT ′ ],
together with the choice of the attachment points in Xt. So if the number of the considered
components T ′ was very large, then some of them would form a bouquet, a contradiction.

This shows that, in fact, the number of components T ′ adjacent to only one vertex of M
is also bounded linearly in |M |, so also in OPT(G). The fact that G has no thetas is used to
bound the number of edges contained in graphs induced by the bags of M . By combining all
these bounds, we conclude the proof of Lemma 19.

Finding a constant-factor approximation piece by piece. To handle bouquets and thetas,
we first show that they are disjoint, as otherwise they would constitute a large protrusion.

I Lemma 20 (?). Let G be a connected graph with no excessive protrusions. Then every
two bouquets and/or thetas in G have disjoint edge sets. Furthermore, if a bouquet or theta
is attached to U ⊆ V (G), then U is disjoint with all elements of any bouquet.

The following lemma is the crucial step for our approximation: we find a subset of edges
∆ with a guarantee that a constant fraction of ∆ is used in some optimum solution.

I Lemma 21 (?). Given a connected graph G with no excessive protrusion that is not F-free,
one can find in in time O(|G|3) a set ∆ ⊆ E(G) such that (for some c depending on F only):
OPT(G−∆) < OPT(G) and |∆| ≤ c · (OPT(G)− OPT(G−∆)).

The set ∆ given by Lemma 21 is constructed as follows. First, we locate all thetas and
bouquets in G; Lemma 20 ensures that they do not overlap. ∆ is defined as the set of all
edges of G, with the exception that in each bouquet and in each theta we exclude from ∆ the
edges of all but dF − 1 elements of the bouquet/theta. We show that the subgraph given by
edges of ∆ satisfies the assumptions of Lemma 19, thus bounding |∆|. The bound is linear
in the size of the intersection of ∆ with any optimal solution, allowing to conclude the claim.

To get a constant-factor approximation algorithm, we iteratively invoke the algorithm of
Lemma 21 (extended to general graphs by considering each connected component separately).
More precisely, we perform iteratively the following procedure, starting with G1 = G. At
step i, given a graph Gi, we first run the algorithm of Lemma 16 to remove excessive
protrusions from Gi and obtain a new graph G′i. Thus, in a sense, we reduce those parts
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of the graph where no more edges need to be deleted. Then, we apply the algorithm of
Lemma 21 to G′i, thus finding a set ∆i with the following property: the deletion of ∆i

reduces OPT by some number p, while increasing the total number of edges deleted so far
by at most c · p. We proceed to the next iteration with Gi+1 := G′i −∆i. Eventually, we
arrive at the situation when the current graph Gi is already F-free, in which case we stop.
A constant-factor approximate solution can be then obtained by reverting the iterations:
Proceeding from the last iteration to the first, we always add the extracted set ∆i to the
constructed solution, and roll-back the protrusion reductions performed by the algorithm
of Lemma 16 while lifting the current solution using the solution-lifting algorithm. This
concludes the proof of Theorem 2 (the formal description is in the full version of the paper).

5 Linear kernel

In the previous section we observed (Lemma 19) that the only structures in the graph that
prevent it from being a linear kernel are excessive protrusions, bouquets, and thetas. Using
the Exhaustive Protrusion Replacement (Lemma 16) we can get rid of excessive protrusions,
but bouquets and thetas can still be present in the graph. It would be ideal if we could
reduce the size of every bouquet or theta to a constant, but unfortunately we are unable to
do this. Instead, bouquets and thetas will be reduced to constant size in the amortized sense.

The next lemma is the crux of our approach: provided we know a “local” solution ∆ that
isolates a bouquet into an F -free part, this bouquet can be pruned proportionally to the size
of ∆ without changing OPT(G). The proof is by a simple replacement argument, and the
same reasoning can also be applied to limit the sizes of thetas.

I Lemma 22 (?). Let {Xi}i∈I be a bouquet attached to U in G. Suppose ∆ ⊆ E(G) is such
that all the connected components of G −∆ that intersect U ∪

⋃
i∈I Xi are F-free. Then

OPT(G) = OPT(G′), where G′ is obtained from G by removing vertices of all except dF + |∆|
elements of the bouquet.

We are now ready to show the main part of our reasoning: given some solution F , for
example the one returned by the approximation algorithm of Theorem 2, we are able to
reduce the graph, provided it is not already bounded linearly in |F |.

I Lemma 23 (?). Let G be a connected graph with no excessive protrusions and let F ⊆ E(G)
be such that G− F is F-free. Then either ‖G‖ ≤ c · |F | for some constant c depending on F
only, or given G and F , one can compute in time O(‖G‖ · |G|2) a subgraph G′ of G such
that OPT(G) = OPT(G′) and ‖G′‖ < ‖G‖.

The proof uses the following strategy based on the idea of amortization. Given a solution
F , we use parts of F as local solutions to locally bound bouquets and thetas. More precisely,
we first perform a similar structural analysis of G with F removed as in the proof of Lemma 19;
see the sketch following its statement. There, we considered a neat tree-cut decomposition
T = (T,X ) of G−F of width bF . In this decomposition, we highlighted a subset M ⊆ V (T ),
the lca-closure of those nodes of T whose bags are incident to F . We concluded that the
only parts not yet bounded linearly in terms of |F | were large bouquets and thetas with both
attachment points contained in a bag Xt of some node t ∈ M . For such a node t, define
∆(t) as the set containing: (i) all the edges of F incident to Xt, and (ii) all the adhesions of
edges of T incident to t that lead to components of T −M containing other vertices of M .
Then ∆(t) easily satisfies the prerequisites of Lemma 22. Hence, dF + |∆(t)| can be used as
a bound for reducing these bouquets and thetas. Summing these bounds through all nodes
t ∈M , we achieve an O(|F |+ |M |) bound, thus O(|F |) due to |M | ≤ 4|F |.
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With Lemma 23, we can now easily conclude the proof of Theorem 3 (the formal description
is in the full version of the paper). First, we get rid of all excessive protrusions in the graph
(Lemma 16) and compute an approximate solution Fapx (Theorem 2). If |Fapx| > capx · k,
the input is a NO instance. Otherwise, we give Fapx to the algorithm of Lemma 23 which,
provided the graph is still too large to be a kernel, computes a strictly smaller, but equivalent
instance. We then recurse on this smaller instance, eventually returning a linear kernel.

Acknowledgements. The authors thank an anonymous referee for suggesting a more direct
approach to finding excessive protrusions as well as Ignasi Sau, Petr Golovach, Eun Jung Kim,
and Christophe Paul for preliminary discussions on the F-Immersion Deletion problem.
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Abstract
An out-branching and an in-branching of a digraph D are called k-distinct if each of them has k
arcs absent in the other. Bang-Jensen, Saurabh and Simonsen (2016) proved that the problem of
deciding whether a strongly connected digraph D has k-distinct out-branching and in- branching
is fixed-parameter tractable (FPT) when parameterized by k. They asked whether the problem
remains FPT when extended to arbitrary digraphs. Bang-Jensen and Yeo (2008) asked whether
the same problem is FPT when the out-branching and in-branching have the same root.

By linking the two problems with the problem of whether a digraph has an out-branching
with at least k leaves (a leaf is a vertex of out-degree zero), we first solve the problem of Bang-
Jensen and Yeo (2008). We then develop a new digraph decomposition called the rooted cut
decomposition and using it we prove that the problem of Bang-Jensen et al. (2016) is FPT for all
digraphs. We believe that the rooted cut decomposition will be useful for obtaining other results
on digraphs.

1998 ACM Subject Classification F.2.2 Nonnumerical Algorithms and Problems

Keywords and phrases Digraphs, Branchings, Decompositions, FPT algorithms

Digital Object Identifier 10.4230/LIPIcs.ICALP.2017.58

1 Introduction

While both undirected and directed graphs are important in many applications, there are
significantly more algorithmic and structural results for undirected graphs than for directed
ones. The main reason is likely to be the fact that most problems on digraphs are harder
than those on undirected graphs. The situation has begun to change: recently there appeared
a number of important structural results on digraphs, see e.g. [16, 17, 18]. However, the
progress was less pronounced with algorithmic results on digraphs, in particular, in the area
of parameterized algorithms.

In this paper, we introduce a new decomposition for digraphs and show its usefulness
by solving an open parameterized problem on digraphs by Bang-Jensen, Saurabh and
Simonsen [6]. We believe that our decomposition will prove to be helpful for obtaining further
algorithmic and structural results on digraphs.

A digraph T is an out-tree (an in-tree) if T is an oriented tree with just one vertex s of
in-degree zero (out-degree zero). The vertex s is the root of T. A vertex v of an out-tree

∗ A full version of the paper is available at https://arxiv.org/abs/1612.03607.
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(in-tree) is called a leaf if it has out-degree (in-degree) zero. If an out-tree (in-tree) T is a
spanning subgraph of a digraph D, then T is an out-branching (an in-branching) of D. It is
well-known that a digraph D contains an out-branching (in-branching) if and only if D has
only one strongly connected component with no incoming (no outgoing) arc [3].

A well-known result in digraph algorithms, due to Edmonds, states that given a digraph
D and a positive integer `, we can decide whether D has ` arc-disjoint out-branchings in
polynomial time [15]. The same result holds for ` arc-disjoint in-branchings. Inspired by this
fact, it is natural to ask for a “mixture" of out- and in-branchings: given a digraph D and
a pair u, v of (not necessarily distinct) vertices, decide whether D has an arc-disjoint out-
branching T+

u rooted at u and an in-branching T−v rooted at v. We will call this problem
Arc- Disjoint Branchings.

Thomassen proved (see [2]) that the problem is NP-complete and remains NP-complete
if we add the condition that u = v. The same result still holds for digraphs in which the
out-degree and in-degree of every vertex equals two [7]. The problem is polynomial-time
solvable for tournaments [2] and for acyclic digraphs [8, 10]. The single-root special case (i.e.,
when u = v) of the problem is polynomial time solvable for quasi-transitive digraphs1 [4]
and for locally semicomplete digraphs2 [5].

An out-branching T+ and an in-branching T− are called k-distinct if |A(T+)\A(T−)| ≥ k.
Bang-Jensen, Saurabh and Simonsen [6] considered the following parameterization of Arc-
Disjoint Branchings.

Input: A digraph D, an integer k.
Problem: Are there k-distinct out-branching T + and in-branching T −?

k-Distinct Branchings parametrised by k

They proved that k-Distinct Branchings is fixed-parameter tractable (FPT)3 when D
is strongly connected and conjectured that the same holds when D is an arbitrary digraph.
Earlier, Bang-Jensen and Yeo [9] considered the version of k-Distinct Branchings where T+

and T− must have the same root and asked whether this version of k-Distinct Branchings,
which we call Single-Root k-Distinct Branchings, is FPT.

The first key idea of this paper is to relate k-Distinct Branchings to the problem of
deciding whether a digraph has an out-branching with at least k leaves via a simple lemma
(see Lemma 4). The lemma and the following two results on out-branchings with at least k
leaves allow us to solve the problem of Bang-Jensen and Yeo [9] and to provide a shorter proof
for the above-mentioned result of Bang-Jensen, Saurabh and Simonsen [6] (see Theorem 6).

I Theorem 1 ([1]). Let D be a strongly connected digraph. If D has no out-branching with
at least k leaves, then the (undirected) pathwidth of D is bounded by O(k log k).

I Theorem 2 ([12, 19]). We can decide whether a digraph D has an out-branching with at
least k leaves in time O∗(4k).

1 A digraph D = (V, A) is quasi-transitive if for every xy, yz ∈ A there is at least one arc between x and
z, i.e. either xz ∈ A or zx ∈ A or both.

2 A digraph D = (V, A) is locally semicomplete if for every xy, xz ∈ A there is at least one arc between y
and z and for every yx, zx ∈ A there is at least one arc between y and z. Tournaments and directed
cycles are locally semicomplete digraphs.

3 Fixed-parameter tractability of k-Distinct Branchings means that the problem can be solved by an
algorithm of runtime O∗(f(k)), where O∗ omits not only constant factors, but also polynomial ones,
and f is an arbitrary computable function. The books [11, 13] are excellent recent introductions to
parameterized algorithms and complexity.
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The general case of k-Distinct Branchings seems to be much more complicated. We first
introduce a version of k-Distinct Branchings called k-Rooted Distinct Branchings,
where the roots s and t of T+ and T− are fixed, and add the arc ts to D (provided the arc
is not in D) to make D strongly connected. This introduces a complication: we may end
up in a situation where D has an out-branching with many leaves, and thereby potentially
unbounded pathwidth, but the root of the out-branching is not s. To deal with this situation,
our goal will be to reconfigure the out-branching into an out-branching rooted at s. In order
to reason about this process, we develop a new digraph decomposition we call the rooted cut
decomposition. The cut decomposition of a digraph D rooted at a given vertex r consists of
a tree T̂ rooted at r whose nodes are some vertices of D and subsets of vertices of D called
diblocks associated with the nodes of T̂ .

Out strategy is now as follows. If T̂ is shallow (i.e., it has bounded height), then any
out-branching with sufficiently many leaves can be turned into an out-branching rooted at s
without losing too many of the leaves. On the other hand, if T̂ contains a path from the root
of T̂ with sufficiently many non-degenerate diblocks (diblocks with at least three vertices),
then we are able to show immediately that the instance is positive. The remaining and most
difficult issue is to deal with digraphs with decomposition trees that contain long paths of
diblocks with only two vertices, called degenerate diblocks. In this case, we employ two
reduction rules which lead to decomposition trees of bounded height.

The paper is organized as follows. In the next section, we provide some terminology and
notation on digraphs used in this paper. In Section 3, we prove Theorem 6. Section 4 is
devoted to proving that Rooted k-Distinct Branchings is FPT for all digraphs using
cut decomposition and Theorems 1 and 2. We conclude the paper in Section 5, where some
open parameterized problems on digraphs are mentioned. Due to space constraints, we only
provide a short version of Section 4.3 in the main text. A complete version is available online4.

2 Terminology and Notation

Let us recall some basic terminology of digraph theory, see [3]. A digraph D is strongly
connected (connected) if there is a directed (oriented) path from x to y for every ordered pair
x, y of vertices of D. Equivalently, D is connected if the underlying graph of D is connected.
A vertex v is a source (sink) is its in-degree (out-degree) is equal to zero. It is well-known
that every acyclic digraph has a source and a sink [3].

In this paper, we exclusively work with digraphs, therefore we assume all our graphs, paths,
and trees to be directed unless otherwise noted. For a path P = x1x2 . . . xk of length k−1 we
will employ the following notation for subpaths of P : P [xi, xj ] := xi . . . xj for 1 ≤ i ≤ j ≤ k
is the infix of P from xi to xj . For paths P1 := x1 . . . xkv and P2 := vy1 . . . y` we denote
by P1P2 := x1 . . . xkvy1 . . . y` their concatenation. For rooted trees T and some vertex x ∈ T ,
Tx stands for the subtree of T rooted at x (see Figure 1).

We will frequently partition the nodes of a tree around a path in the following sense
(cf. Figure 1): Let T be a tree rooted at r and P = x1 . . . x` a path from r = x1 to
some node x` ∈ T . The fins of P are the sets {Fxi}xi∈P defined as Fxi := V (Txi) \
V (Txi+1) for i < ` and Fx`

:= V (Tx`
).

I Definition 3 (Bi-reachable Set). A set B in a digraph D is bi-reachable from a vertex r if
for all v ∈ B there exist two internally vertex-disjoint paths from r to v.

4 https://arxiv.org/abs/1612.03607
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Figure 1 Subtree notation Tx for x ∈ T (left) and the fins Fx1 , . . . , Fx` for a path x1 . . . x` in T

(right).

Given a digraph D and a vertex r, we can compute the set of vertices that are bi-reachable
from r in polynomial time using network flows.

3 Strongly Connected Digraphs

Let us prove a simple fact on a link between out/in-branchings with many leaves and k-
Distinct Branchings, which together with a structural result of Alon et al. [1] and an
algorithmic result for the maximum leaf out-branching problem [12, 19] gives a short proof
that both versions of k-Distinct Branchings are FPT for strongly connected digraphs.

I Lemma 4. Let D be a digraph containing an out-branching and an in-branching. If D
contains an out-branching (in-branching) T with at least k+ 1 leaves, then every in-branching
(out-branching) T ′ of D is k-distinct from T .

Proof. We will consider only the case when T is an out-branching since the other case can
be treated similarly. Let T ′ be an in-branching of D and let L be the set of all leaves of T
apart from the one which is the root of T ′. Observe that all vertices of L have outgoing arcs
in T ′ and since in T the incoming arcs of L are the only arcs incident to L in T , the sets of
the outgoing arcs in T ′ and incoming arcs in T do not intersect. J

We will use the following standard dynamic programming result (see, e.g., [6]).

I Lemma 5. Let H be a digraph of (undirected) treewidth τ . Then k-Distinct Branchings
and Single-Root k-Distinct Branchings on H can be solved in time O∗(2O(τ log τ)).

Note that if a digraph D is a positive instance of Single-Root k-Distinct Branchings
then D must be strongly connected as an out-branching and an in-branching rooted at the
same vertex form a strongly connected subgraph of D.

I Theorem 6. k-Distinct Branchings and Single-Root k-Distinct Branchings on
strongly connected digraphs can be solved in time O∗(2O(k log2 k)).

Proof. The proof is essentially the same for both problems and we will give it for Single-
Root k-Distinct Branchings. Let D be an input strongly connected digraph. By
Theorem 2 using an O∗(4k)-time algorithm we can find an out-branching T+ with at least
k + 1 leaves, or decide that D has no such out-branching. If T+ is found, the instance of
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Single-Root k-Distinct Branchings is positive by Lemma 4 as any in-branching T−
of D is k-distinct from T+. In particular, we may assume that T− has the same root as
T+ (a strongly connected digraph has an in-branching rooted at any vertex). Now suppose
that T+ does not exist. Then, by Theorem 1 the (undirected) pathwidth of D is bounded
by O(k log k). Thus, by Lemma 5 the instance can be solved in time O∗(2O(k log2 k)). J

4 The k-Distinct Branchings Problem

In this section, we fix a digraph D with terminals s, t and simply talk about rooted out-
branchings (in-branchings) whose root we implicitly assume to be s (t). Similarly, unless
otherwise noted, a rooted out-tree (in-tree) is understood to be rooted at s (t).

The problem k-Distinct Branchings in which T+ and T− must be rooted at s and
t, respectively, will be called the Rooted k-Distinct Branchings problem. Clearly, to
show that both versions of k-Distinct Branchings are FPT it is sufficient to prove the
following:

I Theorem 7. Rooted k-Distinct Branchings is FPT for arbitrary digraphs.

In the rest of this section, (D, s, t) will stand for an instance of Rooted k-Distinct
Branchings (in particular, D is an input digraph of the problem) and H for an arbitrary
digraph. As noted in the previous section, the case in which s = t implies strong connectivity
and is therefore already solved. Consequently, we will assume that s 6= t in the following.
Let us start by observing what further restrictions on D can be imposed by polynomial-time
preprocessing.

4.1 Preprocessing
Let (D, s, t) be an instance of Rooted k-Distinct Branchings with s 6= t. Recall that D
contains an out-branching (in-branching) if and only if D has only one strongly connected
component with no incoming (no outgoing) arc. As a first preprocessing step, we can decide
in polynomial time whether D has a rooted out-branching and a rooted in-branching. If not,
we reject the instance. Note that this in particular means that in a non-rejected instance,
every vertex in D is reachable from s and t is reachable from every vertex.

Next, we test for every arc a ∈ D whether there exists at least one rooted in- or
out-branching that uses a as follows: since a maximal-weight out- or in-branching for an
arc-weighted digraph can be computed in polynomial time [14], we can force the arc a to be
contained in a solution by assigning it a weight of 2 and every other arc weight 1. If we verify
that a indeed neither appears in any rooted out-branching or in-branching, we remove a
from D and obtain an equivalent instance of Rooted k-Distinct Branchings.

After this polynomial-time preprocessing, our instance has the following properties: there
exists a rooted out-branching, there exists a rooted in-branching, and every arc of D appears
in some rooted in- or out-branching. We call such a digraph with a pair s, t reduced.

Lastly, by the following lemma we may assume that our instance is strongly connected
by incurring a factor of two in the application of Lemma 4.

I Lemma 8. Let (D, s, t) be reduced and let D′ be the digraph obtained from D by adding
the arc ts to it unless ts is already in D in which case D′ = D. Then (D′, s, t) is a positive
instance of Rooted k-Distinct Branchings if and only if so is (D, s, t). Furthermore,
if D′ contains an out-tree (in-tree) with at least ` leaves, then D contains an out-tree (in-tree)
with at least `/2 leaves.
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Proof. We may assume that D′ 6= D. For the first claim, simply note that any rooted
out-branching of D′ cannot use the arc ts and the same holds for rooted in-branchings. For
the second claim, assume T is an out-tree in D with ` leaves. Assume ts ∈ T (otherwise the
claim follows trivially). Let T1 and T2 be the two out-trees obtained by deleting the arc ts
from T . Both are out-trees in D and one of them contains at least `/2 leaves, as claimed. J

The first claim of Lemma 8 shows that we may assume that D is strongly connected in
Rooted k-Distinct Branchings. This implies the following simple claim required for
further references.

I Lemma 9. Let D be an input digraph of Rooted k-Distinct Branchings. Then every
rooted out-tree with q leaves can be extended into a rooted out-branching with at least q leaves.

In summary, we enforce the following properties for (D, s, t) by polynomial- time prepro-
cessing:
1. Every arc of D is contained in at least one rooted in-branching or rooted out-branching,
2. D is strongly connected.

4.2 Decomposition and Reconfiguration
We work towards the following win-win scenario: either we find an out-tree with Θ(k)
leaves that can be turned into a rooted out-tree with at least k + 1 leaves, or we conclude
that every out-tree in D has less than Θ(k) leaves. We refer to the process of turning an
out-tree into a rooted out-tree as a reconfiguration. In the process we will develop a new
digraph decomposition, the rooted cut-decomposition, which will aid us in reasoning about
reconfiguration steps and ultimately lead us to a solution for the problem.

To make the notion of a bi-reachable set easier to use, the decomposition will employ a
slightly broader notion as follows.

I Definition 10. Let H be a digraph with at least two vertices, and let r ∈ V (H) such that
every vertex of H is reachable from r. Let B ⊆ V (H) be the set of all vertices that are
bi-reachable from r. The directed block (diblock) Br of r in H is the set B ∪N+[r], i.e., the
bi-reachable vertices together with all out-neighbors of r and r itself.

Note that according to the above definition a diblock must have at least two vertices.
The following statement provides us with an easy case in which a reconfiguration is

successful, that is, we can turn an arbitrary out-tree into a rooted out-tree without losing
too many leaves. Later, the obstructions to this case will be turned into building blocks of
the decomposition.

I Lemma 11. Let Bs ⊆ V (D) be the diblock of s and let T be an out-tree of D whose root r
lies in Bs with ` leaves. Then there exists a rooted out-tree with at least (`− 1)/2 leaves.

Proof. We may assume that r 6= s. In case T contains s as a leaf, we remove s from T for
the remaining argument and hence will argue about the `− 1 remaining leaves.

If r is bi-reachable from s, consider two internally vertex-disjoint paths P,Q from s to r.
One of the two paths necessarily avoids half of the ` − 1 leaves of T ; let without loss of
generality this path be P . Let further L be the set of those leaves of T that do not lie on P .
If r ∈ N+(s), let P = sr.

We construct the required out-tree T ′ as follows: first, add all arcs and vertices of P
to T ′. Now for every leaf v ∈ L, let Pv be the unique path from r to v in T and let P ′v be
the segment of Pv from the last vertex x of Pv contained in T . Add all arcs and vertices
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of P ′v to T ′. Observe that x 6= v as v cannot be in T ′ already. Since Pv and thus P ′v contains
no leaf of L other than v, in the end of the process, all vertices of L are leaves of T ′. Since
|L| ≥ (`− 1)/2, the claim follows. J

Note that the definition of diblocks can be understood in terms of network flows. Let v 6= r.

Consider the vertex-capacitated version of H where r and v both have capacity 2, and every
other vertex has capacity 1, for some v ∈ V (H) \ {r}. Then v is contained in the diblock of
r in H if and only if the max-flow from r to v equals 2 (note that if v ∈ N+(r), then such
a flow exists trivially since arcs have infinite capacity). Dually, by Menger’s theorem, v is
not contained in the diblock if and only if there is a vertex u /∈ {r, v} such that all r-v paths
P intersect u. This has the following simple consequence regarding connectivity inside a
diblock.

I Lemma 12. Fix r ∈ V (H) and let Br ⊆ V (H) be the diblock of r in H. Then for every
pair of distinct vertices x, y ∈ Br, there exist an r-x-path Px and an r-y-path Py that intersect
only in r.

Proof. If r ∈ {x, y}, then clearly the claim holds since every vertex in Br is reachable from
r. Otherwise, add a new vertex z with arcs xz and yz, and note that the lemma holds if and
only if z is bi-reachable from r. If this is not true, then by Menger’s theorem there is a vertex
v ∈ Br, v 6= r, such that all paths from r to z, and hence to x and y, go through v. But as
noted above, there is no cut-vertex v /∈ {x, r} for r-x paths, and no cut-vertex v /∈ {y, r} for
r-y paths. We conclude that z is bi-reachable from r, hence the lemma holds. J

Next, we will use Lemma 12 to show that given a vertex r, the set of vertices not in the
diblock Br of r in H partitions cleanly around Br.

I Lemma 13. Let r ∈ V (H) be given, such that every vertex of H is reachable from r. Let
Br ⊂ V (H) be the diblock of r in H. Then V (H) \Br partitions according to cut vertices in
Br, in the following sense: For every v ∈ V (H) \Br, there is a unique vertex x ∈ Br \ {r}
such that every path from r to v intersects Br for the last time in x. Furthermore, this
partition can be computed in polynomial time.

Proof. Assume towards a contradiction that for v ∈ V (H)\Br there exist two r-v-paths P1, P2
that intersect Br for the last time in distinct vertices x1, x2, respectively. We first observe
that r /∈ {x1, x2}, since the second vertices of P1 and P2 are contained in Br by definition.
By Lemma 12, we may assume that P1[r, x1] ∩ P2[r, x2] = {r}. But then P1 and P2 intersect
for the first time outside of Br in some vertex v′ (potentially in v′ = v). This vertex is,
however, bi-reachable from r, contradicting our construction of Br. Hence there is a vertex
x ∈ Br such that every path from r to v intersects Br for the last time in x, with x 6= r, and
clearly this vertex is unique. Finally, the set Br can be computed in polynomial time, and
given Br it is easy to compute for each x ∈ Br the set of all vertices v ∈ V (H) (if any) for
which x is a cut vertex. J

We refer to the vertices x ∈ Br that are cut vertices in the above partition as the bottlenecks
of Br. Note that r itself is not considered a bottleneck in Br. Using these notions, we can
now define a cut decomposition of a digraph H.

I Definition 14 (Rooted cut decomposition and its tree). Let H be a digraph and r a vertex
such that every vertex in H is reachable from r. The (r-rooted) cut decomposition of H is a
pair (T̂ ,B) where T̂ is a rooted tree with V (T̂ ) ⊆ V (H) and B = {Bx}x∈T̂ , Bx ⊆ V (H) for
each x ∈ T̂ , is a collection of diblocks associated with the nodes of T̂ , defined and computed
recursively as follows.
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Figure 2 An example of a rooted cut decomposition.

1. Let Br be the diblock of r in H, and let L ⊆ Br \ {r} be the set of bottlenecks in Br.
Let {Xx}x∈L be the corresponding partition of V (H) \Br.

2. For every x ∈ L, let (T̂x,Bx) be the x-rooted cut decomposition of H[Xx ∪ {x}].
3. T̂ is the tree with root node r, where L is the set of children of r, and for every x ∈ L

the subtree of T̂ rooted at x is T̂x.
4. B = {Br} ∪

⋃
x∈L Bx.

Furthermore, for every node x ∈ T̂ , we define B∗x =
⋃
y∈T̂x

By as the set of all vertices
contained in diblocks associated with nodes of the subtree T̂x.

Figure 2 provides an illustration to Definition 14.

I Lemma 15. Let a digraph H and a root r ∈ V (H) be given, such that every vertex of
H is reachable from r. Then the r-rooted cut decomposition (T̂ , {Bx}x∈T̂ ) of H is well-
defined and can be computed in polynomial time. Furthermore, the diblocks cover V (H),
i.e.,

⋃
x∈T̂ Bx = V (H), and for every node x ∈ T̂ , every vertex of B∗x is reachable from x in

H[B∗x].

Proof. By Lemma 13, the root diblock Br as well as the set L ⊆ Br of bottlenecks and the
partition {Xx}x∈L are well-defined and can be computed in polynomial time. Also note that
for each x ∈ L, r /∈ Xx ∪ {x}, and every vertex of Hx := H[Xx ∪ {x}] is reachable from x

in Hx by the definition of the partition. Hence the collection of recursive calls made in the
construction is well-defined, and every digraph Hx used in a recursive call is smaller than
H, hence the process terminates. Finally, for any two distinct bottlenecks x, y ∈ L we have
V (Hx) ∩ V (Hy) = ∅. Thereby, distinct nodes of T̂ are associated with distinct vertices of H,
|T̂ | ≤ |V (H)|, and the map x 7→ Bx is well-defined. It is also clear that the whole process
takes polynomial time. J

We collect some basic facts about cut decompositions.

I Lemma 16. Let a digraph H and a vertex r ∈ V (H) be given, and let (T̂ , {Bx}x∈T̂ ) be
the r-rooted cut decomposition of H. Then the following hold.
1. The sets {Bx \ {x}}x∈T̂ are all non-empty and partition V (H) \ {r}.
2. For distinct nodes x, y ∈ T̂ , if x is the parent of y in T̂ then Bx ∩ By = {y}; in every

other situation, Bx ∩By = ∅.
3. For every node x ∈ T̂ , the following hold:

(a) If y is a child of x in T̂ , then any arc leading into the set B∗y from V (H) \B∗y will
have the form uy where u ∈ Bx.

(b) If y, y′ are distinct children of x in T̂ , then there is no arc between B∗y and B∗y′ .
In particular, every arc of H is either contained in a subgraph of H induced by a diblock Bx,
or it is a back arc going from a diblock By to a diblock Bx, where x is an ancestor of y in T̂ .
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Proof. For the first claim, the sets Bx \ {x} are non-empty by definition; we show the
partitioning claim. By Lemma 13, for every v ∈ V (H) \ {r} either v ∈ Br \ {r} or there is
exactly one bottleneck x ∈ Br such that v ∈ Xx in the construction of the decomposition.
Also note that in the latter case, v 6= x since x ∈ Br. Applying the argument recursively and
using that the diblocks cover V (H), by Lemma 15, we complete the proof of the partitioning
claim.

For the second claim, the partitioning claim implies that if v ∈ Bx ∩By for distinct nodes
x, y ∈ T̂ , then either v = x or v = y, i.e., v must be a bottleneck. This is only possible in the
situation described.

For Claim 3(b), first consider the diblock Br and the partition {Xx} given by Lemma 13.
We show that for any two distinct sets Xx, Xy of the partition, there is no arc between Xx

and Xy. Suppose for a contradiction that there is such an arc uv, u ∈ Xx, v ∈ Xy. By
Lemma 12, there are paths Px and Py in Br that intersect only in r, and by Lemma 15, there
are paths Pu from x to u in Xx and Pv from y to v in Xy. But then the paths PxPuuv and
PyPv form two r-v paths that are internally vertex-disjoint, showing that v ∈ Br, contrary
to our assumptions. Since the decomposition is computed recursively, this also holds in every
internal node of T̂ .

For Claim 3(a), let uv be an arc such that u /∈ B∗y and v ∈ B∗y . Moreover, let u ∈ Bx′
and v ∈ By′ . By construction of cut decomposition, there is a path P̂ from x′ to y′ in T̂
containing nodes x and y. Let x′′ be the second node in P̂ (just after x′). Thus, there is a
path P from x′′ to v in H containing the vertices of P̂ apart from x′.

Assume that u 6= x′′. Then by Lemma 12, there is an x′-u-path P ′ and an x′-x′′-path P ′′
of H which intersect only at x′. Then x′P ′uv and P ′′P are internally vertex-disjoint paths
from x′ to v. This means that v must be in Bx′ , a contradiction unless x′ = x, u ∈ Bx and
v = y. If u = x′′, then P and uv are internally vertex-disjoint paths from u to v. This means
that v must be in Bx′′ , a contradiction unless x′ = x and v = y. J

As we saw, for every diblock By, y ∈ T̂ , any path “into” the diblock must go via the bottleneck
vertex y. By induction, for any v ∈ By, every node of T̂ from r to y represents a bottleneck
vertex that is unavoidable for paths from r to v. More formally, the following holds in cut
decompositions:

I Lemma 17. Let (T̂ , {Bx}x∈T̂ ) be the cut decomposition of H rooted at r. Fix a diblock Bx
for x ∈ T̂ . Consider a path P in H from r to v ∈ Bx and let x1 . . . x` be the sequence of
bottleneck vertices that P encounters. Then P̂ = x0x1 . . . x` with x0 = r is the path from r

to x in T̂ .

Proof. We prove the claim by induction over the depth d of x in T̂ . If r = x then any path
from r to v ∈ Br contains r itself and hence the base case for d = 0 holds.

Consider a diblock Bx, x ∈ T̂ where x has distance d to r in T̂ and let y be the parent
of x in T̂ . We assume the induction hypothesis holds for diblocks at depth d− 1, hence it
holds for By in particular. Because x ∈ By, this implies that every path from r to x will
contain all ancestors of x in T̂ . Since by construction every path from r to a vertex v ∈ Bx
needs to pass through x, the inductive step holds. This proves the claim. J

As an immediate consequence, we can identify arcs in cut decompositions that cannot
participate in any rooted out-branching.

I Corollary 18. Let (T̂ , {Bx}x∈T̂ ) be the cut decomposition of rooted at r and let R := {uv ∈
A(H) | u ∈ Bx and x ∈ T̂v} be all the arcs that originate in a diblock Bx and end in an
ancestor v of x on T̂ . Then for every out-tree T rooted at r we have A(T ) ∩R = ∅.
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Proof. Fix a bottleneck vertex v ∈ T̂ of the decomposition and let the arc uv be in an
out-tree T rooted at r. There must exist a path Psu from s to u that is part of T . By
Lemma 17, this path will contain the vertex v. But then v is an ancestor of u in T and
therefore the arc uv cannot be part of T , which is a contradiction. J

The decomposition actually restricts paths even further: a path that starts at the root and
visits two bottleneck vertices x, y (in this order) cannot intersect any vertex of B∗y before
visiting y and cannot return to any set B∗z , z ∈ T̂ , after having left it.

I Lemma 19. Let (T̂ , {Bx}x∈T̂ ) be the cut decomposition of H rooted at r. Fix a diblock Bx
for x ∈ T̂ . Consider a path P from r to v ∈ Bx and let P̂ = x0 . . . x` be the path from r = x0
to x = x` in T̂ . Let further F0, . . . , F` be the fins of P̂ in T̂ . Then the subpath P [xi, xi+1] \
{xi+1} is contained in the union of diblocks of Fi for 0 ≤ i < `.

Proof. By Lemma 17 we know that the nodes of P̂ appear in P in the correct order, hence
the subpath P [xi, xi+1] is well-defined. Let us first show that the subpath P [xi, xi+1]\{xi+1}
cannot intersect any diblock associated with T̂xi+1 . By Lemma 16, the only arcs from Bxi

into diblocks below xi+1 connect to the bottleneck xi+1 itself. Since xi+1 is already the
endpoint of P [xi, xi+1], this subpath cannot intersect the diblocks of T̂xi+1 . This already
proves the claim for x0; it remains to show that it does not intersect diblocks of V (T̂ )\V (T̂xi

)
for i ≥ 1. The reason is similar: since the bottleneck xi is already part of P [xi, xi+1], this
subpath could not revisit Bxi

if it enters any diblock By for a proper ancestor y of xi in
T̂ . We conclude that therefore it must be, with the exception of the vertex xi+1, inside the
diblocks of the fin Fi. J

I Corollary 20. For every vertex u ∈ V (H) and every set X ⊆ V (H) \ (V (T̂ ) ∪ {u}) of
non-bottleneck vertices there exists a path P from r to u such that |P ∩X| ≤ |X|/2.

Proof. Assume that u ∈ Bx and let P̂ = x0 . . . x` be a path from x0 = r to x` = x

in T̂ . Let further F0, . . . , F` be the fins of P̂ in T̂ . We partition the set X into X1, . . . , X`

where Xi = X ∩ Fi for 0 ≤ i ≤ `. Lemma 19 allows us to construct the path P iteratively:
any path that leads to u will pass through bottlenecks xi, xi+1 in succession and visit only
diblocks associated with Fi in the process. Since there are two internally vertex-disjoint
paths between xi, xi+1 for 1 ≤ i ≤ `, we can always choose the path that has the smaller
intersection with Xi. Stringing these paths together, we obtain the claimed path P . J

We want to argue that one of the following cases must hold: either the cut decomposition
has bounded height and we can ‘re-root’ any out-tree with many leaves into a rooted out-tree
with a comparable number of leaves, or we can directly construct a rooted out-tree with
many leaves. In both cases we apply Lemmas 4 and 9 to conclude that the instance has a
solution. This approach has one obstacle: internal diblocks of the decomposition that contain
only two vertices.

I Definition 21 (Degenerate diblocks). Let {Bx}x∈T̂ be the cut decomposition rooted at s.
We call a diblock Bx degenerate if x is an internal node of T̂ and |Bx| = 2.

Let us first convince ourselves that a long enough sequence of non-degenerate diblocks
provides us with a rooted out-branching with many leaves.

I Lemma 22. Let (T̂ , {Bx}x∈T̂ ) be the cut decomposition rooted at s of H and let y be a
node in T̂ such that the path P̂sy from s to y in T̂ contains at least ` nodes whose diblocks
are non-degenerate. Then H contains an out-tree rooted at s with at least ` leaves.
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Proof. We construct an s-rooted out-tree T by repeated application of Lemma 12. Let
x1, . . ., x` be a sequence of nodes in P̂sy whose diblocks are non-degenerate, and for each
1 ≤ i < ` let x+

i be the node after xi in P̂sy. We construct a sequence of s-rooted out-trees
T1, . . ., T` such that for 1 ≤ i ≤ `, the vertex xi is a leaf of Ti, and Ti contains i leaves. First
construct T1 as a path from s to x1, then for every 1 ≤ i < ` we construct an out-tree Ti+1
from Ti as follows. Let vi ∈ Bxi \ {xi, x+

i }, which exists since Bxi is non-degenerate, and
let Pxix

+
i
, Pxivi

be a pair of paths in H[B∗xi
] from xi to x+

i and to vi respectively, which
intersect only in xi. Such paths exist by Lemma 12, and since xi is a leaf of Ti, Lemma 17
implies that Ti is disjoint from B∗xi

\ {xi}. Hence the paths can be appended to Ti to form a
new r-rooted out-tree Ti+1 in H which contains a leaf in every diblock Bxj

, 1 ≤ i. Finally,
note that the final tree T` contains two leaves in Bx`−1 , hence T` is an r-rooted out-tree with
` leaves. J

The next lemma is the last assertion that we will use to prove shortly that Rooted k-
Distinct Branchings is FPT for digraphs D whose cut decomposition rooted at s contains
no degenerate diblocks.

I Lemma 23. Let (T̂ , {Bx}x∈T̂ ) be the cut decomposition of D rooted at s such that T̂ is of
height d and let T be an out-tree rooted at some vertex r with ` leaves. Then we can construct
an out-tree Ts rooted at s with at least (`− d)/2 leaves.

Proof. Assume that r is contained in the diblock Bx of the decomposition and let xp . . . x1 =
P̂sx be a path from s = xp to x = x1 in T̂ . Let L be the leaves of T and let L′ := L \ P̂sx.
Clearly, |L′| ≥ `− d. Applying Corollary 20 with X = L′ and u = r, we obtain a path Psr
in D from s to r that avoids half of L′. We construct Ts in a similar fashion to the proof
of Lemma 11. We begin with Ts = Psr, then for every leaf v ∈ L′ \ Psr, proceed as follows:
let Pv be the unique path from r to v in T and let P ′v be the segment of Pv from the last
vertex x of Pv contained in Ts. Add all arcs and vertices of P ′v to Ts. Since Pv and thus
P ′v contains no leaf of L′ other than v, in the end of the process, all vertices of L′ \ Psr are
leaves of Ts. Since |L′ \ Psr| ≥ |L′|/2, we conclude that Ts contains at least (`− d)/2 leaves,
as claimed. J

The next lemma demonstrates that using Lemma 23 and a number of other results we can
prove that if the height d of the cut decomposition of D is upper-bounded by a function in
k, then Rooted k-Distinct Branchings on D is FPT. This shows that to prove that
Rooted k-Distinct Branchings in general it suffices to consider separately the cases of
bounded d and unbounded d. To provide an appropriate bound on d we will use further
results on degenerate diblocks proved in Section 4.3.

I Lemma 24. Let (T̂ , {Bx}x∈T̂ ) the cut decomposition rooted at s of height d. If d ≤ d(k) for
some function d(k) = Ω(k) of k only, then we can solve Rooted k-Distinct Branchings
on D in time O∗(2O(d(k) log2 d(k))).

Proof. By Theorem 2, in time O∗(2O(d(k))) we can decide whether D has an out-branching
with at least 2k + 2 + d(k) leaves. If D has such an out-branching, then by Lemma 23 D
has a rooted out-tree with at least k + 1 leaves. This out-tree can be extended to a rooted
out-branching with at least k + 1 leaves by Lemma 9. So by Lemma 4, (D, s, t) is a positive
instance if and only if D has a rooted in-branching, which can be decided in polynomial time.

If D has no out-branching with at least 2k+2+d(k) leaves, by Theorem 1 the pathwidth of
D is O(d(k) log d(k)) and thus by Lemma 5 we can solve Rooted k-Distinct Branchings
on D in time O∗(2O(d(k) log2 d(k))). (Note that for the dynamic programming algorithm of
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Lemma 5 we may fix roots of all out-branchings and all in-branchings of D by adding arcs
s′s and tt′ to D, where s′ and t′ are new vertices.) J

4.3 Handling degenerate diblocks
A full version of this section can be found in the complete version of the paper. Here is a key
notion for our study of degenerate diblocks.

I Definition 25 (Degenerate paths). Let (T̂ , {Bx}x∈T̂ ) be a cut decomposition of D. We call
a path P̂ in T̂ monotone if it is a subpath of a path from the root of T̂ to some leaf of T̂ . We
call a path P̂ in T̂ degenerate if it is monotone and every diblock Bx, x ∈ P̂ is degenerate.

Let (D, s, t) be a strongly connected reduced instance of Rooted k-Distinct Branchings.
As observed in Section 4.1, we can verify in polynomial time whether an arc participates
in some rooted in- or out-branching. Let Rs ⊆ A(D) be those arcs that do not participate
in any rooted out-branching and Rt ⊆ A(D) those that do not participate in any rooted
in-branching. Since (D, s, t) is a reduced instance, we necessarily have that Rs ∩Rt = ∅.

I Lemma 26. Let P̂ = x1 . . . x` be a degenerate path of (T̂ , {Bx}x∈T̂ ) of D rooted at s.
Then the following properties hold: every rooted out-branching contains A(P̂ ), every arc xjxi
with j > i is contained in Rs, and there is no arc from xi (i < `) to By in D, where y is a
descendant of xi on T̂ , except for the arc xixi+1.

Let us fix a single degenerate path P̂ = x1 . . . x`. We categorize the arcs incident to P̂ as
follows: let A+ contain all ‘upward arcs’ that originate in P̂ and end in some diblock By
where y is an ancestor of x1, let A0 contain all ‘on-path arcs’ xjxi, j > i, and let A− contain
all ‘arcs from below’ that originate from some diblock By where y is a (not necessarily proper)
descendant of x`. By the lemma above this categorization is complete.

We will need the following reduction rules for (D, s, t):

Reduction Rule 1: If there are two arcs xiu, xju ∈ A+ ∩Rt with i < j, remove xju.

Reduction Rule 2: If P̂ [x, y] ⊆ P̂ is such that no vertex in P̂ [x, y] is a tail of arcs in A+∪A0,
contract P̂ [x, y] into a single vertex.

Now we can state the main lemma of the section which finally enables us to proof the main
result of this paper.

I Lemma 27. Let P̂ be a degenerate path in an instance reduced with respect to Rules 1
and 2. If t 6∈ P̂ , then |P̂ | ≤ 14k + 3. Otherwise, |P̂ | ≤ 28k + 7.

Proof of Theorem 7. By Lemma 8, we may assume that D is strongly connected. Consider
the longest monotone path P̂ of T̂ . By Lemma 22, if P̂ has at least k + 1 non- degenerate
diblocks, then D has a rooted out-tree with at least k + 1 leaves. This out-tree can be
extended to a rooted out-branching with at least k+1 leaves by Lemma 9. Thus, by Lemma 4,
(D, s, t) is a positive instance if and only if D has a rooted in-branching, which can be decided
in polynomial time.

Now assume that P̂ has at most k non-degenerate diblocks. By Lemma 27 we may
assume that before, between and after the non-degenerate diblocks there are O(k) degenerate
diblocks. Thus, the height of T̂ is O(k2). Therefore, by Lemma 24, the time complexity for
Theorem 7 is O∗(2O(k2 log2 k)). J
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5 Conclusion

We showed that the Rooted k-Distinct Branchings problem is FPT for general digraphs
parameterized by k, thereby settling open question of Bang-Jensen et al. [6]. The solution in
particular uses a new digraph decomposition, the rooted cut decomposition, that we believe
might be useful for settling other problems as well. We did not try to optimize the running
time of the algorithm of Theorem 7. Perhaps, a more careful handling of degenerate diblocks
may lead to an algorithm of running time O∗(2O(k log2 k)).
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Abstract
Sketching has emerged as a powerful technique for speeding up problems in numerical linear
algebra, such as regression. In the overconstrained regression problem, one is given an n × d
matrix A, with n � d, as well as an n × 1 vector b, and one wants to find a vector x̂ so as to
minimize the residual error ‖Ax− b‖2. Using the sketch and solve paradigm, one first computes
S · A and S · b for a randomly chosen matrix S, then outputs x′ = (SA)†Sb so as to minimize
‖SAx′ − Sb‖2.

The sketch-and-solve paradigm gives a bound on ‖x′−x∗‖2 when A is well-conditioned. Our
main result is that, when S is the subsampled randomized Fourier/Hadamard transform, the error
x′ − x∗ behaves as if it lies in a “random” direction within this bound: for any fixed direction
a ∈ Rd, we have with 1− d−c probability that

〈a, x′ − x∗〉 . ‖a‖2‖x
′ − x∗‖2

d
1
2−γ

, (1)

where c, γ > 0 are arbitrary constants. This implies ‖x′ − x∗‖∞ is a factor d 1
2−γ smaller than

‖x′−x∗‖2. It also gives a better bound on the generalization of x′ to new examples: if rows of A
correspond to examples and columns to features, then our result gives a better bound for the error
introduced by sketch-and-solve when classifying fresh examples. We show that not all oblivious
subspace embeddings S satisfy these properties. In particular, we give counterexamples showing
that matrices based on Count-Sketch or leverage score sampling do not satisfy these properties.

We also provide lower bounds, both on how small ‖x′ − x∗‖2 can be, and for our new guar-
antee (1), showing that the subsampled randomized Fourier/Hadamard transform is nearly op-
timal. Our lower bound on ‖x′ − x∗‖2 shows that there is an O(1/ε) separation in the di-
mension of the optimal oblivious subspace embedding required for outputting an x′ for which
‖x′ − x∗‖2 ≤ ε‖Ax∗ − b‖2 · ‖A†‖2, compared to the dimension of the optimal oblivious subspace
embedding required for outputting an x′ for which ‖Ax′ − b‖2 ≤ (1 + ε)‖Ax∗ − b‖2, that is, the
former problem requires dimension Ω(d/ε2) while the latter problem can be solved with dimension
O(d/ε). This explains the reason known upper bounds on the dimensions of these two variants
of regression have differed in prior work.
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1 Introduction

Oblivious subspace embeddings (OSEs) were introduced by Sarlos [23] to solve linear algebra
problems more quickly than traditional methods. An OSE is a distribution of matrices
S ∈ Rm×n with m � n such that, for any d-dimensional subspace U ⊂ Rn, with “high”
probability S preserves the norm of every vector in the subspace. OSEs are a generalization
of the classic Johnson-Lindenstrauss lemma from vectors to subspaces. Formally, we require
that with probability 1− δ,

‖Sx‖2 = (1± ε)‖x‖2

simultaneously for all x ∈ U , that is, (1− ε)‖x‖2 ≤ ‖Sx‖2 ≤ (1 + ε)‖x‖2.
A major application of OSEs is to regression. The regression problem is, given b ∈ Rn

and A ∈ Rn×d for n ≥ d, to solve for

x∗ = arg min
x∈Rd

‖Ax− b‖2. (2)

Because A is a “tall” matrix with more rows than columns, the system is overdetermined
and there is likely no solution to Ax = b, but regression will find the closest point to b
in the space spanned by A. The classic answer to regression is to use the Moore-Penrose
pseudoinverse: x∗ = A†b where

A† = (A>A)−1A>

is the “pseudoinverse” of A (assuming A has full column rank, which we will typically do for
simplicity). This classic solution takes O(ndω−1 + dω) time, where ω < 2.373 is the matrix
multiplication constant [9, 25, 12]: ndω−1 time to compute A>A and dω time to compute
the inverse.

OSEs speed up the process by replacing (2) with

x′ = arg min
x

‖SAx− Sb‖2

for an OSE S on d+ 1-dimensional spaces. This replaces the n× d regression problem with
an m× d problem, which can be solved more quickly since m� n. Because Ax− b lies in
the d + 1-dimensional space spanned by b and the columns of A, with high probability S
preserves the norm of SAx− Sb to 1± ε for all x. Thus,

‖Ax′ − b‖2 ≤
1 + ε

1− ε‖Ax
∗ − b‖2.

That is, S produces a solution x′ which preserves the cost of the regression problem. The
running time for this method depends on (1) the reduced dimension m and (2) the time it
takes to multiply S by A. We can compute these for “standard” OSE types:

If S has i.i.d. Gaussian entries, then m = O(d/ε2) is sufficient (and in fact, m ≥ d/ε2 is
required [20]). However, computing SA takes O(mnd) = O(nd2/ε2) time, which is worse
than solving the original regression problem (one can speed this up using fast matrix
multiplication, though it is still worse than solving the original problem).
If S is a subsampled randomized Hadamard transform (SRHT) matrix with random
sign flips (see Theorem 2.4 in [26] for a survey, and also see [8] which gives a recent
improvement) then m increases to Õ(d/ε2 · logn), where Õ(f) = f poly(log(f)). But now,
we can compute SA using the fast Hadamard transform in O(nd logn) time. This makes
the overall regression problem take O(nd logn+ dω/ε2) time.
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If S is a random sparse matrix with random signs (the “Count-Sketch” matrix), then
m = d1+γ/ε2 suffices for γ > 0 a decreasing function of the sparsity [5, 18, 19, 3, 6].
(The definition of a Count-Sketch matrix is, for any s ≥ 1, Si,j ∈ {0,−1/

√
s, 1/
√
s},

∀i ∈ [m], j ∈ [n] and the column sparsity of matrix S is s. Independently in each column s
positions are chosen uniformly at random without replacement, and each chosen position
is set to −1/

√
s with probability 1/2, and +1/

√
s with probability 1/2.) Sparse OSEs

can benefit from the sparsity of A, allowing for a running time of Õ(nnz(A)) + Õ(dω/ε2),
where nnz(A) denotes the number of non-zeros in A.

When n is large, the latter two algorithms are substantially faster than the naïve ndω−1

method.

1.1 Our Contributions
Despite the success of using subspace embeddings to speed up regression, often what practi-
tioners are interested is not in preserving the cost of the regression problem, but rather in
the generalization or prediction error provided by the vector x′. Ideally, we would like for
any future (unseen) example a ∈ Rd, that 〈a, x′〉 ≈ 〈a, x∗〉 with high probability.

Ultimately one may want to use x′ to do classification, such as regularized least squares
classification (RLSC) [22], which has been found in cases to do as well as support vector
machines but is much simpler [27]. In this application, given a training set of examples with
multiple (non-binary) labels identified with the rows of an n× d matrix A, one creates an
n× r matrix B, each column indicating the presence or absence of one of the r possible labels
in each example. One then solves the multiple response regression problem minX ‖AX−B‖F ,
and uses X to classify future examples. A commonly used method is for a future example a,
to compute 〈a, x1〉, . . . , 〈a, xr〉, where x1, . . . , xr are the columns of X. One then chooses the
label i for which 〈a, xi〉 is maximum.

For this to work, we would like the inner products 〈a, x′1〉, . . . , 〈a, x′r〉 to be close to
〈a, x∗1〉, . . . , 〈a, x∗r〉, where X ′ is the solution to minX ‖SAX − SB‖F and X∗ is the solution
to minX ‖AX −B‖F . For any O(1)-accurate OSE on d+ r dimensional spaces [23], which
also satisfies so-called approximate matrix multiplication with error ε′ = ε/

√
(d+ r), we get

that

‖x′ − x∗‖2 ≤ O(ε) · ‖Ax∗ − b‖2 · ‖A†‖2 (3)

where ‖A†‖ is the spectral norm of A†, which equals the reciprocal of the smallest singular
value of A. To obtain a generalization error bound for an unseen example a, one has

|〈a, x∗〉 − 〈a, x′〉| = |〈a, x∗ − x′〉| ≤ ‖x∗ − x′‖2‖a‖2 = O(ε)‖a‖2‖Ax∗ − b‖2‖A†‖2, (4)

which could be tight if given only the guarantee in (3). However, if the difference vector
x′ − x∗ were distributed in a uniformly random direction subject to (3), then one would
expect an Õ(

√
d) factor improvement in the bound. This is what our main theorem shows:

I Theorem 1 (Main Theorem, informal). Suppose n ≤ poly(d). Let S be a subsampled
randomized Hadamard transform matrix with m = d1+γ/ε2 rows for an arbitrarily small
constant γ > 0. For x′ = arg minx ‖SAx− Sb‖2 and x∗ = arg minx ‖Ax− b‖2, and any fixed
a ∈ Rd,

|〈a, x∗〉 − 〈a, x′〉| ≤ ε√
d
‖a‖2‖Ax∗ − b‖2‖A†‖2. (5)

with probability 1− 1/dC for an arbitrarily large constant C > 0. This implies that

‖x∗ − x′‖∞ ≤
ε√
d
‖Ax∗ − b‖2‖A†‖2 (6)

with 1− 1/dC−1 probability.

ICALP 2017
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If n > poly(d), then by first composing S with a Count-Sketch OSE with poly(d) rows,
one can achieve the same guarantee.

(Here γ is a constant going to zero as n increases, see Theorem 10 for a formal statement of
Theorem 1).

Notice that Theorem 1 is considerably stronger than that of (4) provided by existing
guarantees. Indeed, in order to achieve the guarantee (6) in Theorem 1, one would need
to set ε′ = ε/

√
d in existing OSEs, resulting in Ω(d2/ε2) rows. In contrast, we achieve only

d1+γ/ε2 rows. We can improve the bound in Theorem 1 to m = d/ε2 if S is a matrix of i.i.d.
Gaussians; however, as noted, computing S ·A is slower in this case.

Note that Theorem 1 also makes no distributional assumptions on the data, and thus
the data could be heavy-tailed or even adversarially corrupted. This implies that our bound
is still useful when the rows of A are not sampled independently from a distribution with
bounded variance.

The `∞ bound (6) of Theorem 1 is achieved by applying (5) to the standard basis vectors
a = ei for each i ∈ [d] and applying a union bound. This `∞ guarantee often has a more
natural interpretation than the `2 guarantee – if we think of the regression as attributing
the observable as a sum of various factors, (6) says that the contribution of each factor
is estimated well. One may also see our contribution as giving a way for estimating the
pseudoinverse A† entrywise. Namely, we get that (SA)†S ≈ A† in the sense that each entry
is within additive O(ε

√
log d
d ‖A

†‖2). There is a lot of work on computing entries of inverses
of a matrix, see, e.g., [1, 16].

Another benefit of the `∞ guarantee is when the regression vector x∗ is expected to be
k-sparse (e.g. [14]). In such cases, thresholding to the top k entries will yield an `2 guarantee
a factor

√
k/d better than (3).

One could ask if Theorem 1 also holds for sparse OSEs, such as the Count-Sketch.
Surprisingly, we show that one cannot achieve the generalization error guarantee in Theorem 1
with high probability, say, 1 − 1/d, using such embeddings, despite the fact that such
embeddings do approximate the cost of the regression problem up to a 1 + ε factor with high
probability. This shows that the generalization error guarantee is achieved by some subspace
embeddings but not all.

I Theorem 2 (Not all subspace embeddings give the `∞ guarantee). The Count-Sketch matrix
with d1.5 rows and sparsity d.25 – which is an OSE with exponentially small failure probability
– with constant probability will have a result x′ that does not satisfy the `∞ guarantee (6).

We can show that Theorem 1 holds for S based on the Count-Sketch OSE T with dO(C)/ε2

rows with 1− 1/dC probability. We can thus compose the Count-Sketch OSE with the SRHT
matrix and obtain an O(nnz(A)) + poly(d/ε) time algorithm to compute S · TA achieving
(6). We can also compute R · S · T · A, where R is a matrix of Gaussians, which is more
efficient now that STA only has d1+γ/ε2 rows; this will reduce the number of rows to d/ε2.

Another common method of dimensionality reduction for linear regression is leverage
score sampling [10, 15, 21, 7], which subsamples the rows of A by choosing each row with
probability proportional to its “leverage scores”. With O(d log(d/δ)/ε2) rows taken, the result
x′ will satisfy the `2 bound (3) with probability 1− δ. However, it does not give a good `∞
bound:

I Theorem 3 (Leverage score sampling does not give the `∞ guarantee). Leverage score
sampling with d1.5 rows – which satisfies the `2 bound with exponentially small failure
probability – with constant probability will have a result x′ that does not satisfy the `∞
guarantee (6).
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Finally, we show that the d1+γ/ε2 rows that SRHT matrices use is roughly optimal:

I Theorem 4 (Lower bounds for `2 and `∞ guarantees). Any sketching matrix distribution
over m× n matrices that satisfies either the `2 guarantee (3) or the `∞ guarantee (6) must
have m & min(n, d/ε2).

Notice that our result shows the necessity of the 1/ε separation between the results
originally defined in Equation (3) and (4) of Theorem 12 of [23]. If we want to output some
vector x′ such that ‖Ax′ − b‖2 ≤ (1 + ε)‖Ax∗ − b‖2, then it is known that m = Θ(d/ε) is
necessary and sufficient. However, if we want to output a vector x′ such that ‖x′ − x∗‖2 ≤
ε‖Ax∗ − b‖2 · ‖A†‖2, then we show that m = Θ(d/ε2) is necessary and sufficient.

1.1.1 Comparison to Gradient Descent
While this work is primarily about sketching methods, one could instead apply iterative
methods such as gradient descent, after appropriately preconditioning the matrix, see, e.g.,
[2, 28, 5]. That is, one can use an OSE with constant ε to construct a preconditioner for A
and then run conjugate gradient using the preconditioner. This gives an overall dependence
of log(1/ε).

The main drawback of this approach is that one loses the ability to save on storage
space or number of passes when A appears in a stream, or to save on communication or
rounds when A is distributed. Given increasingly large data sets, such scenarios are now
quite common, see, e.g., [4] for regression algorithms in the data stream model. In situations
where the entries of A appear sequentially, for example, a row at a time, one does not need
to store the full n× d matrix A but only the m× d matrix SA.

Also, iterative methods can be less efficient when solving multiple response regression,
where one wants to minimize ‖AX −B‖ for a d× t matrix X and an n× t matrix B. This is
the case when ε is constant and t is large, which can occur in some applications (though there
are also other applications for which ε is very small). For example, conjugate gradient with a
preconditioner will take Õ(ndt) time while using an OSE directly will take only Õ(nd+ d2t)
time (since one effectively replaces n with O (d) after computing S ·A), separating t from d.
Multiple response regression, arises, for example, in the RLSC application above.

1.1.2 Proof Techniques
Theorem 1. As noted in Theorem 2, there are some OSEs for which our generalization
error bound does not hold. This hints that our analysis is non-standard and cannot use
generic properties of OSEs as a black box. Indeed, in our analysis, we have to consider
matrix products of the form S>S(UU>S>S)k for our random sketching matrix S and a fixed
matrix U , where k is a positive integer. We stress that it is the same matrix S appearing
multiple times in this expression, which considerably complicates the analysis, and does not
allow us to appeal to standard results on approximate matrix product (see, e.g., [26] for a
survey). The key idea is to recursively reduce S>S(UU>S>S)k using a property of S. We
use properties that only hold for specifics OSEs S: first, that each column of S is unit vector;
and second, that for all pairs (i, j) and i 6= j, the inner product between Si and Sj is at most√

logn/
√
m with probability 1− 1/ poly(n).

Theorems 2 and 3. To show that Count-Sketch does not give the `∞ guarantee, we
construct a matrix A and vector b as in Figure 1, which has optimal solution x∗ with all
coordinates 1/

√
d. We then show, for our setting of parameters, that there likely exists an
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index j ∈ [d] satisfying the following property: the jth column of S has disjoint support
from the kth column of S for all k ∈ [d + α] \ {j} except for a single k > d, for which Sj
and Sk share exactly one common entry in their support. In such cases we can compute x′j
explicitly, getting |x′j − x∗j | = 1

s
√
α
. By choosing suitable parameters in our construction, this

gives that ‖x′ − x∗‖∞ � 1√
d
. The lower bound for leverage score sampling follows a similar

construction.

Theorem 4. The lower bound proof for the `2 guarantee uses Yao’s minimax principle. We
are allowed to fix an m× n sketching matrix S and design a distribution over [A b]. We first
write the sketching matrix S = UΣV > in its singular value decomposition (SVD). We choose
the d+ 1 columns of the adjoined matrix [A, b] to be random orthonormal vectors. Consider
an n × n orthonormal matrix R which contains the columns of V as its first m columns,
and is completed on its remaining n−m columns to an arbitrary orthonormal basis. Then
S · [A, b] = V >RR> · [A, b] = [UΣIm, 0] · [R>A,R>b]. Notice that [R>A,R>b] is equal in
distribution to [A, b], since R is fixed and [A, b] is a random matrix with d+ 1 orthonormal
columns. Therefore, S · [A, b] is equal in distribution to [UΣG,UΣh] where [G, h] corresponds
to the first m rows of an n× (d+ 1) uniformly random matrix with orthonormal columns.

A key idea is that if n = Ω(max(m, d)2), then by a result of Jiang [13], any m× (d+ 1)
submatrix of a random n× n orthonormal matrix has o(1) total variation distance to a d× d
matrix of i.i.d. N(0, 1/n) random variables, and so any events that would have occurred
had G and h been independent i.i.d. Gaussians, occur with the same probability for our
distribution up to an 1 − o(1) factor, so we can assume G and h are independent i.i.d.
Gaussians in the analysis.

The optimal solution x′ in the sketch space equals (SA)†Sb, and by using that SA has
the form UΣG, one can manipulate ‖(SA)†Sb‖ to be of the form ‖Σ̃†(ΣR)†Σh‖2, where
the SVD of G is RΣ̃T . We can upper bound ‖Σ̃‖2 by

√
r/n, since it is just the maximum

singular value of a Gaussian matrix, where r is the rank of S, which allows us to lower
bound ‖Σ̃†(ΣR)†Σh‖2 by

√
n/r‖(ΣR)†Σh‖2. Then, since h is i.i.d. Gaussian, this quantity

concentrates to 1√
r
‖(ΣR)†Σh‖, since ‖Ch‖2 ≈ ‖C‖2F /n for a vector h of i.i.d. N(0, 1/n)

random variables. Finally, we can lower bound ‖(ΣR)†Σ‖2F by ‖(ΣR)†ΣRR>‖2F by the
Pythagorean theorem, and now we have that (ΣR)†ΣR is the identity, and so this expression
is just equal to the rank of ΣR, which we prove is at least d. Noting that x∗ = 0 for our
instance, putting these bounds together gives ‖x′ − x∗‖ ≥

√
d/r. The last ingredient is a

way to ensure that the rank of S is at least d. Here we choose another distribution on inputs
A and b for which it is trivial to show the rank of S is at least d with large probability. We
require S be good on the mixture. Since S is fixed and good on the mixture, it is good for
both distributions individually, which implies we can assume S has rank d in our analysis of
the first distribution above.

Notation. For a positive integer, let [n] = {1, 2, . . . , n}. For a vector x ∈ Rn, define
‖x‖2 = (

∑n
i=1 x

2
i )

1
2 and ‖x‖∞ = maxi∈[n] |xi|. For a matrix A ∈ Rm×n, define ‖A‖2 =

supx ‖Ax‖2/‖x‖2 to be the spectral norm of A and ‖A‖F = (
∑
i,j A

2
i,j)1/2 to be the Frobenius

norm of A. We use A† to denote the Moore-Penrose pseudoinverse of m× n matrix A, which
if A = UΣV > is its SVD (where U ∈ Rm×n, Σ ∈ Rn×n and V ∈ Rn×n for m ≥ n), is given
by A† = V Σ−1U>. In addition to O(·) notation, for two functions f, g, we use the shorthand
f . g (resp. &) to indicate that f ≤ Cg (resp. ≥) for an absolute constant C. We use f h g

to mean cf ≤ g ≤ Cf for constants c, C.



E. Price, Z. Song, and D. P. Woodruff 59:7

A ∈ Rn×d b ∈ Rn×1

1
. . .

. . .
. . .

. . .
1

0

0

0

d

d

n

1/
√
d

...

...

...

...
1/
√
d

d

1/
√
α

...

...

...
1/
√
α

α

0
...
...
...
...
0

Figure 1 Our construction of A and b for the proof that Count-Sketch does not obey the `∞

guarantee. α < d.

I Definition 5 (Subspace Embedding). A (1 ± ε) `2-subspace embedding for the column
space of an n× d matrix A is a matrix S for which for all x ∈ Rd, ‖SAx‖22 = (1± ε)‖Ax‖22.

I Definition 6 (Approximate Matrix Product). Let 0 < ε < 1 be a given approximation
parameter. Given matrices A and B, where A and B each have n rows, the goal is to output
a matrix C so that ‖A>B − C‖F ≤ ε‖A‖F ‖B‖F . Typically C has the form A>S>SB, for a
random matrix S with a small number of rows. In particular, this guarantee holds for the
subsampled randomized Hadamard transform S with O(ε−2) rows [11].

Due to space constraints, several proofs are deferred to the full version of our paper.

2 Warmup: Gaussians OSEs

We first show that if S is a Gaussian random matrix, then it satisfies the generalization
guarantee. This follows from the rotational invariance of the Gaussian distribution.

I Theorem 7. Suppose A ∈ Rn×d has full column rank. If the entries of S ∈ Rm×n are i.i.d.
N(0, 1/m), m = O(d/ε2), then for any vectors a, b and x∗ = A†b, we have, with probability
1− 1/poly(d),

|a>(SA)†Sb− a>x∗| . ε
√

log d√
d
‖a‖2‖b−Ax∗‖2‖A†‖2.

Because SA has full column rank with probability 1, (SA)†SA = I. Therefore

|a>(SA)†Sb− a>x∗| = |a>(SA)†S(b−Ax∗)| = |a>(SA)†S(b−AA†b)|.

Thus it suffices to only consider vectors b where A†b = 0, or equivalently U>b = 0. In such
cases, SU will be independent of Sb, which will give the result. The proof is in the full
version.

3 SRHT Matrices

We first provide the definition of the subsampled randomized Hadamard transform(SRHT):
Let S = 1√

rn
PHnD, where D is an n× n diagonal matrix with i.i.d. diagonal entries Di,i,

for which Di,i in uniform on {−1,+1}. Here Hn is the Hadamard matrix of size n× n, and
we assume n is a power of 2. Here, Hn = [Hn/2, Hn/2;Hn/2, −Hn/2] and H1 = [1]. The
r × n matrix P samples r coordinates of an n dimensional vector uniformly at random.
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For other subspace embeddings, we no longer have that SU and Sb are independent. To
analyze them, we start with a claim that allows us to relate the inverse of a matrix to a
power series.

I Claim 8. Let S ∈ Rm×n, A ∈ Rn×d have SVD A = UΣV >, and define T ∈ Rd×d by
T = Id − U>S>SU. Suppose SA has linearly independent columns and ‖T‖2 ≤ 1/2. Then

(SA)†S = V Σ−1

( ∞∑
k=0

T k

)
U>S>S. (7)

Proof.

(SA)†S = (A>S>SA)−1A>S>S = (V ΣU>S>SUΣV >)−1V ΣU>S>S

=V Σ−1(U>S>SU)−1U>S>S = V Σ−1(Id − T )−1U>S>S = V Σ−1(
∞∑
k=0

T k)U>S>S,

where in the last equality, since ‖T‖2 < 1, the von Neumann series
∑∞
k=0 T

k converges to
(Id − T )−1. J

We then bound the kth term of this sum:

I Lemma 9. Let S ∈ Rr×n be the subsampled randomized Hadamard transform, and let a
be a unit vector. Then with probability 1− 1/poly(n), we have

|a>S>S(UU>S>S)kb| = O(logk n) · (O(d(logn)/r) + 1)
k−1

2

· (
√
d‖b‖2(logn)/r + ‖b‖2(log

1
2 n)/r 1

2 ).

Hence, for r at least d log2k+2 n log2(n/ε)/ε2), this is at most O(‖b‖2ε/
√
d).

We defer the proof of this lemma to the next section, and now show how the lemma lets us
prove that SRHT matrices satisfy the generalization bound with high probability:

I Theorem 10. Suppose A ∈ Rn×d has full column rank with logn = do(1). Let S ∈ Rm×n be
a subsampled randomized Hadamard transform with m = O(d1+α/ε2) for α = Θ(

√
log logn

log d ).
For any vectors a, b and x∗ = A†b, we have

|a>(SA)†Sb− a>x∗| . ε√
d
‖a‖2‖b−Ax∗‖2‖Σ−1‖2

with probability 1− 1/poly(d).

Proof. Define ∆ = Θ
(

1√
m

)
(logc d)‖a‖2‖b− Ax∗‖2‖Σ−1‖2. For a constant c > 0, we have

that S is a (1± γ) `2-subspace embedding (Definition 5) for γ =
√

d logc n
m with probability

1−1/poly(d) (see, e.g., Theorem 2.4 of [26] and references therein), so ‖SUx‖2 = (1±γ)‖Ux‖2
for all x, which we condition on. Hence for T = Id−U>S>SU , we have ‖T‖2 ≤ (1+γ)2−1 . γ.
In particular, ‖T‖2 < 1/2 and we can apply Claim 8.

As in Section 2, SA has full column rank if S is a subspace embedding, so (SA)†SA = I

and we may assume x∗ = 0 without loss of generality.
By the approximate matrix product (Definition 6), we have for some c that

|a>V Σ−1U>S>Sb| ≤ logc d√
m
‖a‖2‖b‖2‖Σ−1‖2 ≤ ∆, (8)
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with 1− 1/poly(d) probability. Suppose this event occurs, bounding the k = 0 term of (7).
Hence it suffices to show that the k ≥ 1 terms of (7) are bounded by ∆.

By approximate matrix product, we also have with 1− 1/d2 probability that

‖U>S>Sb‖F ≤
logc d√
m
‖U>‖F ‖b‖2 ≤

logc d
√
d√

m
‖b‖2.

Combining with ‖T‖2 . γ we have for any k that

|a>V Σ−1T kU>S>Sb| . γk(logc d)
√
d√
m
‖a‖2‖Σ−1‖2‖b‖2.

Since this decays exponentially in k at a rate of γ < 1/2, the sum of all terms greater than k
is bounded by the kth term. As long as

m &
1
ε2
d1+ 1

k logc n, (9)

we have γ =
√

d logc n
m < εd−1/(2k)/ logc n, so that∑

k′≥k

|a>V Σ−1T k
′
U>S>Sb| . ε√

d
‖a‖2‖Σ−1‖2‖b‖2.

On the other hand, by Lemma 9 (increasing m by a Ck factor) we have for all k that

|a>V >Σ−1U>S>S(UU>S>S)kb| . 1
2k

ε√
d
‖a‖2‖b‖2‖Σ−1‖2,

with probability at least 1 − 1/ poly(d), as long as m & d(C logn)2k+2 log2(n/ε)/ε2, for a
sufficiently large constant C. Since the T k term can be expanded as a sum of 2k terms of
this form, we get that

k∑
k′=1
|a>V Σ−1T k

′
U>S>Sb| . ε√

d
‖a‖2‖b‖2‖Σ−1‖2,

with probability at least 1 − 1/ poly(d), as long as m & d(C logn)2k+2 log2(n/ε)/ε2 for
a sufficiently large constant C. Combining with (9), the result holds as long as m &

ε−2d logc nmax((C logn)2k+2, d
1
k ), for any k. Setting k = Θ(

√
log d

log logn ) gives the result. J

Combining Different Matrices. In some cases it can make sense to combine different
sketching matrices that satisfy the generalization bound. We defer the details to the full
version.

I Theorem 11. Let A ∈ Rn×d, and let R ∈ Rm×r and S ∈ Rr×n be drawn from distributions
of matrices that are ε-approximate OSEs and satisfy the generalization bound (6). Then
RS satisfies the generalization bound with a constant factor loss in failure probability and
approximation factor.

4 Proof of Lemma 9

Proof. Each column Si of the subsampled randomized Hadamard transform has the same
distribution as σiSi, where σi is a random sign. It also has 〈Si, Si〉 = 1 for all i and
| 〈Si, Sj〉 | .

√
log(1/δ)√

r
with probability 1− δ, for any δ and i 6= j. See, e.g., [17].
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By expanding the following product into a sum, and rearranging terms, we obtain

a>S>S(UU>S>S)kb =
∑

i0,j0,i1,j1,··· ,ik,jk

ai0bjk
σi0σi1 · · ·σikσj0σj1 · · ·σjk

· 〈Si0 , Sj0〉(UU>)j0,i1〈Si1 , Sj1〉 · · · (UU>)jk−1,ik〈Sik , Sjk
〉

=
∑
i0,jk

ai0bjk
σi0σjk

∑
j0,i1,j1,··· ,ik

σi1 · · ·σikσj0σj1 · · ·σjk−1

· 〈Si0 , Sj0〉(UU>)j0,i1〈Si1 , Sj1〉 · · · (UU>)jk−1,ik〈Sik , Sjk
〉

=
∑
i0,jk

σi0σjk
Zi0,jk

where Zi0,jk
is defined to be

Zi0,jk
= ai0bjk

∑
i1,···ik
j0,···jk−1

k∏
c=1

σic

k−1∏
c=0

σjc ·
k∏
c=0
〈Sic , Sjc〉

k∏
c=1

(UU>)ic−1,jc .

Note that Zi0,jk
is independent of σi0 and σjk

. We observe that in the above expression if
i0 = j0, i1 = j1, · · · , ik = jk, then the sum over these indices equals a>(UU>) · · · (UU>)b = 0,
since 〈Sic , Sjc〉 = 1 in this case for all c. Moreover, the sum over all indices conditioned
on ik = jk is equal to 0. Indeed, in this case, the expression can be factored into the form
ζ · U>b, for some random variable ζ, but U>b = 0.

Let W be a matrix with Wi,j = σiσjZi,j . We need Khintchine’s inequality:

I Fact 12 (Khintchine’s Inequality). Let σ1, . . . , σn be i.i.d. sign random variables, and let
z1, . . . , zn be real numbers. Then there are constants C,C ′ > 0 so that
Pr[|

∑n
i=1 ziσi| ≥ Ct‖z‖2] ≤ e−C′t2 .

We note that Khintchine’s inequality sometimes refers to bounds on the moment of |
∑
i ziσi|,

though the above inequality follows readily by applying a Markov bound to the high moments.
We apply Fact 12 to each column of W , so that if Wi is the i-th column, we have by a

union bound that with probability 1− 1/poly(n), ‖Wi‖2 = O(‖Zi‖2
√

logn) simultaneously
for all columns i. It follows that with the same probability, ‖W‖2F = O(‖Z‖2F logn), that is,
‖W‖F = O(‖Z‖F

√
logn). We condition on this event in the remainder.

Thus, it remains to bound ‖Z‖F . By squaring Zi0,j0 and using that E[σiσj ] = 1 if i = j

and 0 otherwise, we have,

E
σ

[Z2
i0,jk

] = a2
i0b

2
jk

∑
i1,···ik
j0,···jk−1

k∏
c=0
〈Sic , Sjc

〉2
k∏
c=1

(UU>)2
ic−1,jc

. (10)

Due to space considerations, we defer to the full version Appendix E the proof that

E
S

[‖Z‖2F ] ≤ (O(d(logn)/r) + 1)k−1 · (d‖b‖22(log2 n)/r2 + ‖b‖22(logn)/r).

Note that we also have the bound:

(O(d(logn)/r) + 1)k−1 ≤ (eO(d(logn)/r))k−1 ≤ eO(kd(logn)/r) ≤ O(1),

for any r = Ω(kd logn).
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Having computed the expectation of ‖Z‖2F , we now would like to show concentration.
Consider a specific

Zi0,jk
=

ai0bjk

∑
ik

σik〈Sik , Sjk
〉 · · ·

∑
j1

σj1(UU>)j1,i2

∑
i1

σi1〈Si1 , Sj1〉
∑
j0

σj0〈Si0 , Sj0〉(UU>)j0,i1 .

By Fact 12, for each fixing of i1, with probability 1− 1/poly(n), we have∑
j0

σj0〈Si0 , Sj0〉(UU>)j0,i1 = O(
√

logn)(
∑
j0

〈Si0 , Sj0〉2(UU>)2
j0,i1) 1

2 . (11)

Now, we can apply Khintchine’s inequality for each fixing of j1, and combine this with (11).
With probability 1− 1/poly(n), again we have∑

i1

σi1〈Si1 , Sj1〉
∑
j0

σj0〈Si0 , Sj0〉(UU>)j0,i1

=
∑
i1

σi1〈Si1 , Sj1〉O(
√

logn)(
∑
j0

〈Si0 , Sj0〉2(UU>)2
j0,i1) 1

2

= O(logn)(
∑
i1

〈Si1 , Sj1〉2
∑
j0

〈Si0 , Sj0〉2(UU>)2
j0,i1) 1

2 .

Thus, we can apply Khintchine’s inequality recursively over all the 2k indexes j0, i1, j1, · · · , jk−1,

ik, from which it follows that with probability 1 − 1/poly(n), for each such i0, jk, we
have Z2

i0,jk
= O(logk n)E

S
[Z2
i0,jk

], using (10). We thus have with this probability, that

‖Z‖2F = O(logk n)E
S

[‖Z‖2F ], completing the proof. J

5 Lower bound for `2 and `∞ guarantee

We prove a lower bound for the `2 guarantee, which immediately implies a lower bound for
the `∞ guarantee.

I Definition 13. Given a matrix A ∈ Rn×d, vector b ∈ Rn and matrix S ∈ Rr×n, denote
x∗ = A†b. We say that an algorithm A(A, b, S) that outputs a vector x′ = (SA)†Sb “succeeds”
if the following property holds: ‖x′ − x∗‖2 . ε‖b‖2 · ‖A†‖2 · ‖Ax∗ − b‖2.

I Theorem 14. Suppose Π is a distribution over Rm×n with the property that for any
A ∈ Rn×d and b ∈ Rn, Pr

S∼Π
[A(A, b, S) succeeds ] ≥ 19/20. Then m & min(n, d/ε2).

Proof. The proof uses Yao’s minimax principle. Let D be an arbitrary distribution over
Rn×(d+1), then E

(A,b)∼D
E

S∼Π
[A(A, b, S) succeeds ] ≥ 1−δ. Switching the order of probabilistic

quantifiers, an averaging argument implies the existence of a fixed matrix S0 ∈ Rm×n such
that E

(A,b)∼D
[A(A, b, S0) succeeds ] ≥ 1 − δ. Thus, we must construct a distribution Dhard

such that E
(A,b)∼Dhard

[A(A, b, S0) succeeds ] ≥ 1 − δ cannot hold for any Π0 ∈ Rm×n which

does not satisfy m = Ω(d/ε2). The proof can be split into three parts. First, we prove a
useful property. Second, we prove a lower bound for the case rank(S) ≥ d. Third, we show
why rank(S) ≥ d is necessary.
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(I) We show that [SA, Sb] are independent Gaussian, if both [A, b] and S are orthonormal
matrices. We can rewrite SA in the following sense,

S︸︷︷︸
m×n

· A︸︷︷︸
n×d

= S︸︷︷︸
m×n

R︸︷︷︸
n×n

R>︸︷︷︸
n×n

A︸︷︷︸
n×d

(12)

= S
[
S> S

>
] [S
S

]
A =

[
Im 0

] [S
S

]
A =

[
Im 0

]
Ã︸︷︷︸
n×d

= Ãm︸︷︷︸
m×d

where S is the complement of the orthonormal basis S, Im is a m×m identity matrix, and
Ãm is the left m × d submatrix of Ã. Thus, using [13] as long as m = o(

√
n) (because of

n = Ω(d3)) the total variation distance between [SA, Sb] and a random Gaussian matrix is
small, i.e.,

DTV ([SA, Sb], H) ≤ 0.01 (13)

where each entry of H is i.i.d. Gaussian N (0, 1/n).
(II) Here we prove the theorem in the case when S has rank r ≥ d (we will prove this is

necessary in part III. Writing S = UΣV > in its SVD, we have

S︸︷︷︸
m×n

A = U︸︷︷︸
m×r

Σ︸︷︷︸
r×r

V >︸︷︷︸
r×n

RR>A = UΣG (14)

where R =
[
V V

]
. By a similar argument in Equation (12), as long as r = o(

√
n) we have

that G also can be approximated by a Gaussian matrix, where each entry is sampled from
i.i.d. N (0, 1/n). Similarly, Sb = UΣh, where h also can be approximated by a Gaussian
matrix, where each entry is sampled from i.i.d. N (0, 1/n).

Since U has linearly independent columns, (UΣG)†UΣh = (ΣG)†U>UΣh = (ΣG)†Σh.
The r×d matrix G has SVD G = R︸︷︷︸

r×d

Σ̃︸︷︷︸
d×d

T︸︷︷︸
d×d

, and applying the pseudo-inverse property

again, we have

‖(SA)†Sb‖2 = ‖(ΣG)†Σh‖2 = ‖(ΣRΣ̃T )†Σh‖2 = ‖T †(ΣRΣ̃)†Σh‖2 = ‖(ΣRΣ̃)†Σh‖2
= ‖Σ̃†(ΣR)†Σh‖2,

where the the first equality follows by Equation (14), the second equality follows by the
SVD of G, the third and fifth equality follow by properties of the pseudo-inverse when T has
orthonormal rows and Σ̃ is a diagonal matrix, and the fourth equality follows since ‖T †‖2 = 1
and T is an orthonormal basis.

Because each entry of G = RΣ̃T ∈ Rr×d is sampled from an i.i.d. Gaussian N (0, 1),
using the result of [24] we can give an upper bound for the maximum singular value of G:
‖Σ̃‖ .

√
r
n with probability at least .99. Thus,

‖Σ̃†(ΣR)†Σh‖2 ≥ σmin(Σ̃†) · ‖(ΣR)†Σh‖2 = σ−1
max(Σ̃)‖(ΣR)†Σh‖2 &

√
n/r‖(ΣR)†Σh‖2.

Because h is a random Gaussian vector which is independent of (ΣR)†Σ, Eh[‖(ΣR)†Σh‖22] =
1
n · ‖(ΣR)†Σ‖2F , where each entry of h is sampled from i.i.d. Gaussian N (0, 1/n). Then,
using the Pythagorean Theorem, ‖(ΣR)†Σ‖2F = ‖(ΣR)†ΣRR>‖2F + ‖(ΣR)†Σ(I −RR>)‖2F ≥
‖(ΣR)†ΣRR>‖2F = ‖(ΣR)†ΣR‖2F = rank(ΣR) = rank(SA) = d. Thus, ‖x′ − x∗‖2 &√
d/r ≥

√
d/m = ε.

(III) Now we show that we can assume that rank(S) ≥ d.
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We sample A, b based on the following distribution Dhard: with probability 1/2, A, b are
sampled from D1; with probability 1/2, A, b are sampled from D2. In distribution D1, A is a
random orthonormal basis and d is always orthogonal to A. In distribution D2, A is a d× d
identity matrix in the top-d rows and 0s elsewhere, while b is a random unit vector. Then,
for any (A, b) sampled from D1, S needs to work with probability at least 9/10. Also for
any (A, b) sampled from D2, S needs to work with probability at least 9/10. The latter two
statements follow since overall S succeeds on Dhard with probability at least 19/20.

Consider the case where A, b are sampled from distribution D2. Then x∗ = b and OPT = 0.
Then consider x′ which is the optimal solution to minx ‖SAx − Sb‖22, so x′ = (SA)†Sb =
(SL)†SLb, where S can be decomposed into two matrices SL ∈ Rr×d and SR ∈ Rr×(n−d), S =[
SL SR

]
. Plugging x′ into the original regression problem, ‖Ax′− b‖22 = ‖A(SL)†SLb− b‖22,

which is at most (1 + ε) OPT = 0. Thus rank(SL) is d. Since SL is a submatrix of S, the
rank of S is also d. J
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Abstract

Given an n×d matrix A, its Schatten-p norm, p ≥ 1, is defined as ‖A‖p =
(∑rank(A)

i=1 σi(A)p
)1/p

,
where σi(A) is the i-th largest singular value of A. These norms have been studied in functional
analysis in the context of non-commutative `p-spaces, and recently in data stream and linear
sketching models of computation. Basic questions on the relations between these norms, such as
their embeddability, are still open. Specifically, given a set of matrices A1, . . . , Apoly(nd) ∈ Rn×d,
suppose we want to construct a linear map L such that L(Ai) ∈ Rn′×d′ for each i, where n′ ≤ n
and d′ ≤ d, and further, ‖Ai‖p ≤ ‖L(Ai)‖q ≤ Dp,q‖Ai‖p for a given approximation factor Dp,q

and real number q ≥ 1. Then how large do n′ and d′ need to be as a function of Dp,q?
We nearly resolve this question for every p, q ≥ 1, for the case where L(Ai) can be expressed

as R ·Ai ·S, where R and S are arbitrary matrices that are allowed to depend on A1, . . . , At, that
is, L(Ai) can be implemented by left and right matrix multiplication. Namely, for every p, q ≥ 1,
we provide nearly matching upper and lower bounds on the size of n′ and d′ as a function of Dp,q.
Importantly, our upper bounds are oblivious, meaning that R and S do not depend on the Ai,
while our lower bounds hold even if R and S depend on the Ai. As an application of our upper
bounds, we answer a recent open question of Blasiok et al. about space-approximation trade-offs
for the Schatten 1-norm, showing in a data stream it is possible to estimate the Schatten-1 norm
up to a factor of D ≥ 1 using Õ(min(n, d)2/D4) space.

1998 ACM Subject Classification G. Mathematics of Computing

Keywords and phrases data stream algorithms, embeddings, matrix norms, sketching

Digital Object Identifier 10.4230/LIPIcs.ICALP.2017.60

1 Introduction

Given an n×d matrix A, its Schatten-p norm, p ≥ 1, is defined as ‖A‖p =
(∑r(A)

i=1 σi(A)p
) 1

p ,
where r(A) is the rank of A and σi(A) is the i-th largest singular value of A, i.e., the square
root of the i-th largest eigenvalue of ATA. The Schatten-1 norm is the nuclear norm or trace
norm, the Schatten-2 norm is the Frobenius norm, and the Schatten ∞-norm, defined as
the limit of the Schatten-p norm when p→∞, is the operator norm. The Schatten 1-norm
has applications in non-convex optimization [5], while Schatten-2 and Schatten-∞ norms
are useful in geometry and linear algebra, see, e.g., [22]. Schatten-p norms for large p also
provide approximations to the Schatten-∞ norm.
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60:2 Embeddings of Schatten Norms

The Schatten norms appear to be significantly harder to compute or approximate than
the vector `p-norms in various models of computation, and understanding the complexity of
estimating them has led to new algorithmic ideas and lower bound techniques. The main
difficulty is that we do not directly have access to the spectrum of A, and naïvely it is
costly in space and time to extract useful information about it. A line of work has focused
on understanding the complexity of estimating such norms in the data stream model with
1-pass over the stream [13] as well as with multiple passes [4], the sketching model [2, 12, 14],
statistical models [9], as well as the general RAM model [17, 19]. Dimensionality reduction
in these norms also has applications in quantum computing [8, 21]. It has also been asked in
places if the Schatten-1 norm admits non-trivial nearest neighbor search data structures [1].

Our Results. In this paper we study the embeddability of the Schatten-p norm into the
Schatten-q norm for linear maps implementable by matrix multiplication. More concretely,
we first ask for the following form of embeddability: given n and t (where t = Ω(logn)),
what is the smallest value of Dp,q, which we call the distortion, such that there exists a
distribution R on Rt×n satisfying, for any given n× d matrix A,

Pr
R∼R

{
‖A‖p ≤ ‖RA‖q ≤ Dp,q‖A‖p

}
≥ 1− exp(−ct)?

Here c > 0 is an absolute constant. We can assume, w.l.o.g., that n = d because we can first
apply a so-called subspace embedding matrix (see, e.g., [22] for a survey) to the left or to the
right of A to preserve each of its singular values up to a constant factor. We shall show that
Dp,q & D̂p,q, where

D̂p,q =



n
1
p−

1
2 /t

1
q−

1
2 , 1 ≤ p ≤ q ≤ 2;

n
1
p−

1
2 , 1 ≤ p ≤ 2 ≤ q;

max{(n/t)
1
2−

1
p , t

1
p−

1
q }, 2 ≤ p ≤ q;

n
1
2−

1
p , 1 ≤ q ≤ 2 ≤ p;

n
1
2−

1
p /t

1
2−

1
q , 2 ≤ q ≤ p;

max{(n/t)
1
p−

1
2 , (t/ ln t)

1
q−

1
p }, 1 ≤ q ≤ p ≤ 2,

(1)

and the notation f & g means f ≥ g/C for some constant C > 0. The constant C in the
& notation above depends on p and q only. This distortion is asymptotically tight, up to
logarithmic factors, as we also construct a distribution R on t-by-n matrices for which for
any n× d matrix A,

Pr
R∼R

{
‖A‖p ≤ ‖RA‖q ≤ D̃p,q

(
log n

t

)
‖A‖p

}
≥ 1− exp (−ct) ,

where D̃p,q differs from Dp,q by a constant or a factor of log t. Specifically,

D̃p,q .

{
max{(n/t)

1
p−

1
2 , t

1
q−

1
p }, 1 ≤ q ≤ p ≤ 2;

D̂p,q, otherwise,
(2)

where D̂p,q is given in (1). Replacing t with t/(ln(n/t)), we arrive at a matching failure
probability and distortion, while using a logarithmic factor more number of rows in R.
Namely, we construct a distribution R on matrices with t ln(n/t) rows for which

Pr
R∼R

{
‖A‖p ≤ ‖RA‖q ≤ D̃p,q‖A‖p

}
≥ 1− exp (−ct) .



Y. Li and D. P. Woodruff 60:3

We can also sketch RA on the right by a subspace embedding matrix S with Θ(t) rows,
which yields

Pr
R,S

{
‖A‖p ≤

∥∥RAST∥∥
q
≤ D̃p,q‖A‖p

}
≥ 1− exp (−ct) .

We show that this two-sided sketch is asympotically optimal for two-sided sketches in its
product of number of rows of R and number of columns of S, up to logarithmic factors.
Formally, we next ask: what is the smallest value of Dp,q for which there exists a distribution
G1 on Rr×n and a distribution G2 on Rn×s satisfying

Pr
R∼G1,S∼G2

{
‖A‖p ≤ ‖RAS‖q ≤ Dp,q‖A‖p

}
≥ 1− exp(−cmin{r, s})?

Again we can assume, w.l.o.g, that r = s, because otherwise we can compose R or S with
a subspace embedding to preserve all singular values up to a constant factor1. Henceforth
for the two-sided problem, we assume that G1 and G2 are distributions on Rt×n. We also
prove a matching lower bound that Dp,q & D̂p,q except in the case when 1 ≤ q ≤ p ≤ 2,
where we instead obtain a matching lower bound up to logarithmic factors, namely, Dp,q &

max{(n/t)
1
p−

1
2 / log

3
2 t, (t/ ln t)

1
q−

1
p }.

In the important case when p = q = 1, our results show a space-approximation tradeoff
for estimating the Schatten 1-norm (or trace norm) in a data stream, answering a question
posed by Blasiok et al. [3]. This application crucially uses that R and S are oblivious to A,
i.e., they can be sampled and succinctly stored without looking at A. Specifically, when each
entry of A fits in a word of O(logn) bits, we can choose R and S to be Gaussian random
matrices with entries truncated to O(logn) bits and with entries drawn from a family of
random variables with bounded independence. For time-efficiency purposes, R and S can
also be chosen to be Fast Johnson Lindenstrauss Transforms or sparse embedding matrices
[6, 16, 18], though they will have larger dimension, especially to satisfy the exponential
probability of failure in the problem statement (and even with constant failure probability,
the dimension will be slightly larger; see [22] for a survey).

Choosing R and S to be Gaussian matrices, our result provides a data stream algorithm
using (n2/D4) polylog(n) bits of memory, and achieving approximation factor D (taking
t = n/D2). While ‖A‖2, the Frobenius norm of A, provides a

√
n-approximation to ‖A‖1

and can be approximated up to a constant factor in a data stream using O(1) words of space,
if we want an algorithm achieving a better approximation factor then all that was known
was an algorithm requiring O(n2) words of space, namely, the trivial algorithm of storing A
exactly and achieving D = 1. It was asked in [3] if there is a smooth trade-off between the
case when D = 1 and D =

√
n; our (n2/D4) polylog(n) space algorithm provides the first

such trade-off, and is optimal at the two extremes. Our results are the first of their kind for
large approximation factors D � 1 for estimating the Schatten-p norms in a data stream.

Finally, while in our upper bounds R and S are chosen obliviously to A, for our lower
bounds we would like to rule out those R and S which are even allowed to depend on
A. Clearly, if there is only a single matrix A, this question is ill-posed as one can just
choose R and S to have a single row and column so that ‖RAS‖q = ‖A‖p. Instead, we
ask the question analogous to the Johnson-Lindenstrauss transform (see e.g., [10]): given

1 That is, if r ≤ s, we can choose a subspace embedding matrix H of dimension n × Θ(r) such that
‖RASH‖q = Θ(‖RAS‖q) with probability ≥ 1− exp(−s), and then pad R with zero rows so that R has
the same number of rows as columns of S, increasing the number of rows of R by at most a constant
factor.
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60:4 Embeddings of Schatten Norms

A1, . . . , Apoly(n), can we construct an R with t rows and an S with t columns for which
‖Ai‖p ≤ ‖RAiS‖q ≤ Dp,q‖Ai‖p for all i? We show that our lower bound on the trade-off
between Dp,q and t given by (1) continues to hold even in this setting.

Our Techniques. We shall focus on the case p = q in this description of our technical
overview. For our upper bounds, a natural idea is to take R to be a (normalized) Gaussian
random matrix, and the analysis of the quantity ‖RA‖p, when p ≥ 2, follows fairly directly
from the so-called non-commutative Khintchine inequality as follows.

I Lemma 1 (Non-commutative Khintchine Inequality [15]). Suppose that C1, . . . , Cn are (de-
terministic) matrices of the same dimension and g1, . . . , gn are independent N(0, 1) variables.
It holds that

E
g1,...,gn

∥∥∥∥∥∑
i

giCi

∥∥∥∥∥
p

' max


∥∥∥∥∥∥
(∑

i

CiC
T
i

) 1
2
∥∥∥∥∥∥
p

,

∥∥∥∥∥∥
(∑

i

CTi Ci

) 1
2
∥∥∥∥∥∥
p

 , p ≥ 2.

In order to estimate ‖RA‖p, we can write

RA =
∑
i,j

rij(eieTj A) =:
∑
i,j

rijCij

and it is straightforward to compute that∑
i,j

CijC
T
ij = tr(AAT )It = ‖A‖2

F It,
∑
i,j

CTijCij = t ·ATA.

It follows from the non-commutative Khintchine inequality that (recall that R is a normalized
Gaussian matrix with N(0, 1/t) entries)

E ‖RA‖p ' max
{
t

1
2−

1
p ‖A‖F , ‖A‖p

}
, p ≥ 2.

Using a concentration inequality for Lipschitz functions on Gaussian space, one can show
that ‖RA‖p is concentrated around E ‖RA‖p, and using standard the standard relationship
between ‖A‖F and ‖A‖p then completes the argument.

When p < 2, the non-commutative Khintchine inequality gives a much less tractable
characterization, so we need to analyze ‖RA‖p in a different manner, which is potentially
of independent interest. Our analysis also works for non-Gaussian matrices R whenever R
satisfies certain properties, which, for instance, are satisfied by a Fast Johnson-Lindenstrauss
Transform.

Upper bound. We give an overview of our upper bound now, focusing on the one-sided case,
since the two-sided case follows by simply right-multiplying by a generic subspace embedding
S. Here we focus on the case in which R is an r×n Gaussian matrix, where r = t ·polylog(n).
By rotational invariance of Gaussian matrices, and for the purposes of computing ‖AR‖p, we
can assume that A is diagonal. Let A1 be the restriction of A to its top Θ(t logn) singular
values. Since R is a Gaussian matrix with at least t logn rows, it is well-known that R is
also a subspace embedding on A1 (see, e.g., [20, Corollary 5.35]), namely, σi(RA1) ' σi(A1)
for all i, and thus ‖RA1‖p ' ‖A1‖p = Ω(‖A‖p) when ‖A1‖p = Ω(‖A‖p).

If it does not hold that ‖A1‖p = Ω(‖A‖p), then the singular values of A are “heavy-tailed”,
and we show how to find a σi(A) with i < Θ(t logn) for which σ2

i (A) is relatively small
compared to σ2

i (A) + σ2
i+1(A) + · · · + σ2

n(A). More specifically, let A2 be the restriction
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of A to σi(A), . . . , σn(A). Then we have that ‖A2‖op . ‖A2‖F /
√
t. Since for a Gaussian

matrix R it holds that ‖RA2‖op . ‖A2‖op + ‖A‖F /
√
r (see Proposition 3), we thus have that

‖RA2‖op . ‖A2‖F /
√
t. On the other hand, ‖RA2‖F ' ‖A2‖F . This implies there exist Ω(t)

singular values of RA2 that are Ω(‖A2‖F /
√
t), which yields that ‖RA2‖p & ‖A2‖p = Ω(‖A‖p).

Therefore we have established the lower bound that ‖RA‖p ≥ max{‖RA1‖p, ‖RA2‖p} in
terms of ‖A‖p.

To upper bound ‖RA‖p in terms of ‖A‖p, note that ‖RA‖p ≤ ‖RA1‖p + ‖RA2‖p by the
triangle inequality, where A1, A2 are as above. Again it follows from the subspace embedding
property of R that ‖RA1‖p . ‖A1‖p ≤ ‖A‖p. Regarding ‖RA2‖p, we relate its Schatten-p
norm to its Frobenius norm and use the fact that ‖RA2‖F ' ‖A2‖F . This gives an upper
bound of ‖RA2‖p in terms of ‖A2‖p, and using that ‖A2‖p ≤ ‖A‖p, it gives an upper bound
in terms of ‖A‖p. This is sufficient to obtain an overall upper bound on ‖RA‖p.

Lower bound. Now we give an overview of our lower bounds for some specific cases. First
consider one-sided sketches. We choose our hard distribution as follows: we choose an
n× (10t) Gaussian matrix G padded with 0s to become an n×n matrix. For a sketch matrix
R containing t rows, by rotational invariance of Gaussian matrices, ‖RG‖p is identically
distributed to ‖ΣRG

′‖p, where ΣR is the t × t diagonal matrix consisting of the singular
values of R, and where G′ is a t × (10t) Gaussian matrix. It is a classical result that all
singular values of G′ are Θ(

√
t) and thus ‖RG‖p '

√
t‖R‖p. This implies that

√
nt

1
2−

1
p .
√
t‖R‖p . Dp,p

√
nt

1
2−

1
p , (3)

since all non-zero singular values of G are Θ(
√
n). On the other hand, applying R to the

n× n identity matrix gives that

n
1
p ≤ ‖R‖p ≤ Dp,pn

1
p . (4)

Combining (3) and (4) gives that Dp,p ≥ max{(n/t)1/2−1/p, (n/t)1/p−1/2}.
For the two-sided sketch, we change the hard distribution to (i) n× n Gaussian random

matrix F and (ii) the distribution of GHT , where G and H are n×Θ(t) Gaussian random
matrices. The proof then relies on the analysis for

∥∥RFST∥∥
p
and

∥∥RGHTST
∥∥
p
. When

p ≥ 2, non-commutative Khintchine inequality gives immediately that∥∥RGHTST
∥∥
p
'
√
t
∥∥RFST∥∥

p
'
√
tmax{‖R‖p‖S‖op, ‖R‖op‖S‖p}, p ≥ 2. (5)

When p < 2, a different approach is followed. We divide the singular values of R and S into
bands, where each band contains singular values within a factor of 2 from each other. We shall
consider the first Θ(log t) bands only because the remaining singular values are 1/poly(t) and
negligible. Now, if all singular values of R′ and S′ are within a factor of 2 from each other,
then

∥∥R′F (S′)T
∥∥
p
' ‖R′‖op‖S′‖op‖F‖p and

∥∥R′GHT (S′)T
∥∥
p
' ‖R′‖op‖S′‖op

∥∥GHT
∥∥
p
. It

is not difficult to see that

‖GHT ‖p '
√
t‖F‖p (6)

Since R′ and S′ consist of one of the Θ(log t) bands of R and S, respectively, it follows that∥∥RGHTST
∥∥
p
'
√
t/polylog(t) ·

∥∥RFST∥∥
p
, p < 2. (7)

A lower bound of Dp,p then follows from combining (6), (5) (or (7)) with

‖F‖p ≤
∥∥RFST∥∥

p
≤ Dp,p‖F‖p, and

∥∥GHT
∥∥
p
≤
∥∥RGHTST

∥∥
p
≤ Dp,p

∥∥GHT
∥∥
p
.
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60:6 Embeddings of Schatten Norms

To strengthen the lower bound for the sketches that even depend on the input matrix, we
follow the approach in [10]. We first work with random hard instances, and then sample
input matrices A1, . . . , Apoly(n) from the hard distribution, and apply a net argument on
sketching matrices R and S to obtain a deterministic statement, which states that for any
fixed R and S such that the distortion guarantee is satisfied with all samples A1, . . . , Apoly(n),
the distortion lower bound remains to hold.

2 Preliminaries

Notation. Throughout the paper, we use f . g to denote f ≤ Cg for some constant C,
f & g to denote f ≥ Cg for some constant C, and f ' g to denote C1g ≤ f ≤ C2g for some
constants C1 and C2.

Bands of Singular Values. Given a matrix A, we split the singular values of A, σ1(A) ≥
σ2(A) ≥ · · · , into bands such that the singular values in each band are within a factor of 2
from each other. Formally, define the i-th singular value band of A to be

Bi(A) =
{
k : ‖A‖op2i+1 < σk(A) ≤ ‖A‖op2i

}
, i ≥ 0,

and let Ni(A) = |Bi(A)|, the cardinality of the i-th band.

Extreme Singular Values of Gaussian Matrices. We shall repeatedly use the following
results on Gaussian matrices.

I Proposition 2 ([20, Corollary 5.35]). Let G be an r × n (r < n) Gaussian random
matrix of i.i.d. entries N(0, 1). With probability at least 1 − 2 exp(−u2/2), it holds that√
n−
√
r − u ≤ smin(G) ≤ smax(G) ≤

√
n+
√
r + u.

Combining [11, Corollary 3.21] and the concentration bound in Gauss space [20, Proposi-
tion 5.34], we also have

I Proposition 3. Let A be a deterministic n × n matrix and G be an r × n (r < n)
Gaussian random matrix of i.i.d. entries N(0, 1). Then for any K, it holds that ‖GA‖op ≤
K(‖A‖op

√
r + ‖A‖F ) with probability at least 1− exp(−c

√
Kr), where c > 0 is an absolute

constant.

Nets on Matrices. The following fact concerns nets of matrices and was used in [10]. We
shall use it in our lower bound arguments.

I Proposition 4 ([10, Lemma 2]). There exists a net R ⊂
⋃t0
t=1 Rt×n of size exp(O(t0n ln(Dn/η))

such that for any R ∈ Rt×n (1 ≤ t ≤ t0) with column norms in [1, D], we can find R′ ∈ R
such that ‖R−R′‖op ≤ η.

3 Lower Bounds

In this section we show the full proof of the (n/t)1/2−1/p lower bound for one-sided sketches
(Theorem 5) and the (n/t)1/p−1/2/ log3/2 t bound for two-sided sketches (Theorem 6), which
demonstrates our techniques. Other cases can be found in the full version.

I Theorem 5 (One-sided sketch). Let p > 2 and p > q. There exist a set T ⊂ Rn×n with
|T | = poly(n) and an absolute constant c ∈ (0, 1) such that, if it holds for some matrix
R ∈ Rt×n with t ≤ cn and for all A ∈ T that ‖A‖p ≤ ‖RA‖q ≤ Dp,q‖A‖p, then it must hold
that Dp,q & (n/t)

1
2−

1
p .
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Instead of proving this theorem, we prove the following rephrased version.

I Theorem 5’ (rephrased). Let p > 2 and p > q. There exists an absolute constant D0 and
a set T ⊂ Rn×n with |T | = O(n ln(Dn)) such that, if D ≥ D0 and it holds for some matrix
R ∈ Rt×n and for all A ∈ T that

‖A‖p ≤ ‖RA‖q ≤ D
1
2−

1
p ‖A‖p, (8)

then it must hold that t & n/D.

Proof. Let r = n/(ρ2D) and t0 = θr for some constants ρ > 1 and θ ∈ (0, 1) to be determined.
We shall show that if t ≤ t0, it will not happen that R satisfies (8) for all A in a carefully
chosen set T .

Let D be the distribution of Gaussian random matrices of dimension n × r with i.i.d.
entries N(0, 1/r). Let R = UΣV T be the singular value decomposition of R and A ∼ D.
Then by rotational invariance of the Schatten norm and Gaussian random matrices, we know
that ‖RA‖q is identically distributed to ‖ΣA‖q = ‖BTΣ′‖q, where Σ′ is the left t× t block
of Σ and B is formed by the first t rows of A.

It follows from Proposition 2 that with probability ≥ 1 − exp(−c1c2r), smax(B) ≤
1 + 2c1

√
t/r ≤ 1 + 2

√
θc1, and thus

‖BTΣ′‖q ≤ smax(B)‖Σ′‖q ≤ (1 + 2
√
θc1)‖Σ′‖q = (1 +

√
θc1)‖R‖q ≤ (1 + 2

√
θc1)D

1
2−

1
pn

1
p ,

that is, with probability ≥ 1− exp(−c1c2r),

‖RA‖q ≤ (1 + 2
√
θc1)D

1
2−

1
pn

1
p .

On the other hand, with probability ≥ 1− exp(−c1c2r), all singular values of A are at least√
n/r − 2c1 = ρ

√
D − 2c1 ≥ (1− ε)ρ

√
D if we choose D0 ≥ 4c2

1/ε
2. Then

‖RA‖q ≥ ‖A‖p ≥ (1− ε)sr
1
p

√
D = (1− ε)ρ1− 2

pn
1
pD

1
2−

1
p .

Also, with probability ≥ 1− exp(−c1c2r), all singular values of A are at most
√
n/r+ 2c1 =

ρ
√
D + 2c1 ≤ (1 + ε)ρ

√
D and thus

‖A‖p ≤ r
1
p (1 + ε)s

√
D = (1 + ε)ρ1− 2

pn
1
pD

1
2−

1
p .

This motivates the following definitions of constraints for R ∈ Rt×n and A ∈ Rn×n:

P1(R,A) : ‖RA‖q ≤ (1 + 2
√
θc1)D

1
2−

1
pn

1
p P2(R,A) : ‖RA‖q ≥ (1− ε)ρ1− 2

pn
1
pD

1
2−

1
p

P3(A) : ‖A‖p ≤ (1 + ε)ρ1− 2
pn

1
pD

1
2−

1
p .

Now, for m samples A1, . . . , Am drawn from D, it holds for any fixed R that

Pr
A1,...,Am

{∃i s.t. P1(R,A) and P2(R,A) and P3(A) hold} ≥ 1− e−c1c2mr. (9)

Since 1 ≤ ‖GeieTi ‖q ≤ D and ‖GeieTi ‖q = ‖Ri‖2, we can restrict the matrix R to
matrices with column norm in [1, D]. Thus we can find a net R ⊂

⋃t0
t=1 Rt×n of size

exp(O(t0n ln(Dn/η)) such that for any R with column norms in [1, D], we can find R′ ∈ R
such that ‖R−R′‖op ≤ η.

Now it follows from (9) that

Pr
A1,...,Am

{∀R ∈ R,∃i, P1(R,A) and P2(R,A) and P3(R,A) hold}

≥ 1 − exp
(
O

(
t0n ln Dn

η

))
exp

(
−c1c2

D
mn
)
> 0,

ICALP 2017



60:8 Embeddings of Schatten Norms

provided that m = Θ(n ln(Dn)). Fix A1, . . . , Am such that for each R ∈ R there exists an i
such that P1(R,Ai) and P2(R,Ai) and P3(Ai) all hold.

Take T = {In, e1e
T
1 , . . . , ene

T
n , A1, . . . , Am}. We know that if R satisfies (8) for all A ∈ T ,

then there exists R′ such that ‖R′ − R‖op ≤ η, and there exists 1 ≤ i ≤ m such that
P1(R′, Ai), P2(R′, Ai) and P3(Ai) all hold. It follows that

‖RAi‖q ≤ ‖R′Ai‖q + ‖(R−R′)Ai‖q ≤ ‖R′Ai‖q + ‖R−R′‖op‖Ai‖p

≤
(

1 + 2
√
θc1 + (1 + ε)ρ1− 2

p η
)
D

1
2−

1
pn

1
p

and

‖RAi‖q ≥ ‖RAi‖q − ‖(R−R′)Ai‖q ≥ ‖R′Ai‖q − ‖R−R′‖op‖Ai‖p
≥ ((1− ε)− (1 + ε)η) ρ1− 2

pD
1
2−

1
pn

1
p

We meet a contradiction when θ, ε and η are all sufficiently small and ρ is sufficiently large,
for instance, when η = Θ(ε), θ = Θ(ε2/c2

2) and ρ = Θ(1 + pε/(p− 2)). J

I Theorem 6 (Two-sided sketch). Let p < 2. There exist a set T ⊂ Rn×n with |T | = poly(n)
and an absolute constant c ∈ (0, 1) such that, if it holds for some matrices R,S ∈ Rt×n
with t ≤ cn and for all A ∈ T that ‖A‖p ≤

∥∥RAST∥∥
q
≤ Dp,q‖A‖p, it must hold that

Dp,q & (n/t)
1
p−

1
2 / log

3
2 t.

Instead of proving this theorem, we prove the following rephrased version.

I Theorem 6’ (rephrased). Let p < 2, p > q and D ≥ D0 for some an absolute constant D0.
There exists a set T ⊂ Rn×n with |T | = O(n ln(Dn)) such that it holds for some matrices
R,S ∈ Rt×n and for all A ∈ T that

‖A‖p ≤
∥∥RAST∥∥

q
≤ D

1
p−

1
2 ‖A‖p, (10)

then it must hold that t & n/(D log3p/(2−p) t).

We need two auxiliary lemmata, whose proofs are omitted owing to space limitations.

I Lemma 7. Let A and B be deterministic n × n matrices and G be a Gaussian random
matrix of i.i.d. N(0, 1) entries. It holds with probability 1−O(1) that

‖AGB‖p . (log
5
2 n)(log logn)‖A‖op‖B‖opEp(A,B),

where

Ep(A,B) = max
0≤i,j≤3 logn

1
2i+j ·min {Ni(A), Nj(B)}

1
p ·max

{√
Ni(A),

√
Nj(B)

}
. (11)

I Lemma 8. Let A and B be deterministic n×N matrices and G,H be N × r Gaussian
random matrices of i.i.d. N(0, 1) entries. Suppose that n ≤ cr for some absolute constant
c ∈ (0, 1). It holds with probability 1−O(1) that ‖AGHTBT ‖p &

√
r‖A‖op‖B‖opEp(A,B),

where Ep(A,B) is as defined in (11).

Now we are ready to show Theorem 6’.
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Proof of Theorem 6’. Without loss of generality, we can assume that the maximum column
norm of R and that of S are the same; otherwise we can rescale R and S.

Let r = n/(ρ2D) and t0 = θr for some ρ = Θ(log3p/(2−p) t) and θ ∈ (0, 1) to be determined.
We shall show that if t ≤ t0, it will not happen that R and S satisfy (10) for all A ∈ T .

Let D be the distribution of Gaussian random matrices of dimension n × r with i.i.d.
entries N(0, 1) and let G,H ∼ D be independent. It follows from Lemma 8 that with
probability ≥ 1−O(1),

‖ΣRGHTΣTS‖q &
√
rEq(R,S). (12)

On the other hand, it follows from (10) that with probability ≥ 1− exp(−c1n),

‖ΣRGHTΣTS‖q ≤ D
1
2−

1
p ‖GHT ‖p . D

1
2−

1
pnr

1
p . (13)

Now, let F be the distribution of an n× n Gaussian matrix of i.i.d. entries N(0, 1) and let F
be drawn from F . Then ‖RFS‖q is identically distributed as ΣRF ′ΣS , where F ′ is a random
t× t Gaussian matrix of i.i.d. entries N(0, 1). It follows from Lemma 7 that with probability
≥ 1−O(1),

‖ΣRF ′ΣTS‖q . (log
5
2 t)(log log t)Eq(R,S) ≤ (log3 t)Eq(R,S) (14)

On the other hand, it follows from (10) that with probability ≥ 1− exp(−c2n),

‖RFST ‖q ≥ ‖F‖p & n1/p√n. (15)

Define events P1(G,H,R, S) and P2(F,R, S) to be (12) and (14) respectively. Further define

P3(G,H) :
∥∥GHT

∥∥
p
. nr1/p and P4(F ) : ‖F‖p . n1/p√n.

Both P3(G,H) and P4(F ) hold with probability ≥ 1− e−c3n when G,H ∼ D and F ∼ F .
Now, for 2m samples G1, . . . , Gm, H1, . . . ,Hm independently drawn from D, and m

samples F1, . . . , Fm independently drawn from F , it holds for any fixed R and S that

Pr
Gi,Hi,Fi

{∃i, P1(Gi, Hi, R, S),P2(Fi, R, S),P3(Gi, Hi),P4(Fi) all hold} ≥ 1− e−c4m. (16)

Since 1 ≤ ‖ReieTj ST ‖q = ‖Ri‖2‖Sj‖2 ≤ D, we can restrict the matrix R and S to
matrices with column norm in [1,

√
D]. Thus we can find a net M ⊂

⋃t0
t=1 Rt×n of size

exp(O(t0n ln(Dn/η)) such that for anyM with column norms in [1,
√
D], there existsM ′ ∈ G

such that ‖M −M ′‖op ≤ η.
Now it follows from (16) that

Pr
Gi,Hi,Fi

{∀R,S ∈M,∃i, P1(Gi, Hi, R, S),P2(Fi, R, S),P3(Gi, Hi),P4(Fi) all hold}

≥ 1 − exp
(
O

(
t0n ln Dn

η

))
exp (−c4m) > 0,

provided that m = Θ(n ln(Dn)). Fix {Gi, Hi, Fi}i such that for each pair R′, S′ ∈M there
exists i such that P1(Gi, Hi, R

′, S′) and P2(Fi, R′, S′) and P3(Gi, Hi) and P4(Fi) all hold.
Take T = {In} ∪ {eieTj }1≤i,j≤n ∪ {GiHT

i }1≤i≤m ∪ {Fi}1≤i≤m. We know that if (R,S)
satisfies (10) for all A ∈ T , then there exists R′ and S′ such that ‖R′ − R‖op ≤ η and
‖S′ − S‖op ≤ η, and there exists 1 ≤ i ≤ m such that P1(Gi, Hi, R

′, S′) and P2(Fi, R′, S′)

ICALP 2017
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and P3(Gi, Hi) and P4(Fi) all hold. One can then show that (12), (15) hold with slightly
smaller constants and (13), (14) with slightly larger constants for R and S. It follows that

n
1
p
√
n

log3 t
. D

1
p−

1
2
√
rnr

1
p , or, 1

log3 t
.

(
rD

n

) 1
p−

1
2

= 1
ρ

2
p−1 ,

which contradicts our choice of ρ (the hidden constant in . above depends only on D0, θ
and η, and then we can choose the hidden constant in the Θ-notation for ρ). J

4 Upper Bounds

We shall only show the upper bounds for 1 ≤ p ≤ q ≤ 2 in this section. Other cases can be
found in the full version.

Let G ∈ Rr×n (r ≥ Ct) be a random matrix and c, c′, η > 0 be absolute constants which
satisfy the following properties:
(a) (subspace embedding) For a fixed t-dimensional subspace X ⊆ Rn it holds with probab-

ility ≥ 1− exp(−c′t) that

(1− η)‖x‖2 ≤ ‖Gx‖2 ≤ (1 + η)‖x‖2, ∀x ∈ X;

(b) For a fixed A ∈ Rn×n it holds with probability ≥ 1− exp(−c′r) that

‖GA‖op ≤ c
(
‖A‖op + 1√

r
‖A‖F

)
;

(c) For a fixed A ∈ Rn×n it holds with probability ≥ 1− exp(−c′r) that

(1− η)‖A‖F ≤ ‖GA‖F ≤ (1 + η)‖A‖F .

Consider the singular value decomposition A = UΣV T , where U and V are orthogonal
matrices, Σ = diag{σ1, . . . , σn} with σ1 ≥ σ2 ≥ · · · . For an index set I ⊆ [n], define
AI = UΣIV T , where ΣI is Σ restricted to the diagonal elements with indices inside I (the
diagonal entries with indices outside I are replaced with 0).

I Theorem 9. Let 1 ≤ p ≤ q ≤ 2. There exist constants θ = θ(p, q) < 1 small enough and
C = C(p, q) large enough such that for t ≤ θn and matrix G satisfying the aforementioned
properties, it holds for any (fixed) A ∈ Rn×n with probabilty 1− exp(−c′′t) that

t
1
q−

1
2

n
1
p−

1
2 log n

t

‖A‖p . ‖GA‖q . ‖A‖p.

Note that for t = Ω(logn) and r = Ct for some large constant C, a Gaussian random matrix of
i.i.d. entries N(0, 1/r), or a randomized Hadamard Transform matrix of r = Θ(t polylog(t))
rows, satisfies the three conditions on G [7]. The following corollary of Theorem 9 is
immediate.

I Corollary 10. Suppose that 1 ≤ p ≤ q and c logn ≤ t ≤ θn for some absolute constants
θ ∈ (0, 1) and c ≥ 1. There exists (random) G ∈ Rr×m with r & t such that with probability
≥ 1− exp(−c′′t),

‖A‖p ≤ ‖GA‖q .
n

1
p−

1
2

t
1
q−

1
2

(
log n

t

)
‖A‖p.

In particular when p = q,

‖A‖p ≤ ‖GA‖p .
(n
t

) 1
p−

1
2
(

log n
t

)
.
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Now we prove Theorem 9. We first need an auxiliary lemma.

I Lemma 11. Let θ, t, C and G be as defined in Theorem 9 and b = Θ(log(n/t)). At least
one of the following conditions will hold:

bt∑
i=1

σpi ≥
1
2

n∑
i=1

σpi (17)

and

σ2
s ≤

2
t

n∑
i=s

σ2
i for some s ≤ bt. (18)

To prove the preceding lemma, consider the first b blocks of singular values of A each of
size t, that is, I1 = {σ1, . . . , σt}, . . . , Ib = {σ(b−1)t+1, . . . , σbt}.

I Lemma 12. If (18) does not hold for any s ≤ bt, it must hold for all 2 ≤ j ≤ b that
σjt ≤ 1

2σ(j−1)t.

Proof. If this is not true for some j then
∑jt
i=(j−1)t+1 σ

2
i ≥ tσ2

jt >
t
2σ

2
(j−1)t, which contradicts

(18) with s = (j − 1)t ≤ bt. J

Proof of Lemma 11. Suppose that (17) does not hold and we need to show that (18) holds
for some s ≤ bt. Otherwise, it follows from Lemma 12 that σbt+1 ≤ σ1

2b ≤
(
t
n

)2
σ1 and thus

n∑
i=bt+1

σpi < nσpbt+1 ≤
t2p

n2p−1σ
p
1 ≤ tθ2p−1σp1 , (19)

On the other hand,

bt∑
i=1

σpi ≥ tσ
p
1

(
1
2 + 1

4 + · · ·+ 1
2b

)
=
(

1− 1
2b

)
tσp1 = (1− θ2)tσp1 . (20)

Using the assumption on θ, we see that the rightmost side of (20) is bigger than the rightmost
side of (19), which contradicts the assumption that (17) does not hold. J

I Lemma 13. Let 1 ≤ p ≤ q ≤ 2, and t, b and G be defined as in Lemma 11. Suppose that
s satisfies (18) and let J = {s, s+ 1, . . . , n}. Then

‖GAJ‖q &
t

1
q−

1
2

n
1
p−

1
2
‖AJ‖p.

Proof. Combining Property (b) of G with (18) yields that

‖GAJ‖op ≤
c√
t

(
√

2 +
√

1
C

)
‖AJ‖F =: K√

t
‖AJ‖F

On the other hand, Property (c) states that ‖GAJ‖F ≥ 1
2‖AJ‖F . This implies that at least

αr singular values of GAJ are at least γ√
t
‖AJ‖F , provided that C

(
(1− α)γ2 + αK2) < 1

4 ,

which is satisfied if we choose γ ' 1/
√
C and α ' 1/K2/q. It follows that

‖GAJ‖q ≥ (αr)
1
q
γ√
t
‖AJ‖F ≥ (αC)

1
q γ · t

1
q−

1
2

n
1
p−

1
2
‖AJ‖p. J
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I Lemma 14. Let 1 ≤ p ≤ q ≤ 2, and t, b and G be defined as in Lemma 11. Suppose that
s satisfies (18) and let J = {s, s+ 1, . . . , n}. Then

‖GAJ‖q .
1

t
1
p−

1
q

‖AJ‖p

Proof. When p ≤ 2, it holds that ‖AJ‖2
F ≤ ‖AJ‖

p
p‖AJ‖

2−p
op . Using (18), we obtain that

‖AJ‖p ≥
‖AJ‖2/p

F

‖AJ‖2/p−1
op

≥
(
t

2

) 1
p−

1
2

‖AJ‖F .

On the other hand, it follows from Property (c) of G that

‖GAJ‖q ≤ r
1
q−

1
2 ‖GAJ‖F ≤ (1 + η)r

1
q−

1
2 ‖AJ‖F .

Therefore,

‖GAJ‖q ≤ (1+η)r
1
q−

1
2

(
2
t

)1
p−

1
2

‖AJ‖p = (1+η)(Cbqt)
1
q−

1
2

(
2
t

)1
p−

1
2

‖AJ‖p .
1

t
1
p−

1
q

‖AJ‖p.J

Now we are ready to show Theorem 9.

Proof of Theorem 9. It follows from the subspace embedding property of G that

(1− η)‖AIi‖q ≤ ‖GAIi‖q ≤ (1 + η)‖AIi‖q, 1 ≤ i ≤ b

and thus

1− η
t

1
p−

1
q

‖AIi
‖p ≤ ‖GAIi

‖q ≤ (1 + η)‖AIi
‖p.

When (17) holds, there exists i∗ (1 ≤ i∗ ≤ b) such that

‖AIi∗‖p ≥
1

2
1
p b
‖A‖p

and thus

1
bt

1
p−

1
q

‖A‖p . ‖GAIi∗‖q . ‖A‖p.

When (17) does not hold, let J be as defined in Lemma 13 and

1
2

1
p

‖A‖p ≤ ‖AJ‖p ≤ ‖A‖p.

The claimed upper and lower bounds follow from combining the bounds above, together with
Lemma 13, Lemma 14, and

max
{
‖GAI1‖q, . . . , ‖GAIb

‖q, ‖GAJ‖q
}
≤ ‖GA‖q ≤

b∑
i=1

∥∥GA[Ii]
∥∥
q

+ ‖GAJ‖q,

noticing that t
1
2−

1
p /n

1
2−

1
p ≤ 1/t

1
p−

1
q . J
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Abstract
In the problem of one-bit compressed sensing, the goal is to find a δ-close estimation of a k-sparse
vector x ∈ Rn given the signs of the entries of y = Φx, where Φ is called the measurement matrix.
For the one-bit compressed sensing problem, previous work [32, 19] achieved Θ(δ−2k log(n/k))
and Õ( 1

δ k log(n/k)) measurements, respectively, but the decoding time was Ω(nk log(n/k)). In
this paper, using tools and techniques developed in the context of two-stage group testing and
streaming algorithms, we contribute towards the direction of sub-linear decoding time. We give
a variety of schemes for the different versions of one-bit compressed sensing, such as the for-each
and for-all versions, and for support recovery; all these have at most a log k overhead in the
number of measurements and poly(k, logn) decoding time, which is an exponential improvement
over previous work, in terms of the dependence on n.
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1 Introduction

1.1 Standard Compressed Sensing
The compressed sensing framework describes how to reconstruct a vector (signal) x ∈ Rn
given the linear measurements y = Φx where Φ ∈ Rm×n for some m � n. This is an
under-determined system with n variables and m equations. In many applications, however,
such as images, we know that the vector x can be approximated by a k-sparse vector in
some known basis. In this case, the matrix Φ contains a sufficient amount of information
to roughly recover x if m is large enough; in particular, as shown in [4, 5], the signal can
be approximately reconstructed from Θ(k log(n/k)) measurements when Φ is a Gaussian
matrix. In order to do this, however, one has to solve the non-convex program

min‖x‖0 s.t. y = Φx

However, [9, 4] show it is possible to avoid the non-convex formulation and, alternatively,
we can use Basis Pursuit (BP), which changes the objective to min‖x‖1, and still recover a
decent approximation of x. This can be solved using linear programming.

Compressed sensing, and sparse recovery, have appeared to be very useful tools in
many areas such as analog-to-digital conversion [25], threshold group testing [1], discrete

∗ A full version of the paper is available at https://arxiv.org/abs/1603.08585.
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signal processing [12], streaming algorithms [29] and bioinformatics [26]. Depending on
the application, one cares about optimizing different parameters of interest (measurements,
decoding time, encoding time, failure probability).

Often we distinguish between the for-all model (or uniform recovery) and the for-each
model (non-uniform recovery). In the for-all model, a single matrix is picked, which allows
reconstruction of all k-sparse vectors. Whereas in the for-each model, the measurements
are chosen at random such that, for some error probability p, they will contain sufficient
information to reconstruct a single vector x with probability at least 1− p. We note that all
aforementioned papers refer to the for-all model.

Moreover, it is desirable to achieve sublinear decoding time. The state of the art for
the for-each model is [15]. The authors there achieve k · poly(logn) decoding time with
Θ(k log(n/k)) measurements. The failure probability was improved later in [17] using a much
more complicated scheme. In the for-all model, Gilbert et.al. [18] give the first algorithm
that runs in sublinear time with a number of measurements O(kpoly(logn)). Porat and
Strauss devised a scheme under a slightly weaker recovery guarantee with O(k log(n/k))
measurements accompanied with the first sublinear decoding procedure running in time
O(k1−αnα), for any constant α [33]. Subsequent work [16], the authors manage to bring the
dependence of the approximation ε fact down to the right order of ε−1 and achieve runtime
poly(k, logn), when ε ≤ ( log k

logn )γ , for any constant γ.

1.2 One-Bit Compressed Sensing
Often in applications compressed sensing measurements must be quantized, since the require-
ment of infinite precision is not realistic: any measurement must be mapped to a small finite
value in some universe [3]. Thus, one-bit compressed sensing emphasizes the compressed
aspect of compressed sensing; many algorithms for standard compressed sensing rely on
infinite precision in their real-valued inputs, relying on more precision than real sensors are
capable of returning, an assumption which is unrealistic for real-world applications. Moreover,
in hardware implementations, for example, where quantizers are implemented using compar-
ators to zero [3], there is need of quantization to one-bit measurements. Comparators are
indeed fast, but they are expensive, so minimizing their usage is really important. Moreover,
dynamic range issues are a smaller problem in the case of one-bit quantizers.

It is clear that quantization increases the complexity of the decoding procedure and,
additionally, is irreversible: given y = sign(Φx) it is impossible to get the exact vector
back. Previous results inquired the case in which the quantization maps each coordinate to
{−1,+1}, which means that we learn only the sign of each coordinate. First, it is not obvious
whether there is sufficient information to reconstruct a signal given its one-bit measurements.
Of course, since we cannot know the length of the signal, nor the exact signal (even if its
length were given), we can ask the following question: can we find its direction?

The problem was first studied in the work of Boufounos and Baraniuk [3], where the
authors suggest recovering the signal x by solving the optimization problem

min‖x‖1 s.t.: y �Ax ≥ 0, ‖x‖2 = 1,

where � stands for the element-wise product between two vectors. The goal is to find a
vector y on the unit sphere such that ‖y− x

‖x‖2
‖22 ≤ δ. It is clear that this relaxation requires

solving a non-convex program, an obstacle which Laska et al. [28] tried to remedy by giving
an optimization algorithm that finds a stationary point of the aforementioned program;
both papers, however, do not provide provable guarantees for the number of measurements
needed. An alternative formulation was studied in [24], which showed that the number
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of measurements could be brought down to O(δ−1k logn), but the main obstacle of the
non-convex formulation remained. In [31] Vershyin and Plan gave the first computationally
tractable algorithm for the problem of one-bit compressed sensing by designing a compressed
sensing scheme that approximately recovers a k-sparse vector from O(δ−5k log2(nk )) one-bit
measurements via a linear programming relaxation. Their techniques were based on random
hyperplane tessellations; the main geometric lemma they needed was that O(k log(n/k))
random hyperplanes partition the set of k-sparse vectors with unit norm into cells, each one
having small diameter. In [32] the same authors improved the number of measurements to
O(δ−2k log(nk )) by analyzing a simple convex program. Their results can also be generalized
to other sparsity structures, where the crucial quantity that determines the number of
measurements is the gaussian mean-width of the set of all unit vectors having a specific
sparsity pattern. Last but not least, they manage to handle gaussian noise and, most
importantly, adversarial bit flips, though with a small worsening in the dependence on
δ in their number of measurements. In [19] a two-stage algorithm with Õ( 1

δk log(n/k))
measurements and O(nk log(n/k) + 1

δ5 (k log(n/k))5) decoding time was proposed. Apart
from recovering the vector, other algorithms that recover only the support of the signal have
been proposed; see for example [19, 22].

In [20] it is conjectured that even if the support of the vector is known, the dependence
of the number of measurements on δ must be at least 1

δ . In order to circumvent this,
alternative quantization schemes were proposed, with the most common being Sigma-Delta
quantization [21, 27]. In [2] Baraniuk, Foucart, Needell, Plan and Wootters manage to
bring the dependence on δ down to log( 1

δ ) if the quantizer is allowed to be adaptive and the
measurements take a special form of threshold signs.

1.3 Group Testing
In the group testing problem, we have a large population, which consists of “items”, with a
known number of defectives. The goal is to find the defectives using as few tests as possible,
where a test is just a query whether a certain subset of items contains at least one defective.
The group testing problem was first studied by Dorfman in [13]. There are two types of
algorithms for this problem, namely adaptive and non-adaptive. In the first case, the outcome
of previous tests can be used to determine future tests, whereas in non-adaptive algorithms
all tests are performed at the same time. Group testing has many applications in DNA
library screening and detection of patterns in data; more can be found in [6], [8].

Any solution for the group testing problem corresponds to a binary matrix, where the
number of rows equals the number of tests and the number of columns equals the cardinality
of the population. Given such a matrix M and a vector x indicating the positions of the
defectives, we should be able to identify x from Mx, where the addition here corresponds
to the OR operation of Boolean algebra. Since decoding time is important, the brute-force
algorithm that iterates over each possible subset in order to recognise the defective set
does not suffice. However, one can design matrices such that the naive decoding algorithm,
which eliminates items belonging to negative tests and returns all the other items, correctly
identifies all defective items [14]. In the literature these matrices are known as k-disjunct
matrices.

In this paper, we are also interested in the so-called two-stage group testing problem,
where two stages are allowed: the first stage recognises a superset of the defectives, and the
second stage, which is performed after seeing the results of the first stage, recognizes the
exact set of the defectives by querying separately for each one. We refer to (k, l) two-stage
group testing as the case when there are k defectives and the superset is allowed to have up
to k + l elements. In fact, this is equivalent to the existence of a matrix M such that given
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Mx one can find a set S with k + l elements such that all defectives are included in S. The
same naive algorithm, which eliminates all items that belong to a negative test and returns
all other items, will be used here. A matrix is called (k, l) list-disjunct if this algorithm finds
a superset of the support with at most k + l elements. The term ‘list-disjunct’ appeared
in [23], although it was also studied before in [11] under the name of super-imposed codes,
and in [34] under the name of list-decoding super-imposed codes. In [30] Ngo, Porat and
Rudra give efficient and strongly explicit constructions of matrices that allow two-stage group
testing, which are also error-tolerant, in the sense that they can correct e0 false positives
and e1 false negatives in sub-linear time and additional Θ(e0 + k · e1) tests. They also prove
matching lower bounds for several cases, including the case that k = Θ(l).

A group testing scheme is a tuple (M,R), where M is a matrix in {0, 1}m×n and R a
procedure that takes as input Mx and outputs a vector y. Depending on the guaratee we
want, we will either refer to it as two-stage group testing or (one-stage) group testing. The
worst-case running time of the procedure R corresponds to the decoding time of the scheme.

1.4 Our Results
The main goal of our work is to make algorithms for one-bit compressed sensing not only
“data-efficient” but also computationally efficient. Thus, we try to understand under which
conditions and which number of measurements sublinear decoding time is possible. In the
for-each version of noisy one-bit compressed sensing we give a scheme with almost-optimal
measurements and sublinear decoding time. We also focus on decoding noiseless signals
and presents several results towards this direction. We first give a scheme with sublinear
decoding time with a small overhead in the number of measurements, by connecting the
problem with Combinatorial Group Testing. Second, we try to understand whether it is
possible to achieve a for-all guarantee for one-bit compressed sensing, while still keeping
sublinear decoding time. We answer this question in the affirmative if we are allowed to
use O(k2 logn) measurements. Our techniques also give a scheme for support recovery that
outperforms the one in [19] by being exponentially faster than it; one additional aspect of
our scheme is that the measurement matrix is explicit, which means that we can compute it
in polynomial time.

For the case of general vectors, we define the δ-`2/`2 guarantee: For a unit vector x ∈ Rn
we say that a scheme satisfies the δ-`2/`2 guarantee for one-bit compressed sensing if the
output satisfies

‖x̂− x‖22 ≤ c‖xtail(k)‖22 + δ,

while xtail(k) is the vector that occurs after zeroing out the biggest k coordinates of x in
magnitude and c is some absolute constant.

In the support recovery problem, one wants to construct a matrix Φ, such that for
all k-sparse x, one is able to recover the support of the vector x, given measurements
y = sign(Φx).

We present the results that we have in greater detail in Tables 1 and 2. We note that the
decoding time of each scheme is poly(k, logn).

δ-`2/`2 for-each one-bit Compressed Sensing from O(k log(n/k) · (log k + log log(n/k)) +
δ−2k) measurements.
For-each one-bit Compressed Sensing (noiseless signals) from O(k logn+logk n·log logk n+
δ−2k) measurements. This extends the result of [32], as it manages to also decrease the
number of measurements for the for-each version of the problem for a wide range of
parameters.
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Table 1 Comparison of recovery schemes for one-bit compressed sensing.

Algorithm Measurements Decoding-Time Model Noise

[32] δ−6k log( n
k

) poly(n) For-all Type 1
[32] δ−2k log( n

k
) poly(n) For-each Type 2

[19] Õ(δ−1k log( n
k

)) O(nk logn) + poly(k, logn) For-all No
This paper δ−2k + k log( n

k
)(log k + log log( n

k
)) poly(k, logn) For-each Type 3

This paper k logn+ δ−2k + logk n · log logk n poly(k, logn) For-each No
This paper k2 logn log logk n+ δ−6k log( n

k
) poly(k, logn) For-all No

Table 2 Comparison of schemes for support recovery.

Algorithm Measurements Decoding time Model

[19] k3 logn nk logn For-all
This paper (Theorem 18) k3 logn k3poly(logn) For-all

For-all one-bit Compressed Sensing (noiseless signals) in O(k2 logn log logk n+δ−2k logn)
measurements. This is the first scheme that allows sublinear decoding time in the for-all
model of one-bit compressed sensing, although the dependence on k is k2.
Support recovery from one-bit measurement (noiseless signals) in O(k3 logn) measurem-
nnts. This scheme is not only exponentially faster than the one presented in [19], but
also explicit, in the sense that the matrix can be computed in polynomial time in n.

An interesting aspect of our results is that in the for-each model, the δ factor does not
need to multiply the k logn factor, in contrast to the for-all version. We explain the three
types of noise handled by the schemes in Table 1:

Type 1 stands for adversarial bit flips. This means that after receiving y = sign(Φx), an
adversary can flip some of the entries of y, and then give it to the decoder. Here, we
assume that x is exactly k-sparse. The result of [32] can tolerate up to cδ fraction of
adversarial bit flips, where c is some absolute constant smaller than 1.
Type 2 noise stands for gaussian random noise that is added to the k-sparse vector x
after the matrix Φ has been applied to it. This means that y = sign(Ax + u), where
u ∼ cN (0, I), where c is some absolute constant.
Type 3 noise refers to general noise and is handled by the δ-`2/`2 guarantee. This
means that y = sign(Φ(xhead(k) + xtail(k))), where we can view the term xtail(k) as
pre-measurement adversarial noise.

The ideas that are used in this paper to obtain sublinear decoding time are based on
ideas that appeared in [30], as well as the dyadic trick, which has appeared in the streaming
literature in the context of the Count-Min Sketch [10]. As far as we know, our work is the
first that looks at sublinear decoding time in the one-bit compressed sensing framework and
even achieves less measurements in some cases. Last but not least, we believe that a strong
point of our schemes is their simplicity.

2 Preliminaries

We define the sign function as sign(z) = +1, for z ≥ 0 and sign(z) = −1 for z < 0. For a
vector x, we define sign(x)i = sign(xi), for all i ∈ [n].
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Any one-bit compressed sensing scheme is defined by a pair (D,Dec) where D is a
distribution over Rm×n and Dec is an algorithm that takes input sign(Φx) for some x ∈ Rn
and gives back a vector x̂. We will refer to Dec either as the “decoder” or “decoding procedure”.
We may also slightly abuse notation and refer to the pair (A,Φ), where A is a matrix coming
from some distribution D. We use m to denote the number of measurements, and decoding
time refers to the running time of Dec. We also define Σk = {x : ‖x‖0 ≤ k, ‖x‖2 ≤ 1} to be
the set of all k-sparse vectors contained in the unit `2 ball, and Σ1

k = {x : ‖x‖2 = 1, ‖x‖0 ≤ k}
the set of unit norm vectors with at most k non-zero coordinates.

For x ∈ Rn we denote its support set by supp(x). For a vector x, head(k) denotes the set
of its k largest coordinates in magnitude, while tail(k) denotes the set of its n− k smallest
coordinates in magnitude. For a coordinate i, we say that i is a 1

k -heavy hitter if, for some
absolute constant Ch it holds that x2

i ≥ 1
Chk
‖xtail(k)‖22. The constant Ch will be chosen later.

For any x which we are sensing using a one-bit compressed sensing scheme, we assume that
it ‖x‖2 = 1.

For each S ⊂ n, let xS ∈ R|S| denote the signal x restricted to coordinates in S. Similarly,
for a matrix M ∈ Rr×n and each S ⊂ n let MS ∈ Rr×|S| be the matrix M restricted to
columns in S.

I Definition 1. A scheme (D,Dec) satisfies the δ-`2/`2 guarantee for one-bit compressed
sensing with failure probability p if for each x ∈ Sn−1, it estimates a vector x̂ such that

∀x, PΦ∼D[x̂ = Dec(Φx) : ‖x− x̂‖22 ≤ C‖xtail(k)‖22 + δ] ≥ 1− p,

where C is an absolute constant.

For function f : Rn → Rm and a vector x ∈ Rn we say that y = f(x) is a sketch of x. In
our case, f will always be of the form f(x) = sign(Ax), where A ∈ Rm×n.

We also give the definition of the tensor product of two matrices. We note that this is
not the standard tensor product (or Kronecker product, as usually known) appearing in the
literature.

I Definition 2. Let A ∈ {0, 1}m × {0, 1}N and B ∈ {0, 1}m′ × {0, 1}N . The tensor product
A⊗B is an mm′ ×N binary matrix with rows indexed by the elements of [m]× [m′] such
that for i ∈ [m] and j ∈ [m′], the row of A ⊗ B indexed by (i, j) is the coordinate-wise
product of the i-th row of A and j- th row of B.

In order to proceed, we have to explain the difference between the for-all and the for-each
model. Let Px be the predicate that the sparse recovery scheme returns a vector x̂ such that
‖x− x̂‖22 > δ, when the matrix Φ is chosen from the distribution D. Let p be some target
probability. In the for-each model the guarantee is that ∀x ∈ Σ1

k,P[Px] ≤ p. In the for-all
model the guarantee is that P[∃x ∈ Σ1

k : Px] ≤ p. The randomness of the scheme is over the
distribution D.

The following result, appearing in [32] is a crucial component of most of our algorithms.
This theorem is a special case of Theorem 1.1 from that paper, and it is also discussed in
subsection 3.1 of the same paper (check “random noise before quantization” discussion).

I Theorem 3. Let A be a random m× n matrix, with each entry being a standard gaussian,
and all entries are independent. Let x ∈ Σ1

k and y = sign(Ax+ v), where v ∼ N (0, I). Then,
the convex program

z = argmax 〈y,Az〉 s.t. ‖z‖2 ≤ 1, ‖z‖1 ≤
√
k,

outputs a x̂ such that ‖x̂ − x‖22 ≤ δ with probability 1 − e−Ω(k log(n/k)), as long as m =
Ω(δ−2k log(n/k)).
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Algorithm 1 Naive Decoding Algorithm.
S ← ∅
for i ∈ [n] do

if exists no negative test where i participates in then
S ← S ∪ {i}

end if
end for
Output S.

We should review some folklore definitions from Combinatorial Group Testing theory.
For their proofs one can check [30].

I Definition 4. A t×n matrixM is k-disjunct if for every set S ⊂ [n] with |S| ≤ k, ∀j /∈ S, ∃i
such that Mi,j = 1 but ∀k ∈ S,Mi,k = 0. In other words, supp(Mj)− ∪l∈Ssupp(Ml) 6= ∅.

I Definition 5. A t× n matrix M is (k, l)-disjunct if for every two disjoint sets S, T ⊂ [n]
with |S| ≤ k, |T | = l, there exists a row i such that ∀j ∈ S,Mi,j = 0, but ∃j ∈ T,Mi,j = 1.

In the noiseless case, we will make extensive use of the following two lemmas:

I Lemma 6. Let M be a k-disjunct matrix. Then, given y = Mx, the naive decoding
algorithm returns a set S such that S = supp(x), i.e. the naive decoding algorithm correctly
finds the support of x.

I Lemma 7. Let M be a (k, l)-disjunct matrix. Then, given y = Mx, the naive decoding
algorithm returns a set S such that supp(x) ⊂ S and |S| ≤ |supp(x)| + l, i.e. the naive
decoding algorithm finds a superset of the support of x with additional l elements.

Of course, the two different definitions solve a different problem; the latter one solving a
more relaxed version of Group Testing than the former. We will refer to the second version
as two-stage group testing, whereas we will refer to the first version just as group testing.

2.1 Formal Statement of Results
I Theorem 8. There exists a randomized construction of a scheme (Φ, OneBitCS()) which
with probability 1 − O( 1

k log(n/k) + e−k) satisfies the δ-`2/`2 guarantee. Moreover, Φ has
O(k log(n/k)(log k + log log(n/k)) + δ−2k) rows and OneBitCS() runs in time poly(k logn).

I Theorem 9. There exists a randomized construction of a scheme (Φ,OneBitCS()) such
that

∀x ∈ Σ1
k,P[x̂ = OneBitCS(Φx), ‖x− x̂‖22 > δ] ≤ e−k.

The number of rows of Φ is O(k logn + logk n log logk n + δ−2k) and the running time of
OneBitCS() is poly(k, logn).

I Theorem 10. There exists a randomized construction of a scheme (Φ,OneBitCS()) such
that

P[∃x ∈ Σ1
k : x̂ = OneBitCS(Φx), ‖x− x̂‖22 > δ] ≤ e−k log(n/k).

The matrix Φ has O(k2 log(n/k) log logk n + δ−6k log(n/k)) rows and OneBitCS() runs in
poly(k, logn) time.
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I Theorem 11. There exists a deterministic construction of a scheme (Φ, Support()), where
Support(Φx) outputs a set L of at most k elements, and ∀x ∈ Σ1

k, Support(Φx) = supp(x).
The matrix Φ has O(k3 logn) rows and Support() runs in poly(k, logn) time.

Complete proofs of these theorems are deferred to the full version.

2.2 Overview of techniques
All of our algorithms find the superset of the support of the vector x (noiseless case) or
a small set containing the largest O(k) in magnitude coordinates (noisy case). This set
contains the crucial information needed to approximate x. Then, by restricting to the set
obtained, we show how the algorithm from [32] can give us the desired guarantees.

We first treat the noisy case. We sketch our approach to find a set of size O(k) that
contains all 1

k -heavy hitters of our vector x. Let us first discuss the Count-Sketch [7] for finding
heavy hitters in data streams (where we also have magnitude information). The Count-Sketch
consists of logn different iterations: in each iteration r we hash every element to O(k) buckets
using a 2-wise independent hash function hr : [n] → [O(k)], combined with random signs.
This means that for each pair (r, b) the (r, b)-th measurement is

∑
i:hr(i)=b σi,rxi, where σi,r

are pairwise independent random signs. For each coordinate i and iteration r, we read the
value of the bucket hr(i) multiplied by σi,r to get an estimate for xi. The median of all logn
different estimates is our final estimate for xi. This approach essentially solves a harder
problem called `∞/`2 sparse recovery, but at this point we are interested in finding only the
heavy hitters of x, not approximating their values; we will use the algorithm of [32] for that
later. So, when we only have access to one-bit measurements an immediate approach is the
following. Using the same hashing scheme as Count-Sketch, the decoding algorithm for every
coordinate i and every iteration r checks if σi,r agrees or disagrees with the sign of the value
of the bucket hr(i), let this be Cr,hr(i) . If this happens more than 3

4 of the time we classify
i as a heavy hitter. This happens because if i is a heavy hitter, with constant probability
xi will dominate the value of hr(i). Unfortunately, this does not suffice to give us sublinear
decoding time.

What we need is a technique called the dyadic trick, which was introduced in [10], for the
`1 case when all xi are non-negative. In this case, we form a tree of size depth logn, where
level l corresponds to the decomposition of [n] into 2l equal-sized and disjoint intervals. The
algorithm at each step keeps a list of size O(k) of “active” nodes, that is intervals that contain
some heavy hitter. At every level we run a version of the Count-Min Sketch to find the heavy
intervals (those that have `1 mass larger than ‖xtail(k)‖1

k ) and proceed by considering their
children as active. The algorithm terminates when we reach the last level. Observe that at
all times we want to guarantee that the list is of size O(k) and hence O(k logn) nodes are
visited in total.

In our case, however, we only have sign information about our measurements and we do
not assume that xi are non-negative. Remember that every node of the tree corresponds to
an interval. For any interval I in each level of the tree we add a normal random variable in
front of every xi for i ∈ I and when we hash nodes to buckets, we combine with a random
sign. We explain what this means. Let us focus on some interval/node I. If we hash this
node to U buckets using a hash function hr : [2l]→ [U ], then the contribution of the interval
to the value of bucket hr(a) will be σI ·

∑
i∈I g

I
i xi, where gIi is the gaussian corresponding

to each i ∈ I and σI is the sign associated with I. The idea is that
∑
i∈I g

I
i xi essentially

approximates the `2 mass of the interval and hence one can expect σI ·
∑
i∈T g

I
i xi to be

roughly σI · ‖xI‖2. This would mean that if I contains a heavy hitter, the sign of the
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measurement it participates in should roughly be the same as the sign of
∑
i∈I g

I
i xi and

hence, by repeating a lot of times, we can hope to clasify this interval as heavy. In this
approach, however, there are technical hurdles, one of them being that we should not refresh
the gaussians across iterations in the same level otherwise the signs will be uniformly at
random. In the next section we show how to take care of all the details.

In the noiseless case, we use techniques and schemes developed in the context of two-stage
group testing. More specifically, we show that if we take a (k, k)-disjunct matrix A and
replace each non-zero entry with a normal random variable, we get a for-each scheme for
identifying a superset S of the support of x. Using this idea and Lemma 7 we can detect a
superset S of the support of x. If we also keep in parallel matrix G each entry of which is a
normal random variable, we can use Theorem 3 by restricting G on the columns indexed
by S to get the result of Theorem 9. We take a similar approach for the for-all version of
the problem, namely Theorem 10. In this case we have to suffer an additional multiplicative
factor of k in the measurements. More specifically, let A ∈ {0, 1}t×n be a (k, k)-disjunct
matrix and let V be a k × n matrix. Then, the measurement matrix for is the vertical
concatenation of A⊗ V concatenated with G. For every i and x, (ai ⊗ V )x can be seen as
single test on x: (ai⊗V )x = 0 if and only if supp(ai)∩ supp(x) = ∅. Vertically concatenating
(A⊗ V ) and ((−A)⊗ V ) we can check whether (ai ⊗ V )x = 0 or not. Then, a modification
of Algorithm 1 and the for-all theorem of [32] (Result 1 from Table 1) gives us the desired
result. For the support recovery problem, our approach is similar: We use a deterministic
k-disjunct matrix A guaranteed by [23] and form the vertical concatenation of A⊗ V and
(−A)⊗ V . A similar reasoning as above, along with Lemma 6 gives the desired result. The
reason we make use of a k-disjunct matrix and not a list-disjunct one is because we are
interested in finding exactly the support.

3 For-each δ-`2/`2 One-Bit Compressed Sensing

As mentioned in the previous section, the algorithm is based on a two-stage approach. The
first stage identifies the set S of the “heavy” coordinates of the vector x; these coordinates
carry most of the `2 mass of x and hence the crucial information needed to approximate it.
The second stage runs the convex program of [32] with the universe being S instead of [n].

The most important part of the algorithm and essentially our contribution, that enables
sublinear decoding time, is the procedure that finds the set S. As mentioned before, we turn
our attention to the Count-Sketch and the dyadic trick [7, 10], and show that, with only a
constant multiplicative increase in the measurement complexity, we can modify them so that
they also work with one-bit measurements. We note that these algorithms appeared in the
linear case of the very-relevant problem of finding heavy hitters in data streams.

In what follows, we assume that n is a power of 2. Let C−1, C0, C1, C2 be large enough
constants to be defined later. For each l, we consider a partition of [n] to 2l equal-sized
disjoint intervals and we denote by Lal the a-th interval in this partition. We also set
∆ = 1

C−1k logn ,∆
′ = log( 1

∆ ), where C−1 is an absolute constant larger than 1.
The sensing matrix Φ is the vertical concatenation of matrices E(log k), E(log k+1), . . . ,

E(logn), A. The number of rows of each E(l) is C0 · C1 · C2 · k∆′ and the number of
rows of A is O(δ−2k). For log k ≤ l ≤ logn let E(l) be the l-th matrix. E(l) consists of
submatrices E(l)

1 , . . . , E
(l)
C2∆′ . Each matrix E(l)

m consists of C1 matrices E(l)
m,t , t = 1, . . . , C1.

Let hl,m,t : [2l] → [C0k] be a hash function that maps intervals/nodes at level l to C0k

buckets. We define the q-th row of E(l)
m,t via its dot product with x:〈

eTq E
(l)
m,t, x

〉
=

∑
a:hl,m,t(a)=q

σl,am,t
∑
j∈La

l

g
(l)
j,m · xj ,
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OneBitHeavyHitters(y):

1. Slog k−1 ← {L1
log k−1, L

2
log k−1 . . . , L

k/2
log k−1}

2. For l = log k to logn:
3. For each Li

l−1 in Sl−1 add L2i−1
l and L2i

l to Sl.
4. For every element La

l in Sl

5. If CheckIfHeavy(La
l ) = ‘light’ remove La

l from Sl

6. Output every x in Slog n

Figure 1 Recovery of `2 Heavy Hitters from One-Bit Measurements.

where g(l)
j,m ∼ N (0, 1) and σl,am,t are random signs. The above expression states that in each

sketch E(l)
m,t we hash the nodes at level l in C2k buckets.

In other words, every E(l) holds a hierarchical separation of [n] into 2l intervals of length
n/2l. Fix now some m ∈ [C2∆′]. Then, in each E

(l)
m,t, every node/interval is hashed to

some bucket and the coordinates inside this interval are combined with standard Gaussians.
Moreover, every interval is assigned a random sign. The intuition is that with constant
probability, we do expect the term

∑
j∈La

l
g

(l)
j,m,t ·xj , to behave roughly like the l2 mass of the

interval itself. Then, by keeping the same gaussians, we take C1 such hashing schemes (we
refresh only the σ variables and the hash functions). For fixed m, l, this means that we use
in total C1C2∆′ measurements, C2∆′ for each of the C1 rounds. Let this scheme be called
Scheme 1. Then, for each level, we repeat the Scheme 1 C2∆′ times, for m = 1, . . . , C2∆′.
Note now that across Eml for different m, l we use new g variables. The reason we have to
make this additional repetition, in contrast to the standard dyadic trick, is that we only have
sign information and we cannot use fresh gaussians at every measurement, since this would
imply uniformity of the signs of the measurements. In other words, we would roughly see
half +1 and half −1 and we would not be able to distinguish the ‘heavy’ intervals from the
‘light’ ones, as we will see next.

The decoding algorithm processes these intervals in increasing l for l = log k up to logn
and keeps a list of intervals at each time (the list is denoted by Sl in the pseudocode). In the
beginning of each step l, every node is hashed to C0k buckets. Suppose for a moment, that
we have the `2 mass of each interval and we hash these values, instead, into C0k buckets
combined with random signs. If an interval I contains a node that is ‘heavy’ and also
is hashed to a bucket b, then we expect that its `2 mass dominates the `2 mass of other
coordinates hashed to the same bucket. Thus, the sign of the sum must be determined
by the sign of the ‘heavy’ interval. To overcome the fact that we do not have the `2 mass
of the interval (since we can only make use of linear measurements) we add a standard
random variable in front of every node in the inteval, before hashing. We exploit the afore-
mentioned intuition, along with 2-stability of the Gaussian distribution , to show that we
can identify all “heavy” intervals and that we do not introduce a big number of erroneous
intervals (intervals that are not ‘heavy’). We repeat this hashing scheme C1 times with
the same gaussians and try to find the intervals whose sign agrees or disagrees with the
measurement they participate in most of the time. We consider them good. As mentioned
in the previous paragraph, this whole hashing scheme called Scheme 1. Now, we repeat
Scheme 1 C2∆′ times with completely fresh randomness. We then find the intervals which
were consider good at least 2

3C2∆′ times and add them to a list. At the end of each step l,
every interval Lil that belongs to the list and is substituted by its two sub-intervals L2i−1

l−1 , L2i
l−1.
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CheckIfHeavy(La
l ):

1. isheavy← 0
2. For m = 1 to C2∆′

3. cnt← 0
4. For t = 1 to C1

5. yq ← value of bucket hl,m,t(a)
6. If sign(yq) = σl,a

m,t

7. cnt← cnt + 1
8. If cnt > 0.8C1 or cnt < 0.2C1

9. isheavy← isheavy + 1
10. If isheavy > 2

3C2∆′

11. return ‘heavy’, else return ‘light’

Figure 2 Check if an Interval at a Specific Level is Heavy.

OneBitCS(y):

1. S ← OneBitHeavyHitters(y).
2. x̂ = argmax 〈y,ASz〉 subject to ‖z‖2 ≤ 1, ‖z‖1 ≤

√
k (Algorithm of [32]).

3. Output x̂.

Figure 3 One-Bit Compressed Sensing.

I Definition 12. For a coordinate i and a level l, let bl(i) be such that i ∈ Lb
l(i)
l . If the level

l is implicit, we may simplify the notation to b(i). In other words, bl(i) is the interval on
level l which contains i.

Fix some matrix Elm0
an an interval I in level l. Then, we will say that Elm0

classifies
interval I as good, if the variable isheavy is incremented in the execution of CheckIfHeavy(I)
when m = m0. Intuitively, Elm0

classifies I as good if I appears to contain a heavy hitter in
it. The next two lemmas are crucial components of our proof.

I Lemma 13. Let Ch be an absolute constant. Fix m, l. Let i ∈ [n] such that |xi|2 >
1

Chk
‖xtail(k)‖22. Let I an interval at level l. Assume that Lb(i)l , I ∈ Sl. Then, for some

absolute constant c, the following claims hold:
E

(l)
m will classify Lb(i)l as good with constant probability, strictly larger than 1

2 .
If there are at least ck intervals at the same level l which have greater `2 mass than I,
then, with constant probabiliy, E(l)

m will not classify I as good.

The proof of the aforementioned lemma is deferred to the full version.

I Lemma 14. Let S = OneBitHeavyHitters(y). then, with probability 1−O( 1
k log(n/k) ), for

all log k ≤ l ≤ logn, the following holds for the set Sl:

If |xi|2 > 1
Chk
‖xtail(k)‖22 and i ∈ Lb(i)l , then i ∈ S.

|Sl| ≤ ck, for some absolute constant c.

Proof. For the proof of this lemma, we need to introduce some additional definitions. We
will refer to any interval that contains a node i such that |xi|2 > 1

10k‖xtail(k)‖22, as a type 1
interval. For a level l, we say that an interval at level l is of type 2, if there exist at least ck
intervals at the same level that have greater `2 mass than this interval.

ICALP 2017
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We now proceed by induction on the number of levels. The base case l = log k is trivial.
We focus on some level l and assume that the induction hypothesis holds for all previous
levels l. We prove the first bullet. Let i be a coordinate such that |xi|22 > 1

Chk
‖xtail(k)‖22.

By the induction hypothesis we get that Lb
l(i)
l ∈ Sl. From Lemma 14 we know that for any

l,m, Eml will classify a type 1 interval as good with constant probability > 2
3 . Moreover,

it will not classify any type 2 interval as good, again with constant probability > 2
3 . This

implies that after repeating the same scheme C2∆′ = C2 log( 1
∆ ) times, we will know, with

probability at least 1−∆, if a specific interval is a type-1 interval or a type-2 interval or none
of these. Because ∆ = Θ( 1

k log(n/k) ) we can take a union-bound over all possible intervals
we might consider (O(k) at each of the log(n/k) levels), we can guarantee that every type-1
interval will remain in Sl, while any type-2 interval will be discarded from Sl. This implies
that at any step we have at most ck intervals in Sl with every type-1 inteval belonging to
Sl. J

We are now ready to prove the main result of this section.

Proof. By running OneBitCS(y), we obtain a set S that satisfies the guarantees of Lemma 14.
Then, y = sign(Ax) = sign(AxS + Ax[n]−S) = sign(ASxS + v), where v is a vector each
entry of which follows normal distribution with variance ‖x[n]−S‖22 ≤ 1. Clearly, AS and
v are independent and hence Theorem 3 applies. The number of rows needed equals
Ω(δ−2k log(ck/k)) = Ω(δ−2k). The convex program of 3 outputs a vector x̂ such that
‖x̂− xS‖22 ≤ δ. Since every coordinate i with |xi|2 ≥ 1

Chk
‖xtail(k)‖22 is contained in S,

‖x[n]−S‖22 ≤ ‖xtail(k)‖22 + ck
1
Chk
‖xtail(k)‖22 = (1 + c

Ch
)‖xtail(k)‖22.

This implies that ‖x− x̂‖22 ≤ (1 + c
Ch

)‖xtail(k)‖22 + δ, as desired. J
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Abstract
The suffix array, perhaps the most important data structure in modern string processing, is often
augmented with the longest common prefix (LCP) array which stores the lengths of the LCPs
for lexicographically adjacent suffixes of a string. Together the two arrays are roughly equivalent
to the suffix tree with the LCP array representing the tree shape.

In order to better understand the combinatorics of LCP arrays, we consider the problem
of inferring a string from an LCP array, i.e., determining whether a given array of integers is
a valid LCP array, and if it is, reconstructing some string or all strings with that LCP array.
There are recent studies of inferring a string from a suffix tree shape but using significantly more
information (in the form of suffix links) than is available in the LCP array.

We provide two main results. (1) We describe two algorithms for inferring strings from
an LCP array when we allow a generalized form of LCP array defined for a multiset of cyclic
strings: a linear time algorithm for binary alphabet and a general algorithm with polynomial
time complexity for a constant alphabet size. (2) We prove that determining whether a given
integer array is a valid LCP array is NP-complete when we require more restricted forms of LCP
array defined for a single cyclic or non-cyclic string or a multiset of non-cyclic strings. The result
holds whether or not the alphabet is restricted to be binary. In combination, the two results show
that the generalized form of LCP array for a multiset of cyclic strings is fundamentally different
from the other more restricted forms.

1998 ACM Subject Classification F.2.2 [Nonnumerical Algorithms and Problems] Pattern Match-
ing, G.2.1 [Combinatorics] Combinatorial Algorithms, G.2.2 [Graph Theory] Eulerian cycles

Keywords and phrases LCP array, string inference, BWT, suffix array, suffix tree, NP-hardness
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1 Introduction

For a string X of n symbols, the suffix array (SA) [23] contains pointers to the suffixes of X,
sorted in lexicographical order. The suffix array is often augmented with a second array –

∗ The full version of this paper containing all the proofs and additional examples is available as [21],
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the longest common prefix (LCP) array – storing the length of the longest common prefix
between lexicographically adjacent suffixes; i.e., LCP[i] is the length of the LCP of suffixes
X[SA[i]..n) and X[SA[i− 1]..n). The two arrays are closely connected to the suffix tree [32] –
the compacted trie of all the string’s suffixes: the entries of SA correspond to the leaves of the
suffix tree, and the LCP array entries tell the string depths of the lowest common ancestors
of adjacent leaves, defining the shape of the tree. For decades these data structures have
been central to string processing; see [4] for a history and an overview, and [1, 3, 15, 30, 26]
for further details on myriad applications.

Given both the suffix and the LCP array, the corresponding string is unique up to
renaming of the characters and is easy to reconstruct: zeros in the LCP array tell where the
first character changes in the lexicographical list of the suffixes, and the suffix array tells how
to permute those first characters to obtain the string. Given the suffix array without the
LCP array, we can easily reconstruct a corresponding string where all characters are different,
and it is not difficult to characterize the set of all strings with a given suffix array [5, 28, 22].
In essence, the suffix array determines a set of positions in the LCP array that must be
zero. Specifically, for any i let j and k be integers such that SA[j] = SA[i − 1] + 1 and
SA[k] = SA[i] + 1. Then, if k < j, we must have LCP[i] = 0. For any other position, we can
freely and independently decide whether the value is zero or not, and as described above,
the zero positions together with the suffix array determine the string.

In this paper, we consider the problem of similarly reconstructing strings from an LCP
array without the suffix array. As mentioned above, the LCP array determines the shape of
the suffix tree, i.e., the suffix tree without edge or leaf labels. String inference from the suffix
tree shape has recently been considered by three different sets of authors [19, 6, 31]. However,
all of them assume that the suffix tree is augmented with significant additional information,
namely suffix links, which makes the task much easier. Indeed, our new algorithms essentially
reconstruct suffix links from the LCP array. According to Cazaux and Rivals [6], the case
without suffix links was considered but not solved in [27]. We are also aware that others
have considered it but without success [2].

To fully define the problem, we have to specify what kind of strings we are trying to infer.
Often suffix trees and suffix arrays are defined for terminated strings that are assumed to
end with a special symbol $ that is different from and lexicographically smaller than any
other symbol. The alternative is an open-ended string where no assumption is made on the
last symbol. For suffix and LCP arrays the only change from omitting the terminator symbol
is dropping the first element (which is always zero in the LCP array), but the suffix tree can
change considerably because some suffixes can be prefixes of other suffixes and thus are not
represented by a leaf. Inferring open-ended strings from a suffix tree (with suffix links) is
studied by Starikovskaya and Vildhøj [31], who show that any string can be appended by
additional characters without changing the suffix tree shape (thus the term open-ended).
However, such an extension can change the suffix and LCP arrays a great deal, i.e., with the
arrays a string is never truly open-ended but has at least an implicit terminator.

To get rid of even an implicit terminator, we consider a third type of strings, cyclic
strings, where we use rotations in place of suffixes. For a terminated string, replacing suffixes
with rotations causes no changes to the suffix/rotation array or the LCP array. Thus any
integer array that is a valid LCP array for a terminated string is always a valid LCP array
for a cyclic string too, but the opposite is not true. For example, the LCP array for the
cyclic string aababa is (2, 1, 3, 0, 2), which is not a valid LCP array for any non-cyclic string.
In this sense, the cyclic string case is strictly more general. An even more striking example
is a non-primitive string, such as abab, that has two or more identical rotations. For reasons
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explained below, instead of rotations we use cyclic suffixes which are infinite repetitions of
rotations. Thus the LCP array for the cyclic string abab is (ω, 0, ω), where ω denotes the
positions of two adjacent identical cyclic suffixes.

As a further generalization, we may have a joint suffix array for a collection of strings,
where we have all suffixes of all strings in lexicographical order, and the corresponding
LCP array. In the terminated version, each string is terminated with a distinct terminator
symbol. If we have an LCP array for a collection of open-ended strings, adding the terminator
symbols simply prepends one zero for each terminator. The LCP array for a collection of
terminated strings is identical to the LCP array of the concatenation of the strings. Thus
the generalization from single strings to string sets does not add to the set of valid LCP
arrays for terminated strings, but it does for cyclic strings. For example the LCP array for a
string set {aa, b} is (ω, 0), which is not a valid LCP array for any single string. For multiple
cyclic strings, it is important to use cyclic suffixes instead of rotations because the result can
be different (e.g., the set {ab, aba}).

Now we are ready to formally define the problem of String Inference from LCP Array
(SILA). In the decision version, we are given an array of integers (and possibly ω’s) and asked
if the array is a valid LCP array of some string. If the answer is yes, the reporting version may
also output some such string, and possibly a characterization of all such strings. Different
variants are identified by a prefix: S for a string set; T, O, or C for terminated, open-ended
or cyclic; and B for a binary alphabet (where terminators are not counted). For example,
BCSSILA stands for Binary Cyclic String Set Inference from LCP Array. As discussed above,
and summarized in the following result (see [21] for the proof), the non-cyclic variants are
essentially equivalent, but the cyclic variants are more general.

I Proposition 1. There are polynomial time reductions from BTSILA to BOSILA, BTSSILA,
BOSSILA, TSILA, OSILA, TSSILA, and OSSILA.

Our Contribution

Our first result is a linear time algorithm for BCSSILA. For a valid LCP array the algorithm
outputs a string, which is the Burrows-Wheeler transform (BWT) of the solution string
set. This relies on a generalization of the BWT for multisets of cyclic strings developed
in [24, 20]. There can be more than one multiset of strings with the same BWT but the
class of such string collections is simple and well characterized in [20]. The algorithm also
outputs a set of substring swaps such that applying any combination of the swaps on the
BWT produces another BWT of a solution, and any BWT of a solution can be produced by
such a combination of swaps. Thus we have a complete characterization of all solutions. The
number of swaps can be linear and thus the number of distinct solutions can be exponential.
We also present an algorithm for CSSILA, i.e., without a restriction on the alphabet size,
that has a polynomial time complexity for any constant alphabet size.

Our second result is a proof, by a reduction from 3-SAT, that (the decision version of)
BCSILA, and thus CSILA, is NP complete. Therefore, even though the BCSSILA algorithm
produces a characterization of all solutions, it is NP hard to determine whether one of the
solutions is a single string. Furthermore, we modify the reduction to prove that BTSILA is
NP complete too. By Proposition 1, this shows that all variants of SILA mentioned above
except (B)CSSILA are NP complete. Since CSSILA is in P for constant alphabet sizes, this
leaves the complexity of CSSILA for larger alphabets as an open problem.
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Related Work

String inference from partial information is a classic problem in string processing, dating
back some 40 years to the work of Simon [29], where reconstructing a string from a set
of its subsequences is considered. Since then, string inference from a variety of data
structures has received a considerable amount of attention, with authors considering border
arrays [12, 11, 10], parameterized border arrays [18], the Lyndon factorization [25], suffix
arrays [5, 22], KMP failure tables [11, 13], prefix tables [7], cover arrays [9], and directed
acyclic word graphs [5]. The motivation for studying most string inference problems is to
gain a deeper understanding of the combinatorics of the data structures involved, in order to
design more efficient algorithms for their construction and use.

A (somewhat tangentially) related result to ours is due to He et al. [16], who prove
that it is NP hard to infer a string from the longest-previous-factor (LPF) array. It is
well known that LPF is a permutation of LCP [8] but otherwise it is a quite different data
structure. For example, it is in no way concerned with lexicographical ordering. Like our
NP-hardness proof, He et al.’s reduction is from 3-SAT, but the details of each reduction
appear to be very different. Moreover, their construction requires an unbounded alphabet
while our construction works for a binary alphabet and thus for any alphabet.

To the best of our knowledge, all of the previous string inference problems aim at obtaining
a single non-cyclic string from some data structure, and we are the first to consider the
generalizations to cyclic strings and to string sets, and as our results show, this makes a
crucial difference. As explained in the next section, the generalizations arise naturally from
the generalized BWT introduced in [24], which also played a central role in another recent
result on the combinatorics of LCP arrays [20].

2 Basic notions

Let v be a string of length n and let v̂ be obtained from v by sorting its characters.
The standard permutation [14, 17] of v is the mapping Ψv : [0..n) → [0..n) such that for
every i ∈ [0..n) it holds v̂[i] = v[Ψv(i)] and for any v̂[i] = v̂[j] the relation i < j implies
Ψv(i) < Ψv(j). In other words, Ψv corresponds to the stable sorting of the characters. Let
C = {ci}si=1 be the disjoint cycle decomposition of Ψv. We define the inverse Burrows–Wheeler
transform IBWT as the mapping from v into a multiset of cyclic strings W = {{wi}}si=1 such
that for any i ∈ [1..s] and j ∈ [0..|ci|), wi[j] = v[Ψv(ci[j])].

I Example 2. For v = bbaabaaa, we have IBWT(v) = {{aab, aab, ab}} as illustrated in the
following table (showing v̂ and Ψv) and figure (showing the cycles of Ψv as a graph). The
character subscripts are provided to make it easier to ensure stability.

i 0 1 2 3 4 5 6 7
v[i] b1 b2 a1 a2 b3 a3 a4 a5

v̂[i] a1 a2 a3 a4 a5 b1 b2 b3

Ψv[i] 2 3 5 6 7 0 1 4

0 2

5

1 3

6
4 7

a1

a3b1

a2

a4b2

a5

b3

The elements of W are primitive cyclic strings. Cyclic means that all rotations of a string
are considered equal. For example, aab, aba and baa are all equal. A string is primitive if it
is not a concatenation of multiple copies of the same string. For example, aab is primitive
but aabaab is not. For any alphabet Σ, the mapping IBWT is a bijection between the set Σ∗
of all (non-cyclic) strings and the multisets of primitive cyclic strings over Σ [24].
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The set of positions of W is defined as the set of integer pairs pos(W ) :=
{
〈i, p〉 : i ∈

[1..s], p ∈ [0..|wi|)
}
. For a position 〈i, p〉 ∈ pos(W ) we define a cyclic suffix W〈i,p〉 as the

infinite string that starts at 〈i, p〉, i.e., W〈i,p〉 = wi[p]wi[p+ 1 mod |wi|]wi[p+ 2 mod |wi|], . . . .
The multiset of all cyclic suffixes of W is defined as suf(W ) := {{W〈i,p〉 : 〈i, p〉 ∈ pos(W )}}.
We say that a string x occurs at position 〈i, p〉 in W if x is a prefix of the suffix W〈i,p〉.

The (cyclic) suffix array of a multiset of strings W is an array SAW containing a
permutation of pos(W ) such that WSAW [j−1] ≤ WSAW [j] for all j ∈ [1..n). The Burrows-
Wheeler transform (BWT) is a mapping from W into the string v defined as v[j] = wi[p−
1 mod |wi|], where 〈i, p〉 = SAW [j], i.e., v[j] is the character preceding the beginning of the
suffix WSAW [j]. The BWT is the inverse of IBWT [24, 20].

The longest-common-prefix array LCPW [1..n) is defined as LCPW [j] =
lcp
(
WSAW [j−1],WSAW [j]

)
for 0 < j < n, where lcp(x, y) is the length of the longest common

prefix between the strings x and y.

I Example 3. For W = {{ab, aab, aab}} we have

suf(W ) = {{(aab)ω, (aab)ω, (aba)ω, (aba)ω, (ab)ω, (baa)ω, (baa)ω, (ba)ω}}
SAW =

[
〈2, 0〉, 〈3, 0〉, 〈2, 1〉, 〈3, 1〉, 〈1, 0〉, 〈2, 2〉, 〈3, 2〉, 〈1, 1〉

]
LCPW =

[
ω, 1, ω, 3, 0, ω, 2

]
.

The suffixes represented by the suffix array entries can also be expressed as follows.

I Lemma 4. For i ∈ [0..n), WSAW [i] = v̂[i]v̂[Ψv(i)]v̂[Ψ2
v(i)]v̂[Ψ3

v(i)] . . . .

2.1 Intervals
Many algorithms on suffix arrays and LCP arrays are based on iterating over a specific types
of array intervals. Next, we define these intervals and establish their key properties. For
proofs and further details, we refer to [1, 26].

Let v ∈ {a, b}n and W = IBWT (v). Let SA = SAW be the suffix array and LCP =
LCPW the LCP array of W . Note that from now on, we will assume a binary alphabet.

I Definition 5 (x-interval). An interval [i..j), 0 ≤ i ≤ j ≤ n, is called the x-interval (x ∈ Σ∗)
if and only if (1) x is not a prefix of WSA[i−1] (or i = 0), (2) x is a prefix of WSA[k] for all
k ∈ [i..j), and (3) x is not a prefix of WSA[j] (or j = n).

In other words, in the suffix array the x-interval SA[i..j) consists of all suffixes of W with x
as a prefix. Thus the size j − i of the interval is the number of occurrences of x in W , which
we will denote by nx.

I Definition 6 (`-interval). An interval [i..j), 0 ≤ i < j ≤ n, is called an `-interval
(` ∈ N ∪ {ω}) if and only if (1) LCP [i] < ` (or i = 0), (2) min LCP[i + 1..j) = ` (where
min LCP[j..j) = ω), and (3) LCP [j] < ` (or j = n).

I Lemma 7. Every nonempty x-interval is an `-interval for some (unique) ` ≥ |x|. Every
`-interval is an x-interval for some string x of length `.

I Corollary 8. If an x-interval [i..j) is an `-interval for ` > |x|, there exists a (unique)
string y of length `− |x| such that [i..j) is the xy-interval.

Thus the `-intervals represent the set of all distinct x-intervals. This and the fact that
the total number of `-intervals is O(n) are the basis of many efficient algorithms for suffix
arrays, see e.g., [1, 26].
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Algorithm 1: Infer BWT from an LCP array.
Input: an array LCP[1..n) of integers and ω’s
Output: a string v ∈ {a, b}n such that LCPIBWT(v) = LCP together with a set S of

swap intervals, or false if there is no such string v
1 S := ∅;
2 preprocess LCP for RMQs;
3 k := RMQLCP[1..n);
4 if LCP[k] 6= 0 then
5 if LCP[k] = ω then return an, ∅;
6 else return false;
7 InferInterval([0, n), [0, k), [k, n));
8 compute W = IBWT(v), SAW , and LCPW ;
9 if LCPW 6= LCP then return false;

10 return v, S;

3 Algorithm for BCSSILA

We are now ready to describe the algorithm for string inference from an LCP array. Given
an LCP array LCP[1..n), our goal is to construct a string v ∈ {a, b}n such that LCP =
LCPIBWT(v). At first, we assume that such a string v exists, and consider later what happens
if the input is not a valid LCP array.

Let RMQLCP[i..j) denote the range minimum query over the LCP array that returns the
position of the minimum element in LCP[i..j), i.e., RMQLCP[i..j) = arg mink∈[i..j) LCP[k].
The LCP array is preprocessed in linear time so that any RMQ can be answered in constant
time (see for instance [26]). Then any x-interval can be split into two subintervals as shown
in the following result.

I Lemma 9. Let [i..j) be an x-interval and an `-interval for ` < ω, and let k = RMQLCP[i+
1..j). Then, for some string y of length ` − |x|, [i..k) is the xya-interval and [k..j) is the
xyb-interval.

This approach makes it easy to recursively enumerate all `-intervals. We will also keep
track of ax- and bx-intervals together with any x-interval, even if we do not know x precisely.
From the intervals we can determine the numbers of occurrences, nax and nbx, which are
useful in the inference of v:

I Lemma 10. Let [i..j) be the x-interval. Then v[i..j) contains exactly nax a’s and nbx b’s.

In particular, when either nax or nbx drops to zero, we have fully determined v[i..j) for
the x-interval [i..j). In such a case, the LCP array intervals have to satisfy the following
property.

I Lemma 11. Let [iy..jy) be the y-interval for y ∈ {x, ax, bx}. If nax = jax − iax = 0, then
LCP[ibx + 1..jbx) = 1 + LCP[ix + 1..jx), where 1 +A, for an array A, denotes adding one to
all elements of A. Symmetrically, if nbx = 0, then LCP[iax + 1..jax) = 1 + LCP[ix + 1..jx).

The main procedure is given in Algorithm 1. The main work is done in the recursive
procedure InferInterval given in Algorithm 2. The procedure gets as input the x-, ax- and
bx-intervals for some (unknown) string x, splits the x-interval into xya- and xyb-subintervals
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Algorithm 2: InferInterval([ix..jx), [iax..jax), [ibx..jbx)).
Input: (nonempty) x-, ax- and bx-intervals
Output: Set v[ix..jx) and add the swap intervals within [ix..jx) to S

1 kx := RMQLCP[ix + 1..jx); mx := LCP[kx];
2 if jax − iax = 1 then kax := iax; max := ω;
3 else kax := RMQLCP[iax + 1..jax); max := LCP[kax];
4 if jbx − ibx = 1 then kbx := ibx; mbx := ω;
5 else kbx := RMQLCP[ibx + 1..jbx); mbx := LCP[kbx];
6 if max > mx + 1 and mbx > mx + 1 then
7 if LCP[iax + 1..jax) = 1 + LCP[ix + 1..kx) then
8 v[ix..kx) = aa . . . a; v[kx..jx) = bb . . . b;
9 if LCP[iax + 1..jax) = 1 + LCP[kx + 1..jx) then add [ix..jx) to S ;

10 else
11 v[ix..kx) = bb . . . b; v[kx..jx) = aa . . . a;

12 else if max > mx + 1 then
13 if kbx − ibx = kx − ix then
14 v[ix..kx) = bb . . . b;
15 InferInterval([kx..jx), [iax..jax), [kbx..jbx));
16 else
17 v[kx..jx) = bb . . . b;
18 InferInterval([ix..kx), [iax..jax), [ibx..kbx));

19 else if mbx > mx + 1 then
20 if kax − iax = kx − ix then
21 v[ix..kx) = aa . . . a;
22 InferInterval([kx..jx), [kax..jax), [ibx..jbx));
23 else
24 v[kx..jx) = aa . . . a;
25 InferInterval([ix..kx), [iax..kax), [ibx..jbx));

26 else
27 InferInterval([ix..kx),[iax..kax),[ibx..kbx));
28 InferInterval([kx..jx),[kax..jax),[kbx..jbx));

based on Lemma 9, and tries to split ax- and bx-intervals similarly. If all subintervals are
nonempty, the algorithm processes the two subinterval triples recursively (lines 27 and 28).

When trying to split the ax-interval, the result may be, for example, that the axya-interval
is empty. In this case, we do not need to recurse on the xya-interval since the corresponding
part of v must be all b’s. The algorithm recognizes the emptiness of axya- or axyb-interval
by the fact that max > mx + 1, but the problem is to decide which is the empty one. In
most cases, this can be determined by comparing the sizes of the different subintervals or
even the actual LCP-intervals (see Lemma 11).

There is one case, where the algorithm is unable to determine the empty subintervals,
which is when LCP[iax+1..jax) = LCP[ibx+1..jbx) = 1+LCP[ix+1..kx) = 1+LCP[kx+1..jx).
Then, either the axya- and bxyb-intervals are empty or the axyb- and bxya-intervals are
empty, but there is no way of deciding between the two cases. It turns out that both are valid
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choices. The algorithm sets v according to one choice (line 8) but records the alternative
choice by adding the interval to the set S. In such a case, the string xy is called a swap core
and the xy-interval (equal to the x-interval) is called a swap interval.

For each swap interval [i..j), the algorithm sets v[i..k) = aa . . . a and v[k..j) = bb . . . b,
where k = (i+ j)/2, but swapping the two halves would be an equally good choice. Therefore,
if the output of the algorithm contains s swap intervals, it represents a set of 2s distinct
strings. The following lemma shows that the swaps indeed do not affect the LCP array (the
proof can be found in [21]).

I Lemma 12. Let v ∈ {a, b}n, W = IBWT(v), SA = SAW and LCP = LCPW . Let x be
a string that occurs in W and satisfies: (1) LCP[ixa + 1..jxa) = LCP[ixb + 1..jxb), and (2)
v[ixa..jxa) = aa . . . a and v[ixb..jxb) = bb . . . b, where [iz..jz) is the z-interval for z ∈ {xa, xb}.
Let v′ be the same as v except that v′[ixa..jxa) = bb . . . b and v′[ixb..jxb) = aa . . . a. Then
LCPIBWT(v′) = LCP.

I Theorem 13. Algorithm 1 computes in linear time a representation of the set of all
strings v ∈ {a, b}∗ such that LCPIBWT(v) is the input array, or returns false if no such string
exists.

Proof. Since the algorithm verifies its result (lines 9 and 10), it will return false if the input
is not a valid LCP array. Given a valid LCP array, Algorithm 2 sets all elements of v since
it recurses on any subinterval that it doesn’t set. All the choices made by the algorithm
are forced by the lemmas in this and the previous section. The swap intervals record all
alternatives in the cases where the content of v could not be fully determined, and all of
those alternatives have the same LCP array by Lemma 12. It is also easy to see that the
algorithm runs in linear time. J

4 Coupling Constrained Eulerian Cycle

We will now set out to prove the NP-completeness of the single string inference problems
BCSILA and BTSILA. The proofs are done by a reduction from 3-SAT via an intermediate
problem called Coupling Constrained Eulerian Cycle (CCEC) described in this section.

Consider a directed graph G of degree two, i.e., every vertex in G has exactly two incoming
and two outgoing edges. If G is connected, it is Eulerian. An Eulerian cycle can pass through
each vertex in two possible ways, which we call the straight state and the crossing state of
the vertex as illustrated here:

We consider each vertex to be a switch that can be flipped between these two states. The
combination of vertex states is called the graph state. For a given graph state, the paths in
the graph form, in general, a collection of cycles. The Eulerian cycle problem can then be
stated as finding a graph state such that there is only a single cycle; we call such a graph
state Eulerian.

In the Coupling Constrained Eulerian Cycle (CCEC) problem, we are given a graph as
described above, an initial graph state, and a partitioning of the set of vertices. If we flip a
vertex state, we must simultaneously flip the states of all the vertices in the same partition,
i.e., the vertices in a partition are coupled. A graph state that is achievable from the initial
state by a set of such partition flips is called a feasible state. The CCEC problem is to
determine if there exists a feasible graph state that is Eulerian.



J. Kärkkäinen, M. Pia̧tkowski, and S. J. Puglisi 62:9

x1 x2 ¬x3 ¬x1 x3 x4 x1 ¬x2 ¬x4

Figure 1 The CCEC graph corresponding to a 3-CNF formula (x1 ∨ x2 ∨ ¬x3) ∧ (¬x1 ∨ x3 ∨
x4) ∧ (x1 ∨ ¬x2 ∨ ¬x4).

I Theorem 14. CCEC is NP-complete.

Proof. The proof is by reduction from 3-SAT. To obtain a CCEC graph from a 3-CNF
formula, a gadget of five vertices is constructed from each clause and these gadgets are
connected by a cycle. In each gadget, three of the vertices are labeled by the literals of the
corresponding clause; the other two are called free vertices. See Fig. 1 for an illustration.

Each labeled vertex is in a straight state if the labeling literal is false and in a crossing
state if the literal is true; their initial state corresponds to some arbitrary truth assignment
to the variables. For each variable xi, there is a vertex partition consisting of all vertices
labeled by xi or ¬xi, so that flipping this partition corresponds to changing the truth value
of xi. Each free vertex forms a singleton partition and has an arbitrary initial state. Thus a
graph state is feasible iff the labeled vertex states correspond to some truth assignment.

If a clause is false for a given truth assignment, the labeled vertices in the corresponding
gadget are all in a straight state. This separates a part of the gadget from the main cycle and
thus the graph state is not Eulerian. If a clause is true, at least one of the labeled vertices in
the gadget is in a crossing state. Then we can always choose the state of the free vertices so
that the full gadget is connected to the main cycle. Thus there exists a feasible Eulerian
graph state iff there exists a truth assignment to the variables that satisfies all clauses. J

For purposes that will become clear later, we modify the above construction by adding some
extra components to the graph without changing the validity of the reduction. Specifically,
for each variable xi in the 3-CNF formula we add the following gadget to the main cycle:

xi xi xi ¬xi

The vertices in the gadget are treated similarly to the other vertices in the graph: they
belong to the partition with the other vertices labeled by xi or ¬xi, and the initial state is
determined by the truth value of the labeling literal. It is easy to see that the gadget will be
fully connected to the main cycle whether xi is true or false. Thus the extra gadgets have
no effect on the existence of an Eulerian cycle. Finally, we insert to the main cycle a single
vertex labelled y with a self loop and forming a singleton partition.

5 BCSILA to CCEC

The next step is to establish a connection between the BCSILA and CCEC problems by
showing a reduction from BCSILA to CCEC. Although the direction of the reduction is
opposite to what we want, this construction plays a key role in the analysis of the main
construction described in the next section.

Given a BCSILA instance (an integer array), we use Algorithm 1 to produce a represent-
ation of a set V of strings. The problem is then to decide if there exists v ∈ V such that
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IBWT(v) is a single (cyclic) string. We will write V as a string with brackets marking the
swaps. For example, V = b[ab][ab]a = {bababa, babbaa, bbaaba, bbabaa}. In Example 2, we
saw that the inverse BWT of a string v ∈ V can be represented as a graph Gv where the
vertices are labeled by positions in v and there is an edge between vertices i and j if, for some
character c ∈ {a, b} and some integer k, v̂[i] = c is the kth occurrence of c in v̂ and v[j] = c

is the kth occurrence of c in v. Such an edge (i, j) is labeled by ck. Note that ∀v ∈ V , v̂ is
the same; we will denote it by V̂ . We form a generalized graph GV as a union of the graphs
Gv, v ∈ V .

Consider ak (the kth a) in V̂ , say at position i. If ak is outside any swap region in V ,
say at position j, there is a single edge (i, j) in GV labeled by ak. If ak is within a swap
region in V , it has two possible positions in the strings v ∈ V , say j and j′. That same
pair of positions are also the possible positions of some b, say bk′ = V̂ [i′]. Then gv has two
edges, (i, j) and (i, j′), labeled with ak and two edges, (i′, j) and (i′, j′), labeled with bk′ .
The positions/vertices j and j′ are called a swap pair.

To obtain a CCEC graph G̃V , we make two modifications to GV . First, we merge each
swap pair into a single vertex. Each merged vertex now has two incoming and two outgoing
edges and all other vertices have one incoming and one outgoing edge. Second, we remove
all vertices with degree one by concatenating their incoming and outgoing edges.

The initial state of the vertices in G̃V is set so that the cycles in G̃V correspond to the
cycles in Gv for some v ∈ V . Two vertices in G̃V belong to the same partition if their labels
belong to the same swap interval in V . Then we have a one-to-one correspondence between
swaps in V and partition flips in G̃V . If this CCEC instance has a solution, the Eulerian
cycle spells a single string realizing the input LCP array. If the CCEC instance has no
solution, the original BCSILA problem has no solution either.

6 BCSILA is NP-Complete

We are now ready to show that BCSILA is NP-complete using the reduction chain 3-SAT →
CCEC → BCSILA. The first step was described in Section 4, and we will next describe the
second. The latter reduction is not a general reduction from an arbitrary CCEC instance
but works only for a CCEC instance obtained by the first reduction (including the extra
gadgets).

The above BCSILA to CCEC reduction transforms each pair of swapped positions into a
vertex and each swap interval into a vertex partition. Our construction creates a BCSILA
instance such that the resulting BWT has the necessary swaps to produce the CCEC instance
vertices and partitions. However, the BWT also has some unwanted swaps producing spurious
vertices, but we will show that these spurious vertices do not invalidate the reduction.

Starting from a CCEC instance, we construct a set of cyclic strings and obtain the
BCSILA instance as the LCP array of that string set. The construction associates two strings
to each vertex and the cyclic strings are formed by concatenating the vertex strings according
to the cycles in the graph in its initial state. The two passes of the cycles through a vertex
must use different strings but it does not matter which pass uses which string.

Let n be the number of vertices in the CCEC graph and let m be the number of vertex
partitions. We number the vertices from 1 to n and the partitions from 1 to m. The biggest
partition number is assigned to the partition with the vertex y, the second biggest to the
partition corresponding to the variable x1, the third biggest to variable x2, and so on. The
three biggest vertex numbers are assigned to the vertices labeled x1 in the extra gadget for
the variable x1, the next three biggest to the extra gadget vertices labeled x2 and so on.
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Within each extra gadget, the biggest number is assigned to the middle one of the three
vertices. The strings associated with a vertex are bakbam+2h and bbakbbam+2h−1, where k
is the partition number and h is the vertex number. This completes the description of the
transformation from a CECC instance to a BCSILA instance.

Let us now analyze the transformation by changing the BCSILA instance back to a CCEC
instance using the construction of the preceding section. Specifically, we will analyze the swaps
in the BWT produced from the LCP array. Let W be the set of cyclic strings constructed
from the CCEC instance, and let V be the BWT with swaps constructed from LCPW . An
interval [i..j) in V is a swap interval if and only if (1) [i..j) is an x-interval for a string x
such that either occ(axa) = occ(bxb) = occ(x)/2 or occ(axb) = occ(bxa) = occ(x)/2, where
occ(y) is the number of occurrences of y in W , and (2) LCPW [i+ 1..k) = LCPW [k + 1..j),
where k = (i+ j)/2. If [i..j) is a swap interval, the string x is called its swap core. Our goal
is to identify all swap cores.

Let us first consider strings of the form x = bakb. If k > m, occ(x) ≤ 1 and x cannot be
a swap core. For k ∈ [1..m], x is always a swap core and corresponds to the CCEC partition
numbered k. Let v = BWT(W ) and let V ′ be v together with the swaps for cores of the
form x = bakb, k ∈ [1..m]. It is easy to verify that a CCEC instance constructed from V ′ as
described in the previous section is identical to the original CCEC instance. Thus, if there
were no other swap cores, we would have a perfect reduction.

Unfortunately, there are other swap cores. A systematic examination of all strings (see [21]
for details) shows that the other swap cores must be of the following forms: bam+2n−1,
am+2n−1b, ambam, ambbam,akbah, akbbah, akbaibah and akbbaibbah. Furthermore, it shows
that each such swap core has exactly two occurrences, which means that the values k and/or
h have to be sufficiently large. Each extra swap core adds a free vertex that is connected to
the graph by making two existing edges to pass through the new vertex. Because of the way
we chose to assign the biggest partition and vertex numbers, all the additional connections
are within the extra gadgets, which does not change the existence of an Eulerian cycle. This
completes the proof.

I Theorem 15. BCSILA is NP-complete.

7 BTSILA is NP-Complete

We will now show that BTSILA is NP-complete by modifying the above reduction for BCSILA
to include a single terminator symbol $ in the strings. The modification is applied to the set
W of cyclic strings derived from the CCEC instance such that LCPW is the BCSILA instance.
Specifically, we replace the (unique) occurrence of am+2n, which is the longest consecutive
run of a’s, with am+2n+1$am+2n to obtain W$ and LCPW$ . We will show that LCPW$ is
a yes-instance of CSILA iff LCPW is a yes-instance of BCSILA. Furthermore, if a cyclic
string u is a solution to the CSILA instance, i.e., LCPu = LCPW$ , then LCPv = LCPW$ ,
where v is the rotation of u ending with $ interpreted as a terminated string. Thus LCPW$

is a yes-instance of BTSILA iff it is a yes-instance of CSILA iff LCPW is a yes-instance of
BCSILA.

In general, adding even a single occurrence of a third symbol complicates the inference
of the BWT from the LCP array and means that the set of equivalent BWTs can no more
be described by a set of swaps. Consider how the operation of the procedure InferInterval
(Algorithm 2) changes. First, it gets an extra $x-interval as an input in addition to x-, ax-
and bx-intervals. Second, the x-interval may be split into three subintervals, xy$-, xya- and
xyb-intervals, instead of two (which happens when the LCP interval contains two identical
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minima). This leads to many more combinations to consider, and some of those combinations
are more complicated.

Fortunately, in our case, having the single $ surrounded by the two longest runs of a’s
simplifies things, and we will describe a modification of InferInterval to handle this case.
Every call to InferInterval belongs to one of the following three types: (1) the x-interval
is split into two and the $x-interval is empty, (2) the x-interval is split into two and the
$x-interval is non-empty, and (3) the x-interval is split into three. The first case needs no
modification at all. The other two cases mean that either $x or x$ occurs in the produced
string set, and since this property is not affected by swaps (or the threeway permutations
described below), one of them occurs in every produced string set including W$. Since x must
occur at least twice, one of the latter two cases happens iff x = ak for some k ∈ [0..m+ 2n].
Although in general InferInterval cannot always know x, it is easy to keep track of x when
x = ak.

When InferInterval is called with x = ak for k ≤ m+ 2n− 2, the x-interval and the ax-
interval are always split into three, the bx-interval is split into two, and there is a $x-interval
of size one. In general, we might not know whether the two subintervals of bx-interval are bx$-
and bxa-, or bx$- and bxb-, or bxa- and bxb-intervals. However, since x$- and ax$-intervals
both have size one, there can be no bx$-interval, and thus all the subintervals can be uniquely
determined and recursed on. When x = am+2n−1, the x-interval has size five and is split into
three with the middle part (xa-interval) having size three. The ax interval has size three
and is split into three. In this case too, only one combination of subintervals is possible.

When x = am+2n, the x-interval has size three and is split into three, and the $x-, ax- and
bx-intervals have size one. Therefore, the x-interval in the BWT contains some permutation
of the three characters and all permutations are valid. This threeway permutation adds to
the variation provided by the swaps in other parts of the BWT. A more careful analysis
shows that the BWT x-interval of

$ab or $ba implies an occurrence of $x$ which is only possible if x$ is a separate string;
ba$ implies an occurrence of axa which is only possible if a single a is separate string;
a$b implies occurrences of ax$ and $xa which is only possible if ax$ is a separate string;
ab$ implies an occurrence of ax$xb; and
b$a implies an occurrence of bx$xa.

A single string solution is only possible in the last two cases, and any such solution corresponds
to a solution for the BCSILA instance LCPW (obtained by replacing ax$x or x$ax with x).
Hence LCPW$ is a yes-instance of CSILA, and thus of BTSILA, if and only if LCPW is a
yes-instance of BCSILA, which proves the following result.

I Theorem 16. BTSILA is NP-complete.

8 Algorithm for CSSILA

In all of the above, we have assumed a binary alphabet (excluding the single symbol $). In
this section, we consider the CSSILA problem (i.e. Cyclic String Set Inference from LCP
Array) without a restriction on the alphabet size (see [21] for more details).

Let L[1..n) be an instance of the CSSILA problem, i.e., an array of integers (and possibly
ω’s). Let σ − 1 be the number of zeroes in L, and Σ an alphabet of size σ. As with the
binary BCSSILA problem, we describe an algorithm that outputs a representation of the set
WL = {w ∈ Σn : LCPIBWT(w) = L}; in this case the representation is an automaton that
accepts WL. We show the following result.
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I Theorem 17. Given an array L[1..n) of integers (and possibly ω’s) containing σ−1 zeroes,
we can construct a deterministic finite automaton recognizing WL in time O(σ22σ(nσ + 1)σ)
and space O(σ2σ(nσ + 1)σ).
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Abstract
We prove that whenever G is a graph from a nowhere dense graph class C, and A is a subset
of vertices of G, then the number of subsets of A that are realized as intersections of A with
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of nowhere dense classes of graphs in terms of neighborhood complexity, which answers a question
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for every fixed integer r, the parameterized Distance-r Dominating Set problem admits an
almost linear kernel on any nowhere dense graph class. This proves a conjecture posed by Drange
et al. [9], and shows that the limit of parameterized tractability of Distance-r Dominating
Set on subgraph-closed graph classes lies exactly on the boundary between nowhere denseness
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1 Introduction

Sparse graphs. The notion of nowhere denseness was introduced by Nešetřil and Ossona de
Mendez [23, 24] as a general model of uniform sparseness of graphs. Many familiar classes of
sparse graphs, like planar graphs, graphs of bounded treewidth, graphs of bounded degree,
and, in fact, all classes that exclude a fixed (topological) minor, are nowhere dense. Notably,
classes of bounded average degree or bounded degeneracy are not necessarily nowhere dense.
In an algorithmic context this is reasonable, as every graph can be turned into a graph of
degeneracy at most 2 by subdividing every edge once; however, the structure of the graph is
essentially preserved under this operation.

I Definition 1. A minor model of a graph H in G is a family (Iu)u∈V (H) of pairwise vertex-
disjoint connected subgraphs of G such that whenever {u, v} is an edge in H, there are
u′ ∈ Iu and v′ ∈ Iv for which {u′, v′} is an edge in G. The graph H is a depth-r minor of G,
denoted H 4r G, if there is a minor model (Iu)u∈V (H) of H in G such that each subgraph
Iu has radius at most r.

I Definition 2. A class C of graphs is nowhere dense if there is a function t : N→ N such
that Kt(r) 64r G for all r ∈ N and all G ∈ C.

Nowhere denseness turns out to be a very robust concept with several seemingly unre-
lated natural characterizations. These include characterizations by the density of shallow
(topological) minors [23, 24], quasi-wideness [24] (a notion introduced by Dawar [6] in his
study of homomorphism preservation properties), low tree-depth colorings [20], generalized
coloring numbers [29], sparse neighborhood covers [16, 17], by a game called the splitter
game [17] and by the model-theoretic concepts of stability and independence [1]. For a
broader discussion we refer to the book of Nešetřil and Ossona de Mendez [25].

An important and related concept is the notion of a graph class of bounded expansion [20,
21, 22]. Precisely, a class of graphs C has bounded expansion if for any r ∈ N, the ratio
between the numbers of edges and vertices in any r-shallow minor of a graph from C is
bounded by a constant depending on r only. Obviously, every class of bounded expansion is
also nowhere dense, but the converse is not always true.

Domination problems. In the parameterized Dominating Set problem we are given a
graph G and an integer parameter k, and the task is to determine the existence of a subset
D ⊆ V (G) of size at most k such that every vertex u of G is dominated by D, that is,
u either belongs to D or has a neighbor in D. More generally, for fixed r ∈ N we can
consider the Distance-r Dominating Set problem, where we are asked to determine
the existence of a subset D ⊆ V (G) of size at most k such that every vertex u ∈ V (G) is
within distance at most r from a vertex from D. The Dominating Set problem plays
a central role in the theory of parameterized complexity, as it is a prime example of a
W[2]-complete problem again with k as the paramenter, thus considered intractable in full
generality from the parameterized point of view. For this reason, Dominating Set and
Distance-r Dominating Set have been extensively studied in restricted graph classes,
including the sparse setting.

The study of parameterized algorithms for Dominating Set on sparse and topologically
constrained graph classes has a long history, and, arguably, it played a pivotal role in the
development of modern parameterized complexity. A point of view that was particularly
fruitful, and most relevant to our work, is kernelization. Recall that a kernelization algorithm
is a polynomial-time preprocessing algorithm that transforms a given instance into an
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equivalent one whose size is bounded by a function of the parameter only, independently of
the overall input size. We are mostly interested in kernelization algorithms whose output
guarantees are polynomial in the parameter, or maybe even linear. For Dominating Set
on topologically restricted graph classes, linear kernels were given for planar graphs [2],
bounded genus graphs [3], apex-minor-free graphs [12], graphs excluding a fixed minor [13],
and graphs excluding a fixed topological minor [14]. All these results relied on applying tools
of topological nature, most importantly deep decomposition theorems for graphs excluding
a fixed (topological) minor. Notably, the research on kernelization for Dominating Set
directly led to the introduction of the technique of meta-kernelization [3], which applies to a
much larger family of problems on bounded-genus and H-minor-free graph classes.

Dawar and Kreutzer [7] showed that for every r ∈ N and every nowhere dense class C,
Distance-r Dominating Set is fixed-parameter tractable on C. As far as polynomial
kernelization is concerned, Drange et al. [9] gave a linear kernel for Distance-r Dominating
Set on any graph class of bounded expansion1, for every r ∈ N, and an almost linear kernel
for Dominating Set on any nowhere dense graph class; that is, a kernel of size f(ε) · k1+ε

for some function f . Drange et al. could not extend their techniques to larger domination
radii r on nowhere dense classes, however, they conjectured that this should be possible. An
important step was made recently by a subset of the authors [18], who gave a polynomial
kernel for Distance-r Dominating Set on any nowhere dense class C.

Nowhere dense classes are the limit for the fixed-parameter tractability of the problem:
Drange et al. [9] showed that whenever C is a somewhere dense class closed under taking
subgraphs, there is some r ∈ N for which Distance-r Dominating Set is W[2]-hard on C.

Neighborhood complexity. One of the crucial ideas in the work of Drange et al. [9] was to
focus on the neighborhood complexity in sparse graph classes. For an integer r ∈ N, a graph
G, and a subset A ⊆ V (G) of vertices of G, the r-neighborhood complexity of A, denoted
νr(G,A), is defined as the number of different subsets of A that are of the form Nr[u] ∩A
for some vertex u of G; here, NG

r [u] denotes the ball of radius r around u. That is,

νr(G,A) = |{NG
r [u] ∩A : u ∈ V (G)}|.

It was proved by Reidl et al. [26] that linear neighborhood complexity exactly characterizes
subgraph-closed classes of bounded expansion. More precisely, a subgraph-closed class C
has bounded expansion if and only if for each r ∈ N there is a constant cr such that
νr(G,A) ≤ cr · |A| for all graphs G ∈ C and vertex subsets A ⊆ V (G). They posed as an
open problem whether nowhere denseness can be similarly characterized by almost linear
neighborhood complexity. The lack of a neighborhood complexity theorem for nowhere
dense classes was a major, however not the only, obstacle preventing Drange et al. [9] from
extending their kernelization results to Distance-r Dominating Set on any nowhere dense
class. The neighborhood complexity result for nowhere dense classes for r = 1 was given
by Gajarský et al. [15], and this result was used by Drange et al. [9] in their kernelization
algorithm for Dominating Set (distance r = 1) on nowhere dense graph classes.

Conversely, if C is somewhere dense and closed under taking subgraphs, then for some
r ∈ N it contains the exact r-subdivision of every graph [24]. In this case it is easy to see
that the r-neighborhood complexity of a vertex subset A can be as large as 2|A|.

1 Precisely, the kernelization algorithm of Drange et al. [9] outputs an instance of an annotated problem
where some vertices are not required to be dominated; this will be the case in this paper as well.
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Our results. In this paper we resolve in the affirmative both outlined conjectures. Let us
first focus on neighborhood complexity.

I Theorem 3. Let C be a graph class closed under taking subgraphs. Then C is nowhere
dense if and only if there exists a function fnei(r, ε) such that νr(G,A) ≤ fnei(r, ε) · |A|1+ε

for all r ∈ N, ε > 0, G ∈ C, and A ⊆ V (G).

To prove the above, we carefully analyze the argument of Reidl et al. [26] for linear
neighborhood complexity in classes of bounded expansion. This argument is based on the
analysis of vertex orderings certifying the constant upper bound on the weak coloring number
of any graph from a fixed class of bounded expansion. In the nowhere dense setting, we only
have an nε upper bound on the weak coloring number, and therefore the reasoning breaks
whenever one tries to use a bound that is exponential in this number. We circumvent this
issue by applying tools based on model-theoretic properties of nowhere dense classes of graphs.
More precisely, we use the fact that every nowhere dense class is stable in the sense of Shelah,
and hence every graph H which is obtained from a graph G from a nowhere dense class via
a first-order interpretation has bounded VC-dimension [1]. Then exponential blow-ups can
be reduced to polynomial using the Sauer-Shelah Lemma. These tools were recently used by
a subset of the authors to give polynomial bounds for uniform quasi-wideness [18], a fact
that also turns out to be useful in our proof.

We remark that we were informed by Micek, Ossona de Mendez, Oum, and Wood [19]
that they have independently proved the statement of Theorem 3 using different methods.

Having the almost linear neighborhood complexity for any nowhere dense class of graphs,
we can revisit the argumentation of Drange et al. [9] and prove the following result.

I Theorem 4. Let C be a fixed nowhere dense class of graphs, let r be a fixed positive integer,
and let ε > 0 be any fixed real. Then there is a polynomial-time algorithm that, given a graph
G ∈ C and a positive integer k, returns a subgraph G′ ⊆ G and a vertex subset Z ⊆ V (G′)
with the following properties:

there is a set D ⊆ V (G) of size at most k which r-dominates G if and only if there is a
set D′ ⊆ V (G′) of size at most k which r-dominates Z in G′; and
|V (G′)| ≤ fker(r, ε) · k1+ε, for some function fker(r, ε) depending only on the class C.

Just as in Drange et al. [9], the obtained triple (G′, Z, k) is formally not an instance
of Distance-r Dominating Set, but of an annotated variant of this problem where
some vertices (precisely V (G′) \ Z) are not required to be dominated. This is an annoying
formal detail, however it can be addressed almost exactly as in Drange et al. by additional
gadgeteering of annotations; see the full version for details.

Our proof of Theorem 4 revisits the line of reasoning of Drange et al. [9] for bounded
expansion classes, and improves it in several places where the arguments could not be
immediately lifted to the nowhere dense setting. The key ingredient is, of course, the
usage of the newly proven almost linear neighborhood complexity for nowhere dense classes
(Theorem 3), however, this was not the only piece missing. Another issue was that the
algorithm of Drange et al. starts by iteratively applying the constant-factor approximation
algorithm for Distance-r Dominating Set of Dvořák [10] in order to expose a certain
structure in the instance. This part does not carry over to the nowhere dense setting, but we
are able to circumvent it by using the new polynomial bounds for uniform quasi-wideness [18].

All proofs which are omitted in this extended abstract are marked with (?). The full
version of the paper can be found as an arxiv preprint [11].
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2 Preliminaries

We use standard graph notation; see e.g. [8] for reference. All graphs considered in this paper
are finite, simple, and undirected. For a graph G, by V (G) and E(G) we denote the vertex
and edge sets of G, respectively.

Nowhere denseness (see Definition 2) admits several equivalent definitions, see [25] for a
wider discussion. We next recall the ones used in this paper, as well as related concepts.

Weak coloring mumbers. For a graph G we let Π(G) denote the set of all linear orders
of V (G). For L ∈ Π(G), u, v ∈ V (G), and any r ≥ 0, we say that u is weakly r-reachable
from v with respect to L, if there is a path P of length at most r connecting u and v such
that u is the smallest among the vertices of P with respect to L. By WReachr[G,L, v] we
denote the set of vertices that are weakly r-reachable from v with respect to L. For any
subset A ⊆ V (G), we let WReachr[G,L,A] =

⋃
v∈A WReachr[G,L, v]. The weak r-coloring

number wcolr(G) of G is defined as

wcolr(G) = min
L∈Π(G)

max
v∈V (G)

∣∣WReachr[G,L, v]
∣∣.

As proved by Zhu [29], the weak coloring numbers can be used to characterize bounded
expansion and nowhere dense classes of graphs.

I Theorem 5 ([29]). Let C be a nowhere dense class of graphs. There is a function fwcol(r, ε)
such that wcolr(H) ≤ fwcol(r, ε) · |V (H)|ε for every r ∈ N, ε > 0, and H ⊆ G ∈ C.

Quasi-wideness. A set B ⊆ V (G) is called r-independent in G if for all distinct u, v ∈ B
we have distG(u, v) > r.

I Definition 6. A class C of graphs is uniformly quasi-wide if there are functions N : N×N→
N and s : N → N such that for all r,m ∈ N and all subsets A ⊆ V (G) for G ∈ C of size
|A| ≥ N(r,m) there is a set S ⊆ V (G) of size |S| ≤ s(r) and a set B ⊆ A \S of size |B| ≥ m
which is r-independent in G−S. The functions N and s are called the margins of the class C.

It was shown by Nešetřil and Ossona de Mendez [24] that a class C of graphs is nowhere
dense if and only if it is uniformly quasi-wide. For us it will be important that the margins N
and s can be assumed to be polynomial in r and that the sets B and S can be efficiently
computed. This was proved only recently by Kreutzer et al. [18].

I Theorem 7 ([18]). Let C be a nowhere dense class of graphs and let t : N → N be a
function such that Kt(r) 64r G for all r ∈ N and all G ∈ C. For every r ∈ N there exist
constants p(r) and s(r) ≤ t(r) such that for all m ∈ N, all G ∈ C, and all sets A ⊆ V (G)
of size at least mp(r), there is a set S ⊆ V (G) of size at most s(r) such that there is a set
B ⊆ A \ S of size at least m which is r-independent in G − S. Furthermore, there is an
algorithm that, given an n-vertex graph G ∈ C, ε > 0, r ∈ N, and A ⊆ V (G) of size at least
mp(r), computes sets S and B ⊆ A as described above in time O(r · t · |A|t+1 · n1+ε).

We remark that the running time of the algorithm of Theorem 7 is stated in the SODA
version [18] only as O(r · t · nt+6). A finer analysis with the running times as stated above
can be found in the arXiv version of that paper.
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VC-dimension. Let F ⊆ 2A be a family of subsets of a set A. For a set X ⊆ A, we
denote X ∩ F = {X ∩ F : F ∈ F}. The set X is shattered by F if X ∩ F = 2X . The
Vapnik-Chervonenkis dimension, short VC-dimension, of F is the maximum size of a set X
that is shattered by F . Note that if X is shattered by F , then also every subset of X is
shattered by F .

The following theorem was first proved by Vapnik and Chervonenkis [5], and rediscovered
by Sauer [27] and Shelah [28]. It is often called the Sauer-Shelah Lemma in the literature.

I Theorem 8 (Sauer-Shelah Lemma). If |A| ≤ n and F ⊆ 2A has VC-dimension d, then
|F| ≤

∑d
i=0
(
n
i

)
∈ O(nd).

Note that in the interesting cases d ≥ 2, n ≥ 2 it holds that
∑d
i=0
(
n
i

)
≤ nd, and in general

it holds that
∑d
i=0
(
n
i

)
≤ 2 · nd. For a graph G, the VC-dimension of G is defined as the

VC-dimension of the family {N [v] : v ∈ V (G)} of sets over the set V (G).

VC-dimension and nowhere denseness. Adler and Adler [1] have proved that any nowhere
dense class C of graphs is stable, which in particular implies that any class of structures
obtained from C by means of a first-order interpretation has VC-dimension bounded by
a constant depending only on C and the interpretation. In particular, the following is an
immediate corollary of the results of Adler and Adler [1].

I Corollary 9. Let C be a nowhere dense class of graphs and let r ∈ N. For G ∈ C, let
G=r be the graph with the same vertex set as G and an edge {u, v} ∈ E(G=r) if and only if
distG(u, v) = r. Define the graph G≤r in the same manner, but putting an edge {u, v} into
E(G≤r) if and only if distG(u, v) ≤ r. Then there is an integer c(r) such that both G=r and
G≤r have VC-dimension at most c(r) for every G ∈ C.

By combining Corollary 9 with the Sauer-Shelah Lemma we infer the following.

I Corollary 10. Let C be a nowhere dense class of graphs and r ∈ N. Then νr(G,A) ≤ |A|c(r)
for every graph G ∈ C and A ⊆ V (G), where c(r) is the constant given by Corollary 9.

Thus, a polynomial bound on the neighborhood complexity for any nowhere dense class,
and, in fact, for any stable class, already follows from known tools. Our goal in the next
section will be to show that with the assumption of nowhere denseness we can prove an
almost linear bound, as described in Theorem 3.

Distance profiles. In our reasoning we will need a somewhat finer view of the neighborhood
complexity. More precisely, we would like to partition the vertices of the graph not only
with respect to their r-neighborhood in a fixed set A, but also with respect to what are the
exact distances of the elements of this r-neighborhood from the considered vertex. With this
intuition in mind, we introduce the notion of a distance profile.

Let G be a graph and let A ⊆ V (G) be a subset of its vertices. For a vertex u ∈ V (G), the
r-distance profile of u, denoted πGr [u,A], is a function mapping vertices of A to {0, 1, . . . , r,∞}
defined as follows:

πGr [u,A](v) =
{

distG(u, v) if distG(u, v) ≤ r,
∞ otherwise.

We say that a function f : A → {0, 1, . . . , r,∞} is realized as an r-distance profile on A if
there is u ∈ V (G) such that f = πGr [u,A]. We may drop the superscript if the graph is clear
from the context.
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Similarly to the neighborhood complexity, we define the distance profile complexity of a
vertex subset A ⊆ V (G) in a graph G, denoted ν̂r(G,A), as the number of different functions
realized as r-distance profiles on A in G. Clearly it always holds that νr(G,A) ≤ ν̂r(G,A),
thus Theorem 3 will follow directly from the following result, which will be proved in the
next section.

I Theorem 11. Let C be a nowhere dense class of graphs. Then there is a function fnei(r, ε)
such that for every r ∈ N, ε > 0, graph G ∈ C, and vertex subset A ⊆ V (G), it holds that
ν̂r(G,A) ≤ fnei(r, ε) · |A|1+ε.

Let us observe that the polynomial bound of Corollary 10 carries over to distance profiles.

I Lemma 12 (?). Let C be a nowhere dense class of graphs. Then there is an integer d(r)
such that for every r ∈ N, ε > 0, graph G ∈ C, and vertex subset A ⊆ V (G) with |A| ≥ 2, it
holds that ν̂r(G,A) ≤ |A|d(r).

3 Neighborhood complexity of nowhere dense classes

In this section we prove Theorem 11, which directly implies Theorem 3, as explained in
the previous section. Our approach is to carefully analyze the proof of Reidl et al. [26] for
bounded expansion classes, and to fix parts that break down in the nowhere dense setting
using tools derived, essentially, from the stability of nowhere dense classes.

We first prove the following auxiliary lemma. We believe it may be of independent
interest, as it seems very useful for the analysis of weak coloring numbers in the nowhere
dense setting.

I Lemma 13. Let C be a nowhere dense class of graphs and let G ∈ C. For r ≥ 0 and a
linear order L ∈ Π(G), let

Wr,L = {WReachr[G,L, v] : v ∈ V (G)}.

Then there is a constant x(r), depending only on C and r (and not on G and L), such that
Wr,L has VC-dimension at most x(r).

Proof. Since C is nowhere dense, according to Theorem 5, it is uniformly quasi-wide, say
with margins N and s. We fix a number m to be determined later, depending only on r
and C. Let x = x(r) = N(2r,m) and s = s(r). Assume towards a contradiction that there
is a set A ⊆ V (G) of size x which is shattered by Wr,L. Fix sets S ⊆ V (G) and B ⊆ A \ S
such that |B| = m, |S| ≤ s, and B is 2r-independent in G − S. We will treat L also as a
linear order on the vertex set of G− S.

As a subset of A, the set B is also shattered by Wr,L. That is, for every X ⊆ B

there is a vertex vX ∈ V (G) such that X = WReachr[G,L, vX ] ∩ B. Note that since B is
2r-independent in G− S, so is X, and we have |WReachr[G− S,L, vX ] ∩B| ≤ 1.

For a vertex σ ∈ S, number ρ ∈ {0, . . . , r − 1}, and vertex v ∈ V (G), let us consider the
set Pv,σ,ρ of all paths of length (exactly) ρ that connect σ and v. We define bσ,ρ(v) to be the
largest (with respect to L) vertex b ∈ B, for which there exists a path P ∈ Pv,σ,ρ such that
every vertex on P is strictly larger than b with respect to L. If no such vertex in B exists,
we put bσ,ρ(v) = ⊥. The signature of a vertex v ∈ V (G) is defined as

χ(v) =
(
bσ,ρ(v)

)
σ∈S, 0≤ρ≤r−1.

It now follows that the number of possible signatures is small.
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I Claim 14 (?). The set {χ(v) : v ∈ V (G)} has size at most (m+ 1)r·s.

The next claim intuitively shows that for a vertex v, the signature of v plus the set of
vertices of B that are weakly reachable from v in G − S provide enough information to
deduce precisely the set of vertices of B that are weakly reachable from v in G.

I Claim 15 (?). Suppose v, w ∈ V (G) are such that

χ(v) = χ(w) and WReachr[G− S,L, v] ∩B = WReachr[G− S,L,w] ∩B.

Then WReachr[G,L, v] ∩B = WReachr[G,L,w] ∩B.

By Claim 14 there are at most (m+ 1)r·s possible signatures, while we argued that the
intersection WReachr[G− S,L, v] ∩B is always of size at most 1, hence there are at most
(m+1) possibilities for it. Thus, by Claim 15 we conclude that only at most (m+1)r·s ·(m+1)
subsets of B are realized as B ∩W for some W ∈ Wr,L. To obtain a contradiction with B
being shattered by Wr,L, it suffices to select m so that (m+ 1)r·s+1 < 2m. Since s = s(r) is
a constant depending on C and r only, we may choose m depending on C and r so that the
above inequality holds. J

With Lemma 13 in hand, we now are ready to prove Theorem 11.

Proof of Theorem 11. Fix r ≥ 1 and ε > 0. We also use small constants ε1, ε2, ε3, ε4 > 0,
which will be determined in the course of the proof.

The first step is to reduce the problem to the case when the size of the graph is bounded
polynomially in |A|. Without loss of generality assume |A| ≥ 2. According to Lemma 12,
there is an integer d(r) such that there are at most |A|d(r) different r-distance profiles on A.
We therefore classify the elements of V (G) according to their r-distance profiles on A, that
is, we define an equivalence relation ∼ on V (G) as follows:

v ∼ w if and only if πGr [v,A] = πGr [w,A].

Construct a set A′ by taking A and, for each equivalence class κ of ∼, adding an arbitrary
element vκ to A′. Then, construct a set A′′ by starting with A′, and, for each distinct
u, v ∈ A′′, performing the following operation: if distG(u, v) ≤ r, then add the vertex set of
any shortest path between u and v to A′′. Finally, let G′ = G[A′′].

I Claim 16 (?). It holds that |A′′| ≤ |A|2·d(r)+3.

I Claim 17 (?). It holds that ν̂r(G′, A) ≥ ν̂r(G,A).

The gain from this step is that the size of G′ is bounded polynomially in terms of |A|,
hence we can use better bounds on the weak coloring numbers, as explained next.

According to Theorem 5, there is a function fwcol such that

wcol2r(G′) ≤ fwcol(2r, ε4) · |A′′|ε4 = fwcol(2r, ε4) · |A|(2·d(r)+3)·ε4 = fwcol(2r, ε4) · |A|ε3 ,

where ε4 = ε3/(2 · d(r) + 3). Let L be a linear order of V (G′) with |WReach2r[G′, L, v]| ≤
fwcol(2r, ε4) · |A|ε3 . For each v ∈ V (G′), let us define the following set:

Y [v] = WReachr[G′, L, v] ∩WReachr[G′, L,A].
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In other words, Y [v] comprises all vertices that are weakly r-reachable both from v and
from some vertex of A. Since Y [v] ⊆ WReachr[G′, L, v] for each v ∈ V (G′), we have
|Y [v]| ≤ |WReachr[G′, L, v]| ≤ fwcol(2r, ε4) · |A|ε3 . Furthermore, as for each v ∈ V (G′)
we have Y [v] ⊆ WReachr[G,L,A] =

⋃
w∈A WReachr[G,L,w], we have

∣∣∣⋃v∈V (G′) Y [v]
∣∣∣ ≤

|A| ·maxw∈V (G′) |WReachr[G,L,w]| ≤ fwcol(2r, ε4) · |A|1+ε3 .
We now classify the vertices v ∈ V (G′) according to their distance profiles πG′

r [v, Y [v]].
More precisely, let ≡ be the equivalence relation on V (G′) defined as follows:

v ≡ w if and only if Y [v] = Y [w] and πG
′

r [v, Y [v]] = πG
′

r [w, Y [w]].

We next show that the equivalence relation ≡ refines the standard partitioning according to
r-distance profiles on A.

I Claim 18 (?). For every v, w ∈ V (G), if v ≡ w, then πG′

r [v,A] = πG
′

r [w,A].

Claim 18 suggests the following approach to bounding ν̂r(G′, A): first give an upper
bound on the number of possible sets of the form Y [v], and then for each such set, bound the
number of r-distance profiles on it. We deal with the second part first, as it essentially follows
from Lemma 12. Let us set ε2 = ε3 · d(r), where d(r) is the constant given by Lemma 12.

I Claim 19 (?). There is g(r, ε4) such that for all v ∈ V (G), we have ν̂r(G, Y [v]) ≤
g(r, ε4)|A|ε2 .

It remains to give an upper bound on the number of distinct sets Y [v]. Let us set
ε1 = ε3 · x(r), where x(r) is the constant given by Lemma 13.

I Claim 20. It holds that |{Y [v] : v ∈ V (G′)}| ≤ 1 + 2 · fwcol(2r, ε4)x(r)+1 · |A|1+ε1+ε3 .

Proof. Let Y = {Y [v] : v ∈ V (G′)} \ {∅} be the family of all non-empty sets of the form Y [v]
for v ∈ V (G′); it suffices to show that |Y| ≤ fwcol(2r, ε4)x(r)+1 · |A|1+ε1+ε3 . Define mapping
γ : Y → V (G′) as follows: for Z ∈ Y, γ(Z) is the largest element of Z with respect to L.

Take any v ∈ V (G′) with Y [v] 6= ∅, and recall that every vertex in Y [v] is weakly r-
reachable from v. Observe that every vertex w ∈ Y [v] is weakly 2r-reachable from γ(Y [v]). To
see this, concatenate the two paths of length at most r that certify that w ∈WReachr[G′, L, v]
and γ(Y [v]) ∈WReachr[G′, L, v], and note that this path of length at most 2r certifies that
w ∈WReach2r[G′, L, γ(Y [v])]. Consequently, for every y ∈ γ(Y), we have⋃

γ−1(y) ⊆WReach2r[G′, L, y].

Hence the union of all sets of Y that choose the same y via γ has size at most wcol2r(G′).
Fix any y ∈ γ(Y) and denote Sy =

⋃
γ−1(y). Let us count how many distinct subsets

of Sy belong to Y. Every such Z = Y [v], as a subset of Sy, satisfies Y [v] ∩ Sy = Y [v] =
WReachr[G′L, v] ∩WReachr[G′, L,A]. As for all v the set WReachr[G′, L,A] is the same,
this means that the number of different Y [v] ∈ Y that are mapped to a fixed y is not larger
than the number of different sets WReachr[G′, L, v] ∩ Sy, for v ∈ V (G′).

By Lemma 13, the set Wr,L = {WReachr[G′, L, v] : v ∈ V (G′)} has VC-dimension at
most x(r), and so has the subfamily {Sy ∩WReachr[G′, L, v] : v ∈ V (G′)}. Hence, by the
Sauer-Shelah Lemma, we infer that |{Sy ∩WReachr[G′, L, v] : v ∈ V (G′)}| ≤ 2 · |Sy|x(r).
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Finally, we observe that γ(Y) ⊆
⋃
Y and recall that |

⋃
Y| ≤ fwcol(2r, ε4) · |A|1+ε3 , hence

|Y| ≤
∑

y∈γ(Y)

|{Sy ∩WReachr[G′, L, v] : v ∈ V (G′)}|

≤ 2 ·
∑

y∈γ(Y)

|Sy|x(r) ≤ 2 · |γ(Y)| · (wcol2r(G′))x(r)

≤ 2 · |
⋃
Y| · (fwcol(2r, ε4) · |A|ε3)x(r)

≤ 2 · fwcol(2r, ε4) · |A|1+ε3 · fwcol(2r, ε4)x(r)+1 · |A|ε1

≤ 2 · fwcol(2r, ε4)x(r)+1 · |A|1+ε1+ε3 . J

By combining Claim 17, Claim 18, Claim 19, and Claim 20, we conclude that

ν̂r(G,A) ≤ ν̂r(G′, A) ≤ index(≡)
≤ |{Y [v] : v ∈ V (G′)}| · g(r, ε4) · |A|ε2

≤ (1 + 2 · fwcol(2r, ε4)x(r)+1 · |A|1+ε1+ε3) · g(r, ε4) · |A|ε2

≤ 3 · fwcol(2r, ε4)x(r)+1 · g(r, ε4) · |A|1+ε1+ε2+ε3 .

Now fix ε4 > 0 so that ε1 + ε2 + ε3 < ε and set fnei(r, ε) = 3 · fwcol(2r, ε4)x(r)+1 · g(r, ε4). J

4 Kernelization for distance-r dominating sets

In this section we use the neighborhood complexity tools to prove Theorem 4. Throughout
the section we fix a nowhere dense class C. Whenever we say that the running time of some
algorithm on a graph G is polynomial, we mean that it is of the form O((|V (G)|+ |E(G)|)α),
where α is a universal constant that is independent of C, r, ε, or any other constants defined
in the context. However, the constants hidden in the O(·)-notation may depend on C, r,
and ε.

Projections and projection profiles. Let G ∈ C be a graph and let A ⊆ V (G) be a subset
of vertices. For vertices v ∈ A and u ∈ V (G) \ A, a path P connecting u and v is called
A-avoiding if none of its vertices apart from v belong to A. For a positive integer r, the
r-projection of any u ∈ V (G) \ A on A, denoted MG

r (u,A) is the set of all vertices v ∈ A
that can be connected to u by an A-avoiding path of length at most r. The r-projection
profile of a vertex u ∈ V (G) \ A on A is a function ρGr [u,A] mapping vertices of A to
{0, 1, . . . , r,∞}, defined as follows: for every v ∈ A, the value ρGr [u,A](v) is the length of
a shortest A-avoiding path connecting u and v, and ∞ in case this length is larger than r.
Similarly as for r-neighborhoods and r-distance profiles, we define

µr(G,A) = |{MG
r (u,A) : u ∈ V (G) \A}| and µ̂r(G,A) = |{ρGr [u,A] : u ∈ V (G) \A}|

to be the number of different r-projections and r-projection profiles realized on A, respectively.
Clearly, again it always holds that µr(G,A) ≤ µ̂r(G,A). The following lemma is a simple
consequence of the results of the previous section.

I Lemma 21 (?). Suppose C is a nowhere dense class of graphs. Then there is a function
fproj(r, ε) such that for every r ∈ N, ε > 0, graph G ∈ C, and vertex subset A ⊆ V (G), it
holds that µ̂r(G,A) ≤ fproj(r, ε) · |A|1+ε.
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We next recall the main tool for projections proved by Drange et al. [9], namely the
Closure Lemma. Intuitively, it says that any vertex subset A ⊆ V (G) can be “closed” to a
set clr(A) that is not much larger than A, such that all r-projections on clr(A) are small.
The next lemma follows from a straightforward adaptation of the proof of Drange et al.

I Lemma 22 (?, Lemma 2.9 of [9], adjusted). There is a function fcl(r, ε) and a polynomial-
time algorithm that, given G ∈ C, X ⊆ V (G), r ∈ N, and ε > 0, computes the r-closure of
X, denoted clr(X) with the following properties.

X ⊆ clr(X) ⊆ V (G);
|clr(X)| ≤ fcl(r, ε) · |X|1+ε; and
|MG

r (u, clr(X))| ≤ fcl(r, ε) · |X|ε for each u ∈ V (G) \ clr(X).

We need another lemma from Drange et al., called the Short Paths Closure Lemma.

I Lemma 23 (?, Lemma 2.11 of [9], adjusted). There is a function fpth(r, ε) and a polynomial-
time algorithm which on input G ∈ C, X ⊆ V (G), r ∈ N, and ε > 0, computes a superset
X ′ ⊇ X of vertices with the following properties:

whenever distG(u, v) ≤ r for u, v ∈ X, then distG[X′](u, v) = distG(u, v); and
|X ′| ≤ fpth(r, ε) · |X|1+ε.

For the rest of this section let us fix constants r ∈ N and ε > 0; they will be used
implicitly in the proofs. Let us recall some terminology from Drange et al. [9], which is
essentially also present in the approach of Dawar and Kreutzer [7]. For a graph G, and vertex
subset Z ⊆ V (G), we say that a subset of vertices D is a (Z, r)-dominator if Z ⊆ NG

r (D).
We write dsr(G,Z) for the smallest (Z, r)-dominator in G and dsr(G) for the smallest
(V (G), r)-dominator in G. The crux of the approach of Drange et al. [9] is to perform
kernelization in two phases: first compute a small r-domination core, and then reduce the
size of the graph in one step.

I Definition 24. An r-domination core of G is a subset Z ⊆ V (G) such that every minimum
size (Z, r)-dominator is also a distance-r dominating set in G.

We shall prove the following analogue of Theorem 4.11 of [9].

I Lemma 25. There exists a function fcore(r, ε) and a polynomial-time algorithm that, given
a graph G ∈ C and integer k ∈ N, either correctly concludes that G cannot be r-dominated
by k vertices, or finds an r-domination core Z ⊆ V (G) of G of size at most fcore(r, ε) · k1+ε.

Starting with Z = V (G), which is clearly an r-domination core of G, we try to iteratively
remove vertices from Z while preserving the property that Z is an r-domination core of G.
More precisely, we show the following lemma, which is the analogue of Theorem 4.12 of [9]
and of Lemma 11 of [7].

I Lemma 26. There exists a function fcore(r, ε) and a polynomial-time algorithm that, given
a graph G ∈ C, an integer k ∈ N, and an r-domination core Z of G with |Z| > fcore(r, ε)·k1+ε,
either correctly concludes that Z cannot be r-dominated by k vertices, or finds a vertex z ∈ Z
such that Z \ {z} is still an r-domination core of G.

Observe that Lemma 25 follows by applying Lemma 26 iteratively until the size of the
core is reduced to at most fcore(r, ε) · k1+ε. This iteration is performed at most n times
leading to an additional factor n in the running time in Lemma 25.

The first step of the proof of Lemma 26 is to find a suitable approximation of a (Z, r)-
dominator. For this, we can rely on the classic O(log OPT)-approximation of Brönnimann
and Goodrich [4] for the Hitting Set problem in set families of bounded VC-dimension, as
explained in the next lemma.
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I Lemma 27 (?). There is a function fapx(r, ε) and a polynomial-time algorithm that, given
G ∈ C and Z ⊆ V (G), computes a (Z, r)-dominator of size at most fapx(r, ε) · k1+ε, where k
is the size of a minimum r-dominating set of Z.

We are now ready to prove Lemma 26.

Proof of Lemma 26. The function fcore(r, ε) will be defined in the course of the proof. For
convenience, for now we assume that |Z| > fcore(r, ε) · k1+Cε for some large constant C, for
at the end we will rescale ε accordingly.

We first apply Lemma 27, to either conclude that there is no (Z, r)-dominator of size at
most k or to compute a (Z, r)-dominator X of size at most fapx(r, ε) · k1+ε. This application
takes polynomial time. In the first case we can reject the instance, hence assume that we are
in the second case.

We apply the algorithm of Lemma 22 to the set X and distance parameter 3r, thus
computing its closure cl3r(X), henceforth denoted by Xcl. By Lemma 22, we have

|Xcl| ≤ fcl(3r, ε) · |X|1+ε ≤ fcl(3r, ε) · fapx(r, ε)1+ε · k1+3ε,

and, for every u ∈ V (G) \Xcl,

|MG
3r(u,Xcl)| ≤ fcl(3r, ε) · |X|ε ≤ fcl(3r, ε) · fapx(r, ε)ε · k3ε.

We now classify the elements of Z \Xcl according to their 3r-projection profiles on Xcl.
More precisely, let us define an equivalence relation ∼ on Z \Xcl as follows:

u ∼ v if and only if ρG3r[u,Xcl] = ρG3r[v,Xcl].

By Lemma 21, the number of equivalence classes of ∼ is bounded as follows:

index(∼) ≤ fnei(3r, ε) · |Xcl|1+ε ≤ fnei(3r, ε) · fcl(3r, ε)1+ε · fapx(r, ε)(1+ε)2
· k1+7ε.

Note that the partition of V (G) into the equivalence classes of ∼ can be computed in
polynomial time, by just computing the 3r-projection profile for each vertex using breadth-
first search, and then comparing the profiles pairwise.

Let t(r), p(r), and s(r) be the functions provided by Theorem 7 for the class C. Denote
α = fcl(3r, ε) · fapx(r, ε)ε · k3ε + s(2r) + 1 and β = α · (r + 2)s(r) + 1. From the above
inequalities on |Xcl| and index(∼), it follows that setting C = 7 + 3 · p(2r), we can fix the
function fcore(r, ε) so that the following inequality is always satisfied:

fcore(r, ε) · k1+Cε ≥ |Xcl|+ index(∼) · βp(2r).

Since we assumed that |Z| > fcore(r, ε) · k1+Cε, it follows that |Z \Xcl| > index(∼) · βp(2r).
Hence, by the pigeonhole principle, there exists an equivalence class κ of ∼ that contains
more than βp(2r) vertices. By applying the algorithm of Theorem 7 to any subset of κ of size
exactly βp(2r), we find sets S ⊆ V (G) and L ⊆ κ \ S such that |S| ≤ s(r), |L| ≥ β, and L is
2r-independent in G− S. This application takes time O(r · t(2r) · βp(2r)·(t(r)+1) · |V (G)|1+ε).
Provided ε satisfies 3 ·p(2r) · (t(2r)+1) ·ε < 1, which we can assume without loss of generality,
we have that βp(2r)·(t(2r)+1) ≤ O(k); here, the constants hidden in the O(·)-notation may
depend on C. Since we can assume that k ≤ |V (G)|, this application of the algorithm of
Theorem 7 takes then time O(|V (G)|2+ε), which is polynomial with the degree independent
of C.

We now classify the elements of L according to their r-distance profiles on S. Note that
|L| ≤ β and that the number of r-distance profiles on S is bounded by (r+ 2)|S| ≤ (r+ 2)s(r).
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Since β > α · (r + 2)s(r), by the pigeonhole principle we infer that there is a subset R ⊆ L of
size |R| > α such that

πGr (v, S) = πGr (w, S) for all v, w ∈ R.

At this point the situation is almost exactly as in Lemma 3.8 of [9]. More precisely,
every vertex of R is an irrelevant dominatee, i.e., it can be excluded from Z without spoiling
the property that Z is a domination core. The proof of the following claim is based on an
exchange argument.

I Claim 28 (?). The set Z ′ is also a domination core of G.

Claim 28 ensures us that vertex z is an irrelevant dominatee that can be returned by
the algorithm. Note that we were able to find z provided |Z| > fcore(r, ε) · k1+Cε for some
constant C depending on C and r. Hence, we conclude the proof by rescaling ε to ε/C
throughout the reasoning. J

Finally, having computed a suitably small domination core, we can construct a kernel.
This part of reasoning, encapsulated in the following lemma, is exactly the same as in [9].

I Lemma 29 (?). There exists a function ffin(r, ε) and a polynomial-time algorithm that,
given a graph G ∈ C and an r-domination core Z ⊆ V (G) of G, computes a graph G′ with at
most ffin(r, ε) · |Z|1+ε vertices such that Z ⊆ V (G′) and dsr(G′, Z) = dsr(G,Z).

Theorem 4 follows by combining Lemma 25 and LEmma 29, and rescaling ε by factor 3.
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Abstract
Let G be an unweighted, undirected graph. An additive k-spanner of G is a subgraph H that
approximates all distances between pairs of nodes up to an additive error of +k, that is, it
satisfies dH(u, v) ≤ dG(u, v) + k for all nodes u, v, where d is the shortest path distance. We give
a deterministic algorithm that constructs an additive O(1)-spanner with O

(
n4/3) edges in O(n2)

time. This should be compared with the randomized Monte Carlo algorithm by Woodruff [ICALP
2010] giving an additive 6-spanner with O

(
n4/3 log3 n

)
edges in expected time O

(
n2 log2 n

)
.

An (α, β)-approximate distance oracle for G is a data structure that supports the following
distance queries between pairs of nodes in G. Given two nodes u, v it can in constant time
compute a distance estimate d̃ that satisfies d ≤ d̃ ≤ αd + β where d is the distance between
u and v in G. Sommer [ICALP 2016] gave a randomized Monte Carlo (2, 1)-distance oracle
of size O

(
n5/3 poly logn

)
in expected time O

(
n2 poly logn

)
. As an application of the additive

O(1)-spanner we improve the construction by Sommer [ICALP 2016] and give a Las Vegas (2, 1)-
distance oracle of size O

(
n5/3) in time O

(
n2). This also implies an algorithm that in O

(
n2) time

gives approximate distance for all pairs of nodes in G improving on the O
(
n2 logn

)
algorithm by

Baswana and Kavitha [SICOMP 2010].
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1 Introduction

Let G = (V,E) be an unweighted, undirected graph on n nodes and m edges. A subgraph H
of G is an additive k-spanner if the following holds for every pair u, v of nodes in G:

dH(u, v) ≤ dG(u, v) + k ,

where dH(u, v) and dG(u, v) is the distance between u and v in H and G respectively. This
paper will only consider additive spanners and not multiplicative or mixed spanners, so we
will simply say that H is a k-spanner when we mean that H is an additive k-spanner.

In this paper we consider algorithms constructing k-spanners, and there are therefore
three interesting parameters: The distortion k, the running time of the algorithm, and the
size of the spanner created. Elkin and Peleg [19] showed how to construct 2-spanners with
O
(
n3/2) edges in O

(
n5/2) time, and Baswana et al [9] gave an algorithm that constructs

6-spanners with O
(
n4/3) edges in O(n2/3m

)
time.

∗ Research partly supported by Advanced Grant DFF-0602-02499B from the Danish Council for Inde-
pendent Research under the Sapere Aude research career programme and by the FNU project AlgoDisc
– Discrete Mathematics, Algorithms, and Data Structures.

EA
T

C
S

© Mathias Bæk Tejs Knudsen;
licensed under Creative Commons License CC-BY

44th International Colloquium on Automata, Languages, and Programming (ICALP 2017).
Editors: Ioannis Chatzigiannakis, Piotr Indyk, Fabian Kuhn, and Anca Muscholl;
Article No. 64; pp. 64:1–64:12

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

http://dx.doi.org/10.4230/LIPIcs.ICALP.2017.64
http://creativecommons.org/licenses/by/3.0/
http://www.dagstuhl.de/lipics/
http://www.dagstuhl.de


64:2 Additive Spanners and Distance Oracles in Quadratic Time

Table 1 A summary of the performance of selected algorithms that creates a k-spanner H from a
graph on n nodes. It shows the additive distortion, k, and an upper bound on the number of edges
in H as well as the running time of the algorithm that constructs H.

k Number of Edges Running Time Comment Reference
2 O

(
n3/2) O

(
n5/2) Deterministic [19]

2 O
(
n3/2 log1/2 n

)
O
(
n2 log2 n

)
Deterministic [18]

2 O
(
n3/2) O

(
n2) Deterministic Theorem 5

6 O
(
n4/3) O

(
n2/3m

)
Deterministic [9]

6 O
(
n4/3 log3 n

)
O
(
n2 log2 n

)
Randomized Monte Carlo [33]

8 O
(
n4/3) O

(
n2) Deterministic Theorem 9

The running time of these algorithms can be improved if we allow the k-spanners
to be larger by a poly logn factor. Dor, Halperin and Zwick [18] showed that we can
construct 2-spanners with O

(
n3/2 log1/2 n

)
edges in O

(
n2 log2 n

)
time, and Woodruff [33]

gave an algorithm to construct 6-spanners with O
(
n4/3 log3 n

)
edges in O

(
n2 log2 n

)
time.

The construction of Woodruff is furthermore randomized Monte Carlo. These results are
summarized in Table 1.

These improvements to the running time fit into the following paradigm. For a fixed
k the authors find algorithms that produce spanners that are almost as small as the best
known construction of k-spanners and have near-quadratic running time. We reverse this
way of looking at the problem. We are now trying to find algorithms that yield k-spanners
that are exactly as small as the best known constructions for any k = O(1), i.e. O(n4/3), and
at the same time we want the algorithm to run as fast as possible. All known algorithms for
creating O(1)-spanners that have close to optimal size run in time Ω(n2). 1 So a natural
question is to ask if there exists a k = O(1) and an algorithm that constructs a k-spanner
with O

(
n4/3) edges in O(n2) time. In fact Sommer [28] mentioned at his talk at ICALP 2016

that the main obstacle towards getting a better running time for constructing the distance
oracle he presented is the lack of such an algorithm. In his case the distortion k = O(1) is
only factored into the running time and not the distortion of oracle. Therefore, it does not
matter what k is as long as it is constant.

We show that it possible to attain this goal by giving an algorithm that constructs
8-spanners deterministically with O

(
n4/3) edges in O(n2) time. Comparing this with the

algorithm by Woodruff [33] this gets rid of the log3 n factor on the number of edges and a
factor of log2 n in the running time. Furthermore, the algorithm is deterministic and not
randomized Monte Carlo. The price of these improvements is that the distortion is larger
than 6. We note that there are no lower bounds ruling out the possibility of a 4-spanner with
O
(
n4/3) edges. For the application to the distance oracle by Sommer [28], the distortion

is unimportant as long as it is constant. We also show how to construct 2-spanners with
O
(
n3/2) edges in O(n2) time. For a comparison to previous work see Table 1.

Related work. Elkin and Peleg [19] showed that2 any graph on n nodes has a 2-spanner
with O(n3/2) edges, Chechik [15] showed that it has a 4-spanner with O

(
n7/5 log1/5 n

)
edges,

and Baswana et al [9] showed that it has a 6-spanner with O(n4/3) edges. These results are

1 For instance the algorithm by Baswana et al [9] gives a 6-spanner with O
(
n4/3

)
edges and is therefore

only interesting when m = Ω
(
n4/3

)
, in which case the running time is Θ

(
n2/3m

)
= Ω
(
n2
)
.

2 Aingworth et al [5] earlier showed the same result up to logarithmic factors on the size of the spanner.
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Table 2 For a given k an upper bound of f(n) is a proof that any graph on n nodes has a
k-spanner with no more than f(n) edges. A lower bound of g(n) is a proof that there exists a graph
on n nodes for which any k-spanner must have at least g(n) edges.

k Upper Bound Lower Bound Reference
2 & 3 O

(
n3/2) Ω

(
n3/2) [19]/[31]

4 & 5 O
(
n7/5 log1/5 n

)
Ω
(
n4/3) [15]/[11]

≥ 6 O
(
n4/3) n4/3−o(1) [9]/[1]

complemented by a negative result of Abboud and Bodwin [1]. A consequence of their result
is that for any k = O(1) there exists a graph on n nodes such that any k-spanner of this
graph has at least n4/3−o(1) edges.

Another negative result comes from Erdős’s girth conjecture [20]. It states that for any
constant k there exists graphs with n nodes and Ω

(
n1+1/k

)
edges where the girth is 2k + 2.

This conjecture has been proved for k = 2, 3, 5 [31, 11]. In particular if the conjecture
is true this implies that there exists graphs for which any (2k − 1)-spanner must have at
least Ω

(
n1+1/k

)
edges. Woodruff [32] proved that whether the conjecture is true or not,

there exists a graph on n nodes such that any (2k − 1)-spanner of the graph has at least
Ω
(
k−1n1+1/k

)
edges.

There are also upper and lower bounds when we allow the distortion k to depend on n,
see [14, 13, 15, 22]. In this paper, however, we are only interested in the case where k = O(1).
The upper and lower bounds for k = O(1) are summarized in Table 2.

Techniques. Previous algorithms that construct k-spanners in Õ
(
n2) time all relied on

constructing a hitting set for some set of neighbourhoods. In [18] this is done deterministically
via a dominating set algorithm, and in [33] this is done via sampling. This approach will
inherently come with the cost of a poly logn factor. Furthermore, in the construction of
6-spanners by Woodruff [33] the number of neighbourhoods that need to be hit is so large
that it seems impossible with current techniques to modify the algorithm to be Las Vegas.
To avoid this we instead use a clustering approach described in Section 2. The algorithm in
Theorem 9 is obtained using this clustering and a careful modification of the path-buying
algorithm of [9].

Approximate Distance Oracles and All Pairs Almost Shortest Paths. Given an undirected
an unweighted graph G an (α, β)-approximate distance oracle for G is a data structure that
supports the following query. Given two nodes u, v it can compute a distance estimate d̃
that satisfies d ≤ d̃ ≤ αd + β where d is the distance between u and v in G. For work on
approximate distance oracles see e.g. [2, 3, 4, 6, 7, 8, 10, 12, 16, 17, 23, 24, 26, 27, 29, 30, 34].
Sommer [28] gave a randomized Monte Carlo (2, 1)-distance oracle that can be constructed
in O

(
n2 poly logn

)
time, has size O

(
n5/3 poly logn

)
and can answer queries in O(1) time.

We improve the construction time and the size to O
(
n2) and O(n5/3) respectively, and our

construction is randomized Las Vegas. As a corollary we can compute an estimate d̃(u, v)
for all pairs of nodes in G satisfying dG(u, v) ≤ d̃(u, v) ≤ 2dG(u, v) + 1 in time O

(
n2). This

improves upon the O
(
n2 logn

)
algorithm by Baswana and Kavitha [8].

Preliminaries. For a graph G and two nodes u, v we denote the distance from u to v in G by
dG(u, v). All graphs considered in this paper are unweighted, and unless otherwise specified
they are undirected as well. For an undirected graph G and a node u the neighbourhood of
u is the set of nodes adjacent to u and is denoted by ΓG(u).

ICALP 2017
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Overview. In Section 2 we introduce the clustering we use when constructing the spanners.
In Section 3 we show how to create an 8-spanner with O

(
n4/3) edges in O

(
n2) time and

thereby prove Theorem 9. In Section 4 we provide the details on how to give an improved
(2, 1)-distance oracle.

2 Clustering

Our construction of additive spanners uses clustering techniques, and we present our clustering
framework below. Let G = (V,E) be a graph with n vertices and m edges. We let t be a
parameter that can depend on our needs. For a sequence u1, . . . , u` of nodes we define the
clusters Ci, i ∈ {1, . . . , `} by

Ci = (ΓG(ui) ∪ {ui}) \ (C1 ∪ . . . ∪ Ci−1) .

Furthermore we also define graphs G0, G1, . . . , G` in the following way. We let G0 = G, and
for i > 0 we let Gi be the subgraph of G defined in the following way. The nodes of Gi are
the same as the nodes of G. An edge (u, v) from G is contained in Gi unless both endpoints
u and v are are contained in C1 ∪ . . . ∪ Ci. From each node ui we let Ti be a BFS tree in
Gi−1 rooted at ui.

I Definition 1. A sequence u1, . . . , u` is called a t-clustering if the following requirements
are satisfied.

The node ui maximizes the size of (ΓG(ui) ∪ {ui}) \ (C1 ∪ . . . ∪ Ci−1).
Every cluster Ci contains at least t nodes.
For every node v we have |(ΓG(v) ∪ {v}) \ (C1 ∪ . . . ∪ C`)| < t.

We say that a node v is clustered if v ∈ C1 ∪ . . .∪C` and unclustered otherwise. We note
that since every cluster Ci contains at least t nodes and the clusters are disjoint we have
` ≤ n

t .

I Lemma 2. Let u1, . . . , u` be a t-clustering of a graph G = (V,E). For every i = 1, 2, . . . , `
the number of edges in Gi−1 is at most n |Ci|. The number of edges in G` is less than nt.

Proof. The set of edges in Gi−1 can be written as

{{u, v} | u ∈ V, v ∈ (ΓG(u)) \ (C1 ∪ . . . ∪ Ci−1)} .

Therefore, the number of edges in Gi−1 is bounded by∑
v∈V

|(ΓG(v)) \ (C1 ∪ . . . ∪ Ci−1)| . (1)

Since every term in (1) is bounded by |Ci|, we conclude that the number of edges in Gi is at
most n |Ci|.

In the same manner we see that the number of edges in G` is bounded by the sum∑
v∈V |(ΓG(v)) \ (C1 ∪ . . . ∪ C`)|, which is clearly less than nt. J

I Lemma 3. Let u1, . . . , u` be a t-clustering of G = (V,E) and let u, v ∈ V be a pair of nodes.
Assume that some shortest path from u to v in G is not contained in G` from Lemma 2.
Then there exists an index i ∈ {1, 2, . . . , `} such that

dTi
(ui, u) + dTi

(ui, v) ≤ dG(u, v) + 2 .
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Proof. Consider a shortest path p from u to v that is not contained in G` and let w be a
clustered node on p such that w ∈ Ci. We choose w such that i is smallest possible. By
choosing i smallest possible p is contained in Gi−1. Furthermore since the distance from w

to ui is at most 1 we see that

dGi−1(ui, u) + dGi−1(ui, v) ≤ dGi−1(w, u) + dGi−1(w, v) + 2 = dG(u, v) + 2 .

Since Ti is a is shortest path tree in Gi−1 the conclusion follows. J

I Lemma 4. Given a graph G and a parameter t > 0 we can construct a t-clustering
u1, . . . , u`, the corresponding BFS trees T1, . . . , T` and G` in O(n2) time.

Proof. The algorithm will work by finding the nodes u1, . . . , u` consecutively, i.e. first u1,
then u2 and so on. The algorithm will maintain a graph G′. In the beginning of the algorithm
we have G′ = G0, and after we add ui we will alter G′ such that G′ = Gi. The total cost of
altering all G′ will be O(m) = O(n2).

We find ui by looking at all nodes in G′ = Gi−1 and count the number of neighbours not
in C1 ∪ . . . ∪ Ci−1. Since Gi−1 has at most n |Ci| edges this takes O(n |Ci|) time. Then the
algorithm finds a BFS tree from ui in Gi−1 in O(n |Ci|) time. Hence the total time used by
the algorithm is:

O

(
m+

∑̀
i=1

n |Ci|

)
= O(n2) . J

3 Constructing O(1)-Spanners

In this section we present our construction of an 8-spanner with O
(
n4/3) edges in O(n2)

time. As a warmup we show how we can use the clustering from Section 2 to give a 2-spanner
with O

(
n3/2) edges in O(n2) time.

I Theorem 5. There exists an algorithm that given a graph G with n nodes constructs a
2-spanner of G with ≤ 2n3/2 edges in O

(
n2) time.

Proof. Let t =
√
n and construct a t-clustering u1, . . . , u` with Lemma 4. Let H = T1 ∪

. . . ∪ T` ∪G`. The number of edges in H is at most n`+ nt ≤ 2n
√
n by Lemma 2 and the

fact that ` ≤ n
t .

Now we just need to prove that H is a 2-spanner. Let u, v be arbitrary nodes and let p
be a shortest path from u to v in G. We wish to prove that

dH(u, v) ≤ dG(u, v) + 2 . (2)

If p is contained in G` then (2) is obviously true. Otherwise there exists an index i such that
dTi

(u, v) ≤ dG(u, v) + 2 by Lemma 3, and (2) is true since Ti ⊂ H. J

Next we turn to showing how to create an 8-spanner H with O
(
n4/3) edges in O(n2)

time. The idea is the following. We start by creating a t-clustering u1, . . . , u` with t = n1/3

and ` ≤ n2/3. Using the BFS trees T1, . . . , T` along with Lemma 3 we can then get an
additive 2-approximation of dG(ui, uj) for all pairs of indices i, j, which we will call δi,j . The
calculation of the BFS trees in O

(
n2) time relies on an idea similar to one in [5]. The BFS

trees also gives us a path from ui to uj that is at most 2 longer than the shortest path. If we
add all these shortest paths to our spanner along with G` and the neighbours in Ci of each

ICALP 2017



64:6 Additive Spanners and Distance Oracles in Quadratic Time

ui we will get a 6-spanner. Unfortunately, adding a path could require adding up to Ω(`)
edges, and since there are `2 pairs we can only guarantee that the spanner has O

(
`3) edges,

which is O
(
n2) if ` ≈ n2/3. (We only need to add edges on the path that are not already

in G`) Instead we use an argument similar to the path-buying argument from [9] and the
construction from [21]. We add the path from ui to uj unless we can guarantee that there is
an additive 2-approximation of this path in the spanner already. We do this by maintaining
an upper bound ∆i,j on the distance from ui to uj in the spanner H. We then argue that if
we add a path with k edges not already in the spanner, then there are Ω(k) pairs ui′ , uj′ for
which the upper bound ∆i′,j′ is improved. Then, this will imply that at most O

(
`2) edges

are added giving an upper bound of O
(
n4/3) on the number of edges in H.

After this informal discussion of the construction we turn to the details. The algorithm is
given a graph G = (V,E) with n nodes and m edges, and will return a spanner H = (V, F ).
Initially F = ∅ and we will add edges to H so that H becomes a 8-spanner of G. The
algorithm starts by creating a t-clustering u1, . . . , u` with t = n1/3 using Lemma 4 in O

(
n2)

time. Since ` ≤ n
t we have ` ≤ n2/3. Then we add edges from ui to all nodes in Ci \ {ui} to

H for all i ∈ {1, 2, . . . , `}. We add at most n edges this way. Then we add all edges from G`

to H. This adds at most nt = n4/3 edges to H.
We give each node u ∈ V a color c(u) ∈ {0, 1, 2, . . . , `}. If u is unclustered then u has

color c(u) = 0. Otherwise c(u) = i where i is the unique index such that u ∈ Ci. For each
pair of indices i, j ∈ {1, 2, . . . , `} we define δi,j by:

δi,j = min
k∈{1,2,...,`}

{dTk
(uk, ui) + dTk

(uk, uj)} . (3)

We first note that for a choice of i, j we can calculate the right hand side of (3) in O(`) time
since we are taking the minimum over ` different values. So in O

(
`3) time the algorithm

calculates δi,j for all pairs of indices i, j. Since ` ≤ n2/3 this is within the O
(
n2) time bound.

As a consequence of Lemma 3 we get that δi,j is a good approximation of dG(ui, uj), more
precisely:

dG(ui, uj) ≤ δi,j ≤ dG(ui, uj) + 2 . (4)

We now define T ′i to be the tree obtained from Ti by contracting each edge in G`. Since an
edge is contained in G` iff at least one of its endpoints is unclustered we can construct T ′i
from Ti in O(n) time. The algorithm does so for all i ∈ {1, 2, . . . , `} in O(n`) = O

(
n5/3)

time. We note that the shortest path between two nodes u, v in T ′i contains exactly the edges
on the shortest path between u, v in Ti excluding the edges that are contained in G`.

The algorithm initializes ∆i,j =∞ for all pairs of indices i, j with i 6= j and let ∆i,i = 0 for
all i. We will maintain that ∆i,j is an upper bound on dH(ui, uj) throughout the algorithm.
Now the algorithm goes through all pairs ui, uj and adds a path of length at most 2 longer
than a shortest path between the nodes if needed. Specifically, we do the following:

Let L be an upper bound on the number of nodes of the path p from ui to uj in T ′k on
line 6. Then Algorithm 1 can implemented in O

(
`3 + `2L

)
time. Hence we just need to

prove that L = O(`) in order to conclude that it can be implemented in O
(
`3) = O

(
n2) time.

This follows from the fact that p is an almost shortest path and the following reasoning. If p
contained > C` nodes for some sufficiently large constant C it would contain more than C
nodes of the same color. Since nodes of the same color have distance at most 2 in G this
would imply that there was a much shorter path from u to v in G contradicting (4) if C was
chosen large enough. The details with C = 5 are given in the following lemma:

I Lemma 6. The path p contains no nodes of color 0, and at most 5 nodes of each color
6= 0.
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Algorithm 1
1 For each pair of indices i, j ∈ {1, 2, . . . , `}:
2 For all k ∈ {1, 2, . . . , `}:
3 Set ∆i,j := min {∆i,j ,∆i,k + ∆k,j}.
4 If ∆i,j > δi,j + 2 do:
5 Find a k ∈ {1, 2, . . . , `} such that dTk (uk, ui) + dTk (uk, uj) = δi,j .
6 Find the path p from ui to uj in T ′k .
7 Add all edges from p to H.
8 Write p = (w0, w1, w2, . . . , ws−1).
9 For all x ∈ {0, 1, 2, ..., s− 1}:

10 Set y := dTk (ui, wx).
11 Set ∆i,c(wx) := min

{
∆i,c(wx), y + 1

}
12 Set ∆c(wx),j := min

{
∆c(wx),j , (δi,j − y) + 1

}

Proof. Obviously p does not contain a node with color 0, since all its incident edges would
be contained in G` and hence not in T ′k. Now assume for the sake of contradiction that p
contains 6 nodes of some color r 6= 0. When traversing p from ui to uj let α and β be the
first and the last node of color r respectively. The distance from α to β when following p
must be at least 5 by assumption. On the other hand α and β have distance at most 2 in
G. So there exists a path in G from ui to uj that is at least 3 edges shorter than p. This
contradicts (4). Hence the assumption was wrong and p contains at most 5 nodes of each
color 6= 0. J

Since there are ` different colors 6= 0 the path p contains at most 5` nodes and the running
time of Algorithm 1 is O

(
n2). So now we just need to prove that H is an 8-spanner and

that H has at most O
(
n4/3) edges. We start by proving that H is an 8-spanner. Here we

will utilize that the ∆i,j is an upper bound on the distance from ui to uj in H. Furthermore,
Algorithm 1 guarantees that ∆i,j ≤ δi,j + 2. Together with (4) this gives that

dH(ui, uj) ≤ dG(ui, uj) + 4 . (5)

I Lemma 7. The subgraph H of G is an additive 8-spanner of G.

Proof. Assume for the sake of contradiction that H is not an additive 8-spanner and let u, v
be a pair of nodes with shortest possible distance in G such that:

dH(u, v) > dG(u, v) + 8 . (6)

Say that dG(u, v) = D and let p = (w0, w1, . . . , wD) be a shortest path from u to v in G

where w0 = u and wD = v. Since the pair (u, v) has the smallest possible distance in G such
that (6) holds and dG(w1, v) = D − 1 we have dH(w1, v) ≤ (D − 1) + 8. In particular the
edge (u,w1) is not in H as it would contradict (6). Hence u cannot be unclustered, as all the
edges incident to an unclustered node is contained in G` and therefore H. With the same
reasoning we conclude that v is clustered. Let the colors of u and v be i and j respectively.
The distances from u and v to ui and uj respectively are at most 1. Combining this insight
with (5) we get:

dH(u, v) ≤ dH(ui, uj) + 2 ≤ dG(ui, uj) + 6 ≤ dG(u, v) + 8 .

But this contradicts the assumption (6). Hence the assumption was wrong and H is an
additive 8-spanner of G. J
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Lastly, we need to prove that H contains no more than O
(
n4/3) edges. Informally, we

argue the following way. Whenever the s−1 edges of p are added to H on line 7 of Algorithm
1 there are Ω(s) different colors on p. For each color r on p we then argue that either ∆i,r

or ∆r,j are made smaller on line 11 or 12 of Algorithm 1. Lastly, we argue that ∆i,j can
only be updated O(1) times, and since there are `2 ≤ n4/3 variables ∆i,j this implies that
Algorithm 1 only adds O

(
n4/3) edges to H. This intuition is formalized in Lemma 8 bellow:

I Lemma 8. Algorithm 1 adds no more than 25`2 edges to H.

Proof. Say that the algorithm adds the edges from the path p = (w0, w1, . . . , ws−1) on line
7 of Algorithm 1 where w0 = ui, ws−1 = uj . First we note that since dG(ui, uj) ≥ δi,j − 2 by
(4) we have that dG(ui, wx) ≥ y− 2 for every x ∈ {0, 1, . . . , s− 1}, where we consider y to be
a function of x defined by y = dTk

(ui, wx) as on line 10. Now fix x and let r = c(wx). Then
there is an edge between wx and ur and therefore dG(ui, ur) ≥ y−3, i.e. y+1 ≤ dG(ui, ur)+4.
So if Algorithm 1 decreases ∆i,r on line 11 we have ∆i,r ≤ dG(ui, ur) + 4 after it is decreased.
Since ∆i,r is an upper bound on dH(ui, ur) and therefore also an upper bound on dG(ui, ur)
we see that ∆i,r can be decreased at most 5 times for each choice of i, r. By symmetry we
see that we can also decrease ∆r,j on line 12 at most 5 times. Since there are `2 pairs of
indices the algorithm can change the values of ∆i,r or ∆r,j on line 11 and 12 of Algorithm 1
at most 5`2 times.

Let r be a color on p. After the execution of lines 9-12 we have

∆i,r + ∆r,j ≤ δi,j + 2 .

Due to the execution of lines 2 and 3 this was not the case before. Hence either ∆i,r or ∆r,j

were updated. By Lemma 6 there are at least s
5 colors on p, so if the algorithm adds A edges

in total it makes at least A
5 updates of upper bounds ∆i,r or ∆r,j . Since there can be at

most 5`2 such updates we conclude that A
5 ≤ 5`2 and that Algorithm 1 adds no more than

25`2 edges. J

To summarize, the algorithm presented in this section runs in O
(
n2) time and gives

an additive 8-spanner with no more than 26n4/3 + n = O
(
n4/3) edges. We have made no

attempt to optimize the constant in the O-notation. Hence we get:

I Theorem 9. There exists an algorithm that given a graph G with n nodes constructs an
8-spanner of G with O

(
n4/3) edges in O

(
n2) time.

4 Distance Oracles

In the following we show how to modify the construction by Sommer [28] to obtain a
(2, 1)-distance oracle of size O

(
n5/3) that can be constructed in expected O

(
n2) time.

Let G be a given graph, and H an 8-spanner of G constructed by Theorem 9. H is
constructed in O

(
n2) time and has O

(
n4/3) edges. During the construction we use only

O
(
n5/3) space.
Let u1, u2, . . . , u` be a n1/3-clustering of G. Using Lemma 4 we obtain T1, . . . , T` and G`

in O
(
n2) time. For each node v we define four portals p1(v), p2(v), p3(v), p4(v). We define

p1(v) = ui, where ui is chosen such that the distance between v and ui in Ti is minimized.
In case of ties we choose the node ui with the lowest index i. The node pj+1(v) for j = 1, 2, 3
is chosen depending on pj(v). If pj(v) = u1 we let pj+1(v) = u1. Otherwise pj(v) = ui for
some index i. We let pj+1(v) = ui′ where ui′ is chosen among u1, u2, . . . , ui−1 such that the
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distance between ui′ and v in Ti′ is minimized. In case of ties we choose the node ui′ with
the lowest index i′. The portals for all nodes can be found in O

(
n5/3) time.

We will use the following lemma by Pǎtraşcu and Roditty [23] to construct a (2, 1)-distance
oracle for G`, that uses space O

(
n5/3).

I Lemma 10 ([23]). For any unweighted, undirected graph, there exists a distance oracle
of size O

(
n5/3) that, given any nodes u and v at distance d, returns a distance of at most

2d+ 1 in constant time. The distance oracle can be constructed in expected time O
(
mn2/3).

In the proof in [23] they only claim a running time of O
(
mn2/3 + n7/3), however, this can

be fixed to give the correct running time of O
(
mn2/3) [25]. By [23, Claim 9] it is easy to see

how to get a running time of O
(
mn2/3 + n2) which suffice for our purposes.

We are now ready to define the distance oracle. For each i = 1, 2, . . . , ` we store
the distances dTi

(ui, v) and dH(ui, v) for all nodes v. The distances dH(ui, v) can be
calculated using a BFS in time O

(
`n4/3) = O

(
n2). For each node v we store its portals

pj(v), j = 1, 2, 3, 4. We augment this distance oracle with the Pǎtraşcu-Roditty distance
oracle from Lemma 10 for G`.

We now show how to use the distance oracle to obtain approximate distances for a
query u, v. We let δP R(u, v) be the approximate distance in G` returned by the Pǎtraşcu-
Roditty distance oracle. We define δj(u, v) in the following way. Let pj(u) = ui. Then
δj(u, v) = dTi

(ui, u) + min {dTi
(ui, v), dH(ui, v)}. The distance returned by the distance

oracle is the minimum of δP R(u, v), δj(u, v) and δj(v, u) for j = 1, 2, 3, 4.
We will now argue that if the the distance between u and v is d, then the distance oracle

returns a distance between d and 2d+ 1. The distance returned is obviously at least d, so we
just need to show that it is at most 2d+ 1. Consider a shortest path between u and v in
G. If there is at most one node on the shortest path which is incident to a node ui in the
clustering then the shortest path is contained in G`, and therefore:

δP R(u, v) ≤ 2dG`
(u, v) + 1 = 2d+ 1 .

So assume that there exists an edge on the shortest path not in G`. Let i be the smallest
index such that there is an edge (z, t) on the shortest path with z, t ∈ C1 ∪ . . . ∪ Ci. Say
that z is closer to u than to v in G. Assume that z ∈ Ci and t ∈ Ci′ for some index i′ ≤ i

(the case where z ∈ Ci′ and t ∈ Ci is handled symmetrically). Since the shortest path is
contained in Gi−1 and Gi′−1 we have that

dTi
(ui, u) + dTi′ (ui′ , v) ≤ (dG(u, z) + 1) + (dG(t, v) + 1) = d+ 1 ,

and therefore:

min {dTi
(ui, u), dTi

(ui, v)} ≤ d+ 1
2 .

Assume that dTi(ui, u) ≤ d+1
2 . The other case is handled similarly. Say that pj(u) = ukj

for j = 1, 2, 3, 4. First assume that kj > i for all j = 1, 2, 3, 4. Then we conclude that
dTk1

(p1(u), u) ≤ dTi
(ui, u)− 4. The distance returned by the distance oracle is at most

δ1(u, v) ≤ dTk1
(p1(u), u) + dH(p1(u), v)

≤ dTk1
(p1(u), u) + dG(p1(u), v) + 8

≤ 2dTk1
(p1(u), u) + dG(u, v) + 8

≤ 2(dTi(ui, u)− 4) + d+ 8 ≤ 2d+ 1 .
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Now assume that kj ≤ i for some j ∈ {1, 2, 3, 4} and let j be the smallest index such that
kj ≤ i. By definition we have that dTkj

(pj(u), u) ≤ dTi
(ui, u). Furthermore the shortest path

is contained in Gkj−1 and therefore dTkj
(pj(u), v) ≤ dTkj

(pj(u), u) + dG(u, v). The distance
returned is at most

δj(u, v) ≤ dTkj
(pj(u), u) + dTkj

(pj(u), v)

≤ 2dTkj
(pj(u), u) + d

≤ 2dTi
(ui, u) + d ≤ 2d+ 1 .

We conclude that the distance returned by the distance oracle is always between d and 2d+ 1.
The result is summarized in Theorem 11.

I Theorem 11. For any unweighted, undirected graph, there exists a distance oracle of size
O
(
n5/3) that, given any nodes u and v at distance d, returns a distance of at most 2d+ 1 in

constant time. The distance oracle can be constructed in expected time O
(
n2).
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1 Introduction

Unit disk graphs are the intersection graphs of unit circles in the plane. That is, given
n-unit circles in the plane, we have a graph G where each vertex corresponds to a circle
such that there is an edge between two vertices when the corresponding circles intersect.
Unit disk graphs form one of the most well studied graph classes in computational geometry
because of their use in modelling optimal facility location [40] and broadcast networks such
as wireless, ad-hoc and sensor networks [25, 33, 42]. These applications have led to an
extensive study of NP-complete problems on unit disk graphs in the realms of computational
complexity and approximation algorithms. We refer the reader to [10, 18, 29] and the citations
therein for these studies. However, these problems remain hitherto unexplored in the light of
parameterized complexity with exceptions that are few and far between [1, 8, 23, 32, 38].

In this paper we consider the following basic problems about finding, hitting and packing
cycles on unit disk graphs from the viewpoint of parameterized algorithms. For a given graph
G and integer k,

Exact k-Cycle asks whether G contains a cycle on exactly k vertices,
Longest Cycle asks whether G contains a cycle on at least k vertices,
Feedback Vertex Set asks whether G contains a vertex set S of size k such that the
graph G \ S is acyclic, and
Cycle Packing asks whether G contains a set of k pairwise vertex-disjoint cycles.

Along the way, we also study Longest Path (decide whether G contains a path on exactly/at
least k vertices) and Subgraph Isomorphism (SI). In SI, given connected graphs G and
H on n and k vertices, respectively, the goal is to decide whether there exists a subgraph
in G that is isomorphic to H. We also assume that a unit disk graph is given by a set of n
points in R2 and there is a graph where vertices correspond to the points and there is an
edge between two vertices if and only if the distance between the two points is at most 2.

In parameterized complexity each of these problems serves as a testbed for development
of fundamental algorithmic techniques such as color-coding [2], the polynomial method
[34, 35, 41, 4], matroid based techniques [20] for Longest Path and Longest Cycle, and
kernelization techniques for Feedback Vertex Set [39]. We refer to [12] for an extensive
overview of the literature on parameterized algorithms for these problems. For example,
the fastest known algorithms solving Longest Path are the 1.66k · nO(1) time randomized
algorithm of Björklund et al. [4], and the 2.597k · nO(1) time deterministic algorithm of
Zehavi [43]. Moreover, unless the Exponential Time Hypothesis (ETH) of Impagliazzo,
Paturi and Zane [30] fails, none of the problems above can be solved in time 2o(k) · nO(1) [30].

While all these problems remain NP-complete on planar graphs, substantially faster –
subexponential – parameterized algorithms are known on planar graphs. In particular, by
combining the bidimensionality theory of Demaine et al. [13] with efficient algorithms on
graphs of bounded treewidth [17], Longest Path, Longest Cycle, Feedback Vertex
Set and Cycle Packing are solvable in time 2O(

√
k)nO(1) on planar graphs. The paramet-

erized subexponential “tractability” of such problems can be extended to graphs excluding
some fixed graph as a minor [15]. The bidimensionality arguments cannot be applied to
Exact k-Cycle and this was one of the motivations for developing the new pattern-covering
technique, which is used to give a randomized algorithm for Exact k-Cycle running in time
2O(
√
k log2 k)nO(1) on planar and apex-minor-free graphs [19]. The bidimensionality theory

was also used to design (efficient) polynomial time approximation scheme ((E)PTAS) [14, 22]
and polynomial kernelization [24] on planar graphs.

It would be interesting to find generic properties of problems, similar to the theory of bidi-
mensionality for planar-graph problems, that could guarantee the existence of subexponential
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parameterized algorithms or (E)PTAS on geometric classes of graphs, such as unit disk
graphs. The theory of (E)PTAS on geometric classes of graphs is extremely well developed
and several methods have been devised for this purpose. This includes methods such as
shifting techniques, geometric sampling and bidimensionality theory [29, 27, 26, 28, 11, 37, 23].
However, we are still very far from a satisfactory understanding of the “subexponential”
phenomena for problems on geometric graphs. We know that some problems such as In-
dependent Set and Dominating Set, which are solvable in time 2O(

√
k)nO(1) on planar

graphs, are W[1]-hard on unit disk graphs and thus the existence of an algorithm of running
time f(k) · nO(1) is highly unlikely for any function f [36]. The existence of a vertex-linear
kernel for some problems on unit disk graphs such as Vertex Cover [9] or Connected
Vertex Cover [32] combined with an appropriate separation theorem [1, 8, 38] yields
a parameterized subexponential algorithm. A subset of the authors of this paper used a
different approach based on bidimensionality theory to obtain subexponential algorithms
of running time 2O(k0.75 log k) · nO(1) on unit disk graphs for Feedback Vertex Set and
Cycle Packing in [23]. No parameterized subexponential algorithms on unit disk graphs
for Longest Path, Longest Cycle, and Exact k-Cycle were known prior to our work.

Our Results. We design subexponential parameterized algorithms, with running time
2O(
√
k log k) · nO(1), for Exact k-Cycle, Longest Cycle, Longest Path, Feedback

Vertex Set and Cycle Packing on unit disk graphs and unit square graphs. It is also
possible to show by known NP-hardness reductions for problems on unit disk graphs [10]
that an algorithm of running time 2o(

√
k) · nO(1) for any of our problems on unit disk graphs

would imply that ETH fails. Hence our algorithms are asymptotically almost tight. Along
the way we also design Turing kernels (in fact, many to one) for Exact k-Cycle, Longest
Cycle, Longest Path and SI. That is, we give a polynomial time algorithm that given
an instance of Exact k-Cycle or Longest Cycle or Longest Path or SI, produces
polynomially many reduced instances of size polynomial in k such that the input instance
is a Yes-instance if and only if one of the reduced instances is. As a byproduct of this
we obtain a 2O(k log k) · nO(1) time algorithm for SI when G is a unit disk graph and H

is an arbitrary connected graph. It is noteworthy to remark that a simple disjoint union
trick implies that Exact k-Cycle, Longest Cycle, Longest Path, and SI do not
admit a polynomial kernel on unit disk graphs [6]. Finally, we note that we do not use
Turing kernels to design our subexponential time algorithms except for Exact k-Cycle.
The subexponential time parameterized algorithm for Exact k-Cycle also uses a “double
layering” of Baker’s technique [3].

All our subexponential time algorithms have the following theme in common. If an
input n-vertex unit disk graph G contains a clique of size poly(k) (such a clique can be
found in polynomial time), then we have a trivial Yes-instance or No-instance, depending
on the problem. Otherwise, we show that the unit disk graph G in a Yes-instance of
the problem admits, sometimes after a polynomial time preprocessing, a specific type of
(ω,∆, τ)-decomposition, where the meaning of ω, ∆ and τ is as follows. The vertex set of G is
partitioned into cliques C1, . . . , Cd, each of size at most ω = kO(1). We also require that after
contracting each of the cliques Ci to a single vertex, the maximum vertex degree ∆ of the
obtained graph G̃ is O(1), while the treewidth τ of G̃ is O(

√
k). Moreover, the corresponding

tree decomposition of G̃ can be constructed efficiently. We use the tree decomposition of G̃
to construct a tree decomposition of G by “uncontracting” each of the contracted cliques Ci.
While the width of the obtained tree decomposition of G can be of order ω · τ = kO(1), we
show that each of our parameterized problems can be solved in time f(∆) · ωf(∆)·τ . Here
we use dynamic programming over the constructed tree decomposition of G, however there
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is a twist from the usual way of designing such algorithms. This part of the algorithm is
problem-specific – in order to obtain the claimed running time, we have to establish a very
specific property for each of the problems. Roughly speaking, the desired property of a
problem is that it always admits an optimal solution such that for every pair of adjacent
bags X,Y of the tree decomposition of G, the number of edges of this solution “crossing” a
cut between X and Y is O(

√
k). We remark that the above decomposition is only given in

the introduction to present our ideas for all the algorithms in a unified way.
In this paper we restrict our attention to solving Exact k-Cycle and Feedback

Vertex Set on unit disk graphs. We refer to the full version of the paper for all the proofs
and the results.

2 Preliminaries

For a positive integer t, we use [t] as a shorthand for {1, 2, . . . , t}. Given a function f : A→ B

and a subset A′ ⊆ A, let f |A′ denote the restriction of the function f to the domain A′. For a
function f : A→ B and B′ ⊆ B, f−1(B′) denote the set {a ∈ A : f(a) ∈ B′}. For t, t′ ∈ N,
a set [t]× [t′], i ∈ [t] and j ∈ [t′] we use (∗, j) and (i, ∗) to denote the sets {(i′, j) : i′ ∈ [t]}
and {(i, j′) : j′ ∈ [t′]}, respectively. For a set U , we use 2U to denote the power set of U .

We use standard notation and terminology from the book of Diestel [16] for graph-
related terms which are not explicitly defined here. Given a graph G, V (G) and E(G)
denote its vertex-set and edge-set, respectively. When the graph G is clear from context,
we denote n = |V (G)| and m = |E(G)|. Given U ⊆ V (G), we let G[U ] denote the
subgraph of G induced by U , and we let G \ U denote the graph G[V (G) \ U ]. For an edge
subset E, we use V (E) to denote the set of endpoints of edges in E and G[E] to denote
the graph (V (E), E). For X,Y ⊆ V (G), we use E(X) and E(X,Y ) to denote the edge
sets {{u, v} ∈ E(G) : u, v ∈ X} and {{u, v} ∈ E(G) : u ∈ X, v ∈ Y }, respectively.
Moreover, we let N(U) denote the open neighborhood of G. In case U = {v}, we denote
N(v) = N(U). Given an edge e = {u, v} ∈ E(G), we use G/e to denote the graph
obtained from G by contracting the edge e. In other words, G/e denotes the graph on
the vertex-set (V (G) \ {u, v}) ∪ {x{u,v}}, where x{u,v} is a new vertex, and the edge-set
E(G) = E(G[V (G) \ {u, v}]) ∪ {{x{u,v}, w} | w ∈ N({u, v})}. A graph H is called a minor
of G, if H can be obtained from G by a sequence of edge deletion, edge contraction and
vertex deletion. Given k ∈ N, we let Kk denote the complete graph on k vertices. For a set
X, we use K[X] to denote the complete graph on X. Given a, b ∈ N, an a× b grid is a graph
on a · b vertices, vi,j for (i, j) ∈ [a] × [b], such that for all i ∈ [a − 1] and j ∈ [b], it holds
that vi,j and vi+1,j are neighbors, and for all i ∈ [a] and j ∈ [b− 1], it holds that vi,j and
vi,j+1 are neighbors. For ease of presentation, for any function f : D → [a]× [b], i ∈ [a] and
j ∈ [b], we use f−1(i, j), f−1(∗, j), and f−1(i, ∗) to denote the sets f−1((i, j)), f−1((∗, j)),
and f−1((i, ∗)), respectively.

We also need the standard notions of pathwidth, treewidth and nice tree decomposition.
These definitions are given in the appendix for easy perusal (also in the appended version).
However, we use slightly different but equivalent definition of path decomposition.

I Definition 1. A path decomposition of a graph G is a sequence P = (X1, X2, . . . , X`),
where each Xi ⊆ V (G) is called a bag, that satisfies the following conditions.⋃

i∈[`]Xi = V (G).
For every edge {u, v} ∈ E(G) there exists i ∈ [`] such that {u, v} ⊆ Xi.
For every vertex v ∈ V (G), if v ∈ Xi∩Xj for some i ≤ j, then v ∈ Xr for all r ∈ {i, . . . , j}.

The width of P is maxi∈[`] |Xi| − 1.

The pathwidth of G, pw(G), is the minimum width of a path decomposition of G.
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I Proposition 2 ([5, 7]). Given a graph G and an integer k, in time 2O(k) · n, we can either
decide that tw(G) > k or output a tree decomposition of G of width 5k. Furthermore, given a
graph G and a tree decomposition T of G, a nice tree decomposition T ′ of the same width as
T can be computed in linear time.

Given a set of geometric objects, O, we say that a graph G represents O if each vertex
in V (G) represents a distinct geometric object in O, and every geometric object in O

is represented by a distinct vertex in V (G). In this case, we abuse notation and write
V (G) = O. The intersection graph of O is a graph G that represent O and satisfies
E(G) = {{u, v} : u, v ∈ O, u ∩ v 6= ∅}. Let P = {p1 = (x1, y1), p2 = (x2, y2), . . . , pn =
(xn, yn)} be a set of points in the Euclidean plane. In the unit disk graph model, for
every i ∈ [n], we let di denote the disk of radius 1 whose centre is pi. Accordingly, we
denote D = {d1, d2, . . . , dn}. Then, the unit disk graph of D is the intersection graph
of D. Alternatively, the unit disk graph of D is the geometric graph of G such that
E(G) = {{pi = (xi, yi), pj = (xj , yj)} | pi, pj ∈ D, i 6= j,

√
(xi − xj)2 + (yi − yj)2 ≤ 2}.

3 Clique-Grid Graphs

In this section, we introduce a family of “grid-like” graphs, called clique-grid graphs, that
is tailored to fit our techniques. Given a unit disk graph G, we extract the properties of
G that we would like to exploit, and show that they can be captured by an appropriate
clique-grid graph. Let us begin by giving the definition of a clique-grid graph. Roughly
speaking, a graph G is a clique-grid graph if each of its vertices can be embedded into a
single cell of a grid (where multiple vertices can be embedded into the same cell), ensuring
that the subgraph induced by each cell is a clique, and that each cell can interact (via edges
incident to its vertices) only with cells at “distance” at most 2. Formally,

I Definition 3 (clique-grid graph). A graph G is a clique-grid graph if there exists a function
f : V (G)→ [t]× [t′], for some t, t′ ∈ N, such that the following conditions are satisfied.
1. For all (i, j) ∈ [t]× [t′], it holds that f−1(i, j) is a clique.
2. For all {u, v} ∈ E(G), it holds that if f(u) = (i, j) and f(v) = (i′, j′) then |i − i′| ≤ 2

and |j − j′| ≤ 2.
Such a function f is a representation of G.

We note that a notion similar to clique-grid graph was also used by Ito and Kadoshita [31].
For the sake of clarity, we say that a pair (i, j) ∈ [t] × [t′] is a cell. The following lemma
states that a unit disk graph is a clique-grid graph, and its proof is deferred to [21].

I Lemma 4. Let D be a set of points in the Euclidean plane, and let G be the unit disk
graph of D. Then, a representation f of G can be computed in polynomial time.

Due to Lemma 4, throughout this paper, we assume that along with a input unit disk
graph G, we are given a representation f of G. We conclude this section by introducing the
definition of an `-NCTD which is useful for doing our dynamic programming algorithms.

I Definition 5. A tree decomposition T = (T, β) of a clique-grid graph G with representation
f is a nice `-clique tree decomposition, or simply an `-NCTD, if for the root r of T , it holds
that β(r) = ∅, and for each node v ∈ V (T ), it holds that

There exist at most ` cells, (i1, j1), . . . , (i`, j`), such that β(v) =
⋃`
t=1 f

−1(it, jt), and
The node v is of one of the following types.
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Leaf: v is a leaf in T and β(v) = ∅.
Forget: v has exactly one child u, and there exists a cell (i, j) ∈ [t] × [t′] such that
f−1(i, j) ⊆ β(u) and β(v) = β(u) \ f−1(i, j).
Introduce: v has exactly one child u, and there exists a cell (i, j) ∈ [t]× [t′] such that
f−1(i, j) ⊆ β(v) and β(v) \ f−1(i, j) = β(u) \ f−1(i, j).
Join: v has exactly two children, u and w, and β(v) = β(u) = β(w).

A nice `-clique path decomposition, or simply an `-NCPD, is an `-NCTD where T is a
path. In this context, for convenience, we use the notation referring to a sequence presented
in Section 2.

4 Turing Kernels

In this section we give an overview of a Turing kernel (actually a compression) for SI. The
reason for stating our result in this way is, that this is how we use it in the next section to
design a subexponential algorithm for Exact k-Cycle. We refer to the appended version
for a Turing kernel for SI and Longest Cycle. More precisely, we show the following.

I Theorem 6. Let (G, f,H, k) be an instance of SI on unit disk graphs, then in polynomial
time, one can output a set I of instances of SI on clique-grid graphs such that (G, f,H, k)
is a Yes-instance if and only if at least one instance in I is a Yes-instance, and for all
(Ĝ, f̂ : V (Ĝ)→ [t̂]× [t̂′], Ĥ, k̂) ∈ I, Ĝ is either an induced subgraph of G or K

k̂
, t̂, t̂′ ≤ 2k̂,

|f̂−1(i, j)| < k̂ for any (i, j) ∈ [t̂]× [t̂′], Ĥ = H, k̂ = k, |V (Ĝ)| = O(k3), and |E(Ĝ)| = O(k4).

Proof Sketch. First, suppose that there exists a cell (i, j) ∈ [t]× [t′] such that |f−1(i, j)| ≥ k,
then by Definition 3, G[f−1(i, j)] is a clique on at least k vertices. In particular, the pattern
H is a subgraph of G[f−1(i, j)], and therefore it is also a subgraph of G. Thus, in this
case, we conclude the proof by setting I to be the set that contains only one instance,
(Kk, f̂ : V (Kk)→ [1]× [1], H, k). From now on, suppose that for all cells (i, j) ∈ [t]× [t′], it
holds that |f−1(i, j)| < k.

Now, our kernelization algorithm works as follows. For every (p, q) ∈ [t]× [t′], it computes

Gp,q = G[
⋃

p≤i<min{p+2k,t+1}
q≤j<min{q+2k,t′+1}

f−1(i, j)].

Accordingly, it computes fp,q : V (Gp,q)→ [min{2k, t}]× [min{2k, t′}] as follows. For every
v ∈ V (Gp,q), compute fp,q(v) = (i− p+ 1, j − q + 1) where (i, j) = f(v). Note that for all
(i, j) ∈ [min{2k, t}]× [min{2k, t′}], it holds that f−1

p,q (i, j) = f−1(i+ p− 1, j + q − 1). Thus,
since f is a representation of G, it holds that fp,q is a representation of Gp,q. Finally, our
kernelization algorithm outputs I = {Ip,q = (Gp,q, fp,q, H, k) : (p, q) ∈ [t]× [t′]}.

To conclude the proof, it remains to show that (G, f,H, k) is a Yes-instance if and only if
at least one instance in I is a Yes-instance. Since for all (Gp,q, fp,q, H, k) ∈ I, it holds that
Gp,q is an induced subgraph of G, we have that if (G, f,H, k) is a No-instance, then every
instance in I is No-instance as well. Next, suppose that (G, f,H, k) is a Yes-instance. Then,
letH ′ be a subgraph ofG that is isomorhpic toH. In order to complete the proof, we introduce
a notion of `-stretched. We say that H ′ is `-stretched if there exist cells (i, j), (i′, j′) ∈ [t]× [t′]
such that the following conditions are satisfied: (i) |i−i′| ≥ 2` or |j−j′| ≥ 2` (or both); and (b)
V (H ′) ∩ f−1(i, j) 6= ∅ and V (H ′) ∩ f−1(i′, j′) 6= ∅. One can show (see the appended version)
that for any subgraph H ′ of G that is isomorphic to H, it holds that H ′ is not 2k-stretched.
Using this claim we can conclude. Denote imin = min{i ∈ [t] : (

⋃
j∈[t′] f

−1(i, j))∩V (H ′) 6= ∅},
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imax = max{i ∈ [t] : (
⋃
j∈[t′] f

−1(i, j))∩V (H ′) 6= ∅}, jmin = min{j ∈ [t′] : (
⋃
i∈[t] f

−1(i, j))∩
V (H ′) 6= ∅} and jmax = max{j ∈ [t′] : (

⋃
i∈[t] f

−1(i, j))∩V (H ′) 6= ∅}. From the above claim,
it holds that both imax − imin < 2k and jmax − jmin < 2k. Therefore, H ′ is a subgraph of
Gimin,jmin , which implies that Ip,q is a Yes-instance. J

5 Exact k-Cycle

In this section we prove the following theorem.

I Theorem 7. Exact k-Cycle on unit disk graphs can be solved in 2O(
√
k log k)nO(1) time.

By Theorem 6, we have seen that SI admits a polynomial sized Turing kernel. Hence to
give an algorithm of running time 2O(

√
k log k)|V (G)|O(1), we can restrict to instances returned

by Theorem 6. More precisely, because of Theorem 6, we can assume that the input to our
algorithm is (G, f : V (G)→ [t]× [t′], k) where G is a clique-grid graph with a representation
f , |f−1(i, j)| < k for all (i, j) ∈ [t] × [t′], and t, t′ ≤ 2k. Without loss of generality we can
assume that f is a function from V (G) to [2k]× [2k], because [t]× [t′] ⊆ [2k]× [2k].

Given an instance (G, f : V (G)→ [2k]× [2k], k), the algorithm applies a method inspired
by Baker’s technique [3] and obtains a family, F, of 2O(

√
k log k) instances of Exact k-Cycle.

The family F has following properties.
1. In each of these instances the input graph is an induced subgraph of G and has size kO(1).
2. The input (G, f : V (G)→ [2k]× [2k], k) is a Yes-instance if and only if there exists an

instance (H, f∗ : V (H)→ [2k]× [2k], k) ∈ F which is a Yes-instance.
3. More over, for any instance (H, f∗ : V (H)→ [2k]× [2k], k) ∈ F, H has a nice 7

√
k-clique

path decomposition (7
√
k-NCPD).

We will call the family F satisfying the above properties as good family. Let (H, f∗ : V (H)→
[2k] × [2k], k) be an instance of F. Let P = (X1, . . . , Xq) be a 7

√
k-NCPD of H. We first

prove that if there is a cycle of length k in H, then there is a cycle C of length k in H

such that for any two distinct cells (i, j) and (i′, j′) of f , the number of edges with one end
point in (i, j) and other in (i′, j′) is at most 4. Let C be such a cycle in H. Then using the
property of C we get the following important property.

For any i ∈ [q], the number of edges of V (C) with one end point in Xi and other in⋃
i<j≤qXj is in O(

√
k).

The above mentioned property allows us to design a dynamic programming (DP) algorithm
over 7

√
k-NCPD, P, for Exact k-Cycle in time 2O(

√
k log k). Now we are ready to give

formal details about the algorithm. As explained before, we assume that the number of
vertices in the input graph is bounded by kO(1).

I Lemma 8. Let (G, f : V (G)→ [2k]× [2k], k) be an instance of Exact k-Cycle, where
G is a clique-grid graph with representation f , |f−1(i, j)| < k for all (i, j) ∈ [2k]× [2k] and
|V (G)| = kO(1). Given (G, f : V (G)→ [2k]× [2k], k), there is an algorithm running in time
2O(
√
k log k) that outputs a good family F.

Proof. Let C be a k length cycle in G. First we define a column of the 2k× 2k grid. For any
j ∈ [2k] the set of cells {(i, j) : i ∈ [2k]} is called a column. There are 2k columns for the
2k × 2k grid. We partition 2k columns of the 2k × 2k grid with k blocks of two consecutive
columns and label them from the set of labels [

√
k]. That is, both columns 2i− 1 and 2i,
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where i ∈ [k], are labelled with i mod
√
k. Then by pigeon hole principle there is a label

` ∈ {1, 2, . . . ,
√
k} such that the number of vertices from V (C) which are in columns labelled

` is at most
√
k. As |V (G)| ≤ kO(1), the number of vertices of G in columns labelled ` is at

most kO(1). We guess the vertices of V (C) which are in the columns labelled `. The number of
potential guesses is bounded by kO(

√
k). Let Y be the set of guessed vertices of V (C) which are

in the columns labelled by `. Notice that |Y | ≤
√
k. Then we delete all the vertices in columns

labelled `, except the vertices of Y . Let S be the set of deleted vertices. By the property 2
of clique-grid graph, G \ (S ∪ Y ) is a disjoint union of clique-grid graphs each of which is
represented by a function with at most 2

√
k columns. That is, let G1 = G[

⋃2(`−1)
j=1 f−1(∗, j)],

and Gi+1 = G[
⋃min{i·2`+2

√
k,2k}

j=i·2`+1 f−1(∗, j)] for all i ∈ {1, . . . , d
√
ke}. Notice that Gi is clique-

grid graph with representation fi : V (Gi) → [2k] × [2
√
k] defined as, fi(u) = (r, j), when

f(u) = (r, (i−1)2`+j). By the property 2 of clique-grid graph, G\(S∪Y ) = G1]. . .]Gd√ke+1.

I Claim 1. G \ S has a nice 7
√
k-clique path decomposition (7

√
k-NCPD).

Proof. First, for each i ∈ {1, . . . , d
√
ke+ 1}, we will define a path decomposition of Gi (in

the next paragraph) such that each bag is a union of at most 6
√
k many cells of fi. As

G \ (S ∪ Y ) = G1 ] . . . ] Gd√ke−1, and |Y | ≤
√
k, by adding Y to each bag of all path

decompositions we can get a required nice 7
√
k-clique path decomposition for G \ S.

Now, for each Gi, we define a path decomposition Pi = (Xi,1, Xi,2, . . . Xi,2k−2) where
Xi,j = f−1

i (j, ∗) ∪ f−1
i (j + 1, ∗) ∪ f−1

i (j + 2, ∗). We claim that Pi is a path decomposition of
Gi. Notice that

⋃k−1
j=1 Xi,j = f−1

i (∗, ∗) = V (Gi). By property 2 of clique-grid graph, we have
that for each edge {u, v} ∈ E(G), there exists j ∈ [2k − 2] such that {u, v} ∈ Xi,j . For each
u ∈ V (G), u is contained in at most three bags and these bags are consecutive in the sequence
(Xi,1, Xi,2, . . . Xi,2k−2). Hence Pi is a path decomposition of Gi. Since Xi,j = f−1

i (j, ∗) ∪
f−1
i (j + 1, ∗) ∪ f−1

i (j + 2, ∗), number of columns in fi is at most 2
√
k and each cell of fi is a

cell of f , each Xi,j is a union of 6
√
k many cells of f . Since G \ (S ∪Y ) = G1 ] . . .]Gd√ke+1,

the sequence P ′ = (X1,1, . . . X1,2k−2, X2,1, . . . X2,2k−2, . . . , Xd
√
ke−1,1, . . . Xd

√
ke−1,2k−2) is a

path decomposition of G \ (S ∪ Y ). More over, the vertices of each bag is a union of vertices
from at most 6

√
k cells of f . Also, since |Y | ≤

√
k, the sequence P = (X1,1 ∪ Y, . . .X1,k−2 ∪

Y, . . .Xd
√
ke−1,k−2 ∪Y ) obtained by adding Y to each bag of P ′ we get a path decomposition

of G \ S. More over, the vertices of each bag in P is a union of vertices from at most 7
√
k

cells of f . We can turn the path decomposition P to a 7
√
k-NCPD by an algorithm similar

to the one mentioned in Proposition 2. J

The algorithm constructs a family F as follows. For each ` ∈ {1, . . . , d
√
ke} and for two

subsets of vertices S and Y such that S ∪ Y is a set of vertices in the columns labelled `
and |Y | ≤

√
k, our algorithm includes an instance (G \ S, f |V (G)\S , k) in F. The number of

choices of S and Y is bounded by 2O(
√
k log k) and thus the size of F is bounded by 2O(

√
k log k).

We claim that F is indeed a good family. Let C be a cycle of length k in G. Then, there is an
` ∈ {1, . . . , d

√
ke} such that at most

√
k vertices from V (C) are in the columns labelled by `.

Let S′ be the set of vertices in the columns labelled by `. Let Y = S′ ∩V (C) and S = S′ \Y .
The instance (G \ S, f |V (G)\S , k) in F is a Yes instance. This concludes the proof. J

Now we can assume that we are solving Exact k-Cycle on (H, f, k), where (H, f, k) ∈ F

(here we rename the function f |V (H) with f for ease of presentation). Now we prove that if
there is a cycle of length k in H, then there is a cycle C of length k in H such that for any
two cells (i, j) and (i′, j′) of f , the number of edges of E(C) with one end point in (i, j) and
other (i′, j′) is at most 5.
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•
•

ur

ur′

•
•

vr

vr′

•
•

•
•

ur

ur′

vr

vr′

Figure 1 Illustration of Lemma 9. Figure on the left is the cycle C = [urvr]Q1[ur′ vr′ ]Q2 and the
one on the right is the cycle C′ = [urur′ ]←−Q1[vrvr′ ]Q2.

I Lemma 9. Let (H, f : V (H) → [2k] × [2k], k) be a Yes instance of Exact k-Cycle.
Then there is a cycle C of length k in H such that for any two distinct cells (i, j) and (i′, j′)
of f , the number of edges of E(C) with one end point in (i, j) and other (i′, j′) is at most 5.

Proof. Let C be a k length cycle such that the number edges of E(C) whose end points
are in different cells is minimized. We claim that for any two disjoint cells (i, j) and
(i′, j′), the number of edges of E(C) with one end point in (i, j) and other (i′, j′) is
at most 5. Suppose not. Then there exist (i, j) and (i′, j′) such that the number of
edges of E(C) with one end point in (i, j) and other in (i′, j′) is at least 6. Let C =
P1[u1v1]P2[u2v2]P3[u3v3]P4[u4v4]P5[u5v5]P6[u6v6] where for each {ur, vr}, r ∈ [6], one end
point is in the cell (i, j) and other in the cell (i′j′), and each subpath P`, ` ∈ [6], can be
empty too. Since C is a cycle, at least 3 edges from {{ur, vr} : i ∈ [6]} form a matching. Let
{ur1 , vr1}, {ur2 , vr2} and {ur3 , vr3} be a matching of size 3, where {r1, r2, r3} ⊆ [6]. Then,
by pigeon hole principle there exist r, r′ ∈ {r1, r2, r3} such that either ur, ur′ ∈ f−1(i, j) or
ur, ur′ ∈ f−1(i′, j′). Without loss of generality assume that ur, ur′ ∈ f−1(i, j) (otherwise
we rename cell (i, j) with (i′, j′) and vice versa). That is, C = [urvr]Q1[ur′vr′ ]Q2 such that
ur, ur′ ∈ f−1(i, j) and vr, vr′ ∈ f−1(i′, j′). Then, since f−1(i, j) and f−1(i′, j′) are cliques,
C ′ = [urur′ ]←−Q1[vrvr′ ]Q2 is a k length cycle in G, such that the number edges of E(C ′)
whose end points are in different cells is less than that of E(C), which is contradiction to our
assumption. See Fig. 1 for an illustration of C and C ′. This completes the proof. J

Next we design a DP algorithm that finds a cycle of length k, if it exists, satisfying
properties of Lemma 9.

I Lemma 10. Let (H, f : V (H)→ [2k]× [2k], k) ∈ F be an instance of Exact k-Cycle.
and P be a 7

√
k-NCPD of H. Then, given (H, f : V (H) → [2k] × [2k], k) and P, there is

an algorithm A which runs in time 2O(
√
k log k), and outputs Yes, if there is a cycle C in H

such that for any two distinct cells (i, j) and (i′, j′) of f , the number of edges with one end
point in (i, j) and other (i′, j′) is at most 5. Otherwise algorithm A will output No.

Proof Sketch. Algorithm A is a DP algorithm over the 7
√
k-NCPD P = (X1, . . . Xq) of H.

For any ` ∈ [q], we define H` be the induced subgraph H[
⋃
i≤`Xi] of H. Define C to be the

set of k-length cycles in H such that for any C ∈ C and two disjoint cells (i, j) and (i′, j′) of
f , the number of edges of E(C) with one end point in (i, j) and other (i′, j′) is at most 5. Let
C ∈ C. Since P is a 7

√
k-NCPD and the fact that for any two distinct cells (i, j) and (i′, j′)

of f , the number of edges of C with one end point in (i, j) and other (i′, j′) is at most 5, we
have that for any bag X` of P, the number of vertices of V (C) ∩X` which has a neighbour
in V (H) \X` is bounded by O(

√
k). This allows us to keep only 2O(

√
k log k) states in the DP

algorithm. Fix any ` ∈ [q] and define CL the set of paths of C (or the cycle C itself) when
we restrict C to H`. That is CL = H`[E(C)]. Let ĈL = {{u, v} | there is a u-v path in CL}.
Notice that

⋃
P∈ĈL

P is the set of vertices of degree 0 or 1 in CL and
⋃
P∈ĈL

P ⊆ X`. Since
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X` is a union of vertices from at most 7
√
k many cells of f and for any two distinct cells

(i, j) and (i′, j′) of f , the number of edges of E(C) with one end point in (i, j) and other
(i′, j′) is at most 5, and by property 2 of the clique-grid graph, we have that the cardinality
of

⋃
P∈ĈL

P is at most 5 · 24 · 7
√
k = 840

√
k. In our DP algorithm we will have state indexed

by (`, ĈL, |E(CL)|) which will be set to 1. Formally, for any ` ∈ [q], k′ ∈ [k] and a family
Z of vertex disjoint sets of size at most 2 of X` with the property that the cardinality of⋃
Z∈Z Z is at most 840

√
k, we will have a DP table entry A[`,Z, k′]. For each ` ∈ [q], we

maintain the following correctness invariant.

Correctness Invariants: (i) For every C ∈ C, let CL = H`[E(C)]. For every C ∈ C, let
ĈL = {{u, v} | there is a connected component P in CL and P is a u-v path as well}. Then
A[`, ĈL, |E(CL)|] = 1, (ii) for any family Z of vertex disjoint sets of size at most 2 of X` with
0 < |

⋃
Z∈Z Z| ≤ 840

√
k, k′ ∈ [k], and A[`,Z, k′] = 1, there is a set Q of |Z| vertex disjoint

paths in H` where the end points of each path are specified by a set in Z and |E(Q)| = k′,
and (iii) if A[`, ∅, k] = 1, then there is a cycle of length k in H`.

The correctness of the our algorithm will follow from the correctness invariant. We fill
the DP table entries similar to the way it is done for dynamic programming algorithms on
graphs of bounded treewidth. That is, we fill the table entries by considering various cases
for bags (introduce and forget) and using the previously computed DP table entries. A
complete detailed proof is provided in the appended version. J

Theorem 7 follows from Theorem 6 and Lemmata 8, 9, and 10.

6 Feedback Vertex Set

In this section, we show that Feedback Vertex Set (FVS) admits a subexponential-time
parameterized algorithm. More precisely, we prove the following.

I Theorem 11. FVS on unit disk graphs can be solved in time 2O(
√
k log k)nO(1).

For an algorithm for FVS and other problems such as Cycle Packing, we need more
compact representations of clique-grid graphs. In the next section we introduce these notions.

6.1 The Cell Graph of a Clique-Grid Graph
We introduce two compact representations of clique-grid graphs. By examining these
representations, we are able to infer information on the structure of clique-grid graphs that
are also unit disk graphs.

I Definition 12 (backbone). Given a clique-grid graph G with representation f : V (G)→
[t]× [t′], an induced subgraph H of G is a backbone for (G, f) if for any two distinct cells
(i, j), (i′, j′) ∈ [t] × [t′] for which there exist u ∈ f−1(i, j) and v ∈ f−1(i′, j′) such that
{u, v} ∈ E(G), there also exist u′ ∈ f−1(i, j) and v′ ∈ f−1(i′, j′) such that {u′, v′} ∈ E(H).
If no induced subgraph of H is a backbone for (G, f), then H is a minimal backbone for
(G, f).

First, we bound the maximum degree of a minimal backbone.

I Lemma 13. Let G be a clique-grid graph with representation f , and let H be a minimal
backbone for (G, f). Then, for all (i, j) ∈ [t] × [t′], it holds that |f−1(i, j) ∩ V (H)| ≤ 24.
Furthermore, the maximum degree of H is at most 599.
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Proof. By Condition 2 in Definition 3, we have that for all cells (i, j) ∈ [t] × [t′], it holds
that f−1(i, j) ∩ V (H) ≤ |{(i′, j′) ∈ [t]× [t′] \ {(i, j)} | |i− i′| ≤ 2, |j − j′| ≤ 2}| ≤ 24. Thus,
for all (i, j) ∈ [t] × [t′], the degree in H of a vertex in f−1(i, j) ∩ V (H) is bounded by
|(

⋃
{(i′,j′)∈[t]×[t′] | |i−i′|≤2,|j−j′|≤2} f

−1(i, j) ∩ V (H)) \ {v}| ≤ |{(i′, j′) ∈ [t] × [t′] | |i − i′| ≤
2, |j − j′| ≤ 2}| · 24− 1 = 25 · 24− 1 = 599. J

We compute a minimal backbone as follows. Initializes H = G; then, for every vertex
v ∈ V (G), it checks if the graph H \{v} has the same backbone as H, in which case it updates
H to H \ {v}. Thus, a minimal backbone H for (G, f) can be computed in polynomial time.
To analyze the treewidth of a backbone, we need the following.

I Proposition 14 ([23]). Let G be a unit disk graph with maximum degree ∆. Then G

contains a tw
100∆3 ×

tw
100∆3 grid as a minor.

I Lemma 15. Given a clique-grid graph G that is a unit disk graph, a representation f of G
and an integer ` ∈ N, in time 2O(`) · nO(1), one can either correctly conclude that G contains
a `

100 · 5993 ×
`

100 · 5993 grid as a minor, or obtain a minimal backbone H for (G, f) with a
nice tree decomposition T of width at most 5`.

We will use Lemma 15 with ` = O(
√
k). Next, we define a more compact representation of a

clique-grid graph.

I Definition 16 (cell graph). Given a clique-grid graph G with representation f : V (G)→
[t] × [t′], the cell graph of G, denoted by cell(G), is the graph on the vertex-set {vi,j : i ∈
[t], j ∈ [t′], f−1(i, j) 6= ∅} and edge-set {{vi,j , vi′,j′} : (i, j) 6= (i′, j′),∃u ∈ f−1(i, j)∃v ∈
f−1(i′, j′) such that {u, v} ∈ E(G)}.

By Definitions 12 and 16, and the that for any graph G and a minor H of G, it holds
that tw(H) ≤ tw(G), we conclude the following.

I Observation 17. For a clique-grid graph G, a representation f of G and a backbone H
for (G, f), it holds that cell(G) is a minor of H and tw(cell(G)) ≤ tw(H).

Note that a nice tree decomposition of cell(G) of width 5` corresponds to a 5`-NCTD of
G. In other words, from Lemma 15 and Observation 17, we directly have the following..

I Corollary 18. Given a clique-grid graph G that is a unit disk graph, a representation f

of G and an integer ` ∈ N, in time 2O(`) · nO(1), one can either correctly conclude that G
contains a `

100 · 5993 ×
`

100 · 5993 grid as a minor, or compute a 5`-NCTD of G.

6.2 Outline of an Algorithm for FVS
First, we observe that if we find a large grid, we can answer No (see also [15, 12]).

I Observation 19. Let (G, k) be an instance of FVS. If G contains a 2
√
k × 2

√
k grid as a

minor, then (G, k) is a No-instance.

This observation leads us to the following.

I Lemma 20. Let (G,O, k) be an instance of FVS on unit disk graphs. Then, in time
2O(
√
k log k)·|V (G)|O(1), one can either solve (G,O, k) or obtain an equivalent instance (G, f, k)

of FVS on clique-grid graphs together with an O(
√
k)-NCTD of G.
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Proof. First, by using Lemma 4, we obtain a representation f of G. Then, by using
Corollary 18 with ` = 200 · 5993 ·

√
k = O(

√
k), we either correctly conclude that G contains

a 2
√
k × 2

√
k grid as a minor, or compute an O(

√
k)-NCTD of G. In both cases, by

Observation 19, we are done. J

Because of Lemma 20, to prove Theorem 11, we can focus on FVS on clique-grid graphs,
where the input also contains a O(

√
k)-NCTD. That is, the input of FVS on clique-grid

graphs is a tuple (G, f, k, T ) where G is a clique-grid graph with representation f and
T = (T, β) is a O(

√
k)-NCTD of G. Notice that if there is a cell (i, j) of f , such that

|f−1(i, j)| ≥ k + 3, then there is no feedback vertex set of size at most k in G, because
f−1(i, j) is a clique of size at least k + 3 in G.

I Observation 21. Let (G, f, k, T ) be an instance of FVS, where G is a clique-grid graph
with representation f . If there is a cell (i, j) in f such that |f−1(i, j)| ≥ k+3, then (G, f, k, T )
is a No-instance.

The following observation follows from the fact that T = (T, β) is a O(
√
k)-NCTD and

|f−1(i, j)| ≤ k + 2 for any cell (i, j) of f .

I Observation 22. For any v ∈ V (T ), |β(v)| = O(k1.5).

Notice that G has a feedback vertex set of size at most k if and only if there is a vertex
subset F ⊆ V (G) of cardinality at least |V (G)| − k such that G[F ] is a forest. Hence, instead
of stating the problem as finding a k sized feedback vertex set in G, we can state it as finding
an induced subgraph H of G with maximum number of vertices such that H is a forest.

Max Induced Forest (MIF) Parameter: k

Input: A clique-grid graph G with representation f and an integer k such that T is a
c
√
k-NCTD of G and for any cell (i, j) in f , |f−1(i, j)| ≤ k + 2, where c is a constant

Question: Is there subset W ⊆ V (G) such that G[W ] is a forest and |W | ≥ |V (G)| − k

I Observation 23. Let (G, f, k, T ) be an instance of MIF. Then (G, f, k, T ) is a Yes-
instance of MIF if and only if (G, f, k, T ) is a Yes-instance of FVS.

By Lemma 20 and Observations 21 and 23, to prove Theorem 11, it is sufficient that we
prove the following result (which is the focus of the rest of this section).

I Lemma 24. MIF on clique-grid graphs can be solved in time 2O(
√
k log k) · nO(1).

Proof sketch. We explain a DP algorithm which given as input (G, f, k, T ) where G is a
clique-grid graph with representation f , T = (T, β) is a c

√
k-NCTD, c is a constant and

|f−1(i, j)| ≤ k + 2 for any cell (i, j) of f and outputs Yes if there is an induced forest with
at least |V (G)| − k vertices and outputs No otherwise. Here we use the term solution for
a vertex subset S ⊆ V (G) with the property that G[S] is a forest. First notice that any
solution S contains at most 2 vertices from f−1(i, j) for any cell (i, j). Now, the following
claim follows from the fact that T is a c

√
k-NCTD and any solution contain at most 2

vertices from f−1(i, j) for any cell (i, j).

I Claim 2. For any v ∈ V (T ) and any solution S, |S ∩ β(v)| ≤ 2c
√
k.

We first briefly explain what is the table entries in a standard DP algorithm for our
problem on graphs of bounded treewidth [12]. Then we explain that in fact many of the entries
we compute in the standard DP table is redundant in our case, because of Observation 22 and
Claim 2. That is, Observation 22 and Claim 2, shows that only 2O(

√
k log k)|V (G)|O(1) many
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states in the DP table are relevant in our case. Recall that for any v ∈ V (T ), γ(v) denote
the union of the bags of v and its descendants. The standard DP table for our problem will
have an entry indexed by (v, U, U1 ] U2 . . . U` = U) where v ∈ V (T ), U ⊆ β(v). The table
entry A[v, U, U1 ] U2 . . . U`] stores the following information: the maximum cardinality of a
vertex subset W ⊆ G[γ(v)] such that W ∩β(v) = U , G[W ] is a forest with a set of connected
components C and for any C ∈ C, either V (C)∩β(v) = ∅ or V (C)∩β(v) = Ui for some i ∈ [`].
Notice that the total number of DP table entries is bounded by twO(tw)|V (G)|O(1) where tw
is the width of the tree decomposition T . One can easily show that the computation of the
DP table at a node can be done in time polynomial in the size of the tables of its children.

By Observation 22 and Claim 2, we know that for any bag β(v) in T , the potential number
of subsets of β(v) which can be part of any solution is at most 2O(

√
k log k). This implies that

we only need to compute the DP table entries for indices (v, U, U1 ] U2 . . . U` = U) where
v ∈ V (T ), U ⊆ β(v) and |U | ≤ 2c

√
k. Thus, the size of DP table, and hence the time to

compute it takes 2O(
√
k log k)nO(1) time. This concludes the description. J
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Abstract
The paper develops a new technique to extract a characteristic subset from a random source
that repeatedly samples from a set of elements. Here a characteristic subset is a set that when
containing an element contains all elements that have the same probability.

With this technique at hand the paper looks at the special case of the tournament isomorphism
problem that stands in the way towards a polynomial-time algorithm for the graph isomorphism
problem. Noting that there is a reduction from the automorphism (asymmetry) problem to the
isomorphism problem, a reduction in the other direction is nevertheless not known and remains
a thorny open problem.

Applying the new technique, we develop a randomized polynomial-time Turing-reduction
from the tournament isomorphism problem to the tournament automorphism problem. This is
the first such reduction for any kind of combinatorial object not known to have a polynomial-time
solvable isomorphism problem.

1998 ACM Subject Classification F.2.2 Computations on Discrete Structures, F.1.3 Reducibility
and Completeness

Keywords and phrases graph isomorphism, asymmetry, tournaments, randomized reductions
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1 Introduction

The graph automorphism problem asks whether a given input graph has a non-trivial
automorphism. In other words the task is to decide whether a given graph is asymmetric.
This computational problem is typically seen in the context of the graph isomorphism
problem, which is itself equivalent under polynomial-time Turing reductions to the problem
of computing a generating set for all automorphisms of a graph [17]. As a special case of the
latter, the graph automorphism problem obviously reduces to the graph isomorphism problem.
However, no reduction from the graph isomorphism to the graph automorphism problem is
known. In fact, while many computational problems surrounding structural equivalence of
combinatorial objects can all be Turing-reduced to one another, the relationship between the
graph automorphism and the graph isomorphism problem remains a repeatedly posed open
question (see for example [1, 2, 12, 14]).

With Babai’s new ground-breaking algorithm [7] that solves the graph isomorphism
problem and thereby also the graph automorphism problem in quasi-polynomial time, the
question arises whether it is possible to go further and devise a polynomial-time algorithm.
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For such an endeavor to succeed, special cases such as the group isomorphism and the
tournament isomorphism problem, for which the currently fastest algorithms have a running
time of nO(logn), should also be solvable in polynomial time. Tournaments, which are
graphs in which between every pair of vertices there exists exactly one directed edge, also
have an automorphism problem associated with them, asking whether a given tournament
is asymmetric1. Again, for this problem the currently best running time is nO(logn) and
analogously to general graphs there is a simple reduction from the automorphism problem to
the isomorphism problem, but no reverse reduction has been known.

In this paper we show that there is a randomized polynomial-time Turing reduction from
the tournament isomorphism problem to the tournament automorphism problem. This is
the first such reduction for any kind of combinatorial object (apart from polynomial-time
solvable cases of course).

The main new technical tool that we develop in the first part of the paper is a technique
to exploit an oracle to the graph automorphism problem in order to obtain a non-trivial
automorphism-invariant partition of a graph that is finer than the orbit partition (Sections 2–
5). We call the parts of such a partition suborbits. This technique is essentially applicable to
all graph classes, not just tournaments. It hinges on a method to extract a characteristic
subset from a random source that repeatedly samples from a set of elements. Here we say
that a set is characteristic if it is a union of level sets of the probability function.

In the second part of the paper we show that, for tournaments, access to suborbits suffices
to compute automorphism groups (Section 6). For this we adapt the group-theoretic divide
and conquer approach of Luks [16] to our situation. We exploit that automorphism groups
of tournaments are solvable and we leave it as an open question whether something similar
can be forged that is applicable to the group isomorphism problem (see Section 7).

It might be worth noting that the techniques actually do not use any of the new structural
insights from the quasi-polynomial-time algorithm of [7]. Rather, the randomized sampling
idea is heavily based on an older practical randomized algorithm designed to quickly detect
non-isomorphism ([15, 21]). It appears to be one of the few cases where randomization helps
to derive a theoretical result for an isomorphism problem. We also borrow some ideas from a
paper of Arvind, Das, and Mukhopadhyay concerned with tournament canonization [4].

The necessity for randomization to obtain theoretical results in the context of isomorphism
checking appears to be quite rare. The earliest result exploiting randomization seems to
go to back to Babai [5] and is a randomized algorithm for checking isomorphism of graphs
of bounded color class size. However that algorithm is actually a Las Vegas algorithm (an
algorithm that does not make errors), and in the meantime deterministic algorithms are
available [11]. However, for the new reduction in this paper it seems unclear how to remove
the use of randomization and even how to remove the possibility for errors.

Related work

With respect to related work, we focus on results concerning graph automorphism as well as
results concerning tournaments and refer the reader to other texts (for example [6, 7, 14, 18,

1 Many publications in the context of graph isomorphism use the term rigid graph. However, the
literature is inconsistent on the notion of a rigid graph, which can for example refer to having no
non-trivial automorphism or no non-trivial endomorphism. We will use the notion asymmetric, which
only ever means the former. Furthermore, we suggest the name graph asymmetry problem over
graph automorphism problem, so as not to confuse it with the computational problem to compute the
automorphism group.
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22]) for a general introduction to the graph isomorphism problem, current algorithms and
overviews over complexity theoretic results.

Tournament automorphism. Let us start by highlighting two results specifically concerned
with the tournament automorphism problem. Arvind, Das, and Mukhopadhyay [4] show
that if tournament isomorphism is polynomial-time solvable then tournament canonization
can be reduced in polynomial time to canonization of asymmetric tournaments. This
implies now, with the result of the current paper, that from a canonization algorithm for
asymmetric tournaments we can obtain a randomized canonization algorithm for tournaments
in general. (In other words, the main theorem of our paper transfers to canonization.) On
the hardness side, Wager [25, 27] shows that tournament automorphism is hard for various
circuit complexity classes (NL, C=L, PL, DET, MODkL) under AC0 reductions.

Graph automorphism A lot of information on the complexity of graph automorphism can
be found in the book by Köbler, Schöning, and Torán [14]. Concerning hardness of the
automorphism problem, improving previous results of Torán [24], Wagner shows hardness
results for graphs of bounded maximum degree [26, 27]. Agrawal and Arvind show truth
table equivalence of several problems related to graph automorphism [1] and Arvind, Beigel,
and Lozano study modular versions of graph automorphism [3] which for k ∈ N ask whether
the number of automorphisms of a given graph is divisible by k.

The graph automorphism problem is of interest in quantum computing since it can be
encoded as a hidden shift problem, as opposed to the graph isomorphism problem that is
only known to be encodable as a hidden subgroup problem [10, 13].

Recently, Allender, Grochow, and Moore [2] developed a zero-error randomized reduction
from graph automorphism to MKTP, the problem of minimizing time-bounded Kolmogorov
complexity, a variant of the minimum circuit size problem. In that paper they also extend
this to a bounded-error randomized reduction from graph isomorphism to MKTP.

Tournament isomorphism. Concerning the tournament isomorphism problem, the currently
fastest algorithm [8] has a running time of nO(logn). With respect to hardness, Wagner’s
results for tournament automorphism also apply to tournament isomorphism [25].

Ponomarenko showed that isomorphism of cyclic tournaments can be decided in polynomial
time [19], where a cyclic tournament is a tournament that has an automorphism that is
a permutation with a single cycle spanning all vertices. Furthermore he showed that
isomorphism of Schurian tournaments can be decided in polynomial time [20].

2 Sampling characteristic subsets

Let M be a finite set. We define a sampler S over M to be a probability measure PrS : M →
[0, 1] on the elements of M . We think of a sampler as an oracle that we can invoke in
order to obtain an element of M . That is, given a sampler, we can sample a sequence of
elements m1, . . . ,mt where each mi is sampled independently from M according to PrS.

We call a subset M ′ of M characteristic with respect to S if for all m,m′ ∈M it holds
that m ∈ M ′ and PrS(m′) = PrS(m) implies m′ ∈ M ′. Another way of formulating this
condition is that M ′ is invariant under all probability-preserving bijections ϕ : M →M , that
is, those bijections that satisfy PrS(m) = PrS(ϕ(m)) for all m ∈M .

When considering sampling algorithms we will not assume that we know the size of the
set M . Our goal is to repeatedly invoke a sampler M so as to find a characteristic subset.

ICALP 2017
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The main difficulty in this is that we can never precisely determine the probability PrS(m)
of an element m. Indeed, the only thing we can hope for is to get a good estimate for such
a probability. The following lemma indicates that this might be helpful since the set of
probabilities cannot be arbitrarily dense.

I Lemma 1. Let PrS be a discrete probability measure on the set M . Let P = {PrS(m) |
m ∈ M} be the set of probabilities that occur. For every positive integer i there is a j ∈
{6i+ 1, . . . , 8i} such that [(j − 1/4)/(8i2), (j + 1/4)/(8i2)] ∩ P = ∅.

Using the lemma we can design an algorithm that, with high probability, succeeds at
determining a characteristic set.

I Theorem 2. There is a deterministic algorithm that, given ε > 0 and given access to
a sampler S over an unknown set M of unknown size, runs in expected time polynomial
in 1/(maxm∈M PrS(m)) ≤ |M | and ln 1/ε and outputs a non-empty subset of M that is
characteristic with probability 1− ε.

The proof of the theorem makes repeated use of Chernoff bounds. The main difficulty
is that |M | is not known to the algorithm. The lengthy proof can be found in the full
version [23].

We note several crucial observations about any algorithm solving the problem just
described. There is no algorithm that for every set M and sampler S always outputs the
same set M ′ with high probability.

Indeed, consider the set M = {a, b}. Choosing PrS(a) = PrS(b) = 1/2 means that M ′
must be {a, b}. Choosing PrS(a) = 1 and PrS(b) = 0 implies that M ′ must be {a}. However,
there is a continuous deformation between these two samplers, while possibilities for the
set M ′ are discrete. It is not difficult to see that the probability distribution of the output
set M ′ must be continuous in the space of samplers, and thus, whatever the algorithm may
be, there must be samplers for which the algorithm sometimes outputs {a} and sometimes
outputs {a, b}.

The theorem only establishes polynomial running time. If we are however interested in
small running times, one might even ask whether it is possible to devise an algorithm running
in time sublinear in |M |. However, recalling the coupon collector theorem and considering
uniform samplers one realizes that one cannot expect to make do with o(|M | log |M |) sam-
plings. However, if the set M is of algebraic nature, for example forms a group, then there
might be meaningful ways to sample characteristic substructures (see Section 7).

3 Gadget constructions for asymmetric tournaments

There are several computational problems fundamentally related to the graph isomorphism
problem. This relation manifests formally as polynomial-time Turing (or even many-one)
reductions between the computational tasks. Such reductions are typically based on gadget
constructions which we revisit in this section.

While the graph isomorphism problem GI asks whether two given graphs are isomorphic, in
the search version of this decision problem an explicit isomorphism is to be found, whenever
one exits. The graph automorphism problem GA asks whether a given graph has a non-trivial
automorphism (i.e., an automorphism different from the identity). In other words the task
is to decide whether the given graph is asymmetric. Two other related problems are the
task AUT to determine generators for the automorphism group Aut(G) and the task to
determine the size of the automorphism group |Aut(G)|.
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For all named problems there is a colored variant, where the given graphs are vertex
colored and isomorphisms are restricted to be color preserving. We denote the respective
problems by col-GI, col-GA and col-AUT.

It is well known that between all these computational problems – except GA – there
are polynomial-time Turing reductions (we refer for example to [9], [14], [17]). Concerning
the special case of GA, while there is a reduction from GA to the other problems, a reverse
reduction is not known.

The reductions are typically stated for general graphs, but many of the techniques are
readily applicable to restricted graph classes. By a graph class we always mean a collection of
possibly directed graphs closed under isomorphism. The isomorphism problem for graphs in C,
denoted GIC , is the computational task to decide whether two given input graphs from C are
isomorphic. If one of the input graphs is not in C the answer of an algorithm may be arbitrary,
in fact the algorithm may even run forever. Analogously, for each of the other computational
problems that we just mentioned, we can define a problem restricted to C giving us for
example GAC , and AUTC and the colored versions col-GIC , col-GAC , and col-AUTC .

As remarked in [4], most of the reduction results for general graphs transfer to the
problems for a graph class C if one has, as essential tool, a reduction from col-GIC to GIC .

I Theorem 3 (Arvind, Das, Mukhopadhyay [4]). Suppose that for a graph class C there is a
polynomial-time many-one reduction from col-GIC to GIC (i.e., col-GIC ≤pm GIC)2. Then
1. GAC polynomial-time Turing-reduces to GIC (i.e., GAC ≤pT GIC),
2. The search version of GIC polynomial-time Turing-reduces to the decision version of GIC,

and
3. AUTC polynomial-time Turing-reduces to GIC (i.e., AUTC ≤pT GIC).

In this paper we are mainly interested in two classes of directed graphs, namely the class
of tournaments Tour and the class of asymmetric tournaments AsymTour. For the former
graph class, a reduction from the colored isomorphism problem to the uncolored isomorphism
problem is given in [4].

I Theorem 4 (Arvind, Das, Mukhopadhyay [4]). The colored tournament isomorphism problem
is polynomial-time many-one reducible to the (uncolored) tournament isomorphism problem
(i.e., col-GITour ≤pm GITour).

However, for our purposes we also need the equivalent statement for asymmetric tourna-
ments. Taking a closer look at the reduction described in [4] yields the desired result. In
fact it also shows that the colored asymmetry problem reduces to the uncolored asymmetry
problem. Denoting for a graph class C by AsymC the class of those graphs in C that are
asymmetric (i.e., have a trivial automorphism group), we obtain the following.

I Lemma 5.
1. The isomorphism problem of colored asymmetric tournaments is polynomial-time many-

one reducible to the isomorphism problem for (uncolored) asymmetric tournaments
(i.e., col-GIAsymTour ≤pm GIAsymTour).

2. The colored tournament asymmetry problem is polynomial-time many-one reducible to the
(uncolored) tournament asymmetry problem (i.e., col-GATour ≤pm GATour).

2 Let us remark for completeness that a Turing reduction assumption col-GIC ≤p
T GIC actually suffices for

the theorem.
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As mentioned above, reductions for computational problems on general graphs can often
be transferred to the equivalent problems restricted to a graph class C. However, let us
highlight a particular reduction where this is not the case. Indeed, it is not clear how to
transfer the reduction from GI to AUT (which involves taking unions of graphs) to a reduction
from GIC to AUTC, even when provided a reduction of col-GAC to GIC. For the class of
tournaments however, we can find such a reduction, of which we can make further use.

I Lemma 6.
1. The isomorphism problem for tournaments polynomial-time Turing-reduces to the task to

compute a generating set for the automorphism group of a tournament (i.e., col-GITour ≤pT
AUTTour).

2. The isomorphism problem for colored asymmetric tournaments is polynomial-time many-
one reducible to tournament asymmetry (i.e., col-GIAsymTour ≤pm GATour).

3. The search version of the isomorphism problem for colored asymmetric tournaments
Turing-reduces to tournament asymmetry.

Proof. Suppose we are given two tournaments T1 and T2 on the same number of vertices n
for which isomorphism is to be decided. By Theorem 4 we can assume that the tournaments
are uncolored. Let Tri(T1, T2) be the tournament obtained by forming the disjoint union of
the three tournaments T1, T ′1 and T2 where T1 ∼= T ′1. We add edges from all vertices of T1 to
all vertices of T ′1, from all vertices of T ′1 to all vertices of T2 and from all vertices of T2 to
all vertices of T1. We observe that two vertices that are contained in the same of the three
sets V (T1), V (T2), V (T ′1) have n common out-neighbors. However, two vertices that are not
contained in the same of these three sets have at most n − 1 common out-neighbors. We
conclude that an automorphism of Tri(T1, T2) preserves the partition of V (Tri(T1, T2)) into
the three sets V (T1), V (T ′1) and V (T2).

Given a generating set for Aut(Tri(T1, T2)) it holds that there is some generator that
maps a vertex from V (T1) to a vertex from V (T2) if and only if T1 and T2 are isomorphic.
This proves the first part of the lemma.

Suppose additionally that T1 and T2 are asymmetric. We then further conclude that
the tournament Tri(T1, T2) has a non-trivial automorphism if and only if T1 and T2 are
isomorphic. This shows that the decision version of asymmetric tournament isomorphism
reduces to tournament asymmetry. Since the search version is Turing-reducible to the decision
version of isomorphism (Theorem 3) this finishes the proof. J

For Turing reductions, the converse of the previous lemma also holds. In fact the converse
holds for arbitrary graph classes. The first part of this converse is a well known techniques
that goes back to Mathon [17].

I Lemma 7. Let C be a graph class.
1. The task to compute a generating set for the automorphism group of graphs in C Turing-

reduces to the isomorphism problem for colored graphs in C (i.e., AUTC ≤pT col-GIC).
2. Asymmetry checking for graphs in C polynomial-time Turing-reduces to isomorphism

checking of asymmetric colored graphs in C (i.e., GAC ≤pT col-GIAsymC).

4 Invariant automorphism samplers from asymmetry tests

As discussed before, the asymmetry problem of a class of graphs reduces to the isomorphism
problem of graphs in this class. However, whether there is a reduction in the reverse, or
whether the asymmetry problem may actually be computationally easier than the isomorphism
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Algorithm 1 An invariant automorphism sampler for tournaments using an asymmetry
oracle.
Input: A tournament T that is not asymmetric and an oracle O for tournament asymmetry.
Output: An automorphism ϕ ∈ Aut(T ) \ {id}. As a random variable, the outputs of the

algorithm form an invariant automorphism sampler for T .

1: Tnext ← T

2: while Aut(Tnext) 6= {id} do
3: Pick a vertex v independently, uniformly at random among all non-singleton color

classes in Tnext.
4: T ← Tnext
5: Tnext ← T(v) // individualize v
6: end while // at this point Tnext is asymmetric
7: Let V ′ be the set of those vertices that have the same color in T as v.
8: Let V ′′ be the set of those vertices v′′ in V ′ \ {v} for which Aut(T(v′′)) = {id}.
9: Let V ′′′ be the set of those vertices v′′′ in V ′′ for which Tnext ∼= T(v′′′).

// use Part 2 of Lemma 6
10: Pick a vertex u ∈ V ′′′ uniformly at random.
11: Compute an isomorphism ϕ from Tnext to T(u). // there is only one such isomorphism
12: return ϕ

problem is not known. To approach this question, we now explore what computational power
we could get from having available an oracle for the asymmetry problem.

An invariant automorphism sampler for a graph G is a sampler over Aut(G) \ {id} which
satisfies the property that if PrS(ϕ) = p then PrS(ψ−1 ◦ ϕ ◦ ψ) = p for all ψ ∈ Aut(G). We
first show how to use an oracle for asymmetry to design an invariant automorphism sampler
for a tournament T .

I Lemma 8. Given an oracle for asymmetry of tournaments (GATour) we can construct
for every given colored (or uncolored) tournament T that is not asymmetric an invariant
automorphism sampler. The computation time (and thus the number of oracle calls) required
to sample once from S is polynomial in |V (T )|.

Proof. Let O1 be an oracle for uncolored tournament asymmetry. By Lemma 5, we can
transform the oracle O1 for the asymmetry of uncolored tournaments into an oracle O2 for
asymmetry of colored tournaments. By Lemma 6 Part 2, we can also assume that we have an
oracle O3 that decides the isomorphism problem of colored asymmetric tournaments. More
strongly, Lemma 6 Part 3 makes a remark on the search version, thus we can assume that O3
also solves the isomorphism search problem for asymmetric tournaments.

To obtain the desired sampler S we proceed as follows. In the given tournament T we
repeatedly fix (by individualization, i.e., giving it a special color) uniformly, independently at
random more and more vertices until the resulting tournament is asymmetric. This gives us
a sequence of colored tournaments T = T0, T1, . . . , Tt such that Aut(Tt) = {id}, Aut(Tt−1) 6=
{id} and such that Tt = (Tt−1)(v) for some vertex v. In other words, Tt is obtained from Tt−1
by individualizing v which makes the graph asymmetric. Using the available oracle O2, we
can compute the set V ′′ of those vertices v′′ in V (T ) \ {v} that have the same color as v
such that Aut((Tt−1)(v′′)) = {id}. There must be at least one vertex in V ′′ since Tt−1 is
not asymmetric. Using the oracle O3, we can then compute the subset V ′′′ ⊆ V ′′ of those
vertices v′′′ for which (Tt−1)(v′′′) and Tt are isomorphic. Next, we pick a vertex u ∈ V ′′′

ICALP 2017



66:8 A Poly. Rand. Reduction from Tournament Isomorphism to Tournament Asymmetry

uniformly at random. Since both (Tt−1)(u) and Tt are asymmetric, using the oracle O3 for
the isomorphism search problem we can compute an isomorphism ϕ from (Tt−1)(u) to Tt.
This isomorphism ϕ is unique and it is a non-trivial automorphism of Aut(T ). Algorithm 1
gives further details.

Invariance. he invariance follows directly from the fact that all steps of the algorithm either
consist of choosing a vertex uniformly at random or computing an object that is invariant
with respect to all automorphisms fixing all vertices that have been randomly chosen up to
this point.

Running time. Concerning the running time, one call of Algorithm 1 uses less than 2n calls
to oracle O2 and at most n calls to oracle O3. The overall running time is thus polynomial. J

Let us comment on whether the technique of the lemma can be applied to graph classes
other than tournaments. For the technique to apply to a graph class C, we require the
oracle O2, which solves colored asymmetry C, and the oracle O3 which solves the isomorphism
search problem for asymmetric colored objects in C. (The oracle O1 is a special case of O2.)
In the case of tournaments, having an oracle O1 (i.e., an oracle for uncolored asymmetry)
is sufficient to simulate the oracles O2 and O3, but this is not necessarily possible for all
graph classes C. It is however possible to simulate such oracles for every graph class that
satisfy some suitable (mild) assumptions, as can be seen from the discussion in Section 3.
In particular, given an oracle for asymmetry of all graphs we can construct an invariant
automorphism sampler for all graphs that are not asymmetric.

5 Invariant suborbits from invariant automorphism samplers

Let G be a directed graph. Let S be an invariant automorphism sampler for G. We now
describe an algorithm that, given access to an asymmetry oracle, constructs a non-discrete
partition of V (G) which is finer than or at least as fine as the orbit partition of G under Aut(G)
and invariant under Aut(G). Here, a partition π is invariant under Aut(G) if π = ψ(π) for
all ψ ∈ Aut(G). (A partition is discrete if it consists only of singletons.)

I Theorem 9. For every c ∈ N, there is a randomized polynomial-time algorithm that, given
a graph G and an invariant automorphism sampler S for G constructs with error probability
at most 1

|G|c a non-discrete partition π of V (G) such that
1. π is finer than or at least as fine as the orbit partition of V (G) under Aut(G) and
2. π is invariant under Aut(G).
The algorithm also provides a set of certificates Φ = {ϕ1, . . . , ϕm} ⊆ Aut(G) such that
for every pair of vertices v, v′ ∈ V (G) that lie in the same class of π there is some ϕi
with ϕi(v) = v′.

Proof. Let M = {(v, w) | v, w ∈ V (G), v 6= w,∃ϕ ∈ Aut(G) : ϕ(v) = w} be the set of
pairs of two distinct vertices lying in the same orbit. With the sampler S we can simulate
a sampler S′ over M invariant under Aut(G) as follows. To create an element for S′ we
sample an element ϕ from S and uniformly at random choose an element v from the
support supp(ϕ) = {x ∈ V (G) | ϕ(x) 6= x} of ϕ. Then the element for S′ is (v, ϕ(v)). It
follows form the construction that S′ is a sampler for M . Moreover, since all random choices
are independent and uniform, S′ is invariant under automorphisms.

Using the algorithm from Theorem 2 we can thus compute a characteristic subset M ′
of M . Since S′ is Aut(G)-invariant, the fact that M ′ is characteristic implies that it is also
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Aut(G)-invariant. For the given c ∈ N, to obtain the right error bound, we choose ε to
be 1
|G|c for the algorithm from Theorem 2. Then the error probability is at most ε = 1

|G|c and
the running time is polynomial in |M | = O(|G|2) and ln |G|c = O(|G|) and thus polynomial
in the size of the graph.

Regarding M ′ as a binary relation on V (G) we compute the transitive closure and let π
be the partition of V (G) into equivalence classes of said closure, where vertices that do not
appear at all as entries in M ′ form their own class. By construction, elements that are in
the same class of π are in the same orbit under Aut(G). Moreover π is Aut(G)-invariant
since M ′ is Aut(G)-invariant.

To provide certificates for the elements in M ′ we store all elements given to us by S. For
each (v, w) ∈M ′ we can thus compute an automorphism of ϕv,w ∈ Aut(G) with ϕv,w(v) = w.
For pairs in the transitive closure of M ′ we then multiply suitable automorphisms. J

If a partition π satisfies the conclusion of the lemma, we call it an invariant collection
of suborbits. We call the elements of Φ the certificates. Let us caution the reader that the
set Φ returned by the algorithm is not necessarily characteristic. Moreover, the orbits of the
elements in Φ might not necessarily be contained within classes of π. An oracle for invariant
suborbits returns (π,Φ), where for asymmetric inputs π is discrete and Φ = {id} .

6 Computing the automorphism group from invariant suborbits

To exploit invariant suborbits we make use of the powerful group-theoretic technique to
compute stabilizer subgroups.

I Theorem 10 (Luks [16]). There is an algorithm that, given a permutation group Γ
on {1, . . . , n} and subset B ⊆ {1, . . . , n}, computes (generators for) the setwise stabilizer
of B. If Γ is solvable, then this algorithm runs in polynomial time.

We will apply the theorem in the following form: Let G be a graph and Γ a solvable
permutation group on V (G). Then Γ ∩Aut(G) can be computed in polynomial time. This
follows directly from the theorem by considering the induced action of Γ on pairs of vertices
from V (G) and noting that Γ ∩Aut(G) consists of those elements that stabilize the edge set.

In our algorithm we will also use the concept of a quotient tournament (that can for
example implicitly be found in [4], see also [22]). Let T be a tournament and let π be
a partition of V (T ) in which all parts have odd size. We define T/π, the quotient of T
modulo π, to be the tournament on π (i.e., the vertices of T/π are the parts of π) where for
distinct C,C ′ ∈ V (T/π) = π there is an edge from C to C ′ if and only if in T there are more
edges going from C to C ′ than edges going from C ′ to C. Note that since both |C| and |C ′|
are odd there are either more edges going from C to C ′ or more edges going from C ′ to C.
This implies that T/π is a tournament.

I Theorem 11. Suppose we are given as an oracle a randomized Las Vegas algorithm that
computes invariant suborbits for tournaments in polynomial time. Then we can compute the
automorphism group of tournaments in polynomial time.

Proof. We describe an algorithm that computes the automorphism group of a colored
tournament given a randomized oracle that provides invariant suborbits.
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Algorithm 2 Computing the automorphism of a tournament using invariant suborbits.
Input: A (colored) tournament T and an oracle O for invariant suborbits with certificates.
Output: A generating set for the automorphism group Aut(T ).

1: if T is not monochromatic then // Case 0
2: Let Col be the set of vertex colors of T .
3: for c ∈ COL do
4: Let V c be the set vertices in T of color c.
5: Ψc ← Aut(T [V c]) // recursion
6: Let Ψ̂c be the set of extensions of Ψc to V (T ) obtained by fixing vertices outside V c.
7: end for
8: Ψ =

⋃
c∈Col Ψ̂c

9: return 〈Ψ〉 ∩Aut(T ) // solvable group stabilizer
10: end if
11: (π,Φ)← O(T ) // π forms invariant suborbits of T , Φ the set of certificates
12: if π is discrete then // T is asymmetric
13: return {id}
14: else if π = {V (T )} then // Case 1
15: Choose v ∈ V (T ) arbitrarily.
16: Let T ′ be obtained from T by coloring v with 1, all in-neighbors of v with 2 and other

vertices with 3.
17: return Φ ∪Aut(V (T ′)) // recursion
18: else if ∃C,C ′ ∈ π : |C| 6= |C ′| then // Case 2
19: Let T ′ be obtained from T by coloring each vertex v with color |[v]π|.
20: return Aut(V (T ′)) // recursion
21: else // Case 3
22: For C ∈ π we let TC be the graph obtained from T [C] by picking an arbitrary

vertex v ∈ C and coloring v with 1, all in-neighbors of v with 2 and other vertices
with 3.

23: for {(C,C ′) ∈ π | C 6= C ′} do
24: Compute Aut(Tri(TC , T ′C)) and extract an isomorphism ϕ(C,C′) : T [C] → T [C ′]

whenever such an isomorphism exists. // recursion
25: end for
26: if ∃C,C ′ ∈ π : T [C] � T [C ′] then // Case 3a
27: Let T ′ be obtained from T by coloring V (T ) so that v and v′ have the same color if

and only if T [([v])] ∼= T [([v′])].
28: return Aut(T ′) // recursion
29: else // Case 3b
30: Ψ← Aut(T/π) // recursion on the quotient
31: Ψ̂← {ĝ | g ∈ Ψ}, where ĝ(v) = ϕ([v],g([v]))(v).
32: for {C ∈ π} do
33: ΥC ← Aut(T [C]) // recursion
34: Compute Υ̂C the lifts of elements in ΥC by fixing vertices outside C.
35: end for
36: return 〈Ψ̂ ∪

⋃
C∈π Υ̂C〉 ∩Aut(T ) // solvable group stabilizer

37: end if
38: end if
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Description of the algorithm. Let T be a given colored tournament.

Case 0: T is not monochromatic. If T is not monochromatic then we proceed as follows:
Let Col be the set of colors that appear in T . For c ∈ Col, let V c be the set of vertices of
color c and let T c = T [V c] be the subtournament induced by the vertices in V c.
We recursively compute Aut(T c) for all c ∈ Col. Let Ψc be the set of generators obtained
as an answer. We lift every generator to a permutation of V (T ) by fixing all vertices
outside of V c. Let Ψ̂c be the set of lifted generators of Ψc and let Ψ =

⋃
c∈Col Ψ̂c be the

set of all lifted generators. Since Aut(T c) = 〈Ψc〉 is solvable, we conclude that 〈Ψ〉 is a
direct product of solvable groups and thus solvable. We can thus compute 〈Ψ〉 ∩Aut(T )
using Theorem 10 and return the answer.
This concludes Case 0.
In every other case we first compute a partition π into suborbits using the oracle and a
corresponding set of certificates Φ. For a partition π of some set V we denote for v ∈ V
by [v]π the element of π containing v. We may drop the index when it is obvious from
the context. If |T | = 1 then we simply return the identity.

Case 1: π is trivial. In case π is trivial (i.e., π = {V (T )}), we know that T is transitive. We
choose an arbitrary vertex v ∈ V (T ). Let λ be the coloring of V (T ) satisfying λ(u) = 1
if u = v, λ(u) = 2 if (u, v) ∈ E(T ), and λ(u) = 3 otherwise. We recursively compute a
generating set Ψ for Aut(T ′), where T ′ is T recolored with λ. We then return Ψ ∪ Φ.

Case 2: not all classes of π have the same size. We color every vertex with the size of
the class of π in which it is contained. Now T is not monochromatic anymore and we
recursively compute Aut(T ) with T having said coloring. (In other words, we proceed as
in Case 0.)

Case 3: all classes of π have the same size but π is non-trivial. We compute for each pair
of distinct equivalence classes C and C ′ of π an isomorphism ϕ(C,C′) from T [C] to T [C ′]
or determine that no such isomorphism exists, as follows: We choose for each C an
arbitrary vertex v ∈ C. We let TC be the tournament obtained from T [C] by coloring v
with 1, all in-neighbors of v with 2 and other vertices with 3. We let TC,C′ = Tri(TC , TC′)
be the triangle tournament of TC and TC′ where (TC)′ is an isomorphic copy of TC (as
defined in Section 3 in the proof of Lemma 6).
Using recursion we compute Aut(TC,C′). From the result we can extract an isomorphism
from T [C] to T [C ′] since V (T [C]) and V (T [C ′]) are blocks of TC,C′ .
Case 3a: If it is not the case that for every pair C,C ′ of color classes there is an
isomorphism from T [C] to T [C ′] then we color the vertices of T so that v, v′ have the
same color if and only if there is an isomorphism from T [([v])] to T [([v′])], where as before
for every vertex u we denote by [u] the class of π containing u. With this coloring, T
is not monochromatic anymore and we recursively compute Aut(T ) with T having said
coloring. (In other words, we proceed as in Case 0.)
Case 3b: Otherwise, for every pair C,C ′ of color classes, there is an isomorphism from T [C]
to T [C ′]. Note that all color classes are of odd size since T [C] is transitive (as dictated
by π). Thus, we can compute the quotient tournament T/π. We recursively compute a
generating set Ψ = {g1, . . . , gt} for the automorphism group of T/π.
We lift each gi to a permutation ĝi of V (T ) as follows. The permutation ĝi maps each
vertex v to ϕ([v],gi([v]))(v). Since gi is a permutation and each ϕ(C,C′) is a bijection, the
map ĝi is a permutation of V (T ). Let Ψ̂ = {ĝ1, . . . , ĝt} be the set of lifted generators.
As next step, for each class C we recursively compute a generating set ΥC for Aut(T [C]).
We lift each generator in ΥC to a permutation of V (T ) by fixing all vertices outside of C
obtaining the set Υ̂C of lifted generators.
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Consider the group Γ generated by the set Ψ̂∪
⋃
C∈π Υ̂C . As a last step, using Theorem 10

we compute the subgroup Γ′ = Γ ∩Aut(T ).
The details of this algorithm are given in Algorithm 2. For the running time analysis and
the correctness argument of the algorithm we refer to the full version of the paper [23]. J

We have now assembled all the required parts to prove the main theorem of the paper.

I Corollary 12.
1. There is a randomized (one-sided error) polynomial-time Turing reduction from tourna-

ment isomorphism to asymmetry testing of tournaments (i.e., GITour ≤pr,T GATour).
2. There is a randomized polynomial-time Turing reduction from the computational task to

compute generators of the automorphism group of a tournament to asymmetry testing of
tournaments (i.e., AUTTour ≤pr,T GATour).

Proof. Recall that a two-sided error algorithm for an isomorphism search problem can be
readily turned into a one-sided error algorithm by checking the output isomorphism for
correctness. Thus, by Lemma 6 Part 1 it suffices to prove the second part of the corollary.

Combining Lemma 8 and Theorem 9, from an oracle to tournament asymmetry we obtain
a randomized Monte Carlo (i.e., with possible errors) algorithm that computes invariant
suborbits. Given a Las Vegas algorithm (i.e., no errors) for suborbits, the previous theorem
provides us with a computation of the automorphism group of tournaments.

It remains to discuss the error probability we get from using a Monte Carlo algorithm
instead of a Las Vegas algorithm. Since there is only a polynomial number of oracle calls,
and since the error bound in Theorem 9 can be chosen smaller than 1

|G|c for every fixed
constant c, the overall error can be chosen to be arbitrarily small. J

7 Discussion and open problems

This paper is concerned with the relationship between the asymmetry problem GAC and
isomorphism problem GIC. While under mild assumptions there is a reduction from the
former to the latter, a reduction in the other direction is usually not known. However, for
tournaments we now have such a randomized reduction.

The first question that comes to mind is whether the technique described in this pa-
per applies to other graph classes. While the sampling techniques from Sections 2 to 5
can be applied to all graph classes that satisfy mild assumptions (e.g., col-GIC ≤pt GIC
and col-GIAsymC ≤pt GIAsymC) the algorithm described in Section 6 crucially uses the fact that
automorphism groups of tournaments are solvable. This is not the case for general graphs, so
for the open question of whether GI reduces to GA this may dampen our enthusiasm. However,
what may bring our enthusiasm back up is that there are key classes of combinatorial objects
that share properties similar to what we need.

In particular, this brings us to the question whether the techniques of the paper can
be applied to group isomorphism. Just like for tournament isomorphism, finding a faster
algorithm for group isomorphism (given by multiplication table) is a bottleneck for improving
the run-time bound for isomorphism of general graphs beyond quasi-polynomial. Since
outer-automorphism groups of simple groups are solvable, we ask: Can we reduce the group
isomorphism problem to the isomorphism problem for asymmetric groups? This question is
significant since an asymmetry assumption on groups is typically a strong structural property
and may help to solve the entire group isomorphism problem. However, here one has to be
careful to find the right notion of asymmetry since all groups have inner automorphisms. For
such notions different possibilities come to mind.
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A second natural open question would be whether there is a deterministic version of the
algorithms given in this paper.

As a last open problem recall that it was shown in Section 2 that one can extract a
characteristic subset for a sampler over a set M in time that depends polynomially on M .
Since the automorphism group of a graph can be superpolynomial in the size of the graph,
we had to take a detour via suborbits in Section 5. There can be no general way to extract a
characteristic subset of M in polynomial time if |M | is not polynomially bounded, since we
might never see an element twice. However, if M has an algebraic structure, in particular
if M is a permutation group over a polynomial size set, this is not clear. Thus we ask: Is
there a polynomial-time (randomized) algorithm that extracts a characteristic subgroup
using a sampler Γ over a permutation group?
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Abstract
Unsplittable Flow on a Path (UFP) is a well-studied problem. It arises in many different settings
such as bandwidth allocation, scheduling, and caching. We are given a path with capacities on
the edges and a set of tasks, each of them is described by a start and an end vertex and a demand.
The goal is to select as many tasks as possible such that the demand of the selected tasks using
each edge does not exceed the capacity of this edge. The problem admits a QPTAS and the best
known polynomial time result is a (2+ ε)-approximation. As we prove in this paper, the problem
is intractable for fixed-parameter algorithms since it is W[1]-hard. A PTAS seems difficult to
construct. However, we show that if we combine the paradigms of approximation algorithms and
fixed-parameter tractability we can break the mentioned boundaries. We show that on instances
with |OPT | = k we can compute a (1 + ε)-approximation in time 2O(k log k)nOε(1) log umax (where
umax is the maximum edge capacity). To obtain this algorithm we develop new insights for UFP
and enrich a recent dynamic programming framework for the problem. Our results yield a PTAS
for (unweighted) UFP instances where |OPT | is at most O(logn/ log logn) and they imply that
the problem does not admit an EPTAS, unless W[1] = FPT.
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1 Introduction

The Unsplittable Flow on a Path problem is motivated by many different settings such as
scheduling, bandwidth allocation, and caching. We are given an undirected path G = (V,E)
with a capacity u(e) ∈ N for each edge e ∈ E. Also, we are given a set of n tasks T . Each task
i ∈ T is specified by a subpath P (i) ⊆ V between (and including) the start (i. e., leftmost)
vertex s(i) ∈ V and the end (i. e., rightmost) vertex t(i) ∈ V , and a demand d(i) ∈ N. For
instance, the tasks can be seen as jobs with start and end times that need some portion of a
shared resource. The goal is to select a subset T ′ ⊆ T of tasks of maximum total size such
that for each edge e the total demand of the selected tasks using e does not exceed u(e).

UFP is NP-hard [7, 14] and therefore approximation algorithms have been studied for
the problem. The best known polynomial time algorithm yields a (2 + ε)-approximation [3]
(improving previous results [5, 7]) and for some cases even a (1 + ε)-approximation is
known [6, 17, 12]. Also, there is a QPTAS [4, 6] which makes it plausible that also a PTAS
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exists. However, despite the recent progress on the problem [6, 17] the best known polynomial
time result is still the mentioned (2 + ε)-approximation [3], and a PTAS seems difficult to
construct. We note that all above algorithms even work in the weighted case of the problem
in which each task has a profit associated with it and one wants to maximize the total profit
of the selected tasks. However, as it is typical in the FPT-literature, in this paper we restrict
ourselves to the unweighted case, i.e., we assume that each task yields a profit of one. No
better results than the above are known for this case.

Another approach for NP-hard problems are fixed-parameter algorithms. For any instance
one identifies a parameter k, e.g., the value of the optimal solution, and searches for an exact
algorithm with a running time of f(k) · nO(1) for some (typically exponential) function f .
A problem is called fixed-parameter tractable (FPT) if it admits such an algorithm. We
refer the reader to the recent textbook by Cygan et al. [13] for an introduction to FPT
algorithms. For UFP, throughout this paper our parameter will be the size of the optimal
solution. Unfortunately, as we show in this paper, it is unlikely that UFP is FPT since the
problem is W[1]-hard.

1.1 Our Contribution
In this paper we show that if we combine the paradigms of approximation and fixed-parameter
algorithms then we can break the mentioned barriers of 2 + ε and W[1]-hardness for UFP.
We present an algorithm with a running time of 2O(k log k)nOε(1) log umax that computes a
(1 + ε)-approximation for any instance with |OPT | = k, i.e., the computed solution contains
at least k/(1 + ε) tasks, where umax = maxe u(e). Hence, we obtain a PTAS for (unweighted)
UFP for instances where |OPT | ≤ O(logn/ log logn).

We first consider the special case where the number of different task demands in the
input is bounded by a parameter k′. We show that then there exists an optimal solution
that has a special structure. We can guess this structure in FPT-time (i.e., the number
of possibilities is bounded by a function f(k, k′)) and based on this we can construct the
solution deterministically.

Then, we generalize this result to the setting where the tasks have arbitrary demands
and the edge capacities are in a bounded range. There, we show that if we have k tasks
with relatively small demand (of at most a 1/k-fraction of the capacities of the edges they
are using) then they form a feasible solution and we are done. Otherwise, in FPT-time we
can guess which of these tasks are contained in the optimal solution and then focus on the
remaining, relatively large tasks. For those we use a result from [6] that shows that there is
a (1 + ε)-approximative solution in which (essentially) each edge has some slack that equals
the minimum size of a large task. Thus, there is still a near-optimal solution if we round up
the task demands so that they have only f(k) many different demands. On the resulting
instance, we apply our FPT-algorithm from above.

To obtain an algorithm for the general case with arbitrary task demands and edge
capacities we use the machinery that was introduced in [17] in order to turn a PTAS for
UFP with resource augmentation (i.e., where the edge capacities are increased by a factor
1 + ε) to a PTAS without resource augmentation. In order to apply it in our setting, we need
several new ideas.

First, we prove that we can identify at most k vertices of the input path such that
each input task uses one of them (for instances in which no k such vertices exist we can
find a solution with k tasks using a greedy algorithm). These vertices divide the path into
k + 1 segments. Our algorithm proceeds in phases and in each phase we process some set
of tasks. These tasks are divided into tiny and non-tiny tasks. A crucial difficulty is to



A. Wiese 67:3

estimate how much capacity should be given to each of these groups on each edge. We
cannot afford to guess this for each edge separately. However, we show that there exists a
(1 + ε)-approximative solution in which this allocation has a structure that we can guess
in FPT-time. For each segment S we can essentially argue that (i) either it is not used by
non-tiny tasks and in this case we can give the whole edge capacity to the tiny tasks (ii) or
all tiny tasks use the same capacity on each edge of S which we can guess. Then, for the
remaining decisions for the tiny tasks we call the FPT-algorithm for the case of a bounded
range of edge capacities. For the non-tiny tasks we know that each segment is used by at
most Oε(1) of them and we can guess them step by step in polynomial time.

Finally, we prove that UFP is W[1]-hard (if parametrized by the size of the optimal
solution) which makes it unlikely that there is a fixed-parameter algorithm for it that
computes an optimal solution, instead of an approximation. Also, this implies that UFP
does not admit an EPTAS (i.e., an (1 + ε)-approximation algorithm with a running time of
f(ε) · nO(1) for some function f), unless W[1] = FPT.

We hope that our new techniques yield progress for eventually finding a PTAS for UFP.
For instance, many algorithms for UFP are based on a recursive decomposition of the problem,
embedded into a DP [3, 6, 17]. Using our new algorithm we can now stop such a recursion
once the optimal solution of a considered subproblem has a size of at most O(logn/ log logn).
Also, for the setting of bounded edge capacities we proved that there exist optimal solutions
with a special structure (inherited from the case of few different task demands). This insight
might be useful beyond our result. Note that even for uniform edge capacities no PTAS is
known for UFP.

We would like to point out that in the literature there exists the notion of an FPT-
approximation scheme (FPT-AS) which is a (1 + ε)-approximation algorithm with a running
time of f(ε, k) · nO(1) for some suitable function f , while our algorithm has a running time of
2O(k log k)nOε(1) log umax and thus ε appears in the exponent of n. For UFP, we cannot hope
for an FPT-AS since otherwise we could choose e.g., ε := 1/(2k) and obtain an FPT-algorithm
for UFP, thus contradicting that the problem is W[1]-hard. There are many FPT-ASs known
in the literature, see [18] and references therein.

We note that due to space constraints many proofs and details are omitted in this
extended abstract.

1.2 Other related work
If all input tasks of a UFP instance have (relatively) small demand compared to the capacities
of the edges they use, Chekuri et al. [12] proved that there is a (1 + ε)-approximation via
LP-rounding. This unifies (and improves) previously known results for the special cases
of uniform edge capacities [8] and the no-bottleneck-assumption (NBA) [9] which requires
that maxi∈T d(i) ≤ mine∈E u(e). Under the latter assumption, tasks with relatively large
demands can be handled via dynamic programming, and thus O(1)- and (2+ε)-approximation
algorithms were known for these cases [8, 9, 12] and later such algorithms were also found
for the general case of the problem [7, 3]. Another line of research on UFP is to find good
LP-relaxations for the problem.

The natural LP-relaxation suffers from an integrality gap of Ω(n) [9] but with additional
constraints Chekuri et al. [11] reduced it to O(log2 n) (which was later improved to O(logn)
by the same authors [10]). Anagnostopoulos et al. [2] found a compact LP for the cardinality
case of UFP with constant integrality gap and an extended formulation with a constant gap
for the weighted case. Grandoni et al. [16] prove the currently best integrality gap for an
LP-relaxation without additional variables of O(logn/ log logn).

ICALP 2017
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1.3 Preliminaries and Notation

In a UFP instance, for each edge e ∈ E, let Te ⊆ T be the subset of tasks i using edge
e, i. e., with e ∈ P (i). For every set of tasks T ′ we define d(T ′) :=

∑
i∈T ′ d(i). The goal

of (unweighted) UFP is to select set of tasks T ′ with maximum cardinality |T ′| such that
d(T ′∩Te) ≤ u(e) for each edge e. For a given instance of UFP we denote by OPT an optimal
solution. Without loss of generality, we may assume that |V | = 2n, that each vertex is either
the start-vertex or the end-vertex of exactly one input task, and that each task alone yields
a feasible solution [4]. Throughout this paper, we use the notation Oε(f(n)) for functions
that are in O(f(n)) if ε is a constant. In particular, Oε(1) represents a value that depends
only on ε.

2 Bounded task demands or edge capacities

In this section we first present an algorithm for the special case that the number of different
task demands in the input instance is bounded by a parameter k′. Afterwards we will use it
as a subroutine for the case where the range of edge capacities is bounded by a parameter
k′′ (without a bound on the task demands).

2.1 Bounded number of task demands

Suppose we are given an instance with at most k′ different task demands where |OPT | = k.
We present an algorithm with a running time of f(k, k′) · nO(1) that computes an optimal
solution.

We first guess some properties of OPT . We can assume w.l.o.g. that OPT does not
contain any task i such that there is a task i′ ∈ T \OPT with d(i) = d(i′) and P (i′) ⊆ P (i)
(otherwise we could replace i by i′). Assume that OPT = {i(1), ..., i(k)} such that s(i(`))
lies on the left of s(i(`′)) if and only if ` < `′. We use color-coding (see [1]) to split the input
tasks into k pair-wise disjoint groups T 1, ..., T k such that for each ` the group T ` contains
i(`). Note that in [1] the authors present a version of the color-coding method that does not
require randomization.

I Lemma 1 (implied by [1]). By increasing the running time by a factor 2O(k) logn we can
assume that the input tasks are colored with k colors {1, ..., k} such that for each ` ∈ [k] the
task i(`) is colored with color `.

Next, we guess for each ` ∈ {1, ..., k} the demand of the task i(`). Since for each task
there are k′ possibilities, the total number of guesses is (k′)k. We remove from T ` all tasks
whose demand does not equal the demand that we guessed for i(`). Furthermore, we remove
from T ` each task i such that there is another task i′ ∈ T ` with i 6= i′ and P (i′) ⊆ P (i).
Note that by our assumption about OPT above this does not remove the task i(`). Denote
by T̄ ` the resulting set for each ` ∈ [k].

In the next lemma we define an (optimal) solution OPT ′ with k tasks. It will turn out
that the information guessed so far is sufficient to construct OPT ′. We say that a task i ∈ T
is compatible with a set of tasks T ′ if T ′ ∪ {i} is a feasible solution.

I Lemma 2. There is a solution OPT ′ = {i′(1), ..., i′(k)} (with |OPT ′| = k) that satisfies
for each ` ∈ {1, ..., k} that the task i′(`) is the task in T̄ ` with the leftmost start vertex that
is compatible with the tasks i′(1), ..., i′(`− 1).
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Proof. We prove the lemma by transforming OPT =: OPT0 step by step into OPT ′. For
each ` ∈ {1, ..., k} let OPT` be the solution obtained after ` steps. We will ensure that
each OPT` is feasible and contains k tasks. Let i′(1) be the task in T̄ 1 with the leftmost
start vertex. If i′(1) ∈ OPT0 then we define OPT1 := OPT . If i′(1) /∈ OPT0 then we
replace i(1) by i′(1) and we define OPT1 := OPT \ {i(1)} ∪ {i′(1)}. We claim that OPT1 is
feasible. To this end, let us first consider all edges on the left of s(i(1)). By definition of
i(1), there is no task in OPT starting on the left of s(i(1)). By assumption, the task i′(1)
alone yields a feasible solution. Thus, for each edge e on the left of s(i(1)) we have that
d(OPT1 ∩ Te) ≤ u(e). By construction of the set T̄ 1 we know that P (i(1)) * P (i′(1)) and
thus t(i′(1)) lies on the left of t(i(1)). Since d(i(1)) = d(i′(1)) and OPT is feasible we have
that d(OPT1 ∩ Te) ≤ u(e′) for each edge e′ on the right of s(i(1)).

Assume by induction that we constructed a feasible solution OPT` = {i′(1), ..., i′(`), i(`+
1), ..., i(k)} such that for each `′ ∈ {1, ..., `} the task i′(`′) is the task in T̄ ` with the leftmost
start vertex that is compatible with the tasks i′(1), ..., i′(`′ − 1) and that OPT` contains k
tasks. Let i′(` + 1) be the task in T̄ `+1 with the leftmost start vertex that is compatible
with the tasks i′(1), ..., i′(`). Define OPT`+1 := OPT` \ {i(` + 1)} ∪ {i′(` + 1)}. Clearly,
OPT`+1 contains k tasks. We claim that OPT`+1 is feasible. Let e be an edge on the left
of s(i(` + 1)). Then e is not used by the tasks i(` + 1), ..., i(k). By definition, i′(` + 1) is
compatible with the tasks i′(1), ..., i′(`′) and thus d(OPT`+1 ∩ Te) ≤ u(e). Let e′ be an edge
on the right of s(i(`+ 1)). Again, by construction of the set T̄ `+1 we know that t(i′(`+ 1))
lies on the left of t(i(`+ 1)). Thus, if e′ is used by i′(`+ 1) then it is also used by i(`+ 1).
Since by induction OPT` is feasible, this implies that also OPT`+1 is feasible. J

Note that the start vertices of i′(1), ..., i′(k) are not necessarily ordered, i.e., it could be
that s(i′(`)) lies on the right of s(i′(`+ 1)). Nevertheless, due to Lemma 2 we can use now
the following algorithm to find a solution of size k. We define i′(1) to be the task in T̄ 1 with
the leftmost start vertex. Then, for each ` ∈ {2, ..., k} we inductively define i′(`) to be the
task in T̄ ` with the leftmost start vertex that is compatible with the tasks i′(1), ..., i′(`− 1).
This yields the solution OPT ′ due to Lemma 2.

I Theorem 3. Suppose we are given an UFP instance with k′ different task demands in the
input. Then there is an algorithm that computes a solution of size k in time (k · k′)knO(1) if
such a solution exists.

2.2 FPT-range of edge capacities
We give now a (1 + ε)-approximation algorithm with a running time of f(k, k′′) · nOε(1) for
the case that the edge capacities differ by some parameter k′′. Here, we allow arbitrary task
demands in the input and thus lift the assumption from the previous section. Formally, our
algorithm outputs a solution of size at least k/(1 + ε) or asserts that there is no solution of
size k.

Let umin = mine∈E u(e) and umax = maxe∈E u(e). We assume that umax ≤ k′′ ·umin where
k′′ is a parameter. For each task i we define its bottleneck capacity b(i) := mine∈P (i) u(e).
We define a task i to be large if d(i) ≥ b(i)/k and small otherwise. The next lemma shows
that if there are at least k small tasks then any k of them will form a feasible solution (and
hence we are done). It holds even for arbitrary edge capacities.

I Lemma 4. Any set of at most k small tasks forms a feasible solution.

Proof. Let T ′ be a set of k small tasks. We want to prove that T ′ is a feasible solution. Let e
be an edge. We have that d(T ′∩Te) =

∑
i∈T ′∩Te d(i) <

∑
i∈T ′∩Te b(i)/k ≤

1
k

∑
i∈T ′∩Te u(e) ≤

u(e). J
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If there are at least k small tasks in the input then we output k of them and we are
done. Otherwise, denote by OPTS the small tasks from OPT . We guess in time 2k−1 the
set OPTS , select all these tasks for our final solution, and discard all other small tasks. We
focus on the large tasks now. Denote by OPTL the set of large tasks in OPT .

We borrow an idea from [6, Lemma 2.6] to achieve the following: we sacrifice a factor of
1 +O(ε) in the objective and remove some tasks from OPTL such that if an edge e is used
by at least 1/ε tasks in OPTL we remove at least one task from Te ∩OPTL.

I Lemma 5 ([6]). There is a set OPTL ⊆ OPTL with |OPTL| ≤ O(ε) · |OPTL| such that
for each edge e with |Te ∩OPTL| ≥ 1/ε we have that |Te ∩OPTL| ≥ 1.

We define OPT ′ := OPT \ OPTL with OPTL being defined as in Lemma 5. Assume
for a moment that each edge is used by at least one task in OPTL. Then we know that
d(Te ∩ OPT ′) ≤ u(e) − mini∈OPTL d(i). Since all tasks in OPTL are large we have that
mini∈OPTL d(i) ≥ 1

k · umin. On the other hand, |OPT ′| ≤ k. Thus, OPT ′ remains feasible
if we increase the demand of each large task to the next higher integral multiple of 1

k2umin.
Since d(i) ≤ umax for each task i ∈ T , this yields an instance with only umax

1
k2 ·umin

≤ k2 · k′′

different demands. We can then apply the exact FPT-algorithm from Section 2.1 on the
resulting instance.

This procedure fails if there are edges not used by tasks in OPTL. Denote those edges
by Ef . However, such edges are used by only few tasks in OPTL, at most 1/ε many. Thus,
we can employ a dynamic program (DP) that guesses those edges step by step and guess
their corresponding tasks. Any two consecutive edges eL, eR in Ef yield a subproblem for
which (like above) we can increase the demands of the tasks whose path lies strictly between
eL and eR and then invoke the exact FPT-algorithm from Section 2.1 as a subroutine.

I Theorem 6. There is a (1 + ε)-approximation algorithm with a running time of (k ·
k′′)O(k)nO(1/ε) for UFP-instances with |OPT | = k in which the edge capacities lie within a
factor k′′.

3 General case

In this section we present our main result. For any ε > 0 and any k ∈ N we present an
algorithm with a running time of 2O(k log k) · nOε(1) that computes a solution consisting of at
least k/(1 + ε) tasks on any instance with |OPT | = k or asserts that there is no solution of
size k. We will assume for the moment that the input numbers are bounded by a polynomial
in the input size and later explain how to lift this assumption. Our argumentation consists
of the following steps:

In Section 3.1 we use techniques from [17] in order to gain some slack (i.e., unused
capacity) on the edges while losing only a factor of 1 + ε in the objective. Then we classify
edges into types and supertypes according to their respective amount of slack. We do a
similar classification into types/supertypes for the tasks.
Afterwards in Section 3.2, we identify a set V̄ of k vertices such that each input task
uses at least one of them. They split the input path into k + 1 segments for which we
establish some structural properties.
We present the main algorithm in Section 3.3, described as a (possibly exponential time)
recursion. It processes the tasks in phases with one phase for each supertype.
Finally, we embed our recursive algorithm into a dynamic program with the claimed
running time and lift the assumption that the input numbers are polynomially bounded.
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3.1 Classification of tasks and edges
In this subsection, we apply the machinery presented in [17] in order to classify edges via how
much unused capacity (i.e., slack) they have in some near-optimal solution. Also, we group
tasks into tiny, medium, and huge tasks. Several times we apply some standard shifting
arguments to ensure that we lose at most a factor 1 +O(ε) in the process.

I Lemma 7 ([17]). Let ε > 0 be a constant. Given a UFP instance with optimal solution
OPT , there exists a feasible solution OPT ′ with |OPT ′| ≥ (1−O(ε)) · |OPT | such that for
each edge e there is a value δe ≥ 0 satisfying the following conditions:
1. either δe = (1/ε2)j for some integer j ≥ 0, or δe = 0;
2. d(Te ∩OPT ′) ≤ u(e)− δe;
3. there are at most 1/ε5 tasks i ∈ Te ∩OPT ′ such that d(i) ≥ ε2 · δe;
4. the total demand of all tasks i ∈ Te ∩OPT ′ such that d(i) < ε2 · δe is at most 5δe/ε3.

In our reasoning, we will aim at computing a solution with nearly as many tasks as OPT ′.
Like in [17] we group the edges and the input tasks according to the amount of slack (i.e.,
the δe-values) that they have/that the edges on their respective paths have.

For each edge e ∈ E, we define its type type(e) as follows: If δe = (1/ε2)j for some j ∈ N,
then define type(e) := j; and if δe = 0, then define type(e) := −1. We denote by E(j) the set
of edges of type j in E. We say that a task i ∈ T is of type j if P (i) uses an edge of type j
and no edge of type j − 1 or lower. Let T (j) ⊆ T denote all tasks of type j. We write type(i)
to denote the type of task i.

I Definition 8. A task i ∈ T of type j is huge if d(i) ≥ ε2 · δ(j).

Next, we group the tasks into supertypes. Each supertype consists of 1/ε−1 (usual) types.
We remove the tasks of all types a+ `/ε− 1 with ` ∈ N for some offset a ∈ {0, ..., 1/ε− 1}
and define the tasks supertypes T (`) :=

⋃a+`/ε+1/ε−2
`′=a+`/ε T (`′), one for each ` ∈ Z. For a task

i we say that i is of supertype ` if i ∈ T (`) and we write stype(i) = `. Similarly, we define
for the edges the supertypes E(`) :=

⋃a+`/ε+1/ε−2
`′=a+`/ε E(`′) (for the same offset a as above) and

write stype(e) := ` if e ∈ E(`). This implies that edges of supertype ` have slacks in the range
[
( 1
ε2

)a+`/ε
,
( 1
ε2

)a+`/ε+1/ε−2] =: [s(`)
min, s

(`)
max]. The following proposition follows from a simple

shifting argument.

I Proposition 9. There exists an offset a ∈ {0, ..., 1/ε− 1} such that by reducing the number
of tasks in OPT ′ by a factor 1 +O(ε) we can assume that OPT ′ ⊆

⋃
`∈N T (`).

Since we removed the tasks of all types a+ `/ε− 1 with ` ∈ N we can guarantee that all
non-huge tasks of a supertype T (`) fit into the slack of each edge of supertype `+ 1 or larger.
Let OPT ′NH ⊆ OPT ′ denote the tasks in OPT ′ that are not huge.

I Lemma 10. Let T (`) be a supertype and let e ∈ E(`). Then d(Te ∩ OPT ′NH ∩ T (`)) ≤
10 · 1

ε3 · ( 1
ε2 )a+`/ε+1/ε−2 := d

(`)
max. Moreover, for each edge e′ ∈ E(`′) with `′ ≥ `+ 1 we have

that d(Te ∩OPT ′NH ∩ T (`)) ≤ d(`)
max ≤ 10ε · s(`+1)

min ≤ 10ε · δe′ .

We split the non-huge tasks into tiny and medium tasks. Let µ1, µ2 > 0 with µ1 < µ2
be two constants to be defined later. We say that a non-huge task i ∈ T (`) is tiny if
d(i) ≤ µ1 · s(`)

min and it is medium if d(i) ≥ µ2 · s(`)
min. Note that there are some tasks that are

neither tiny nor medium, i.e., a task i with µ1 · s(`)
min < d(i) < µ2 · s(`)

min. We will neglect such
tasks. Due to the following lemma, we can find values for µ1, µ2 such that this is justified.
Also, there is a large gap between these two values which we will exploit later.
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I Lemma 11. For each ε > 0 we can find a set of 1/ε pairs (µ(1)
1 , µ

(1)
2 ), ..., (µ(1/ε)

1 , µ
(1/ε)
2 )

such that for one pair (µ(r)
1 , µ

(r)
2 ) it holds that µ1 ≤ ε

αε
with αε := 1

ε ·
(

2
ε6 + 10ε

µ2
· (1/ε)1/ε

)
and the set OPT ′ ∩

⋃
`{i ∈ T (`)|µ(r)

1 · s
(`)
min < d(i) < µ

(r)
2 · s

(`)
min} contains at most ε · |OPT ′|

tasks.

We assume that we guess the correct pair (µ(r)
1 , µ

(r)
2 ) and define the sets of tiny and

medium tasks according to it.

3.2 Structure via segments
Next, we show that we can compute a set of at most k vertices such that the path of each
input task uses one of them (otherwise we can directly find a solution with k tasks).

I Lemma 12. In polynomial time we can identify (i) a set V̄ ⊆ V of at most k vertices such
that for each task i ∈ T there is a vertex v ∈ V̄ such that v ∈ P (i) or (ii) a set of k tasks
that form a feasible solution.

Proof. Let i be the task with leftmost end vertex t(i). We define T̄ := {i} and V̄ := {t(i)}.
We remove all tasks using t(i) from the input. Note that all remaining tasks start and end
on the right of t(i). We iterate this process k − 1 more times: among the remaining tasks we
identify the task i′ with left most end vertex t(i′) and we add t(i′) to T̄ , we add t(i′) to V̄ ,
and we remove all tasks using t(i′). At the end, we have that |T̄ | = |V̄ | and by construction,
no two tasks in T̄ share a vertex (and thus also no edge) and each input task uses one vertex
in V̄ . Hence, if |T̄ | ≥ k then we found a feasible solution with k tasks. Otherwise, the set V̄
is the set satisfying the claim of the lemma. J

The vertices in V̄ divide the path into a set of at most k + 1 segments S, i.e., any two
vertices v, v′ ∈ V̄ such that there is no vertex of V̄ between v and v′ induce a segment S ⊆ E
which contains all edges between v and v′. Additionally, S contains a segment containing all
edges between the leftmost vertex of G and the leftmost vertex in V̄ and a segment between
the rightmost vertex in V̄ and the rightmost vertex in G. For each supertype T (`) we can
bound the number of huge tasks starting or ending within a segment.

I Lemma 13. Let T (`) be a supertype and let S be a segment. Then there can be at most 2
ε6

huge tasks in T (`) ∩OPT ′ that use an edge of S.

A core problem for our algorithm is that we do not know how to allocate the edge
capacities between the tiny, the medium, and the huge tasks. To this end, we prove the
following lemma that will later allow us to essentially guess this allocation in FPT-time.

I Lemma 14. By reducing the number of tasks in OPT ′ by at most a factor 1 + O(ε) we
can assume that for each segment S ∈ S and each supertype ` one of the following holds:

there is no huge or medium task of supertype ` using any edge of S or
at most αε tiny tasks of supertype ` start or end in S. In this case, the total demand of
all tiny tasks of type j starting or ending in S is bounded by αε · µ1 · s(`)

min ≤ ε · s
(`)
min.

Proof. Consider a segment S and assume that there is a huge or medium task using some
edge e of S. By Lemma 13 there can be at most 2

ε6 such huge tasks. Moreover, there can

be at most d(`)
max

µ2·s(`)
min
≤ 10ε·s(`+1)

min
µ2·s(`)

min
≤ 10ε

µ2
· (1/ε)1/ε such medium tasks and hence at most ε · αε

medium or huge tasks in total. If there are more than αε tiny tasks starting or ending in S
then we remove all medium and huge tasks using an edge of S. We do this operation with
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all segments S. We charge the cost of the removed huge and medium tasks to the tiny tasks.
Let n′ be the number of removed tasks. Then OPT ′ ≥ 1

2εn
′ and thus n′ ≤ 2ε ·OPT ′. J

If for a segment S and a supertype ` the first case of Lemma 14 applies then we say that
the pair (S, `) is tiny, otherwise we say that (S, `) is huge. As we show in the next lemma, in
time FPT-time we can guess which task supertypes appear in the optimal solution.

I Lemma 15. In time (logn)O(k) ≤ n ·2O(k) we can guess the set L = {` | OPT ∩T (`) 6= ∅}.

Proof. Each supertype ` arising in the optimal solution is an integer between −1 and
log1/ε2 maxe∈E u(e). Since the input numbers are polynomially bounded this yields at most
O(logn) many supertypes. For each of the k tasks in OPT ′ there are O(logn) options for
its supertype. Thus, in time O(logn)k we can guess all supertypes arising in OPT ′. J

Next, we use color-coding [1] in order to guess the correct supertype of each tiny task
from OPT ′. More precisely, we use it in order to obtain sets T̄ (`) for ` ∈ N such that each
tiny task i ∈ OPT ′ of supertype ` is contained in the set T̄ (`) (but the set T̄ (`) possibly
contains more tasks). Note that then we know the set T \

⋃
` T̄ (`) which contains all medium

and huge tasks in OPT ′.

I Lemma 16 ([1]). By increasing the running time by a factor 2O(k) · logn we can assume
that we are given sets T̄ (`), ` ∈ N, such that each tiny task i ∈ OPT ′ of supertype ` is
contained in the set T̄ (`).

3.3 Recursive algorithm
Denote by OPT ′T , OPT ′M , and OPT ′H the tiny, medium and huge tasks in OPT ′, respectively.
We describe now a recursive algorithm that constructs a solution with |OPT ′| many tasks.
We will show later how to embed it into a dynamic program that runs in FPT-time. Our
algorithm proceeds in phases, each phase corresponds to one supertype `. Let ` be the
supertype of the first phase. We assume that stype(e) ≥ ` for each edge e (otherwise we can
reduce the instance to a set of smaller instances in which this holds).

First, in time 2k+1 we guess for each segment S whether (S, `) is huge or tiny. For each
edge e ∈ S we allocate a certain amount of capacity u`(e) for the tiny tasks of supertype
`. A special case arises for the supertype ` containing the type j = −1. There are no tiny
tasks of this supertype and we define u`(e) := 0. Otherwise, if (S, `) is huge then this means
that the tiny tasks of supertype ` starting or ending in S have very little total capacity, at
most ε · s(`)

min. However, there might be more tiny tasks that use the edges of S but do not
start or end in S. Denote by x their total capacity and note that x ≤ d(`)

max. We assign the
same amount of capacity to the tiny tasks in T̄ (`) on each edge e ∈ S. We guess the value
x̄ := min

{
d

(`)
max,

(⌈
x/(s(`)

min · ε)
⌉

+ 1
)
· ε · s(`)

min

}
and we define u`(e) := x̄ for each edge e ∈ S.

There are only Oε(1) many options for x̄. Since there are at most k + 1 segments there are
only 2Oε(k) many guesses for the huge pairs (S, `).

I Lemma 17. Let e be an edge of a segment S such that (S, `) is huge. Then d(OPT ′T ∩
Te ∩ T̄ (`)) ≤ u`(e).

Now assume that (S, `) is tiny. We do not know the supertype of each edge e ∈ S.
However, we know that for each edge e ∈ S of supertype ` there is no huge or medium
task of supertype ` that uses e. For each edge e ∈ S of supertype ` + 1 or larger we
know that the tiny tasks of supertype ` use at most d(`)

max units of its capacity. Therefore,
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we can give to the tiny tasks of supertype ` the capacity of each edge e ∈ S that is
not used by the previously guessed huge tasks, up to a maximum of d(`)

max. We define
u`(e) := min{u(e) − d(OPT ′H,≥`−1 ∩ Te) − (1 − ε)s(`)

min, d
(`)
max} for each edge e ∈ S where

OPT ′H,≥`−1 is the set of huge tasks i ∈ OPT ′ that satisfy d(i) ≥ ε2 · s(`−1)
min .

I Lemma 18. Let ` be a supertype. Let e be an edge of a segment S such that (S, `) is tiny.
Then d(OPT ′T ∩ Te ∩ T̄ (`)) ≤ u`(e).

The following lemma implies that after we assigned u`(e) units of capacity to the tiny tasks
the remaining capacity is sufficient for the huge and medium tasks in OPT ′ (in particular
the not yet selected ones of supertype ` or larger). This holds even if we assign the capacity
of the tiny tasks in this manner for all supertypes `′ ≤ `.
I Lemma 19. For each edge e of a segment S we have that

∑
`′:`′≤` u`′(e) +d(OPT ′H ∩Te) +

d(OPT ′M ∩ Te) ≤ u(e)− 1
2 · s

(`)
min where ` := stype(e).

For each edge e we have that u`(e) ∈ [ε · s(`)
min, d

(`)
max], independent on whether e is in a

huge or in a tiny segment. Thus, the u`(e) values are in a constant range. We call our
FPT-algorithm for this case (see Theorem 6) with the input consisting of T̄ (`) and the edge
capacities u`. Due to Lemmas 17 and 18 it will output a solution consisting of at least
|OPT ′T ∩ T̄ (`)| tasks.

Next, we want to guess the huge and medium tasks of supertype ` in OPT ′ and split the
path into subpaths such that each subpath E′ has the property that stype(e′) ≥ `+ 1 for
each edge e′ ∈ E′. First, we guess which segments S have the property that for some edge
e ∈ S we have that stype(e) = `. We can do this in time 2k+1. Denote by S ′ the resulting
set of segments. We process the segments in S ′ from left to right, starting with the leftmost
such segment S ∈ S ′. We guess the leftmost and the rightmost edge in S of supertype `,
denote them by eL and eR, respectively. Then we guess the at most Oε(1) medium and
huge tasks of supertype ` that use eL or eR. We recurse on the subpath consisting all edges
on the left of eL. There, each edge is of supertype at least ` + 1. On the subpath on the
right of eR we continue splitting the remaining path into subpaths. To this end, we take the
next segment S′ ∈ S ′, guess its leftmost and rightmost edges e′L and e′R of supertype `, and
guess the Oε(1) medium and huge tasks of supertype ` using one of them. We recurse on the
subpath between eR and e′L, knowing that each of its edges is of supertype at least ` + 1.
Also, there cannot be any task whose path lies strictly between eL and eR since each input
task has to use some vertex in V̄ . We proceed with splitting the remaining segments in S ′
on the right of S′. To this end, it suffices to know e′R and the Oε(1) medium and huge tasks
using it, rather than also eL, eR, and e′L and the medium and huge tasks using those (apart
from those that use also e′R).

We can embed our whole recursive algorithm into a dynamic program whose running
time is FPT. Here we use ideas from [17], in particular for using the slack on the edges in
order to be able to “forget” some of the previously taken decisions. Crucial here is that
in order to define the u`(e)-values it is not necessary to remember all previously guessed
tasks and all values u`′(e) for all `′ < `, but only the tasks in OPT ′H,≥`−1 that use the
leftmost or the rightmost edge of the subpath of the respective subproblem. One can show
that those can be only Oε(1) many. Thus, each arising subproblem can be described by a
supertype `, a subpath E′ of E, and the Oε(1) tasks in OPT ′H,≥`−1 using the leftmost or
the rightmost edge of E′. This bounds the number subproblems and thus the number of
DP-cells by nOε(1) · log umax. With an additional color coding step and some slight extensions
to the above routine one can remove the assumption that the input values are polynomially
bounded.
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I Theorem 20. There exists a (1 + ε)-approximation algorithm with a running time of
2O(k log k)nOε(1) log umax for UFP-instances with |OPT | = k.

I Corollary 21. There is a PTAS for UFP instances that have satisfy the property that
|OPT | ≤ O(logn/ log logn).

4 W[1]-hardness

In this section we prove that UFP is W[1]-hard if the parameter k represents the number of
tasks in the optimal solution.

I Theorem 22. The unweighted Unsplittable Flow on a Path problem is W[1]-hard when
parametrized by the number of tasks in the optimal solution.

We give a reduction from the k-subset sum problem which is W[1]-hard [15]. Given a set
of n values A = {a1, ..., an}, a target value B and an integer k, the goal is to choose exactly
k values from A that sum up to exactly B. Suppose we are given an instance of k-subset
sum. First, we claim that we can assume w.l.o.g. the following properties for it.

I Lemma 23. W.l.o.g. we can assume that there are values ε1, ..., εn, not necessarily positive,
such that ai = B/k + εi for each i ∈ [n] and that

∑n
i=1 |εi| < B/k.

We construct an instance of UFP that admits a solution with 2k tasks if and only if
the given k-subset sum is a yes-instance. Our UFP instance has a path with n+ 2 vertices
v0, v1, ..., vn+1. Denote the leftmost and the rightmost edge by eL and eR, respectively. We
define u(eL) = u(eR) = B. For all other edges e we define u(e) := B + k ·maxi |εi|. Assume
that the values in S are ordered such that a1 ≥ a2 ≥ ... ≥ an. Let j ∈ [n]. We introduce two
tasks i(j), i′(j) with s(i(j)) := v0, t(i(j)) := vi, d(i(j)) := aj s(i′(j)) := vi, t(i′(j)) = vn+1,
and d(i′(j)) := 2B/k − aj . See Figure 1 for a sketch.

In order to get some intuition about the constructed instance, we observe the following.

I Lemma 24. In the constructed instance there can be no solution with more than 2k tasks.

In the next lemma we show that we can construct a solution with 2k tasks if the given
k-subset sum instance is a yes-instance: for a given set J ⊆ [n] of k indices such that∑
j∈J aj = B we select the tasks i(j) and i′(j) for each j ∈ J . One can easily verify that

this yields a feasible solution.

I Lemma 25. If the given k-subset sum instance is a yes-instance, then the constructed
UFP instance has a solution with 2k tasks.

Conversely, we show that if the UFP instance has a solution with 2k tasks then the
k-subset sum instance is a yes-instance. Suppose we are given such a solution for the UFP
instance. First, we establish that for each j ∈ [n] the solution selects either both i(j) and
i′(j) or none of these two tasks.

I Lemma 26. Given a solution T ′ to the UFP instance with 2k tasks. Then there is a
solution T ′′ with 2k tasks such that for each j ∈ [n] we have that either {i(j), i′(j)} ⊆ T ′′ or
{i(j), i′(j)} ∩ T ′′ = ∅.

Proof. Let j be an index such that neither {i(j), i′(j)} ⊆ T ′ nor {i(j), i′(j)} ∩ T ′ = ∅. First
assume that i(j) ∈ T ′ but i′(j) /∈ T ′. Then by construction the edge {vj , vj+1} is used by at
most k − 1 tasks. Let j′ be the smallest index greater than j such that the edge {vj′ , vj′+1}
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. . .eL eR

B

B + k ·maxi|εi|

i(j)
i′(j)

v0 v1 vn vn+1v2 v3 vn−2 vn−1

Figure 1 Sketch of the reduction used in order to prove Theorem 22. The sketch shows the tasks
i(j) and i′(j) for only one index j.

is used by k tasks. Such an index must exist since eR is used by k tasks from T ′. Since the
edge {vj′−1, vj′} is used by only k − 1 tasks this implies that i′(j′) ∈ T ′ but i(j′) /∈ T ′. We
define T̃ := T ′ ∪ {i′(j)} \ {i′(j′)}. We claim that T̃ is feasible. The task i′(j) does not use
eL and thus T̃ does not violate the capacity bound of eL. Furthermore, s(i′(j)) lies on the
left of s(i′(j′)) and thus aj ≥ aj′ . Hence, d(i′(j)) = 2B/k − aj ≤ 2B/k − aj′ = d(i′(j′)).
Hence, T̃ does not violate the capacity bound of eR. Each edge e with eL 6= e 6= eR is used
by at most k tasks. Hence, we do not violate its capacity bound (same calculation as in the
proof of Lemma 25). The case that i(j) /∈ T ′ but i′(j) ∈ T ′ can be handled with a similar
argumentation. We repeat this process until we cannot find another index j that violates
the property of the lemma. Denote by T ′′ the resulting set. J

Suppose we are given a solution T ′ to the UFP instance with 2k tasks that satisfies
Lemma 26. Let J ′ be the set of indices j such that i(j) ∈ T ′. We show in the next two
lemmas that J ′ is a solution to the k-subset sum instance. Lemma 27 follows from our
assumption that each value ai almost equals B/k (see Lemma 23) and the fact that the
edges eL and eR have capacity B each.

I Lemma 27. The set T ′ contains exactly k tasks using eL and exactly k tasks using eR.
Furthermore, we have that |J ′| = k.

I Lemma 28. We have that
∑
j∈J′ aj = B.

Proof. Let T ′L ⊆ T ′ and T ′R ⊆ T ′ denote the set of tasks in T ′ using eL and eR, respectively.
ThenB = u(eL) ≥

∑
i∈T ′

L
d(i) =

∑
j∈J′ aj . On the other hand, due to Lemma 26 we have that

B = u(eR) ≥
∑
i∈T ′

R
d(i) =

∑
j∈J′ 2B/k− aj and hence

∑
j∈J′ aj ≥ (

∑
j∈J′ 2B/k)−B = B.

Therefore
∑
j∈J′ aj = B. J

Hence, we proved that the constructed UFP instance has a solution with 2k tasks if and only
if the k-subset sum instance is a yes-instance. This completes the proof of Theorem 22.

I Corollary 29. There is no EPTAS for the unweighted Unsplittable Flow on a Path problem,
unless W[1] = FPT.
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Abstract
In this paper, we give an algorithm that, given an undirected graph G of m edges and an integer
k, computes a graph G′ and an integer k′ in O(k4m) time such that (1) the size of the graph
G′ is O(k2), (2) k′ ≤ k, and (3) G has a feedback vertex set of size at most k if and only if
G′ has a feedback vertex set of size at most k′. This is the first linear-time polynomial-size
kernel for Feedback Vertex Set. The size of our kernel is 2k2 + k vertices and 4k2 edges,
which is smaller than the previous best of 4k2 vertices and 8k2 edges. Thus, we improve the size
and the running time simultaneously. We note that under the assumption of NP 6⊆ coNP/poly,
Feedback Vertex Set does not admit an O(k2−ε)-size kernel for any ε > 0.

Our kernel exploits k-submodular relaxation, which is a recently developed technique for
obtaining efficient FPT algorithms for various problems. The dual of k-submodular relaxation of
Feedback Vertex Set can be seen as a half-integral variant of A-path packing, and to obtain
the linear-time complexity, we give an efficient augmenting-path algorithm for this problem. We
believe that this combinatorial algorithm is of independent interest.

A solver based on the proposed method won first place in the 1st Parameterized Algorithms
and Computational Experiments (PACE) challenge.
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1 Introduction

In the theory of parameterized complexity, we introduce parameters to problems and analyze
the complexity with respect to both the input length n = |x| and the parameter value k.
If an algorithm runs in f(k)nO(1) time for any input of length n and a parameter k, it is
called a fixed-parameter tractable (FPT) algorithm. If the nO(1) factor is linear, it is called a
linear-time FPT. The typical goal of parameterized algorithms is to develop FPT algorithms
with a small f(k) (e.g., ck for a small constant c) and a small nO(1) (e.g., linear in n).
Although there are many algorithms that have been developed with smaller f(k) or nO(1),
achieving the smallest f(k) and nO(1) simultaneously is a difficult task, and the smallest f(k)
factors and the smallest nO(1) factors are often achieved by different algorithms. Moreover,
when trying to improve the f(k) factor, the nO(1) factor is often ignored by using the O∗
notation, which hides factors polynomial in n, and when trying to improve the nO(1) factor,
the f(k) factor is often ignored by assuming k is a constant.

For example, in recent papers, Iwata, Oka, and Yoshida [18], and Ramanujan and
Saurabh [27] have independently obtained O(4km)-time algorithms for Almost 2-SAT,
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68:2 Linear-Time Kernelization for Feedback Vertex Set

which is a parameterized version of Max 2-SAT where a parameter is the number of
unsatisfied clauses; on the other hand, when allowing the nO(1) factor to be super-linear,
there exists an O∗(2.32k)-time algorithm [23]. These two algorithms are not comparable: the
former runs faster when the input is large but the latter runs faster when the parameter is
large. Typically, only algorithms with the smallest f(k) factor or the smallest nO(1) factor
have been studied. However, if there were three algorithms running in time O(8kn), O(4kn2),
and O(2kn3), all of them are incomparable: the first is fastest when 4k < n, the second is
fastest when 2k < n < 4k, and the third is fastest when n < 2k. Do we need to develop
algorithms with the smallest possible f(k) factor for each nd? We observe that kernelization,
which is another basic research object of the parameterized complexity, is useful for avoiding
this incomparability.

A kernelization algorithm (or kernel) for a parameterized problem is an algorithm that,
given an instance (x, k) in time polynomial in n = |x| and k, returns an equivalent instance
(x′, k′) of the same problem such that k′ ≤ k and |x′| ≤ g(k) for some function g. When
the nO(1) factor in the running time is linear in n (i.e., kO(1)n), it is called a linear-time
kernel. If there is a kernel (and the problem is decidable), by solving the reduced instance
exhaustively, we can obtain an FPT algorithm. Actually, the converse is also true; if there
exists an f(k)nO(1)-time FPT algorithm, there also exists a kernel of size f(k). On the
other hand, the existence of a polynomial-size (i.e., |x′| ≤ kO(1)) kernel is non-trivial and,
actually, there are known to exist FPT problems which (unconditionally) do not have any
sub-exponential-size kernels [4]. As in the case of FPT algorithms, the typical goal is to
develop kernelization algorithms with a small size g(k) (e.g., linear in k) and a fast running
time (e.g., linear in n).

Compared with linear-time FPT algorithms, the number of studies for linear-time
polynomial-size kernels is small. Examples include d-Hitting Set [29], Dominating Set on
planar graphs [30, 16], n−k Clique Covering [9], and Max Cut Above Edwards-Erdős
Bound [14]. One of the major reasons is that when assuming the parameter k is a constant,
which is often done when studying linear-time FPT algorithms, kernels become uninteresting
because we cannot distinguish between f(k) and kO(1). Nevertheless, improving the nO(1)

factor in the running time of kernels is very important because such kernels can be used as
preprocessing for FPT algorithms. Let us assume that we have a kO(1)nd-time polynomial-
size kernel and an f(k)nO(1)-time FPT algorithm. Then, by applying the FPT algorithm
against the instance reduced by the kernelization, we obtain a kO(1)(f(k) + nd)-time FPT
algorithm. Thus, the nO(1) factor of any FPT algorithm can be replaced by nd. Therefore, if
we have a linear-time polynomial-size kernel, we obtain a linear-time FPT algorithm that
simultaneously achieves the smallest possible f(k) factor (ignoring factors polynomial in k).
This also implies that after obtaining a linear-time polynomial-size kernel, we can safely
ignore the nO(1) factor and focus on improving the f(k) factor only. Moreover, it can also be
combined with another kernel of smaller size. Let us assume that we have a kO(1)nd-time
polynomial-size kernel and a g(k)-size kernel. Then, by applying the second kernel against
the instance reduced by the first kernelization, we obtain a kO(1)nd-time g(k)-size kernel.
Therefore, in contrast to the case of FPT algorithms, we can always achieve the smallest size
and the fastest running time simultaneously.

In this paper, we give a linear-time quadratic-size kernel for Feedback Vertex Set.
This is the first linear-time polynomial-size kernel for this problem. Feedback Vertex Set
is a problem to decide whether a given undirected graph has a vertex set of size at most a
given parameter k whose removal makes the graph a forest. Feedback Vertex Set is one
of the most comprehensively studied problems in the field of parameterized complexity and
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many different FPT algorithms and kernels have been developed. Moreover, the problem
was chosen as a target problem of the 1st Parameterized Algorithms and Computational
Experiments (PACE) challenge1. Actually, this research is strongly motivated by the PACE
challenge. The proposed methods are easy to implement, and a solver2 based on the proposed
methods won first place in the challenge.

The first FPT algorithm for Feedback Vertex Set was given by Downey and Fel-
lows [13]. This algorithm and subsequent improved algorithms [21, 26] use the strategy to
branch on short cycles and the f(k) factor of the running time is not a single exponential in k.
The first single-exponential FPT algorithms were obtained independently by Dehne et al. [11]
and Guo et al. [15], and several improved algorithms have been obtained [8, 7, 22]. The
current smallest f(k) factor for deterministic algorithms is 3.62k given by Kociumaka and
Pilipczuk [22]. These single-exponential FPT algorithms use the iterative compression
technique. For a graph with n vertices and m edges3, a naive implementation of iterative
compression requires n iterations and each iteration takes f(k)Ω(m) time. Therefore, the
total running time is f(k)Ω(nm). For the case of Feedback Vertex Set, by combining
it with 2-approximation algorithms [1, 3], we can solve the problem using only a single
iteration; however, this increases the running time for one iteration to f(2k)Ω(m). Thus, for
obtaining a linear-time FPT algorithm, the f(k) factor needs to grow from 3.62k to 3.622k.
When allowing randomness, a simple O(4kkm)-time FPT algorithm using random sampling
of edges was given by Becker et al. [2]. The current smallest f(k) factor for randomized
FPT algorithms is 3k given by Cygan et al. [10]. This algorithm uses dynamic programming
on tree-decompositions and takes 3kkO(1)n2 time after obtaining a tree-decomposition of
width at most k. As discussed above, by using our linear-time polynomial-size kernel, we
can obtain a kO(1)(3.62k +m)-time deterministic FPT algorithm and a kO(1)(3k +m)-time
randomized FPT algorithm.

The first polynomial-size kernel was given by Burrage et al. [6]. The size of this kernel
is O(k11), which was improved to O(k3) by Bodlaender and Van Dijk [5], and to O(k2) by
Thomassé [28]. Finally, Dell and Van Melkebeek [12] showed that there are no kernels of size
O(k2−ε) for any constant ε > 0 unless NP ⊆ coNP/poly. The size of the current smallest
kernel by Thomassé is 4k2 vertices and 8k2 edges. Although the precise running time of each
of these kernels was not analyzed, we can easily check that all of them take at least kO(1)nm

time. As discussed above, if there is a linear-time polynomial-size kernel, by combining it
with the smallest kernel, we can achieve the linear running time and the smallest kernel
size simultaneously. However, our linear-time quadratic-size kernel does not rely on such a
combination.

Before providing a description of our kernel, we first give a brief description of a key idea
behind the existing kernels. All the existing kernels for Feedback Vertex Set exploit
s-flowers. A set of simple cycles is called an s-flower if each cycle contains the vertex s and
no two cycles share any vertex other than s. If the degree of s is large and the graph is
well-connected, there exists a large s-flower. Because the size of an s-flower (i.e., the number
of cycles) gives a lower bound of the size of the minimum feedback vertex set that does not
contain s, if it is larger than the parameter k, we can remove s and decrement k. Otherwise,
the degree of s is small, or the graph is not well-connected. In the former case, we know that
the graph is small, and in the latter case, we can apply another reduction rule.

1 https://pacechallenge.wordpress.com/
2 https://github.com/wata-orz/fvs
3 If a graph has a feedback vertex set of size at most k, we have m = O(kn).
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In our kernel, instead of s-flowers, we exploit k-submodular relaxation, which is a recently
developed technique for obtaining efficient FPT algorithms for various problems. The concept
of k-submodular relaxation was introduced by Iwata, Wahlström, and Yoshida [19]. The
k-submodular relaxation is a technique to obtain half-integral and persistent relaxations and
many existing half-integral LP relaxations (e.g., the LP relaxation of Vertex Cover [24])
can be re-derived by this technique. If a problem admits such a relaxation, the branch-and-
bound method gives an FPT algorithm. By applying k-submodular relaxation, they obtained
an O∗(4k)-time FPT algorithm for Feedback Vertex Set. A detailed description of the
k-submodular for Feedback Vertex Set is given in Section 2. By exploiting k-submodular
relaxation, we obtain a very simple kernel for Feedback Vertex Set, which is described
in Section 3. The size of our kernel is 2k2 + k vertices and 4k2 edges, which is smaller than
the previous best of 4k2 vertices and 8k2 edges [28].

We observe that there is a strong relationship between the k-submodular relaxation of
Feedback Vertex Set and s-flowers; the problem of computing a maximum s-flower is the
integral dual of the k-submodular relaxation of Feedback Vertex Set. This resembles the
situation for Almost 2-SAT. For Almost 2-SAT, Raman et al. [25] obtained an O∗(9k)-
time FPT algorithm by a reduction to Vertex Cover above Maximum Matching, and
then both the f(k) factor [23] and nO(1) factor [18, 27] were improved by a reduction to
Vertex Cover above LP. Here, the maximum matching is the integral dual of the LP
relaxation of Vertex Cover. Because the fractional minimum of the primal LP is always
at least the integral maximum of the dual LP, by using the half-integral relaxation instead of
the integral dual, we can obtain a better lower bound. Moreover, by using the half-integral
relaxations, we can directly exploit the persistency of the relaxations.

For obtaining linear-time kernel, we give a max-flow-like augmenting-path algorithm for
solving the k-submodular relaxation of Feedback Vertex Set in Section 4. This is the
most technical part of the paper. Our algorithm can compute a minimum solution in O(km)
time. By combining this algorithm with the simple kernel, we give a linear-time kernel in
Section 5. Due to space limitations, some of the proofs are omitted. Lemmas with omitted
proofs are marked with (?) and these proofs can be found in the full version [17].

We note that this algorithm can be used not only for the linear-time kernel but also for
improving the nO(1) factor of the O∗(4k)-time FPT branch-and-bound algorithm for Feed-
back Vertex Set. By applying k-submodular relaxations, O∗(4k)-time FPT algorithms
for two general versions, Subset Feedback Vertex Set and Group Feedback Vertex
Set, have been obtained [19]. Following up our work, Iwata, Yamaguchi, and Yoshida [20]
obtained linear-time FPT algorithms for many problems including these general versions
of Feedback Vertex Set by developing efficient augmenting-path algorithm for solving
k-submodular relaxations in general.

2 Preliminaries

2.1 Definitions
A multiplicity function of a multiset S is denoted by 1S ; e.g., when S = {a, a, b}, 1S(a) = 2,
1S(b) = 1, and 1S(c) = 0. Let f : U → R be a function. For a multiset S, we write the sum
of f(a) over a ∈ S as f(S) =

∑
a∈S f(a); e.g., when S = {a, a, b}, f(S) = 2f(a) + f(b). We

denote the preimage of i ∈ R under f by f−1(i) = {a ∈ U | f(a) = i}.
Let G = (V,E) be an undirected graph. We assume that G may contain a self-loop and

multiple edges. We will often denote the number of vertices by n and the number of edges
by m. We denote the set of edges incident to a vertex v by δG(v) and define the degree
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of v as dG(v) = |δG(v)|. Here, we note that multiple edges contribute to the degree by its
multiplicity, and we never refer to the degree of a vertex having a self-loop. We omit the
subscript G if it is clear from the context. An edge e ∈ E is called a bridge if its removal
increases the number of connected components.

For a vertex set S, we denote the graph obtained by removing S and their incident edges
by G− S. When S is a singleton {v}, we simply write G− v. A vertex set S ⊆ V is called a
feedback vertex set if G− S is a forest. We denote the size of the minimum feedback vertex
set of G by fvs(G).

A walk is an ordered list (v0, e1, v1, e2, . . . , v`−1, e`, v`) such that ` ≥ 1 and each edge
ei connects vertices vi−1 and vi. Note that it may contain a vertex or an edge multiple
times. For a walk W = (v0, e1, . . . , v`), we denote the multiset of vertices appearing on W
by V (W ) = {v0, . . . , v`} and the multiset of edges appearing on W by E(W ) = {e1, . . . , e`}.

2.2 Basic Reductions
We introduce basic reductions that have been commonly used in kernelization algorithms for
Feedback Vertex Set [6, 5, 28]. The correctness of these reductions is almost trivial.

1. If there is a vertex v containing a self-loop, remove v and decrease k by one.
2. If there is a vertex of degree at most one, remove it.
3. If there is a vertex of degree two, remove it and connect its two neighbors by an edge.
4. If two vertices are connected by more than two edges, replace these edges with a double

edge.

Note that rule 3 can remove a vertex that is only incident to a double edge; in this case,
it creates a self-loop on its neighbor. These basic reductions never increase the degree of any
vertex and can be fully applied in O(m) time. After the reduction, the obtained graph has
no self-loops and has minimum degree at least three.

We will use the following lemma to bound the size of the kernel. This is a general version
of the lemma in [28], and a modified proof can be found in the full version [17].

I Lemma 1 (Thomassé [28]). If a graph without self-loops satisfies both of the following for
an integer d, the size of the minimum feedback vertex set is larger than k:

At least one of n > dk + k or m > 2dk holds; and
for any v ∈ V , it holds that 3 ≤ d(v) ≤ d.

In [28], a kernel of 4k2 vertices and 8k2 edges is obtained by applying the lemma against
d = 4k − 1. In the next section, we obtain a kernel of 2k2 + k vertices and 4k2 edges by
applying the lemma against d = 2k.

2.3 k-submodular Relaxation of Feedback Vertex Set
A walk W = (v0, e1, . . . , v`) is called an s-cycle if v0 = v` = s, vi 6= s for all i ∈
{1, . . . , ` − 1}, ei 6= ei+1 for any i ∈ {1, . . . , ` − 1} (i.e., there are no U-turns), and each
edge is contained in the walk at most twice. For example, walks (s, e1, u, e2, v, e3, s) and
(s, e1, u, e2, v, e3, w, e4, u, e1, s) are s-cycles but a walk (s, e1, u, e2, v, e2, u, e1, s) is not. Note
that in this definition, we distinguish each of multiple edges; e.g., if there is only a single
edge e between s and v, a walk (s, e, v, e, s) is not an s-cycle; however, if there is a double
edge {e1, e2} between s and v, a walk (s, e1, v, e2, s) is an s-cycle.

For a graph G = (V,E) without self-loops and a vertex s ∈ V , a function x : V → R≥0 is
called an s-cycle cover if it satisfies that (1) x(s) = 0 and (2) for any s-cycle C, x(V (C)) ≥ 1.

ICALP 2017
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Note that V (C) is the multiset of vertices on C, and therefore if x(v) = 1
2 holds for a vertex

v contained twice in C, we have x(V (C)) ≥ 1. The size of an s-cycle cover x is defined as
x(V ), and when the size x(V ) is minimum among all the possible s-cycle covers, it is called
a minimum s-cycle cover.

By introducing the idea of k-submodular relaxation, Iwata, Wahlström, and Yoshida [19]
obtained the following lemma.

I Lemma 2 (Iwata, Wahlström, and Yoshida [19]). For any graph G = (V,E) without self-loops
and s ∈ V , the following holds:

The size of any feedback vertex set of G that does not contain s is at least the size of the
minimum s-cycle cover.
There exists a minimum s-cycle cover that takes values {0, 1

2 , 1} (half-integrality).
If there exists a minimum feedback vertex set that does not contain s, then for any
half-integral minimum s-cycle cover x, there also exists a minimum feedback vertex set S
such that x−1(1) ⊆ S and s 6∈ S (persistency).

3 Simple Quadratic-size Kernel

In this section, we give a simple polynomial-time quadratic-size kernel for Feedback Vertex
Set. By exploiting the persistency of the k-submodular relaxation, we give the following
reduction rule called s-cycle cover reduction.

For a graph G = (V,E), a vertex s ∈ V , and a half-integral minimum s-cycle cover x,
create a graph G′ = (V,E′) as follows. Let X = x−1(1) and let B ⊆ δ(s) be the set of bridges
of G−X connecting s and tree components of G−X − s. Then, G′ is obtained from G by
inserting a double edge between s and each of v ∈ X and removing the edges B.

I Lemma 3. For a graph G = (V,E), a vertex s ∈ V , and a half-integral minimum s-cycle
cover x, let G′ = (V,E′) be a graph obtained by applying the s-cycle cover reduction. Then,
fvs(G) = fvs(G′) holds.

Proof. (≥) Let S be a minimum feedback vertex set of G. Observe that all the inserted edges
are between s and X = x−1(1). If s ∈ S, S is also a feedback vertex set of G′. Otherwise,
from the persistency, we can assume that S contains all the vertices of X. Thus, S is also a
feedback vertex set of G′.

(≤) Let S be a minimum feedback vertex set of G′. If s ∈ S, S is also a feedback vertex
set of G. Otherwise, because all the vertices of X are connected to s by double edges in G′,
S must contain all of X. Because all the deleted edges are bridges in G −X, S is also a
feedback vertex set of G. J

After applying this reduction, the degree of s can be bounded as the following shows.

I Lemma 4. For a graph G = (V,E), a vertex s ∈ V , and a half-integral minimum s-cycle
cover x, let G′ = (V,E′) be a graph obtained by applying the s-cycle cover reduction. Then,
dG′(s) ≤ 2x(V ) holds.

Proof. First, we show that x is also an s-cycle cover of G′. Let us assume that there is an
s-cycle C of G′ such that x(C) < 1. Because x(v) = 1 for v ∈ X = x−1(1), C contains none
of X. Because all the inserted edges are incident to X, C is also an s-cycle of G, which is a
contradiction.

For i ∈ {1, 2}, let Ni denote the set of vertices that are connected to s by edges of
multiplicity i in G′. For each vi ∈ N1, we define a vertex wi as follows.
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Algorithm 1 Simple quadratic-size kernelization for Feedback Vertex Set.
1: procedure Kernelize(G, k)
2: while true do
3: Apply the basic reductions
4: if k < 0 then return NO
5: if n ≤ 2k2 + k and m ≤ 4k2 then return (G, k)
6: if ∀v ∈ V, d(v) ≤ 2k then return NO
7: Pick a vertex s of degree larger than 2k
8: Compute a half-integral minimum s-cycle cover x
9: if x(V ) > k then G← G− s; k ← k − 1

10: else apply the s-cycle cover reduction

If the edge svi is a bridge in G′ −X, let Ci be the connected component of G′ −X − s
containing vi. Because the reduction removes all the bridges between s and tree components,
Ci is not a tree. Thus, there exists an s-cycle contained in Ci ∪ {s} and, therefore, there
must exist a vertex wi ∈ Ci with x(wi) = 1

2 .
If svi is not a bridge in G′ −X, there exists a path Pi from vi to N1 \ {vi} in G′ −X − s.

Fix an arbitrary path Pi and let wi be the first vertex on the path such that x(wi) = 1
2 .

Because x is an s-cycle cover, there always exists such a vertex.
If wi = wj holds for some i 6= j, there exists an s-cycle C such that x(C) = 1

2 , which
is a contradiction. Therefore, all wi are distinct. Thus, we have dG′(s) = |N1| + 2|N2| ≤
|x−1( 1

2 )|+ 2|x−1(1)| = 2x(V ). J

Now, we describe our simple quadratic-size kernelization algorithm (see Algorithm 1).
First, we apply the basic reductions. If k becomes negative, we return a NO instance. If the
graph becomes small enough, we return it. If all the vertices have degree at most 2k, we
return a NO instance. Otherwise, pick an arbitrary vertex s of degree larger than 2k, and
compute a half-integral minimum s-cycle cover x. If the size of the s-cycle cover is larger
than k, we remove s and decrement k. Otherwise, we apply the s-cycle cover reduction.

I Lemma 5. Algorithm 1 runs in (k+m)O(1) time and correctly computes (G′, k′) satisfying
k′ ≤ k and fvs(G) ≤ k ⇔ fvs(G′) ≤ k′. The size of G′ is at most 2k2 + k vertices and 4k2

edges.

Proof. It obviously holds that k′ ≤ k and the size of G′ is at most 2k2 + k vertices and 4k2

edges. From Lemma 4, after applying the s-cycle cover reduction, the degree of s changes
from more than 2k to at most 2k. Therefore, the number of edges strictly decreases for each
iteration. Thus, it stops in at most m iterations. Because each iteration can be done in time
polynomial in k and m, the total running time is also polynomial in k and m.

Next, we show the correctness. By applying Lemma 1 against d = 2k, when the maximum
degree is at most 2k and at least one of n > 2k2 + k and m > 4k2 holds, fvs(G) > k holds.
Thus, we can safely return a NO instance (line 6). From Lemma 2, if x(V ) > k, there is no
feedback vertex set of size at most k that does not contain s. Thus, we can safely remove s
(line 9). The correctness of the s-cycle cover reduction follows from Lemma 3. J

ICALP 2017
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Figure 2 Example of the basic s-cycle packing.

4 Efficient Computation of a Half-integral Minimum s-cycle Cover

In this section, we prove the following theorem.

I Theorem 6. Given a graph G = (V,E) without self-loops, a vertex s ∈ V , and an integer
k, in O(km) time, we can compute a half-integral minimum s-cycle cover or conclude that
there are no s-cycle covers of size at most k

2 .

First, we give several definitions. Let Cs denote the set of all s-cycles. A function
y : Cs → R is called an s-cycle packing if for any vertex v ∈ V \ {s}, it holds that∑
C∈Cs

1V (C)(v)y(C) ≤ 1. The size of an s-cycle packing y is defined as y(Cs), and when the
size y(Cs) is the maximum among all the possible s-cycle packings, it is called a maximum
s-cycle packing. Because the problem of finding a maximum s-cycle packing is the LP dual
of the problem of finding a minimum s-cycle cover, the size of the minimum s-cycle cover is
equal to the size of the maximum s-cycle packing. Thus, if we can find a pair of an s-cycle
cover x and an s-cycle packing y of the same size, we can confirm that x is a minimum
s-cycle cover and y is a maximum s-cycle packing.

I Definition 7. A function f : E → {0, 1
2 , 1} is called a basic s-cycle packing if it satisfies

the following three conditions.
1. For any e ∈ δ(s), f(e) ∈ {0, 1}.
2. Each vertex v ∈ V \{s} satisfies exactly one of the following four conditions (see Figure 1):

a. f(e) = 0 for all edges e ∈ δ(v) (called type-O);
b. f(e) = 1 for exactly two edges e ∈ δ(v) and f(e) = 1

2 for none of e ∈ δ(v) (called
type-I);

c. f(e) = 1 for none of e ∈ δ(v) and f(e) = 1
2 for exactly two edges e ∈ δ(v) (called

type-H);
d. f(e) = 1 for exactly one edge e ∈ δ(v) and f(e) = 1

2 for exactly two edges e ∈ δ(v)
(called type-T).

3. For each vertex v ∈ V \ {s} of type-H or type-T, the cycle obtained by following edges of
value 1

2 from v contains an odd number of type-T vertices.

We call the cycle in the third condition the half-integral cycle of v. The size of a basic
s-cycle packing f is defined as 1

2f(δ(s)). Figure 2 illustrates an example of the basic s-cycle
packing, where solid lines denote edges of value 1, and dotted lines denote edges of value 1

2 .

I Lemma 8 (?). If there exists a basic s-cycle packing of size k, there also exists an s-cycle
packing of size k.

Note that this lemma only says that the size of the maximum basic s-cycle packing is
always at most the size of the maximum s-cycle packing and does not imply these two are
equal. The equality is shown at the end of this section.
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Figure 3 Examples of augmenting walks.

I Definition 9. For a basic s-cycle packing f , a walk W = (v0, e1, . . . , v`) is called an
f -augmenting walk if it satisfies all the following conditions.
1. We have v0 = s.
2. We have f(e1) = 0.
3. All the edges {e1, . . . , e`} are distinct.
4. The vertices {v0, . . . , v`−1} are distinct (the last vertex v` can be identical to vi for some

i < `).
5. For each i ∈ {1, . . . , `− 1}, exactly one of the following holds:

a. vi is type-O;
b. vi is type-I and f(e) = 1 holds for at least one of e ∈ {ei, ei+1}.

6. If v` = vi for some i < `, exactly one of the following holds:
a. v` = s and f(e`) = 0;
b. v` is type-O;
c. v` is type-I and f(e) = 1 holds for at least one of e ∈ {ei, e`}.

7. If v` 6∈ {v0, . . . , v`−1}, v` is type-H or type-T.

For a basic s-cycle packing f and an f -augmenting walk W = (v0, e1, . . . , v`), let fW :
E → {0, 1

2 , 1} be a function defined as follows. First, set fW (e) = f(e) for all edges e ∈ E. If
v` 6= s and v` = vi holds for some i < `, let h = i; otherwise, let h = `. Then, for each edge
e ∈ {e1, . . . , eh}, set fW (e) = 1− f(e). If v` = s, we finish (see Figure 3-(a)). Otherwise, we
further modify fW depending on the type of v`.

(Case 1) If v` is type-O or type-I, for each edge e ∈ {eh+1, . . . , e`}, set fW (e) = 1
2 (see

Figure 3-(b)).
(Case 2) If v` is type-H, let C be the half-integral cycle of v` and let {t0 = v`, t1, . . . , tq−1}

be the vertex set consisting of the vertex v` and the type-T vertices on C ordered along C
(i.e., v` is located on the path from tq−1 to t1 along the cycle C). We use the notation tq = t0.
Let Pi be the path from ti to ti+1 along the cycle C. For each even i, set fW (e) = 0 for all
the edges on Pi, and for each odd i, set fW (e) = 1 for all the edges on Pi (see Figure 3-(c)).

(Case 3) If v` is type-T, let C be the half-integral cycle of v` and let {t0 = v`, t1, . . . , tq−1}
be the type-T vertices on C ordered along C. Then, we proceed in exactly the same way as
in case 2 (see Figure 3-(d)). We note that, in case 2, q is even; thus, v` is connected to tq−1
by edges of value one in fW . On the other hand, in case 3, q is odd; thus, v` is connected to
none of t1 and tq−1.

We call this operation that creates fW from f as augmenting f along W .

ICALP 2017
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Algorithm 2 Algorithm for computing an f -augmenting walk.
1: procedure FindAugmentingWalk(G, s, f)
2: S ← {s}
3: prev(v) = ε for all v ∈ V
4: while S 6= ∅ do
5: Pick a vertex u ∈ S and remove u from S

6: for e = uv ∈ δ(u) do
7: if e = prev(u) then continue
8: if e ∈ δ(s) and f(e) = 1 then continue
9: if u is type-I and f(prev(u)) = f(e) = 0 then continue

10: if v is type-H or type-T then
11: prev(v)← e

12: return the walk from s to v along the search tree
13: else if prev(v) = ε then
14: prev(v)← e; S ← S ∪ {v}
15: else if v is type-O or f(prev(v)) + f(e) ≥ 1 then
16: return the walk s→ u→ v → w along the search tree
17: return NO

I Lemma 10 (?). For a basic s-cycle packing f and an f -augmenting walkW = (v0, e1, . . . , v`),
let fW : E → {0, 1

2 , 1} be the function obtained by augmenting f along W . Then, fW is
a basic s-cycle packing. Moreover, if v` = s, the size of fW is the size of f plus one; and
otherwise, the size of fW is the size of f plus 1

2 .

Now, we give an algorithm to compute an f -augmenting walk (see Algorithm 2). First,
we initialize a set S and a table prev : V → E ∪ {ε}. The set S stores vertices we need to
process and is initialized to {s}. We ensure that only the vertex s and vertices of type-O or
type-I are stored in S. The table prev(v) represents an edge to the parent of v in the search
tree and initialized to the dummy edge ε, which indicates that the vertex is not visited (or
the vertex is the root s). Then, while S is not empty, pick up an arbitrary vertex u from S

and process each incident edge e = uv ∈ δ(u) as described below. If S becomes empty, the
algorithm returns NO.

First, we check whether the edge e = uv is valid by testing the following three conditions.
If e = prev(u), because we have already processed this edge, we skip it. If e is incident to
s and f(e) = 1, because such an edge cannot be used in an augmenting walk, we skip it.
Note that, when v = s, at least one of these two conditions are satisfied. Similarly, if u is
type-I and both of f(prev(u)) and f(e) are zero, because we cannot use both of prev(u) and
e simultaneously, we skip it.

If v is type-H, or type-T, we return the walk from s to v in the search tree by using the
table prev. If prev(v) = ε, we set prev(v) = e and insert it to S. If v is already visited and v
is type-O, let w be the lowest common ancestor of u and v in the search tree. Then, we return
the walk obtained by going down from s to u along the search tree, jumping from u to v by
the edge e, and then by going up from v to w along the search tree. If v is already visited
and v is type-I, we basically do the same; however, we need one additional constraint. If both
of f(prev(v)) and f(e) are zero, the walk created as above does not satisfy the condition 6(c)
of Definition 9; thus, we skip the edge without returning the walk.

From the construction of our algorithm, we obtain the following lemma.
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I Lemma 11. A walk returned by Algorithm 2 is an f -augmenting walk.

Note that this lemma does not say that Algorithm 2 returns an f -augmenting walk
whenever there exists an f -augmenting walk; it only says that if the algorithm returns a
walk, it is an f -augmenting walk, and the algorithm might return NO even when there exists
an f -augmenting walk. We now show that, if the algorithm returns NO, we can construct
an s-cycle cover x whose size is equal to the size of f . From Lemma 8 and the LP duality
of s-cycle packings and s-cycle covers, the size of a basic s-cycle packing is always at most
the size of an s-cycle cover. Therefore, this equality implies that the current basic s-cycle
packing f is the maximum and the constructed s-cycle packing x is the minimum. This also
implies that when the algorithm returns NO, there are no f -augmenting walks.

To construct such an s-cycle cover x, we first prove a property of the table prev. We call
a vertex v ∈ V reachable if v = s or prev(v) 6= ε. For each edge e ∈ δ(s) with f(e) = 1, by
following edges of value 1 from e, we can obtain a simple cycle returning to s or a simple
path to a type-T vertex. We denote such a cycle or a path by We. Note that when We is a
cycle, We = We′ for another edge e′ ∈ δ(s).

I Lemma 12 (?). If Algorithm 2 returns NO, exactly one of the following holds for each
edge e ∈ δ(s) with f(e) = 1:
1. prev(v) = ε for any vertex v ∈ V (We);
2. We is a cycle, all the vertices on We are reachable, and exactly one vertex v ∈ V (We)\{s}

satisfies prev(v) 6∈ E(We).

When Algorithm 2 returns NO, by using the obtained table prev, we construct a function
x : V → {0, 1

2 , 1} as follows. For each edge e = su ∈ δ(s) with f(e) = 1, if We is a cycle
satisfying the second condition of Lemma 12, we set x(v) = 1 for the unique vertex v

satisfying prev(v) 6∈ E(We). Otherwise, we set x(u) = 1
2 . If x(u) is already set to 1

2 , e.g.,
We1 = We2 = (s, e1, u, e2, s) for a double edge {e1, e2}, we set x(u) = 1.

I Lemma 13 (?). If Algorithm 2 returns NO, the function x is a minimum s-cycle cover.

Proof of Theorem 6. Because each augmentation increases the size of f by at least 1
2 , after

k+1 steps, we can obtain a half-integral minimum s-cycle cover of size at most k2 , or conclude
that there are no s-cycle covers of size at most k

2 . Because Algorithm 2 runs in O(m) time,
the total running time is O(km). J

5 Linear-time Quadratic-size Kernel

In this section, we improve the running time of the quadratic-size kernel presented in Section 3
to O(k4m). By using the O(km)-time algorithm for computing the minimum s-cycle cover
presented in Section 4, each iteration can be done in O(km) time. However, because the
number of iterations is only bounded by O(m), the total running time becomes O(km2). We
show that, by a slight modification to Algorithm 1, the number of iteration can be bounded
by O(k3); thus, the total running time becomes O(k4m).

We add the following two rules just after line 6 of Algorithm 1. The safeness of these two
rules is almost trivial.

If there is a vertex v incident to more than k double edges, remove v, decrement k, and
continue the iteration.
If there are more than k2 double edges, return NO.

For bounding the number of iterations, we use the following lemma.
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I Lemma 14. For a graph G = (V,E) of minimum degree at least three, a vertex s ∈ V ,
and a half-integral minimum s-cycle cover x, if 2x(V ) < dG(s) holds, then x−1(1) 6= ∅.

Proof. From Lemma 4, for a graph G′ obtained by applying the s-cycle cover reduction, it
holds that dG′(s) ≤ 2x(V ). When x−1(1) = ∅, the reduction inserts no new edges and only
removes the bridges of G connecting s and tree components of G − s. Because the graph
G− s has minimum degree at least two, it has no tree components. Thus, we have G′ = G,
which is a contradiction. J

Now, we can prove the upper bound on the number of iterations.

I Lemma 15. The modified Algorithm 1 stops in O(k3) iterations.

Proof. Initially, all the double edges are blue, and after applying the s-cycle cover reduction,
we color all the double edges incident to s red (not only newly inserted double edges but
also blue colored edges are recolored to red). The other double edges, which are created by
the deletion of degree two vertices in the basic reductions, are colored blue. Let α denote
the number of red double edges and β denote the number of vertices of degree larger than
2k and incident to at least one red double edge. Let k0 be the initial value of k and φ be a
potential defined as φ = (2k2

0 + 4k0 + 3)k − 2α+ β. Observe that, because red double edges
are created only by the s-cycle cover reduction, each vertex can be incident to at most k0 + 1
red double edges, and that the number of red double edges is always at most k2

0 + k0 (at
most k2

0 edges before applying the s-cycle cover reduction and the reduction can create at
most k0 red double edges).

Initially, there are no red edges; thus, the initial potential is (2k2
0 + 4k0 + 3)k0 = O(k3

0).
If φ becomes negative, we have k < 0 or α > k2

0k ≥ k2. Thus, the algorithm returns NO.
When k is decremented, α can decrease by at most k0 + 1. Because there are at most

k2
0 + k0 red double edges, β can increase by at most 2k2

0 + 2k0. Thus, φ decreases by at least
(2k2

0 + 4k0 + 3)− 2(k0 + 1)− (2k2
0 + 2k0) ≥ 1.

When applying the s-cycle cover reduction, if the reduction creates c (≥ 1) new red
double edges, α increases by c and β can increase by at most c. Thus, φ decreases by at least
2c− c = c ≥ 1. After applying the s-cycle cover reduction, from Lemma 14, s is incident to
at least one double edge. Thus, if the reduction does not create any new red double edges, s
must be incident to at least one red double edge before the reduction. From 4, the degree of
s becomes at most 2k after the reduction. Therefore β decreases by at least one; thus, φ
decreases by at least one.

Now, we have shown that each iteration decreases the potential φ by at least one. Because
φ is initially O(k3) and is always non-negative, the number of iterations is O(k3). J
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Abstract
We consider the family of Φ-Subset problems, where the input consists of an instance I of size
N over a universe UI of size n and the task is to check whether the universe contains a subset
with property Φ (e.g., Φ could be the property of being a feedback vertex set for the input graph
of size at most k). Our main tool is a simple randomized algorithm which solves Φ-Subset in
time (1 + b− 1

c )nNO(1), provided that there is an algorithm for the Φ-Extension problem with
running time bn−|X|ckNO(1). Here, the input for Φ-Extension is an instance I of size N over
a universe UI of size n, a subset X ⊆ UI , and an integer k, and the task is to check whether
there is a set Y with X ⊆ Y ⊆ UI and |Y \X| ≤ k with property Φ. We also derandomize this
algorithm at the cost of increasing the running time by a subexponential factor in n, and we
adapt it to the enumeration setting where we need to enumerate all subsets of the universe with
property Φ. This generalizes the results of Fomin et al. [STOC 2016] who proved them for the
case b = 1. As case studies, we use these results to design faster deterministic algorithms for

checking whether a graph has a feedback vertex set of size at most k,
enumerating all minimal feedback vertex sets,
enumerating all minimal vertex covers of size at most k, and
enumerating all minimal 3-hitting sets.

We obtain these results by deriving new bn−|X|ckNO(1)-time algorithms for the corresponding
Φ-Extension problems (or the enumeration variant). In some cases, this is done by simply
adapting the analysis of an existing algorithm, in other cases it is done by designing a new
algorithm. Our analyses are based on Measure and Conquer, but the value to minimize, 1+b− 1

c ,
is unconventional and leads to non-convex optimization problems in the analysis.
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broad class of subset problems, where for an input instance I on a universe UI , the question
is whether there is a subset S of the universe satisfying certain properties. For example, in
the Feedback Vertex Set problem, the input instance consists of a graph G = (V,E) and
an integer k, the universe is the vertex set and the property to be satisfied by a subset S is
the conjunction of “|S| ≤ k” and “G− S is acyclic”.

More formally, and using definitions from [5], an implicit set system is a function Φ
that takes as input a string I ∈ {0, 1}∗ and outputs a set system (UI ,FI), where UI is a
universe and FI is a collection of subsets of UI . The string I is referred to as an instance
and we denote by |UI | = n the size of the universe and by |I| = N the size of the instance.
We assume that N ≥ n. The implicit set system Φ is polynomial time computable if (a)
there exists a polynomial time algorithm that given I produces UI , and (b) there exists a
polynomial time algorithm that given I, UI and a subset S of UI determines whether S ∈ FI .
All implicit set systems discussed in this paper are polynomial time computable.

Φ-Subset
Input: An instance I

Output: A set S ∈ FI if one exists.

Φ-Extension
Input: An instance I, a set X ⊆ UI , and an integer k.
Question: Does there exists a subset S ⊆ (UI \X) such that S ∪X ∈ FI and |S| ≤ k?

In recent work, Fomin et al. [5] showed that ckNO(1) time algorithms (c ∈ O(1)) for Φ-Ex-
tension lead to competitive exponential-time algorithms for many Φ-Subset problems. The
main tool was a simple randomized algorithm which solves Φ-Subset in time (2− 1

c )nNO(1)

if there is an algorithm that solves Φ-Extension in time ckNO(1). A derandomization
was also given, turning the randomized algorithm into a deterministic one at the cost of a
2o(n) factor in the running time. The method was also adapted to enumeration algorithms
and combinatorial upper bounds. This framework, together with a large body of work in
parameterized algorithmics [3], where ckNO(1) time algorithms are readily available for many
subset problems, led to faster algorithms for around 30 decision and enumeration problems.

In this paper, we extend the results of Fomin et al. [5] and show that a bn−|X|ckNO(1)

time algorithms (b, c ∈ O(1)) for Φ-Extension lead to randomized (1 + b− 1
c )nNO(1) time

algorithms for Φ-Subset. Our result can be similarly derandomized and adapted to the
enumeration setting. Observe that for b = 1, the results of [5] coincide with ours, but that
ours have the potential to be more broadly applicable and to lead to faster running times.
The main point is that if we use a ckNO(1) time algorithm as a subroutine to design an
algorithm exponential in n, we might as well allow a small exponential factor in n in the
running time of the subroutine.

Similar as in [5], the Φ-Extension problem can often be solved by preprocessing the
elements in X in a simple way and then using an algorithm for a subset problem. In the case
of Feedback Vertex Set, the vertices in X can simply be deleted from the input graph.
Whereas the literature is rich with ckNO(1) time algorithms for subset problems, algorithms
with running times of the form bnckNO(1) with b > 1 are much less common.1 One issue is

1 One notable exception is by Eppstein [4], who showed that all maximal independent sets of size at most
k in a graph on n vertices can be enumerated in time (4/3)n(81/64)knO(1).
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that there is, in general, no obviously best trade-off between the values of b and c for such
algorithms. However, the present framework gives us a precise objective: we should aim for
values of b and c that minimize the base of the exponent, (1 + b− 1

c ).
Our applications consist of three case studies centered around some of the most funda-

mental problems considered in [5], feedback vertex sets and hitting sets. For the first case
study, we considered the Feedback Vertex Set problem: given a graph G and an integer
k, does G have a feedback vertex set of size at most k? For this problem, we re-analyze the
running time of the algorithm from [6]. In [6, 10], the algorithm was analyzed using Measure
and Conquer: using a measure that is upper bounded by αn and aiming for a running time of
2αnnO(1) the analysis of the branching cases led to constraints lower bounding the measure
and the objective was to minimize α subject to these constraints. In our new analysis,
we add an additive term wk · k to the measure and adapt the constraints accordingly. If
all constraints are satisfied, we obtain a running time of 2αn+wkknO(1). Our framework
naturally leads us to minimize 2α − 2−wk . This approach leads to a O(1.5422n · 1.2041k)
time algorithm, which, combined with our framework gives a deterministic O(1.7117n) time
algorithm for Feedback Vertex Set. This improves on previous results giving O(1.8899n)
[13], O(1.7548n) [6], O(1.7356n) [14], O(1.7347n) [9], and O(1.7216n) [5] time algorithms for
the problem. We note that adapting the analysis of other existing exact and parameterized
algorithms did not give faster running times. Also, if we allow randomization, the O(1.6667n)
time algorithm by [5] (which can also be achieved using our framework) remains fastest.

Our second case study is more involved. Simply using an existing algorithm and adapting
the measure was not sufficient to improve upon the best known enumeration algorithms (and
combinatorial upper bounds) for minimal feedback vertex sets. Here, the task is, given a
graph G, to output each feedback vertex set that is not contained in any other feedback
vertex set. We design a new algorithm for enumerating all minimal feedback vertex sets. We
also need a new combinatorial upper bound for the number of minimal vertex covers of size
at most k to handle one special case in the enumeration of minimal feedback vertex sets.2
We obtain a O(1.7183n · 1.1552k) time algorithm for enumerating all minimal feedback vertex
sets. Our framework thus leads to a running time of O(1.8527n), improving on the previous
best bound of O(1.8638n) [6]. The current best lower bound for the number of minimal
feedback vertex sets is O(1.5926n) [6]. We would like to highlight that the enumeration of
minimal feedback vertex sets is completely out of scope for the more restricted framework of
[5]: the number of minimal feedback vertex sets of size at most k cannot be upper bounded
by cknO(1) for any c ∈ O(1), as evidenced by a disjoint union of k cycles of length n/k.

Our last case study gives a new algorithm for enumerating all minimal 3-hitting sets, also
known as minimal transversals of rank-3 hypergraphs. These are minimal sets S of vertices of
a hypergraph where each hyperedge has size at most 3 such that every hyperedge contains at
least one vertex of S. We re-analyze an existing algorithm [2] for this enumeration problem,
adapting the measure in a similar way as in the first case study, and we obtain a multivariate
running time of O(1.5135n · 1.1754k), leading to an O(1.6627n) time enumeration algorithm.
This breaks the natural time bound of O(1.6667n) of the previously fastest algorithm [5].
The current best lower bound gives an infinite family of rank-3 hypergraphs with Ω(1.5848n)
minimal transversals [2].

Lastly, all random selection is done from a uniform distribution and all randomized
algorithms in this paper are Monte Carlo algorithms with one-sided error. On No-instances

2 Previous work [1, 4] focused on small maximal independent sets, whose bounds were insufficient for us.
We need better bounds on large maximal independent sets or small minimal vertex covers.
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they always return No, and on Yes-instances they return Yes (or output a certificate) with
probability > 1

2 .

2 Results

Our first main result gives exponential-time randomized algorithms for Φ-Subset based on
single-exponential multivariate algorithms for Φ-Extension with parameter k.

I Theorem 1. If there is an algorithm for Φ-Extension with running time bn−|X|ckNO(1)

then there is a randomized algorithm for Φ-Subset with running time (1 + b− 1
c )nNO(1).

The next main result derandomizes the algorithm of Theorem 1 at a cost of a subexponential
factor in n in the running time.

I Theorem 2. If there is an algorithm for Φ-Extension with running time bn−|X|ckNO(1)

then there is an algorithm for Φ-Subset with running time (1 + b− 1
c )n+o(n)NO(1).

We require the following notion of (b,c)-uniform to describe our enumeration algorithms.
Let c, b ≥ 1 be real valued constants and Φ be an implicit set system. Then Φ is (b,c)-
uniform if for every instance I, set X ⊆ UI , and integer k ≤ n − |X|, the cardinality of
the collection FkI,X = {S ⊆ UI\X : |S| = k and S ∪ X ∈ FI} is at most bn−|X|cknO(1).
Then the following theorem provides new combinatorial bounds for collections generated by
(b, c)-uniform implicit set systems.

I Theorem 3. Let c, b ≥ 1 and Φ be an implicit set system. If Φ is (b, c)-uniform then
|FI | ≤

(
1 + b− 1

c

)n
nO(1) for every instance I.

We say that an implicit set system is efficiently (b, c)-uniform if there exists an algorithm
that given I,X and k enumerates all elements of FkX,I in time bn−|X|ckNO(1). In this case,
we enumerate FI in the same time, up to a subexponential factor in n.

I Theorem 4. Let c, b ≥ 1 and Φ be an implicit set system. If Φ is efficiently (b, c)-uniform
then there is an algorithm that given as input I enumerates FI in time

(
1 + b− 1

c

)n+o(n)
NO(1).

3 Random Sampling and Multivariate Subroutines

In this section, we prove Theorem 1. To do this, we first need the following lemmas.

I Lemma 5. If b, c ≥ 1 then b · c 1
bc ≤ 1 + b− 1

c

Proof. As both sides of the inequality are positive, it suffices to show that log(bc 1
bc ) ≤

log(1 + b− 1/c). So we let y = log(1 + b− 1/c)− log b− 1
bc log c and prove that y ≥ 0 for all

b, c ≥ 1. When c = 1 we have that y = 0 for all b. We will show that for any fixed b ≥ 1 we
have that y ≥ 0 by showing that y increases with c ≥ 1. For fixed b, the partial derivative with
respect to c is ∂y

∂c = (bc+c−1) log c−c+1
bc2(bc+c−1) . When c = 1 then for all b, ∂y∂c = 0. As the denominator

is positive for b, c ≥ 1 it is sufficient to show that the numerator z = (bc+ c− 1) log c− c+ 1
is non-negative. To show that z ≥ 0, we consider the partial derivative again with respect to
c: ∂z

∂c = (b+ 1) log c+ b− 1
c For b, c ≥ 1, we have that b− 1

c ≥ 0 and (b+ 1) log(c) ≥ 0. Since
∂z
∂c ≥ 0, we conclude that z is increasing and non-negative which implies y is also increasing
and non-negative, for all b, c ≥ 1. This proves the lemma. J

The proof of the next lemma follows the proof of Lemma 2.2 from [5], who proved it for
b = 1.
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I Lemma 6. Let b, c ≥ 1, n and k ≤ n be non-negative integers. Then, there exists t ≥ 0
such that(

n
t

)(
k
t

) bn−tck−t =
(

1 + b− 1
c

)n
nO(1), specifically when t = cbk − n

cb− 1 .

Proof. We consider two cases. First suppose k ≤ n
bc . Then for t = 0 the LHS (left-hand

side) is at most bnck ≤ bnc n
bc ≤ (1 + b− 1/c)n by Lemma 5. Now if k > n

bc then we rewrite
the LHS as(

n
t

)(
k
t

) bn−tck−t =
(
n
k

)
bn−k(

n−t
k−t
) ( 1

bc

)k−t .
Let us lower bound the denominator. For any x ≥ 0 and an integer m ≥ 0,∑

i≥0

(
m+ i

i

)
xi =

∑
i≥0

(
m+ i

m

)
xi = 1

(1− x)m+1 , (1)

by a known generating function. For m = n − k and x = 1
bc , the summand at i = k − t

equals the denominator
(
n−t
k−t
) ( 1

bc

)k−t. Since n
k < bc we have that m+k

k < 1
x and the terms of

this sum decay exponentially for i > k. Thus, the maximum term (m+i)(m+i−1)...(m+1)
i(i−1)...1 xi for

this sum occurs for i ≤ k, and its value is Ω
((

1
1−x

)m)
up to a lower order factor of O(k).

So by the binomial theorem the expression is at most(
n

k

)
bn−k(1− x)n−knO(1) =

(
1 + b− 1

c

)n
nO(1).

Specifically, the maximum term for Equation (1) occurs when m+i
i = 1

x , that is when
n−t
k−t = cb, and therefore, t = cbk−n

cb−1 . J

I Lemma 7. If there exist constants b, c ≥ 1 and an algorithm for Φ-Extension with
running time bn−|X|ckNO(1) then there exists a randomized algorithm for Φ-Extension with
running time

(
1 + b− 1

c

)n−|X|
NO(1).

Proof. Our proof is similar to Lemma 2.1 in [5]. Let B be an algorithm for Φ-Extension
with running time bn−|X|ckNO(1). We now present a randomized algorithm A, for the same
problem for an input instance (I,X, k′) with k′ ≤ k.
1. Choose an integer t ≤ k′ depending on b, c, n, k′ and |X|, the choice of which will be

discussed later. Then select a random subset Y of UI\X of size t.
2. Run Algorithm B on the instance (I,X ∪ Y, k′ − t) and return the answer.
Algorithm A has a running time upper bounded by bn−|X|−tck′−tNO(1). Algorithm A returns
yes for (I,X, k′) when B returns yes for (I,X ∪ Y, k′ − t). In this case there exists a set
S ⊆ UI\(X ∪ Y ) of size at most k′ − t ≤ k − t such that S ∪ X ∪ Y ∈ FI . This, Y ∪ S
witnesses that (I,X, k) is indeed a yes-instance.

Next we lower bound the probability that A returns yes if there exists a set S ⊆ UI\X of
size exactly k′ such that X ∪ S ∈ FI . The algorithm A picks a set Y of size t at random
from UI\X. There are

(
n−|X|
t

)
possible choices for Y . If A picks one of the

(
k′

t

)
subsets of S

as Y then A returns yes. Thus, given that there exists a set S ⊆ UI\X of size k′ such that
X ∪ S ∈ FI , we have that

Pr[A returns yes] ≥ Pr[Y ⊆ S] =
(
k′

t

)
/

(
n− |X|

t

)
.
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Let p(k′) =
(
k′

t

)
/
(
n−|X|
t

)
. For each k′ ∈ {0, ..., k}, our main algorithm runs A independently

1
p(k′) times with parameter k′. The algorithm returns yes if any of the runs of A return yes.
If (I,X, k′) is a yes-instance, then the main algorithm returns yes with probability at least

min
k′≤k

{
1− (1− p(k′))

1
p(k′)

}
≥ 1− 1

e
>

1
2 .

Next we upper bound the running time of the main algorithm, which is

∑
k′≤k

1
p(k′)b

n−|X|−tck
′−tNO(1) ≤ max

k′≤k

(
n−|X|
t

)(
k′

t

) bn−|X|−tck
′−tNO(1) (2)

≤ max
k′≤n−|X|

(
n−|X|
t

)(
k
t

) bn−|X|−tck−tNO(1). (3)

The choice of t in algorithm A is chosen to minimize the value of (n−|X|
t )

(k
t)

bn−|X|−tck−t. For
fixed n and |X| the running time of the algorithm is upper bounded by

max
0≤k≤n−|X|

{
min

0≤t≤k

{(
n−|X|
t

)(
k
t

) bn−|X|−tck−tNO(1)

}}
. (4)

By application of Lemma 6 we choose t = cbk−(n−|X|)
cb−1 to obtain the upper bound(

1 + b− 1
c

)n−|X| (n− |X|)O(1), which, combined with n < N , completes the proof. J

Running algorithm A with X = ∅ and for each value of k ∈ {0, ...., n} results in an algorithm
for Φ-Subset with running time

(
1 + b− 1

c

)n
NO(1), proving Theorem 1.

4 Derandomization

In this section we prove Theorem 2, by derandomizing the algorithm in Theorem 1.

I Theorem 2. If there is an algorithm for Φ-Extension with running time bn−|X|ckNO(1)

then there is an algorithm for Φ-Subset with running time (1 + b− 1
c )n+o(n)NO(1).

Given a set U and an integer q ≤ |U | let
(
U
q

)
represent the set of sets which contain q elements

of U . From [5] we define a pseudo-random object, the set-inclusion-family, as well as an
almost optimal sub-exponential construction of these objects.

I Definition 8. Let U be a universe of size n and let 0 ≤ q ≤ p ≤ n. A family C ⊆
(
U
q

)
is an

(n, p, q)-set-inclusion family, if for every set S ∈
(
U
p

)
, there is a set Y ∈ C such that Y ⊆ S.

Let κ(n, p, q) =
(
n
q

)
/
(
p
q

)
. We also make use of the following theorem.

I Theorem 9 ([5]). There is an algorithm that given n, p and q outputs an (n, p, q)-set-
inclusion-family C of size at most κ(n, p, q) · 2o(n) in time κ(n, p, q) · 2o(n).

We are now ready to prove Lemma 10, by a very similar proof to Lemma 7.

I Lemma 10. If there exists constants b, c ≥ 1 and an algorithm for Φ-Extension with
running time bn−|X|ckNO(1) then there exists a deterministic algorithm for Φ-Extension
with running time

(
1 + b− 1

c

)n−|X| · 2o(n) ·NO(1).
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Proof. Let B be an algorithm for Φ-Extension with running time bn−|X|ckNO(1). We can
then adapt Algorithm A from the proof of Lemma 7. Let A′ be a new algorithm which has
an input instance (I,X, k′) with k′ ≤ k. Choose t = cbk′−(n−|X|)

cb−1 .

1. Compute an (n− |X|, k′, t)-set-inclusion-family C using the algorithm from Theorem 9 of
size at most κ(n− |X|, k′, t) · 2o(n), in κ(n− |X|, k′, t) · 2o(n) time.

2. For each set Y in the set-inclusion-family C run algorithm B on the instance (I,X∪Y, k′−t)
and return Yes of at least one returns Yes and No otherwise.

The running time of A′ is upper bounded by κ(n− |X|, k′, t) · 2o(n) · bn−|X|−tck′−tNO(1), a
term encountered in Equation 2 with a new subexponential factor in n,

max
k′≤k

(
n−|X|
t

)(
k′

t

) · bn−|X|−tck
′−tNO(1) · 2o(n).

From here the proof follows that of Lemma 7. J

The proof of Theorem 2 follows by inclusion of the factor 2o(n).

5 Enumeration

We now proceed to prove Theorems 3 and 4 on combinatorial upper bounds and enumeration
algorithms. Consider the following random process.

1. Choose an integer t based on b, c, n and k, then randomly sample a subset X of size t
from UI .

2. Uniformly at random pick a set S from Fk−tI,X , and output W = X ∪ S. In the special
case where Fk−tI,X is empty output the empty set.

I Theorem 3. Let c, b ≥ 1 and Φ be an implicit set system. If Φ is (b, c)-uniform then
|FI | ≤

(
1 + b− 1

c

)n
nO(1) for every instance I.

Proof. Let I be an instance, k ≤ n. We will prove that the number of sets in FI of size
exactly k is upper bounded by |FI | ≤

(
1 + b− 1

c

)n
nO(1), where k is chosen arbitrarily. We

follow the random process described above, which picks a set W of size k from FI .
For each set Z ∈ FI of size exactly k, let EZ denote the event that the set W output in

step 2 is equal to Z. We then have the following lower bound on the probability of the event
EZ :

Pr[EZ ] = Pr[X ⊆ Q ∧ S = Z\X] = Pr[X ⊆ Z]× Pr[S = Z\Z|X ⊆ Z] = (k
t)

(n
t)
· 1
|Fk−t

I,X |
Since Φ is (b, c)-uniform then

∣∣∣Fk−tI,X

∣∣∣ ≤ bn−|X|cknO(1) and X is selected such that |X| = t,
this results in the lower bound

Pr[EZ ] ≥
(
k
t

)(
n
t

)b−(n−t)c−(k−t)n−O(1).

A choice of t is made to minimize the lower bound, and this choice is given by Lemma 6
which states that for every k ≤ n there exists a t ≤ k such that we obtain a new lower bound

Pr[EZ ] ≥
(

1 + b− 1
c

)−n
· nO(1)

for every Z ∈ FI of size k. For every individual set Z ∈ FI , the event EZ occurs disjointly,
and we have that

∑
Z∈FI ,|Z|=k Pr[EZ ] ≤ 1. This fact with the lower bound of Pr[EZ ] implies

an upper bound on the number of sets in FI of (1 + b− 1
c )nnO(1), completing the proof. J
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I Theorem 4. Let c, b ≥ 1 and Φ be an implicit set system. If Φ is efficiently (b, c)-uniform
then there is an algorithm that given as input I enumerates FI in time

(
1 + b− 1

c

)n+o(n)
NO(1).

Proof. We alter the random process used to prove Theorem 3 to a deterministic one:
1. Construct a (n, k, t)-set inclusion family C using Theorem 6 from [5]. Loop over X ∈ C.
2. For each X ∈ C, loop over all sets S ∈ Fk−tI,X .
Then we output W = X ∪ S from these two loops. Looping over C instead of random
sampling for X incurs a 2o(n) overhead in the running time. As Φ is efficiently (b, c)-uniform,
the inner loop requires (1 + b− 1

c )nNO(1) time. In order to avoid enumerating duplicates,
we save the sets which have been output in a trie and check first in linear time if a set has
already been output. The product of the running times for these two nested loops results in
the running time claimed by the theorem statement. J

6 Case Studies

This section briefly outlines case studies which used Theorem 2 and Theorem 4 in order to
design faster deterministic algorithms.

6.1 Preliminaries
Let G = (V,E) be a graph with a set of vertices V and a set of edges E ⊆ {uv : u, v ∈ V }.
The degree d(u) of a vertex u is the number of neighbors of u in G. The degree of a graph
∆(G) is the maximum d(u) across all u ∈ V . A graph G′ = (V ′, E′) is a subgraph of G if
V ′ ⊆ V and E′ ⊆ E and G′ is an induced subgraph of G if, in addition, G has no edge uv
with u, v ∈ V ′ but uv /∈ E′. In this case, we also denote G′ by G[V ′]. A forest is an acyclic
graph. A subset F ⊆ V is acyclic if G[F ] is a forest. An acyclic subset F ⊆ V is maximal in
G if it is not a subset of any other acyclic subset. For an acyclic subset F ⊆ V , we denote
the set of maximal acyclic supersets of F asMG(F ) and the set of maximum (i.e., largest)
acyclic supersets of F asM∗G(F ).

Let T be a subgraph of G. Define Id(T, t) as an operation on G which contracts all
edges of T into one vertex t, removing induced loops. This may create multiedges in G.
Define Id∗(T, t) as the operation Id(T, t) followed by removing all vertices connected to t by
multiedges. A non-trivial component of a graph G is a connected component on at least two
vertices. The following propositions from [6] will be useful.

I Proposition 11. [6] Let G = (V,E) be a graph, F ⊆ V be an acyclic subset of vertices
and T be a non-trivial component of G[F ]. Denote by G′ the graph obtained from G by the
operation Id∗(T, t) and let F ′ = F ∪ {t}\T . Then for X ′ = X ∪ {t}\T where X,X ′ ⊆ V

X ∈MG(F ) if and only if X ′ ∈MG′(F ′), and
X ∈M∗G(F ) if and only if X ′ ∈M∗G′(F ′).

Using operation Id∗ on each non-trivial component of G[F ], results in an independent
set F ′.

I Proposition 12. [6] Let G = (V,E) be a graph and F be an independent set in G such that
V \F = N(t) for some t ∈ F . Consider the graph G′ = G[N(t)] and for every pair of vertices
u, v ∈ N(t) having a common neighbor in F\{t} add an edge uv to G′. Denote the obtained
graph by H and let I ⊆ N(t). Then F ∪I ∈MG(F ) if and only if I is a maximal independent
set in H . In particular, F ∪ I ∈ M∗G(F ) if and only if I is a maximum independent set
in H.
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For an acyclic subset F , a so-called active vertex t ∈ F and a neighbor v ∈ N(t) \ F ,
we will now define the concept of generalized neighbors of v, also known as (v)-generalized
neighbors. Denote byK the set of vertices of F adjacent to v other than t. Let G′ be the graph
obtained after the operation Id(K ∪ {v}, u). A vertex w ∈ V (G′)\{t} is a (v)-generalized
neighbor in G if w is a neighbor of u in G′. Denote by gd(v) the generalized degree of v
which is the number of (v)-generalized neighbors for a given v.

6.2 Feedback Vertex Set
First we describe the extension variant of Feedback Vertex Set

Feedback Vertex Set Extension
Input: A graph G = (V, E), vertex subset X ⊆ V and an integer k

Question: Does there exist subset S ⊆ V \X such that S ∪X is a FVS and |S| ≤ k?

Instead of directly finding the feedback vertex set in a graph, we present algorithm mif(G,F, k)
[6] which computes for a given graph G and an acylic set F the maximum size of an induced
forest F ′ containing F with |F ′| ≥ n − k. This means that G − F is a minimal feedback
vertex set of size at most k. This algorithm can easily be turned into an algorithm computing
at least one such set.

During the execution of mif one vertex t ∈ F is called an active vertex. Algorithm mif
then branches on a chosen neighbor of t. Let v ∈ N(t). Let k be the set of all vertices of
F\{t} that are adjacent to v and parameter k which represents a bound on the size of the
feedback vertex set.

As well as describing the algorithm we simultaneously perform the running time analysis
which uses the Measure and Conquer framework and Lemma 13 at its core.

I Lemma 13. [10] Let A be an algorithm for a problem P , B be an algorithm for a class
C of instances of P , c ≥ 0 and r > 1 be constants, and µ(·), µB(·), η(·) be measures for P ,
such that for any input instance I from C, µB(·) ≤ µ(I), and for any input instance I, A
either solves P on I ∈ C by invoking B with running time O(η(I)c+1rµB(I)), or reduces I to
k instances I1, ..., Ik, solves these recursively, and combines their solutions to solve I, using
time O(η(I)c) for the reduction and combination steps (but not the recursive solves),

(∀i) η(Ii) ≤ η(I)− 1, and
k∑
i=1

rµ(Ii) ≤ rµ(I). (5)

Then A solves any instance I in time O(η(I)c+1rµ(I)).

Branching constraints of the form
∑j
i=1 2−δi ≤ 1 are given as branching vectors (δ1, ..., δj).

6.2.1 Measure
To upper bound the exponential time complexity of the algorithm mif we use the measure

µ = |N(t)\F |w1 + |V \(F ∪N(t))|w2 + k · wk.

In other words, each vertex in F has weight 0, each vertex in N(t) has weight w1, each other
vertex has weight w2 and each unit of budget for the feedback vertex set has weight wk, in
the measure with an active vertex t.
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6.2.2 Algorithm
The description of mif consists of a sequence of cases and subcases. The first case which
applies is used, and inside a given case the hypotheses of all previous cases are assumed to
be false. Preprocessing procedures come before main procedures.

Preprocessing

1. If G consists of j ≥ 2 connected components G1, G2, ..., Gj , then the algorithm is called
on each component. For Fi = Gi ∩ F for all i ∈ {1, 2, ..., j} and

∑j
i=1 ki ≤ k then

mif(G,F, k) =
j∑
i=1

mif(Gi, Fi, ki) .

2. If F is not independent, then apply operation Id∗(T, vT ) on an arbitrary non-trivial
component T of F . If T contains the active vertex then vT becomes active. Let G′ be
the resulting graph and let F ′ be the set of vertices of G′ obtained from F . Then

mif(G,F, k) = mif(G′, F ′, k) + |T | − 1 .

Main Procedures

1. If k < 0 then mif(G,F, k) = 0.
2. If F = ∅ and ∆(G) ≤ 1 thenMG(F ) = {V } and mif(G,F, k) = |V |.
3. If F = ∅ and ∆(G) ≥ 2 then the algorithm chooses a vertex t ∈ G of degree at least 2.

Then t is either contained in a maximum induced forest or not. The algorithm branches
on two subproblems and returns the maximum:

mif(G,F, k) = max{mif(G,F ∪ {t}, k), mif(G\{t}, F, k − 1)}.

The first branch reduces the weight of t to zero, as it is in F , and at least 2 neighbors
have a reduced degree from w2 to w1. In the second branch we remove t from the graph,
meaning it will be in the feedback vertex set. We thus also gain a reduction of wk in the
measure. Hence this rule induces the branching constraint

(w2 + 2(w2 − w1), w2 + wk).

4. If F contains no active vertex then choose an arbitrary vertex t ∈ F as an active vertex.
Denote the active vertex by t from now on.

5. If V \F = N(t) then the algorithm constructs the graph H from Proposition 12 and
computes a maximum independent set I in G of maximum size n− k. Then

mif(G,F, k) = |F |+ |I|.

6. If there is v ∈ N(t) with gd(v) ≤ 1 then add v to F .

mif(G,F, k) = mif(G,F ∪ {v}, k).

7. If there is v ∈ N(t) with gd(v) ≥ 4 then either add v to F or remove v from G.

mif(G,F, k) = max{mif(G,F ∪ {v}, k), mif(G\{v}, F, k − 1)}.

The first case adds v to F reducing the measure by w1, and a minimum of 4(w2−w1) for
all the (v)-generalized neighbors. The other case removes v this decreasing the measure
by wk. Hence this rule induces the branching constraint

(w1 + 4(w2 − w1), w1 + wk).
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8. If there is v ∈ N(t) with gd(v) = 2 then denote the (v)-generalized neighbors by u1 and
u2. Either add v to F or remove v from G but add u1 and u2 to F . If adding u1 and u2
to F induces a cycle, we just ignore the last branch.

mif(G,F, k) = max{mif(G,F ∪ {v}, k), mif(G\{v}, F ∪ {u1, u2}, k − 1)}.

Let i ∈ {0, 1, 2} be the number of vertices adjacent to v with weight w2. The first case
adds v to F , and hence all i w2-weight neighbors of v reduce to w1, and the other 2− i
vertices of weight w1 induce a cycle, hence we remove them from G and reduce the
measure by (2− i)wk. The second case removes v and adds both u1 and u2 to F . This
causes a reduction of iw2 for the relevant vertices and (2− i)w1 for the other vertices, and
a single wk reduction due to the removal of v. This rule induces the branching constraint

(w1 + i(w2 − w1) + (2− i)w1 + (2− i)wk, w1 + iw2 + (2− i)w1 + wk).

9. If all vertices in N(t) have exactly three generalized neighbors then at least one of these
vertices must have a generalized neighbor outside N(t), since the graph is connected
and the condition of the case Main 6 does not hold. Denote such a vertex by v and its
generalized neighbors by u1, u2 and u3 in such a way that u1 6∈ N(t). Then we either
add v to F ; or remove v from G but add u1 to F ; or remove v and u1 from G and add
u2 and u3 to F . Similar to the previous case, if adding u2 and u3 to F induces a cycle,
we just ignore the last branch.

mif(G,F ) = max{mif(G,F ∪ {v}, k), mif(G\{v}, F ∪ {u1}, k − 1),
mif(G\{v, u1}, F ∪ {u2, u3}, k − 2)}.

Let i ∈ {1, 2, 3} be the number of vertices adjacent to v with weight w2. The first and
last cases are analogous to the analysis done in Main 8. The second case removes v from
the forest hence adding it to the minimum feedback vertex set and reducing the measure
by w1 + wk. A reduction of w2 is gained by adding u1 to F . Then this rule induces the
branching constraint

(w1 + i(w2 − w1) + (3− i)w1 + (3− i)wk, w1 + w2 + wk, w1 + iw2 + (3− i)w1 + 2wk).

6.2.3 Results
I Theorem 14. Let G be a graph on n vertices. Then a minimal feedback vertex set in G
can be found in time O(1.7117n).

Proof. Using the algorithm above along with the measure µ, the following values of weights
can be shown to satisfy all the branching vector constraints generated above.

w1 = 0.2775 w2 = 0.6250 wk = 0.2680

These weights result in an upper bound for the running time of mif as O(1.5422n · 1.2041k)
for computing a maximally induced forest of size a least n−k, and hence we have the running
time for Feedback Vertex Set Extension of O(1.5422n−|X| · 1.2041k). By Theorem 2
this results in a O(1.7117n) algorithm for computing a minimal feedback vertex set. J

6.3 Minimal Vertex Covers
The following result on minimal vertex covers of size at most k is needed in the next section.
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I Theorem 15. Let γ be a constant with 0.169925 ≈ 2 log2 3 − 3 ≤ γ ≤ 1. For every
n ≥ k ≥ 0, and every graph G on n vertices, the number of minimal vertex covers of size at
most k of G is at most 2βn+γk, where β = (1− γ)/2.

For γ = 1
3 , this implies that G has at most 2(n+k)/3 minimal vertex covers of size at most k.

6.4 Minimal Feedback Vertex Sets
We apply a similar methodology to enumerating minimal feedback vertex sets on an undirected
graph with n vertices. The algorithm is similar in construction to one used in [6] yet a large
amount of case analysis was added, along with potential functions in combination with the
Measure and Conquer framework.

I Theorem 16. For a graph G with n vertices, all minimal feedback vertex sets can be
enumerated in time O(1.8527n).

6.5 Minimal Hitting Sets
Based on [2] we once again apply a multivariate analysis to enumerating all minimal hitting
sets on a hypergraph of rank 3.

I Theorem 17. For a hypergraph H with n vertices and rank 3, all minimal hitting sets can
be enumerated in time O(1.6627n).

7 Conclusion

The main contribution of this paper is a framework allowing us to turn many bnckNO(1)

time algorithms for subset and subset enumeration problems into (1 + b− 1
c )nNO(1) time

algorithms, generalizing a recent framework of Fomin et al. [5].
The main complications in using the framework are, firstly, that new algorithms or

running-time analyses are often needed, and, secondly, that such analyses need solutions
to non-convex programs in the Measure and Conquer framework. In the usual Measure
and Conquer analyses [7],the objective is to upper bound a single variable (α) which upper
bounds the exponential part of the running time (2αn) subject to convex constraints. Thus,
it is sufficient to solve a convex optimization problem to minimize the running time [10, 12]
resulting from the constraints derived from the analysis. Here, the objective function
(2α − 2−wk) is non-convex. While experimenting with a range of solvers (Couenne, IPOPT,
MINOS, SNOPT), either guaranteeing to find a global optimum (slow and used for optimality
checks) or only a local optimum (faster and used mainly in the course of the algorithm
design), we experienced on one hand that the local optima found by solvers are often the
global optimum, but on the other hand that weakening non-tight constraints can sometimes
lead to a better globally optimum solution.
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Abstract
A simple digraph is semi-complete if for any two of its vertices u and v, at least one of the arcs
(u, v) and (v, u) is present. We study the complexity of computing two layout parameters of
semi-complete digraphs: cutwidth and optimal linear arrangement (Ola). We prove that:

Both parameters are NP-hard to compute and the known exact and parameterized algorithms
for them have essentially optimal running times, assuming the Exponential Time Hypothesis.
The cutwidth parameter admits a quadratic Turing kernel, whereas it does not admit any
polynomial kernel unless NP ⊆ coNP/poly. By contrast, Ola admits a linear kernel.

These results essentially complete the complexity analysis of computing cutwidth and Ola on
semi-complete digraphs. Our techniques can be also used to analyze the sizes of minimal obstruc-
tions for having small cutwidth under the induced subdigraph relation.
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1 Introduction

A directed graph (digraph) is simple if it does not contain a self-loop or multiple arcs with
the same head and tail. A simple digraph is semi-complete if for any pair of its vertices u
and v, at least one of the arcs (u, v) or (v, u) is present. If moreover exactly one of them is
present for each pair u, v, then a semi-complete digraph is called a tournament. Tournaments
and semi-complete digraphs form a rich and interesting subclass of directed graphs; we refer
to the book of Bang-Jensen and Gutin [1] for an overview.

We study two layout parameters for tournaments and semi-complete digraphs: cutwidth
and optimal linear arrangement (Ola). Suppose π is an ordering of the vertices of a digraph
D. With each prefix of π we associate a cut defined as the set of arcs with head in the
prefix and tail outside of it. The width of π is defined as the maximum size among the
cuts associated with the prefixes of π. The cutwidth of D, denoted ctw(D), is the minimum
width among orderings of the vertex set of D. Optimal linear arrangement (Ola) is defined
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similarly, but when defining the width of π, called in this context the cost of π, we take the
sum of the cutsizes associated with prefixes, instead of the maximum. Then the Ola-cost of
a digraph D, denoted Ola(D), is the minimum cost among vertex orderings of D.

Known results. The study of cutwidth in the context of tournaments and semi-complete
digraphs started with the work of Chudnovsky, Fradkin, and Seymour [3, 4, 10], who identified
this layout parameter as the right dual notion to immersions in semi-complete digraphs. In
particular, it is known that excluding a fixed digraph as an immersion yields a constant
upper bound on the cutwidth of a semi-complete digraph [3, 16]. Due to this connection,
cutwidth played a pivotal role in the proof of Chudnovsky and Seymour that the immersion
order is a well quasi-order on tournaments [4].

The algorithmic properties of cutwidth were preliminarily investigated by Chudnovsky,
Fradkin, and Seymour [3, 10, 9]. In Fradkin’s PhD thesis [9], several results on the tractability
of computing the cutwidth are presented. In particular, it is shown that the cutwidth
of a tournament can be computed optimally by just sorting vertices according to their
outdegrees, whereas in semi-complete digraphs a similar approach yields a polynomial-time
2-approximation algorithm. The problem becomes NP-hard on super-tournaments, that
is, when multiple parallel arcs are allowed. Later, the third author together with Fomin
proposed a parameterized algorithm for computing the cutwidth of a semi-complete digraph
with running time 2O(

√
k log k) · n2 [8, 17], where n is the number of vertices and k is the

target width. Using the same techniques, Ola in semi-complete digraphs can be solved
in time 2O(k1/3

√
log k) · n2 [8, 17], where k is the target cost. It was left open whether the

running times of these parameterized algorithms are optimal [17]. In fact, even settling the
NP-hardness of computing cutwidth and Ola in semi-complete digraphs was open [9, 17].

Our contribution. We study two aspects of the computational complexity of computing
cutwidth and Ola of semi-complete digraphs: optimality of parameterized algorithms and
kernelization. First, we prove that these problems are NP-hard and we provide almost tight
lower bounds for the running times of algorithms solving them, based on the Exponential Time
Hypothesis (ETH). Second, we describe the kernelization complexity of the two parameters
in semi-complete digraphs. In particular, we show, somewhat surprisingly, that the problem
of computing the cutwidth admits a quadratic Turing kernel, while the existence of a classic
polynomial kernel would imply that NP ⊆ coNP/poly. The proofs of these main results yield
complementary algorithmic and structural results that we discuss later.

Our algorithmic lower bounds are encapsulated in the following theorem.

I Theorem 1. For semi-complete digraphs, both computing the cutwidth and computing the
Ola-cost are NP-hard problems. Moreover, unless the Exponential Time Hypothesis fails:

the cutwidth cannot be computed in time 2o(n) nor in time 2o(
√
k) · nO(1); and

the Ola-cost cannot be computed in time 2o(n) nor in time 2o(k1/3) · nO(1).
Here, n is the vertex count of the input semi-complete digraph, and k is the target width/cost.

Thus, Theorem 1 shows that the known parameterized algorithms of Fomin and Pilip-
czuk [8] are optimal under ETH, up to

√
log k factor in the exponent. Note that both

cutwidth and Ola can be computed in time 2n · nO(1) using standard dynamic programming
on subsets, so we obtain tight lower bounds also for exact exponential-time algorithms.

Next, we turn our attention to kernelization. Recall that a kernelization algorithm (or
kernel, for short) is a polynomial-time algorithm that given some instance of a parameterized
problem, returns an equivalent instance whose size is bounded by a computable function of
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the input parameter; this function is called the size of the kernel. We are mostly interested
in finding polynomial kernels, as admitting a kernel of any computable size is equivalent
to fixed-parameter tractability of the problem [6, 5]. Consider the parameterized problems
of deciding whether a given semi-complete digraph has cutwidth, respectively Ola-cost,
bounded by a given integer c, which is considered to be the parameter. As shown by the
next two theorems, the kernelization complexity of these two problems is quite different.

I Theorem 2. There exists a polynomial-time algorithm that given an arbitrary digraph D
and an integer c, either correctly concludes that Ola(D) > c, or finds a digraph D′ on at
most 2c vertices such that Ola(D′) = Ola(D).

I Theorem 3. Unless NP ⊆ coNP/poly, there exists no polynomial-size kernelization al-
gorithm for the problem of computing the cutwidth of a semi-complete digraph.

The proofs of these two theorems directly follow from the understanding of the contribution
of strongly connected components in optimal orderings. On one side, the contribution to
the Ola-cost of each strongly connected component is at least linear in its size, implying
Theorem 2. On the other side, we can observe that the cutwidth of a digraph is the maximum
over the cutwidth of its strongly connected components, which implies that, like many other
width parameters, cutwidth is an and-composable parameter [7, 5].

However, an alternative notion of kernelization, called Turing kernelization, has been also
studied intensively in the literature; cf. the discussion in [5]. In this framework, it is not
required that the instance at hand is reduced to one equivalent small instance, but rather that
the whole problem can be solved in polynomial time assuming oracle access to an algorithm
solving instances of size bounded by a function of the parameter. Somewhat surprisingly,
we prove that the problem of computing the cutwidth of a semi-complete digraph admits a
quadratic Turing kernel, which is encapsulated in the following theorem.

I Theorem 4. There exists a polynomial-time algorithm that given a semi-complete digraph
D and integer c, either correctly concludes that ctw(D) > c or outputs a list of at most n
induced subdigraphs D1, . . . , D` of D, each with at most O(c2) vertices, such that ctw(D) ≤ c
if and only if ctw(Di) ≤ c for each i ∈ {1, 2, . . . , `}.

Theorem 4 gives a so-called and-Turing kernel, meaning that the algorithm just computes
the output list without any oracle calls, and the answer to the input instance is the conjunction
of the answers to the output small instances. This places the problem of computing the
cutwidth of a semi-complete digraph among very few known examples of natural problems
where classic and Turing kernelization have different computational power [2, 15, 11, 18, 21].
Moreover, this is the first known to us polynomial and-Turing kernel for a natural problem:
examples of Turing kernelization known in the literature are either or-Turing kernels [2, 11,
18], or adaptative kernels that fully exploit the oracle model [15, 21]. As separating classic
and Turing kernelization is arguably one of the most important complexity-theoretical open
problems within parameterized complexity [6, 13, 5], we find this new example intriguing.

As a byproduct of our approach to proving Theorem 4, we obtain also polynomial upper
bounds on the sizes of minimal obstructions to having small cutwidth. More precisely, for a
positive integer c, a digraph D is called c-cutwidth-minimal if the cutwidth of D is at least c,
but the cutwidth of every proper induced subdigraph of D is smaller than c.

I Theorem 5. For every positive integer c, every c-cutwidth-minimal semi-complete digraph
has at most O(c2) vertices.

I Theorem 6. For every positive integer c, every c-cutwidth-minimal tournament has at
most 2c+ 2d

√
2ce+ 1 vertices.
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The bound of Theorem 6 is almost tight, as there exist c-cutwidth-minimal tournaments
with 2c+ 1 vertices. Theorems 5 and 6 have direct algorithmic applications for parameterized
graph modification problems related to cutwidth, e.g., c-Cutwidth Vertex Deletion:
remove at most k vertices from a given digraph to obtain a digraph of cutwidth at most c.

Approach. The starting point of our study is the approach used in the earlier works by
Fradkin [9] and by the third author [17, 16], namely to sort the vertices of the given semi-
complete digraph according to non-decreasing indegrees, and argue that this ordering has to
resemble an optimum one. As shown by Fradkin [9], this statement may be made precise for
tournaments: any indegree ordering has optimum cutwidth.

We present a somewhat finer study of this argument using the notion of a minimum
ordering. Namely, a vertex ordering π of a digraph D is minimum if for any other vertex
ordering π′ of D and any i ∈ {1, 2, . . . , n− 1}, the cutsize in π between the prefix of length i
and the complementary suffix is smaller or equal than the cutsize defined in the same manner
in π′. The sorting argument of Fradkin [9] in fact yields the following: a vertex ordering of
a tournament is minimum if and only if it is sorted according to indegrees. In particular,
every tournament admits a minimum ordering, computable in polynomial time. Since every
minimum ordering optimizes both the cutwidth and the Ola-cost, we obtain the following.

I Theorem 7. The cutwidth and Ola of a tournament can be computed in polynomial time.

Unfortunately, general semi-complete digraphs may not admit minimum orderings. How-
ever, a semi-complete digraph can be relaxed to a fractional tournament with a loss of factor
2 on the cutwidth and the Ola-cost. The ordering argument for tournaments may be applied
to fractional tournaments as well, and thus we obtain a polynomial-time 2-approximation.

I Theorem 8. There exists a polynomial-time algorithm that given a semi-complete digraph
D, outputs an ordering of its vertices of width, and respectively cost, upper bounded by twice
the cutwidth, respectively Ola-cost, of D.

While Theorems 7 and 8 for cutwidth were already proved by Fradkin [9], the applicability
of the approach to Ola is a new contribution of this work. We choose to include the proofs
of Theorems 7 and 8 in this work for two reasons. First, the fine understanding of minimum
orderings is a basic tool needed in the proofs of our main results. Second, the abovementioned
results of Fradkin [9] were communicated only in her PhD thesis and, to the best of our
knowledge, were neither included in any published work, nor we have found any reference to
them. We believe that these fundamental observations deserve a better publicity.

For the proof of Theorem 1, we construct a reduction from NAE-3SAT, a variant of
3SAT. In case the input formula is satisfiable, the output semi-complete digraph admits
a minimum vertex ordering with a precisely specified vector of cutsizes. On the other
hand, admitting any ordering of width bounded by the maximum of these cutsizes implies
satisfiability of the input formula. Thus, the same reduction may serve to certify the hardness
of both computing the cutwidth and computing the Ola-cost of a semi-complete digraph.

For the proof of Theorem 4, we use the notion of a lean ordering; see e.g. [12, 20].
Intuitively, a vertex ordering is lean if it is tight with respect to cut-flow duality: there are
systems of arc-disjoint paths which certify that cutsizes along the ordering cannot be improved.
Lean orderings and decompositions are commonly used in the analysis of obstructions for
various width notions, as well as for proving well quasi-order results. In particular, the
concept of a lean ordering for cutwidth of digraphs was used by Chudnovsky and Seymour
in their proof that the immersion order is a well quasi-order on tournaments [4].
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Lean orderings are used in the proof of Theorem 4 as follows. We first compute a 2-
approximate ordering using Theorem 8, and then we exhaustively improve it until it becomes
lean. Let σ be the obtained ordering, and consider the sequence of cutsizes along σ. The
next observation is crucial. Due to leanness, if some cutsize in this sequence is smaller or
equal than Ω(c) cutsizes to the left and to the right, then there is some optimum-width
ordering that uses the corresponding cut; that is, the prefix of σ up to this cut is also a
prefix of some optimum-width ordering. We call such cuts milestones. It is not hard to prove
that a milestone can be found every O(c2) vertices in the ordering σ. Thus we are able to
partition the digraph into pieces of size O(c2) that may be treated independently. Each of
these pieces gives rise to one digraph Di in the output of the kernelization algorithm.

Theorem 5 follows easily from Theorem 4; basically, the algorithm applied to a c-cutwidth
minimal semi-complete digraph cannot output only smaller digraphs. For Theorem 6 we
use our finer understanding of minimum orderings in tournaments. We remark that from
the well-quasi order result of Chudnovsky and Seymour [4], it follows that the number of
minimal immersion obstructions for tournaments of cutwidth at most c is finite. However,
this holds only for tournaments, yields a non-explicit upper bound on obstruction sizes, and
applies to immersion and not induced subdigraph obstructions.

Organization. In Section 2 we introduce notation, recall basic definitions, and prove Theor-
ems 7 and 8. In Sections 3 and 4 we prove Theorems 4 and 1, respectively. The proofs of
statements marked with ♠ will appear in the full version of the paper.

2 Preliminaries and basic results

Notation. We use standard graph notation for digraphs. All digraphs considered in this
paper are simple, i.e., they do not contain a self-loop or multiple arcs with the same head
and tail. For definitions of tournaments and semi-complete digraphs, see the first paragraph
of Section 1. If present in a digraph, the arcs (u, v) and (v, u) are called symmetric arcs.

For two integers p ≤ p′, let [p, p′] ⊆ Z be the set of integers between p and p′. If p < p′,
we set [p′, p] = ∅ by convention. A vertex ordering of a digraph D is a bijective mapping
π : V (D) → [1, n], where n = |V (D)|. A vertex u ∈ V (D) is at position i in π if π(u) = i.
We denote this unique vertex by πi. The prefix of length i of π is π≤i = {πj : j ∈ [1, i]}; we
set π≤i = ∅ when i ≤ 0, and π≤i = V (D) when n ≤ i. We extend this notation to prefixes
and suffixes of orderings naturally, e.g., π>i = V (D) \ π≤i is the set of the last n− i vertices
in π. The notions of restriction and concatenation of ordering(s) are defined naturally.

An arc (πi, πj) ∈ E(D) is a feedback arc for π if i > j, that is, if πi is after πj in π. Given
a digraph D = (V,E), an ordering π of V and an integer i, we define the cut Eiπ as the set
of feedback arcs E(π>i, π≤i). The tuple cuts〈D,π〉 = (|E0

π|, |E1
π|, . . . , |Enπ |) is called the cut

vector of π, and we denote cuts〈D,π〉(i) = |Eiπ|. Let � be the product order on tuples: for
n-tuples A,B, we have A � B iff A(i) ≤ B(i) for all i ∈ [0, n]. We define A ≺ B as A � B
and A 6= B. We say that a vertex ordering π is minimum for D if for all vertex orderings π′
of D we have cuts〈D,π〉 � cuts〈D,π′〉. Note that a minimum vertex ordering may not exist.

The width of a vertex ordering π of a digraph D, denoted ctw(D,π), is equal to
max{cuts〈D,π〉}, where max on a tuple yields the largest coordinate. The cutwidth of
D, denoted ctw(D), is the minimum width among vertex orderings of D. Similarly, the cost
of π, denoted Ola(D,π), is equal to

∑
{cuts〈D,π〉}, where

∑
on a tuple yields the sum of

coordinates. This is equivalent to summing j − i for all feedback arcs (πj , πi) in π. The
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OLA-cost of D, denoted Ola(D), is the minimum cost among vertex orderings of D. A vertex
ordering π of D satisfying ctw(D) = ctw(D,π), or Ola(D) = Ola(D,π), is respectively
called ctw-optimal or Ola-optimal for D. Note that a minimum ordering for D, if existent,
is always ctw-optimal and Ola-optimal for D.

Exponential-Time Hypothesis. The Exponential Time Hypothesis (ETH) of Impagliazzo
et al. [14] states that for some constant c > 0, there is no algorithm for 3SAT that would run
in time 2cn · (n+m)O(1), where n and m are the numbers of variables and clauses of the input
formula, respectively. Using the Sparsification Lemma [14] one can show that under ETH,
there is a constant c > 0 such that 3SAT cannot be solved in time 2cm · (n+m)O(1). In this
work we use the NAE-3SAT problem (for Not-All-Equal), which is a variant of 3SAT where
a clause is considered satisfied only when at least one, but not all of its literals are satisfied.
Schaefer [19] gave a linear reduction from 3SAT to NAE-3SAT, which immediately yields:

I Corollary 9. Unless ETH fails, NAE-3SAT cannot be solved in time 2o(m) · (n+m)O(1),
where n and m are the numbers of variables and clauses of the input formula, respectively.

Theorems 7 and 8. We now proceed to proving Theorems 7 and 8; recall that for cutwidth,
these results have been already established by Fradkin [9]. However, we use this opportunity
to present the reasoning in a more insightful manner and more general context, which also
yields a better combinatorial understanding that will be helpful later. The core idea is to
work in a more general setting of linear relaxations of tournaments, as defined next.

A fractional tournament is a pair T = (V, ω), where V is a finite vertex set and ω : V 2 →
R≥0 is a weight function that satisfies the following properties: ω(u, u) = 0 for all u ∈ V , and
ω(u, v)+ω(v, u) = 1 for all pairs of different vertices u, v. Thus, by requiring the weights to be
integral we recover the original definition of a tournament. We extend the notation for digraphs
to fractional tournaments as follows. For X,Y ⊆ V we define ω(X,Y ) =

∑
x∈X, y∈Y ω(x, y),

and for u ∈ V we define ω−(u) = ω(V, {u}) and ω+(u) = ω({u}, V ). The notions of
(minimum) vertex orderings, cut vectors, cutwidth, and OLA-cost are extended naturally:
the cardinality of any cut E(X,Y ) is replaced by the sum of weights ω(X,Y ).

Suppose T = (V, ω) is a fractional tournament. We say that a vertex ordering π of T
is sorted if for any pair of different vertices u and v, if ω−(u) < ω−(v), then π(u) < π(v);
in other words, the vertices are sorted according to their indegrees. The following lemma
encapsulates the essence of our approach.

I Lemma 10 (♠). A vertex ordering of a fractional tournament is minimum iff it is sorted.

The proof of Theorem 7, even in the more general setting of fractional tournaments, is
now immediate. We just sort the vertices according to their indegrees ω−. By Lemma 10,
the obtained ordering is minimum, hence it is both ctw-optimal and Ola-optimal.

Lemma 10 cannot be generalized to the semi-complete setting, as there are semi-complete
digraphs that do not admit any minimum ordering.

We now give a 2-approximation algorithm for general semi-complete digraphs. The main
idea is to relax a given semi-complete digraph to a fractional tournament. Precisely, for a
semi-complete digraph D, consider its relaxation TD which is a fractional tournament on the
vertex set V (D), where for every pair of different vertices u and v, we put

ω(u, v) = 1 and ω(v, u) = 0, when (u, v) is present in D but (v, u) is not present; and
ω(u, v) = ω(v, u) = 1/2, when (u, v) and (v, u) is a pair of symmetric arcs in D.

We put ω(u, u) = 0 for every vertex u, thus TD is indeed a fractional tournament. Observe
that for any pair of vertices u, v, we have |E({u}, {v})|/2 ≤ ωTD

({u}, {v}) ≤ |E({u}, {v})|.
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Therefore, for every vertex ordering π of D and every index i ∈ [0, n], it holds that

cuts〈D,π〉(i)/2 ≤ cuts〈TD, π〉(i) ≤ cuts〈D,π〉(i).

In particular we have ctw(D)/2 ≤ ctw(TD) ≤ ctw(D) and Ola(D)/2 ≤ Ola(TD) ≤ Ola(D).
The proof of Theorem 8 is now immediate: just output any sorted ordering of TD.

3 Turing kernel

In this section we prove Theorem 4, that is, we give a quadratic Turing kernel for the problem
of computing the cutwidth of a semi-complete digraph. The essence of our approach is
encapsulated in the following lemma. Intuitively, it provides a sufficient condition for a cut
in a given ordering π so that it can be assumed to be used in an optimum ordering σ.

I Lemma 11. Let D = (V,E) be a semi-complete digraph. Let π and σ be two vertex
orderings of D such that ctw(D,σ) ≤ ctw(D,π) = c. Suppose further that m ∈ [4c, |V | − 4c]
is such that in D there is a family of |Emπ | arc-disjoint paths leading from π>m+4c to π≤m−4c.
Then there exists a vertex ordering σ∗ such that:

σ∗≤m = π≤m;
for every j with j ≤ m− 4c or j > m+ 4c, we have σ∗j = σj;
ctw(D,σ∗) ≤ ctw(D,σ).

The intuition behind Lemma 11 is as follows. Consider σ∗ as rearranged σ. The second
condition says that this rearrangement is local: it affects only vertices at positions in the
range [m−4c+ 1,m+ 4c]. The third condition says that the rearrangement does not increase
the width. Finally, the first condition is crucial: σ∗ uses the prefix π≤m of π as one of its
prefixes. Thus, any ordering can be locally rearranged while preserving the width so that
prefix π≤m is used, provided there is a large arc-disjoint flow locally near m.

Proof of Lemma 11. We first establish the following basic observation on the relation
between orderings π and σ.

I Claim 12 (♠). In the ordering σ, every vertex of π≤m−4c is placed before every vertex of
π>m, and every vertex of π≤m is placed before every vertex of π>m+4c.

The proof of the claim naturally follows by finding, say for each u ∈ π≤m−4c and v ∈ π>m,
sufficiently many vertices that are both outneighbors of u and inneighbors of v.

Let σ≤ and σ> denote the restriction of σ to π≤m and π>m, respectively. Then, define
σ∗ to be the concatenation of σ≤ and σ>. By the construction we have π≤m = σ∗≤m, so the
first condition is satisfied. For the second condition, observe that by Claim 12, every vertex
of π≤m−4c is before every vertex of π>m in σ. It follows that in σ, the first vertex of π>m
appears only after a prefix of at least m− 4c vertices of π≤m. In the construction of σ∗ from
σ, the vertices of that prefix stay at their original positions, so σ∗j = σj for all j ≤ m− 4c. A
symmetric argument shows that σ∗j = σj also for all j > m+ 4c.

It remains to prove that ctw(D,σ∗) ≤ ctw(D,σ). Consider any j ∈ [0, |V |]; we need
to prove that |Ejσ∗ | ≤ ctw(D,σ). By the second condition we have that Ejσ∗ = Ejσ when
j ≤ m − 4c or j ≥ m + 4c, and |Ejσ| ≤ ctw(D,σ) by definition. Hence, we are left with
checking the inequality for j satisfying m− 4c < j < m+ 4c.

In the following, for a vertex subset A we denote δ(A) = |E(V \A,A)|. We will use the
submodularity of directed cuts: δ(A ∩B) + δ(A ∪B) ≤ δ(A) + δ(B) for all vertex subsets
A,B. In these terms, we need to prove that δ(σ∗≤j) ≤ ctw(D,σ).
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Let x be the vertex at position j in σ∗ and let X be the set of all vertices placed not
after x in σ, including x itself. Suppose first that j ≤ m. Then, by the construction we have
x ∈ π≤m and σ∗≤j = X ∩ π≤m. By the submodularity of cuts we have

δ(σ∗≤j) = δ(X ∩ π≤m) ≤ δ(X) + δ(π≤m)− δ(X ∪ π≤m). (1)

As X is a prefix of σ by definition, we have δ(X) ≤ ctw(D,σ). Hence, by (1), in order to
prove that δ(σ∗≤j) ≤ ctw(D,σ), it suffices to prove that δ(X ∪ π≤m) ≥ δ(π≤m).

Denote d = δ(π≤m) = |Emπ | and recall that there is a family of d arc-disjoint paths leading
from π>m+4c to π≤m−4c. In particular, this means that for each set A with A ⊇ π≤m−4c
and A ∩ π>m+4c = ∅, each of these paths has to contribute to δ(A), implying δ(A) ≥ d.

Therefore, it suffices to show that X ∪ π≤m ⊇ π≤m−4c and (X ∪ π≤m) ∩ π>m+4c = ∅.
While the first assertion is trivial, the second is equivalent to X ∩ π>m+4c = ∅. For this,
observe that by definition all elements of X are placed not after x in σ, and x belongs
to π≤m. However, by Claim 12 all vertices of π>m+4c are placed in σ after all vertices of
π≤m, in particular after x. This implies that X and π>m+4c are disjoint, which proves that
δ(X ∪ π≤m) ≥ d and, consequently as discussed above, also that δ(σ∗≤j) ≤ ctw(D,σ).

The proof for the case j > m is completely symmetric, however we need to observe that
now x ∈ π>m and σ∗≤j = X ∪ π≤m. By applying the same submodularity argument (1), we
are left with proving that δ(X∩π≤m) ≥ δ(π≤m), which follows by a symmetric reasoning. J

Our goal now is to construct an approximate ordering π where we will be able to find
many positions m to which Lemma 11 can be applied. We first recall the concept of a lean
ordering, which will be our main tool for finding families of arc-disjoint paths.

I Definition 13. A vertex ordering π of a digraph D = (V,E) is called lean if for each
0 ≤ a ≤ b ≤ n, the maximum size of a family of arc-disjoint paths from π>b to π≤a in D is
equal to mina≤i≤b |Eiπ|.

Note that by Menger’s theorem, the maximum size of a family of arc-disjoint paths from
π>b to π≤a is equal to the minimum size of an arc cut separating π>b from π≤a. Thus, in a
lean ordering we have that the minimum cutsize between any disjoint prefix and suffix is
actually realized by one of the cuts along the ordering.

The notion of a lean ordering is the cutwidth analogue of a lean decomposition in
the treewidth setting, cf. [20]. An essentially equivalent notion of linked orderings was
used by Chudnovsky and Seymour [4] in the context of immersions in tournaments. Also,
Giannopoulou et al. [12] used this concept to study immersion obstructions for the cutwidth
of undirected graphs. A careful analysis of the arguments of [4, 12] yields the following.

I Lemma 14 ([4, 12]). There is a polynomial-time algorithm that given a vertex ordering π
of a digraph D, computes a lean vertex ordering π∗ of D satisfying ctw(D,π∗) ≤ ctw(D,π).

Next, we introduce the concept of a milestone. Intuitively, a milestone is a position where
Lemma 11 can be applied, provided the ordering is lean.

I Definition 15. Let π be a vertex ordering of a digraph D = (V,E), and let α be a positive
integer. An integer m ∈ [0, |V |] is a π-milestone of D of span α if |Emπ | ≤ |Eiπ| for each
integer i with m− α ≤ i ≤ m+ α.

Note that if π is lean and m is a π-milestone of span α, then minm−α≤i≤m+α |Eiπ| = |Emπ |,
hence there is a family of |Eπm| arc-disjoint paths leading from π>m+α to π≤m−α. Thus,
a π-milestone of span 4c satisfies the prerequisite of Lemma 11 about the existence of
arc-disjoint paths. We now observe that in an ordering of small width milestones occur often.
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I Lemma 16 (♠). Let D = (V,E) be a digraph and let π be a vertex ordering of D of
width at most c. Then for any integers p ∈ [0, |V |] and α ≥ 0, there exists a π-milestone
m ∈ [p− α · c, p+ α · c] of span α.

Having gathered all the tools, we are finally ready to prove Theorem 4.

Proof of Theorem 4. By Theorem 8, we can compute in polynomial time a vertex ordering
π0 of D such that ctw(D,π0) ≤ 2 · ctw(D). If ctw(D,π0) > 2c, we can conclude that
ctw(D) > c and report this answer, so let us assume that ctw(D,π0) ≤ 2c. By applying the
algorithm of Lemma 14 to π0, we can compute in polynomial time a lean ordering π such
that ctw(D,π) ≤ ctw(D,π0) ≤ 2c. In the following we assume w.l.o.g. that |V | > 16c, for
otherwise we can output a list consisting only of D.

Call a set of π-milestones dispersed if these π-milestone pairwise differ by more than 16c.
Observe that 0 and |V | are always π-milestones, and they differ by more than 16c. Starting
from the set {0, |V |}, we compute an inclusion-wise maximal dispersed set 0 = m0 < m1 <

m2 < . . . < m` = |V | of π-milestones of span 8c. More precisely, whenever some π-milestone of
span 8c can be added to the set without spoiling the dispersity requirement, we do it, until no
further such milestone can be added. Observe that then we have thatmi+1−mi ≤ 32c2+32c+1
for each i ∈ [1, `− 1], for otherwise the range [mi + 16c+ 1,mi+1 − 16c− 1] would contain
more than 32c2 vertices, so by Lemma 16 we would be able to find in it a π-milestone of
span 8c that could be added to the constructed dispersed set.

Thus, π is partitioned into ` blocks B1, . . . , B`, each of length at most 32c2 + 32c + 1,
such that the j-th block Bj is equal to {πmj−1+1, πmj−1+2, . . . , πmj}. For each j ∈ [1, `], let
Aj be defined as Bj augmented with the following vertices:

vertices at positions in ranges [max(1,mj−1−8c+1),mj−1] and [mj+1,min(|V |,mj+8c)],
all heads of arcs from E

mj−1−8c
π , and all tails of arcs from E

mj+8c
π .

Since the width of π is at most 2c, we have that |Aj | ≤ |Bj |+ 20c = O(c2).
For j ∈ [1, `], let us denote Dj = D[Aj ]. To prove the theorem, it now suffices to show

that ctw(D) ≤ c if and only if ctw(Dj) ≤ c for each j ∈ [1, `]. The forward direction is trivial,
since cutwidth is closed under taking induced subdigraphs. Hence, we are left with showing
that if ctw(Dj) ≤ c for each j ∈ [1, `], then ctw(D) ≤ c.

Take any j ∈ [1, `−1]. Asmj is a π-milestone of span 8c, we have minmj−8c≤i≤mj+8c |Eiπ| =
|Emj
π |. Since π is lean, there is a family Fj of |Emj

π | arc-disjoint paths in D leading from
π>mj+8c to π≤mj−8c. We can assume w.l.o.g. that each internal (non-endpoint) vertex of
each of these paths has position between mj + 8c+ 1 and mj − 8c in π. Hence, in particular,
each path of Fj starts with an arc of Emj+8c

π and ends with an arc of Emj−8c
π . This implies

that for each j ∈ [1, `], all the paths of Fj are entirely contained both in Dj and in Dj+1.
Consider any j ∈ [1, `], and for simplicity assume for now that j 6= 1 and j 6= `. Let π′ be

the restriction of π to the vertex set of Dj ; obviously the width of π′ is at most 2c. Further,
let m′ be the position of πmj−1 in π′, so that π′≤m′ = π≤mj−1 ∩ V (Dj). Observe that since
all vertices at positions between mj−1− 8c+ 1 and mj−1 + 8c in π are included in the vertex
set of Dj , they are at positions between m′ − 8c+ 1 and m′ + 8c in π′, and hence the paths
of Fj−1 in Dj lead from π′>m′+8c to π′≤m′−8c. Their number is |Emj−1

π |, which is equal to
the cutsize at position m′ in π′, by the construction of Dj and π′.

We conclude that Lemma 11 can be applied to position m′ in the ordering π′ of Dj . If
we now use it on any ctw-optimal vertex ordering σ of Dj , we obtain a ctw-optimal vertex
ordering σ∗ of Dj such that σ∗≤m′ = π′≤m′ = π≤mj−1 ∩ V (Dj). Note that by Lemma 11, σ∗
differs from σ by a rearrangement of vertices at positions between m′ − 8c+ 1 and m′ + 8c.
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Now we define m′′ to be the position of πmj in π′, so that π′≤m′′ = π≤mj ∩ V (Dj). A
symmetric reasoning, which uses the fact that Fj is also entirely contained in Dj , shows that
Lemma 11 can be also applied to position m′′ in the ordering π′ of Dj . Then we can use this
lemma on the ctw-optimal vertex ordering σ∗, yielding a ctw-optimal ordering σ∗∗ such that
σ∗∗≤m′′ = π′≤m′′ = π≤mj

∩ V (Dj). Again, by Lemma 11 we have that σ∗ and σ∗∗ differ by a
rearrangement of vertices at positions m′′ − 8c + 1 and m′′ + 8c. Since mj −mj−1 > 16c
by construction, we infer that this rearrangement does not change the prefix of length m′,
and hence we still have σ∗∗≤m′ = π′≤m′ = π≤mj−1 ∩ V (Dj). The ordering σ∗∗ obtained in this
manner shall be called σj . For j = 1 and j = ` we obtain σj in exactly the same way, except
we apply Lemma 11 only once, for the position not placed at the end of the sequence.

All in all, for each j ∈ [1, `] we have obtained a ctw-optimal ordering σj of Dj such that
the vertices of Bj form an infix (a sequence of consecutive elements) of σj , while vertices
to the left of this infix are the vertices of V (Dj) ∩ π≤mj−1 and vertices to the right of this
infix are the vertices of V (Dj) ∩ π>mj

. Define an ordering σ of D by first restricting every
ordering σj to Bj , and then concatenating all the obtained orderings for j = 1, 2, . . . , `. Since
we assumed that ctw(Dj) ≤ c for each j ∈ [1, `], and each ordering σj is ctw-optimal on
Dj , we have that ctw(Dj , σ

j) ≤ c for each j ∈ [1, `]. From the construction of Dj , and in
particular the fact that all the arcs of Emj−1

π and Emj
π are contained in Dj , it follows that

the infix of cutvector cuts〈Dj , σj〉 corresponding to the vertices of Bj is equal to the infix of
the cutvector cuts〈D,σ〉 corresponding to the vertices of Bj . This shows that

ctw(D,σ) = max
i∈[0,|V |]

cuts〈D,σ〉(i) ≤ max
j∈[0,`]

i∈[0,|V (Dj)|]

cuts〈Dj , σj〉(i) = max
j∈[0,`]

ctw(Dj , σ
j) ≤ c,

hence we are done. J

Regarding the bounds on sizes of c-cutwidth-minimal semi-complete digraphs (Theorems 5
and 6), we will give a full exposition in the complete version of the paper. Essentially,
Theorem 5 follows easily by considering applying the algorithm of Theorem 4 on a c-cutwidth-
minimal semi-complete digraph for parameter c− 1, while for Theorem 6 we need to use the
understanding of minimum orderings in tournaments in the spirit of Lemma 10.

4 Lower bounds

In this section, we prove Theorem 1, which provides almost tight lower bounds for the
complexity of computing the cutwidth and the Ola-cost of a semi-complete digraph. We
start our reduction from an instance of the NAE-3SAT problem, which was defined in
Section 2 and for which a complexity lower bound under ETH is given by Corollary 9.

Let us introduce some notation. For a formula ϕ in CNF, the variable and clause sets of ϕ
are denoted by vars(ϕ) and cls(ϕ), respectively. A variable assignment α : vars(ϕ)→ {⊥,>}
NAE-satisfies ϕ if every clause of ϕ has at least one, but not all literals satisfied. Formula ϕ
is NAE-satisfiable if there is a variable assignment α that NAE-satisfies it; equivalently, both
α and its negation ¬α satisfy ϕ. A digraph is called basic if it is simple and has no pair of
symmetric arcs. For an integer m > 0, let λm be the tuple of size 14m+ 1 such that:

λm(i) =


2i, when i ∈ [0, 5m]
5m+ i, when i ∈ [5m+ 1, 6m]
11m, when i ∈ [6m+ 1, 7m]
18m− i, when i ∈ [7m+ 1, 12m]
42m− 3i, when i ∈ [12m+ 1, 14m]

The following lemma encapsulates the first, main step of our reduction.
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I Lemma 17. There exists a polynomial-time algorithm that, given a 3CNF formula ϕ with
m clauses, returns a basic digraph D(ϕ) with 14m vertices and 24m edges such that:
1. for every vertex ordering π, we have cuts〈D(ϕ), π〉 � λm;
2. if ϕ is NAE-satisfiable, then there exists a vertex ordering π with cuts〈D(ϕ), π〉 = λm;
3. if there is a vertex ordering π with max{cuts〈D(ϕ), π〉} ≥ 11m, then ϕ is NAE-satisfiable.

Note that Lemma 17 expresses a reduction from NAE-3SAT to a maximization problem:
NAE-satisfiability of ϕ is equivalent to D(ϕ) admitting a vertex ordering of width at least
11m. The main idea is that this maximization will be later turned into minimization by
complementing the digraph, which also yields a semi-complete digraph since D(ϕ) is basic.

Proof of Lemma 17. Without loss of generality, we may assume that each clause of ϕ
contains exactly 3 literals, by repeating some literal if necessary. Then, we may also assume
that every variable of vars(ϕ) appears at least twice, because a variable that appears only once
can always be set in order that the clause in which it appears is NAE-satisfied, and thus such
a variable and its associated clause may be safely removed. For every variable x ∈ vars(ϕ), let
px be the number of occurrences of x in the clauses of ϕ; hence 3m =

∑
x∈vars(ϕ)

px and px ≥ 2

for each x ∈ vars(ϕ). We finally assume the clauses and literals are ordered, so we may say
that a literal `x is the ixth occurrence of variable x in the clauses of ϕ, with ix ∈ [1, px].

We now describe the construction of D(ϕ). For every variable x ∈ vars(ϕ) construct a
variable gadget Gx, which is a directed cycle of length 2px with vertices named as follows:
⊥x1 → >x1 → ⊥x2 → >x2 → . . .→ ⊥xpx

→ >xpx
→ ⊥x1 .

Note that this cycle has no symmetric arcs since px > 1.
Then, for every clause C ∈ cls(ϕ), where C = `x ∨ `y ∨ `z for literals of variables

x, y, z ∈ vars(ϕ), respectively, construct the following >-clause gadget GC>. Introduce a
vertex >C and a set of vertices V C> = {>C`x

,>C`y
,>C`z

} together with the following arcs:
A directed 3-cycle (>C`x

,>C`y
), (>C`y

,>C`z
), (>C`z

,>C`x
).

The arcs (>C ,>C`x
), (>C ,>C`y

) and (>C ,>C`z
) from >C to the vertices of V CT .

Similarly, construct the ⊥-clause gadget GC⊥, which is isomorphic to GC>, but with vertices
named ⊥. Gadgets GC> and GC⊥ will differ in how we connect them with the rest of the graph.

Intuitively, the variable assignment α, intended to NAE-satisfy ϕ, is encoded by choosing,
in each variable gadget Gx, which vertices are placed in the first half of π, and which are
placed in the second. We use the gadget GC> to verify that α satisfies C, whereas the gadget
GC⊥ verifies that ¬α also satisfies C. For this purpose, connect the clause gadgets to variable
gadgets as follows. Suppose `x ∈ C is the ixth occurrence of x. If `x = x then add two arcs
(>C`x

,⊥xix) and (⊥C`x
,>xix), and if `x = ¬x then add two arcs (>C`x

,>xix) and (⊥C`x
,⊥xix).

This concludes the construction of D(ϕ). Clearly D(ϕ) is basic, and a straightforward
verification using the equality 3m =

∑
x∈vars(ϕ)

px shows that conditions |V (D(ϕ))| = 14m

and |E(D(ϕ))| = 24m hold as well. The complete proof of the three lemma statements will
appear in the full version of the paper. In order to show the main gist of the reduction, we
sketch now the proof of the third claim.

We prove the following statement: for any vertex subset A ⊆ V , it always holds that
|E(A, V \A)| ≤ 11m. Note that this in particular implies that the cutwidth of any ordering
of D(ϕ) is at most 11m, which is a part of the verification of the first claim. Denote
F = E(A, V \ A). First, consider any variable x ∈ vars(ϕ). Since Gx is a directed cycle
of length 2px, it can easily be seen that |F ∩ E(Gx)| ≤ px and the equality holds if
and only if A contains every second vertex of the cycle Gx. Second, consider any clause
C = `x ∨ `y ∨ `z ∈ cls(ϕ). Let RC> be the set of three arcs connecting GC with the variable
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gadgets Gx, Gy, and Gz. Since >C has no incoming arcs, we can assume without loss of
generality that >C ∈ A, as putting >C into A can only increase |E(A, V \ A)|. We now
distinguish cases depending on the size of A ∩ V C> = A ∩ {>C`x

,>C`y
,>C`z

}. The following
implications follow from a straightforward analysis of the situation in GC> and on incident arcs.

If |A ∩ V C> | = 0 then |F ∩RC>| = 0 and |F ∩ E(GC>)| = 3.
If |A ∩ V C> | = 1 then |F ∩RC>| ≤ 1 and |F ∩ E(GC>)| = 3.
If |A ∩ V C> | = 2 then |F ∩RC>| ≤ 2 and |F ∩ E(GC>)| = 2.
If |A ∩ V C> | = 3 then |F ∩RC>| ≤ 3 and |F ∩ E(GC>)| = 0.

In all the cases, we conclude that |F ∩ (E(GC>) ∪ RC>)| ≤ 4; note that the equality can
hold only in the two middle ones. The same analysis applies to the ⊥-clause gadgets,
yielding |F ∩ (E(GC⊥) ∪RC⊥)| ≤ 4, where RC⊥ is defined analogously. Since the sets E(Gx) for
x ∈ vars(ϕ) and E(GC>)∪RC> ∪E(GC⊥)∪RC⊥ for C ∈ cls(ϕ) form a partition of E(D(ϕ)), we
immediately get that |F | ≤

∑
x∈vars(ϕ) px + 8|cls(ϕ)| = 11m.

To verify the third claim of the lemma, note that if there is some vertex ordering of
cutwidth at least 11m, then there is some set A with |E(A, V \A)| ≥ 11m. Hence, for such
all the inequalities used above are in fact equalities. In particular, in every variable gadget
Gx, the vertices belong to A and to V (D) \A alternately. This gives us two possibilities for
every variable gadget, which naturally defines a variable assignment α for the formula ϕ.
The fact that we have equalities also in each clause gadget GC> and GC⊥ ensures that each
clause C is satisfied both by α and ¬α. Hence α NAE-satisfies ϕ. J

We now proceed to complementing the obtained digraph. Precisely, given a simple digraph
D = (V,E), define its complement as D̄ = (V, Ē), where Ē = V 2\(E∪{(u, u) : u ∈ V }). That
is, we take the complete digraph without self-loops on the vertex set V , and we remove all the
arcs that are present in D. Note that the complement of a basic digraph is semi-complete.

Now, let λ̄m be the tuple such that for all i ∈ [0, 14m], we have λm(i)+ λ̄m(i) = i(14m−i).
It is not hard to check that max{λ̄m} = λ̄m(7m) = 49m2−11m. A simple verification of how
the conditions of Lemma 17 are transformed under complementation yields the following.

I Lemma 18 (♠). The complement of D(ϕ) is a semi-complete digraph D̄(ϕ) satisfying:
1. for every vertex ordering π, we have λ̄m � cuts〈D̄(ϕ), π〉;
2. if ϕ is NAE-satisfiable, then there exists a vertex ordering π with cuts〈D̄(ϕ), π〉 = λ̄m;
3. if D̄(ϕ) admits a vertex ordering π of width at most 49m2−11m, then ϕ is NAE-satisfiable.

Thus, Lemma 18 shows that NAE-satisfiability of ϕ is equivalent to D̄(ϕ) having cutwidth
at most 49m2 − 11m. However, the fact that NAE-satisfiability of ϕ implies that D̄(ϕ)
admits a vertex ordering with a very concrete cut vector λ̄m, which is the best possible in
the sense of the first claim of Lemma 18, also enables us to derive a lower bound for OLA.
All these observations, together with the linear bound on the number of vertices of D̄(ϕ),
make the proof of Theorem 1 essentially complete.

The reduction of Lemma 17 constructs a basic digraph whose complement has a pair of
symmetric arcs between almost every pair of vertices. On the other hand, on tournaments the
problem is polynomial-time solvable, which suggests looking at the parameterization by the
number of vertices incident to symmetric arcs. We indeed show that this parameterization
leads to an FPT problem, even in a larger generality. Call a vertex u of a simple digraph D
pure if for any other vertex v, exactly one of the arcs (u, v) or (v, u) is present in D.

I Theorem 19 (♠). There is an algorithm that, given a simple digraph D on n vertices,
computes the cutwidth and the OLA-cost of D in time 2k · nO(1), where k is the number of
non-pure vertices in D. The algorithm can also report orderings certifying the output values.
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Abstract
The Cycle Packing problem asks whether a given undirected graph G = (V,E) contains k
vertex-disjoint cycles. Since the publication of the classic Erdős-Pósa theorem in 1965, this
problem received significant scientific attention in the fields of Graph Theory and Algorithm
Design. In particular, this problem is one of the first problems studied in the framework of
Parameterized Complexity. The non-uniform fixed-parameter tractability of Cycle Packing
follows from the Robertson–Seymour theorem, a fact already observed by Fellows and Langston
in the 1980s. In 1994, Bodlaender showed that Cycle Packing can be solved in time 2O(k2) · |V |
using exponential space. In case a solution exists, Bodlaender’s algorithm also outputs a solution
(in the same time). It has later become common knowledge that Cycle Packing admits a
2O(k log2 k) · |V |-time (deterministic) algorithm using exponential space, which is a consequence
of the Erdős-Pósa theorem. Nowadays, the design of this algorithm is given as an exercise in
textbooks on Parameterized Complexity. Yet, no algorithm that runs in time 2o(k log2 k) · |V |O(1),
beating the bound 2O(k log2 k) · |V |O(1), has been found. In light of this, it seems natural to
ask whether the 2O(k log2 k) · |V |O(1) bound is essentially optimal. In this paper, we answer this
question negatively by developing a 2O( k log2 k

log log k ) · |V |-time (deterministic) algorithm for Cycle
Packing. In case a solution exists, our algorithm also outputs a solution (in the same time).
Moreover, apart from beating the bound 2O(k log2 k) · |V |O(1), our algorithm runs in time linear
in |V |, and its space complexity is polynomial in the input size.
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1 Introduction

The Cycle Packing problem asks whether a given undirected graph G = (V,E) contains k
vertex-disjoint cycles. Since the publication of the classic Erdős-Pósa theorem in 1965 [15],
this problem received significant scientific attention in the fields of Graph Theory and
Algorithm Design. In particular, Cycle Packing is one of the first problems studied in
the framework of Parameterized Complexity. In this framework, each problem instance is
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associated with a parameter k that is a non-negative integer, and a problem is said to be
fixed-parameter tractable (FPT) if the combinatorial explosion in the time complexity can be
confined to the parameter k. More precisely, a problem is FPT if it can be solved in time
f(k) · |I|O(1) for some function f , where |I| is the input size. For more information, we refer
the reader to recent monographs such as [14] and [10].

In this paper, we study the Cycle Packing problem from the perspective of Parameter-
ized Complexity. In the standard parameterization of Cycle Packing, the parameter is the
number k of vertex-disjoint cycles. The non-uniform fixed-parameter tractability of Cycle
Packing follows from the Robertson–Seymour theorem [38],1 a fact already observed by
Fellows and Langston in the 1980s. In 1994, Bodlaender showed that Cycle Packing can
be solved in time 2O(k2) · |V | using exponential space [5]. Notably, in case a solution exists,
Bodlaender’s algorithm also outputs a solution in time 2O(k2) · |V |.

The Erdős-Pósa theorem states that there exists a function f(k) = O(k log k) such that for
each non-negative integer k, every undirected graph either contains k vertex-disjoint cycles or
it has a feedback vertex set consisting of f(k) vertices [15]. It is well known that the treewidth
(tw) of a graph is not larger than its feedback vertex set number (fvs), and that a naive
dynamic programming (DP) scheme solves Cycle Packing in time 2O(tw log tw) · |V | and
exponential space (see, e.g., [10]). Thus, the existence of a 2O(k log2 k) · |V |-time (deterministic)
algorithm that uses exponential space can be viewed as a direct consequence of the Erdős-Pósa
theorem. Nowadays, the design of this algorithm is given as an exercise in textbooks on
Parameterized Complexity such as [14] and [10]. In case a solution exists, this algorithm
does not output a solution (though we remark that with a certain amount of somewhat
non-trivial work, it is possible to modify this algorithm to also output a solution).

Prior to our work, no algorithm that runs in time 2o(k log2 k) · |V |O(1), beating the bound
2O(k log2 k) · |V |O(1), has been found. In light of this, it seemed tempting to ask whether the
2O(k log2 k) · |V |O(1) bound is essentially optimal. In particular, two natural directions to
explore in order to obtain a faster algorithm necessarily lead to a dead end. First, Erdős and
Pósa [15] proved that the bound f(k) = O(k log k) in their theorem is essentially tight as
there exist infinitely many graphs and a constant c such that these graphs do not contain k
vertex-disjoint cycles and yet their feedback vertex set number is larger than ck log k. Second,
Cygan et al. [11] proved that the bound 2O(tw log tw) · |V |O(1) is also likely to be essentially
tight in the sense that unless the Exponential Time Hypothesis (ETH) [20] is false, Cycle
Packing cannot be solved in time 2o(tw log tw) · |V |O(1) (however, it might still be true that
Cycle Packing is solvable in time 2o(fvs log fvs) · |V |O(1)).

1.1 Related Work
The Cycle Packing problem admits a factor O(log |V |) approximation algorithm [30], and
it is quasi-NP-hard to approximate within a factor of O(log

1
2−ε |V |) for any ε > 0 [18]. In the

context of kernelization with respect to the parameter k, Cycle Packing does not admit a
polynomial kernel unless NP ⊆ coNP/Poly [4]. Recently, Lokshtanov et al. [31] obtained
a 6-approximate kernel with O((k log k)2) vertices along with a (1 + ε)-approximate kernel
with kO(f(ε)) vertices for some function f . We would like to mention that in case one seeks k
edge-disjoint cycles rather than k vertex-disjoint cycles, the problem becomes significantly
simpler in the sense that it admits a kernel with O(k log k) vertices [4].

Focusing on structural parameters, Bodlaender et al. [2] obtained polynomial kernels
with respect to the vertex cover number, vertex-deletion distance to a cluster graph and

1 The paper [38] was already available as a manuscript in 1986 (see, e.g., [5]).
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the max leaf number. In planar graphs, Bodlaender et al. [3] solved Cycle Packing in
subexponential time 2O(

√
k) · |V |O(1), and showed that this problem admits a linear kernel. In

the more general class of H-minor-free graphs, Dorn et at. [13] also solved Cycle Packing
in subexponential time 2O(

√
k) · |V |O(1). Moreover, for apex-minor-free graphs, Fomin et

al. [17] showed that Cycle Packing admits a linear kernel, and Fomin et al. [16] showed
that it also admits an EPTAS. When the input graph is a directed graph, Cycle Packing is
W[1]-hard [39], but it admits an FPT approximation scheme [19]. In fact, Cycle Packing in
directed graphs was the first W[1]-hard problem shown to admit such a scheme. Krivelevich et
al. [30] obtained a factor O(|V | 12 ) approximation algorithm for Cycle Packing in directed
graphs and showed that this problem is quasi-NP-hard to approximate within a factor of
O(log1−ε |V |) for any ε > 0.

Several variants of Cycle Packing have also received significant scientific attention.
For example, the variant of Cycle Packing where one seeks k odd vertex-disjoint cycles
has been widely studied [36, 40, 35, 29, 27, 28]. Another well-known variant, where the
cycles need to contain a prescribed set of vertices, has also been extensively investigated
[24, 33, 25, 23, 26]. Furthermore, a combination of these two variants has been considered
in [23, 22].

Finally, we briefly mention that inspired by the Erdős-Pósa theorem, a class of graphs
H is said to have the Erdős-Pósa property if there is a function f(k) for which given a
graph G, it either contains k vertex-disjoint subgraphs such that each of these subgraphs
is isomorphic to a graph in H, or it contains a set of f(k) vertices that hits each of its
subgraphs that is isomorphic to a graph in H. A fundamental result in Graph Theory by
Robertson and Seymour [37] states the the class of all graphs that can be contracted to
a fixed planar graph H has the Erdős-Pósa property. Recently, Chekuri and Chuzhoy [6]
presented a framework that leads to substantially improved functions f(k) in the context
of results in the spirit of the Erdős-Pósa theorem. Among other results, these two works
are also related to the recent breakthrough result by Chekuri and Chuzhoy [7], which states
that every graph of treewidth at least f(k) = O(k98 · polylog(k)) contains the k × k grid as
a minor (the constant 98 has been improved to 36 in [8] and to 19 in [9]). Following the
seminal work by Robertson and Seymour [37], numerous papers (whose survey is beyond the
scope of this paper) investigated which other classes of graphs have the Erdős-Pósa property,
which are the “correct” functions f associated with them, and which generalizations of this
property lead to interesting discoveries.

1.2 Our Contribution
In this paper, we show that the running time of the algorithm that is a consequence of the
Erdős-Pósa theorem is not essentially tight. For this purpose, we develop a 2O( k log2 k

log log k ) · |V |-
time (deterministic) algorithm for Cycle Packing. In case a solution exists, our algorithm
also outputs a solution (in time 2O( k log2 k

log log k ) · |V |). Moreover, apart from beating the bound
2O(k log2 k) · |V |O(1), our algorithm runs in time linear in |V |, and its space complexity is
polynomial in the input size. Thus, we also improve upon the classical 2O(k2) · |V |-time
algorithm by Bodlaender [5]. Our result is summarized in the following theorem.

I Theorem 1. There exists a (deterministic) polynomial-space algorithm that solves Cycle
Packing in time 2O( k log2 k

log log k ) · |V |. In case a solution exists, it also outputs a solution.

At a high level to prove Theorem 1, the main idea is to look back at the classic algorithm
based on the Erdős-Pósa property and to perform some trade-offs to get an improve-
ment. Specifically, the idea is to compute a “relaxed feedback vertex set”: a set S of size

ICALP 2017



71:4 Packing Cycles Faster Than Erdős-Pósa

O(k log k/ log log k) so that G− S is not necessarily a forest, but it has no short cycles (of
length O(log k/ log log k)), even after contracting long detached paths to single edges. This
creates a “relaxed” modulator that is smaller by a O(log log k) multiplicative factor than
if we required S to be a feedback vertex set. After some cleaning step on this structure,
and using the relaxed modulator, one can roughly guess the interaction between S and
G − S in the solution; this step amounts to guessing one of around |S|! options, which is
O(2k log2 k/ log log k). Having fixed the interaction, we can contract any remaining long paths
so that the whole remaining graph has O(k log3/2 k) vertices; it is important here that this
step goes through even when we work with the “relaxed” modulator S as explained above,
instead of a normal feedback vertex set as in the classic algorithm. As the size of the graph
is already bounded, a simple dynamic programming on subsets suffices to finish the proof. In
order to achieve polynomial space usage, we employ a standard inclusion-exclusion procedure
instead.

2 Preliminaries

We use standard terminology from the book of Diestel [12] for those graph-related terms
that are not explicitly defined here. We only consider finite graphs possibly having self-loops
and multi-edges. Moreover, using an appropriate reduction rule we restrict the maximum
multiplicity of an edge to be 2. For a graph G, we use V and E to denote the vertex and edge
sets of the graph G, respectively. For a vertex v ∈ V , we use degG(v) to denote the degree of
v, i.e the number of edges incident on v, in the (multi) graph G. We also use the convention
that a self-loop at a vertex v contributes 2 to its degree. For a vertex subset S ⊆ V , we let
G[S] and G− S denote the graphs induced on S and V \ S, respectively. For a vertex subset
S ⊆ V , we use NG(S) and NG[S] to denote the open and closed neighborhoods of S in G,
respectively. That is, NG(S) = {v | {u, v} ∈ E, u ∈ S} \ S and NG[S] = NG(S) ∪ S. In case
S = {v}, we simply let N(v) = N(S) and N [v] = N [S]. For a graph G = (V,E) and an edge
e ∈ E, we let G/e denote the graph obtained by contracting e in G. For E′ ⊆

(
V
2
)
, i.e. a

subset of edges, we let G+ E′ denote the (multi) graph obtained after adding the edges in
E′ to G, and we let G/E′ denote the (multi) graph obtained after contracting the edges of
E′ in G. The girth of a graph is denoted by girth(G), its minimum degree by δ(G), and its
maximum degree by ∆(G). A graph with no cycles has infinite girth.

A path in a graph is a sequence of distinct vertices v0, v1, . . . , v` such that {vi, vi+1} is an
edge for all 0 ≤ i < `. A cycle in a graph is a sequence of distinct vertices v0, v1, . . . , v` such
that {vi, v(i+1) mod `+1} is an edge for all 0 ≤ i ≤ `. Both a double edge and a self-loop are
cycles. If P is a path from a vertex u to a vertex v in the graph G then we say that u and v
are the end vertices of the path P and P is a (u, v)-path. For a path P , we use V (P ) and
E(P ) to denote the sets of vertices and edges in the path P , respectively, and length of P
is denoted by |P | (i.e, |P | = |V (P )|). For a cycle C, we use V (C) and E(C) to denote the
sets of vertices and edges in the cycle C, respectively, and the length of C, denoted by |C|,
is |V (C)|. For a path or a cycle Q we use NG(Q) and NG[Q] to denote the sets NG(V (Q))
and NG[V (Q)], respectively. For a collection of paths/cycles Q, we use |Q| to denote the
number of paths/cycles in Q and V (Q) to denote the set

⋃
Q∈Q V (Q). We say a path P in

G is a degree-two path if all vertices in V (P ), including the end vertices of P , have degree
exactly 2 in G. We say P is a maximal degree-two path if no proper superset of P also forms
a degree-two path. We note that the notions of walks and closed walks are defined exactly
as paths and cycles, respectively, except that their vertices need not be distinct. Finally, a
feedback vertex set is a subset F of vertices such that G− F is a forest.
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Below we formally state some of the key results that will be used throughout the paper,
starting with the classic Erdős-Pósa theorem [15].

I Proposition 2 ([15]). There exists a constant c′ such that every (multi) graph either
contains k vertex-disjoint cycles or it has a feedback vertex set of size at most c′k log k.

Observe that any (multi) graph G = (V,E) whose feedback vertex set number is bounded
by c′k log k has less than (2c′k log k+ 1) · |V | edges (recall that we restrict the multiplicity of
an edge to be 2). Indeed, letting F denote a feedback vertex set of minimum size, the worst
case (in terms of |E|) is obtained when G−F is a tree, which contains |V |−|F |−1 edges, and
between every pair of vertices v ∈ F and u ∈ V , there exists an edge of multiplicity 2. Thus,
by Proposition 2, in case |E| > (2c′k log k + 1) · |V |, the input instance is a yes-instance, and
after we discard an arbitrary set of |E| − (2c′k log k+ 1) · |V | edges, it remains a yes-instance.
A simple operation which discards at least |E| − (2c′k log k + 1) · |V | edges and can be
performed in time O(k log k · |V |).

I Assumption 3. We assume that |E| = O(k log k · |V |).

Now, we state our algorithmic version of Proposition 2. The proof partially builds upon
the proof of the Erdős-Pósa theorem in the book [12], and it is given in the full version of
the paper.

I Theorem 4. There exists a constant c and a polynomial-space algorithm such that given
a (multi) graph G and a non-negative integer k, in time kO(1) · |V | it either outputs k
vertex-disjoint cycles or a feedback vertex set of size at most ck log k = r.

Next, we state two results relating to cycles of average and short lengths.

I Proposition 5 ([1]). Any (multi) graph G = (V,E) on n vertices with average degree d
contains a cycle of length at most 2 logd−1 n+ 2.

Itai and Rodeh [21] showed that given a (multi) graph G = (V,E), an “almost” shortest
cycle (if there is any) in G can be found in time O(|V |2). To obtain a linear dependency on
|V | (given a small feedback vertex set), we prove the following result. A complete proof will
appear in the full version of the paper.

I Lemma 6. Given a (multi) graph G = (V,E) and a feedback vertex set F of G, a shortest
cycle (if there is any) in G can be found in time O(|F | · (|V |+ |E|)).

Finally, we state a result that will be used (in Lemma 11) to bound the size of a graph
we obtain after performing simple preprocessing operations as well as repetitive removal of
short cycles.

I Proposition 7 ([34], Lemma 9). Let T = (V,E) be a forest on N vertices. Let M ′ =
{{i, j} ∈ E | degT (i) = degT (j) = 2} and L = {a ∈ V | degT (a) ≤ 1}. Then there exists
M ⊆M ′ such that M is a matching and |W | ≥ N

4 where W = L ∪M .

3 Removing Leaves, Induced Paths, and Short Cycles

As is usually the case when dealing with cycles in a graph, we first define three rules which
help getting rid of vertices of degree at most 2 as well as edges of multiplicity larger than 2.
It is not hard to see that all three Reduction Rules A1, A2, and A3 are safe, i.e. they preserve
solutions in the reduced graph.
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I Reduction Rule A1. Delete vertices of degree at most 1.

I Reduction Rule A2. If there is a vertex v of degree exactly 2 that is not incident to a
self-loop, then delete v and connect its two (not necessarily distinct) neighbors by a new edge.

I Reduction Rule A3. If there is a pair of vertices u and v in V such that {u, v} is an edge
of multiplicity larger than 2, then reduce the multiplicity of the edge to 2.

Observe that the entire process that applies these rules exhaustively can be done in time
O(|V |+ |E|) = O(k log k · |V |). Indeed, in time O(|V |) we first remove the vertex-set of each
maximal path between a leaf and a degree-two vertex. No subsequent application of Rule A2
or Rule A3 creates vertices of degree at most one. Now, we iterate over the set of degree-two
vertices. For each degree-two vertex that is not incident to a self-loop, we apply Rule A2.
Next, we iterate over E, and for each edge of multiplicity larger than two, we apply Rule A3.
At this point, the only new degree-two vertices that can be created are vertices incident to
exactly one edge, whose multiplicity is two. Therefore, during one additional phase where
we exhaustively apply Rule A2, the only edges of multiplicity larger than two that can be
created are self-loops. Thus, after one additional iteration over E, we can ensure that no
rule among Rules A1, A2 and A3 is applicable.

Since these rules will be applied dynamically and iteratively, we define an operator,
denoted by reduce(G), that takes as input a graph G and returns the (new) graph G′ that
results from an exhaustive application of Rules A1, A2 and A3.

I Definition 8. For a (multi) graph G, we let G′ = reduce(G) denote the graph obtained
after an exhaustive application of Reduction Rules A1, A2 and A3. | reduce(G)| denotes
the number of vertices in reduce(G). Moreover, img(reduce(G)) denotes the pre-image of
reduce(G), i.e. img(reduce(G)) is the set of vertices in G which are not deleted in reduce(G).

I Observation 9. For a graph G = (V,E) and a set E′ ⊆
(
V
2
)
it holds that | reduce(G+E′)| ≤

| reduce(G)|+ 2|E′|.

The first step of our algorithm consists of finding, in time linear in |V |, a set S satisfying
the conditions specified in Lemmata 10 and 11. Intuitively, S will contain vertices of “short”
cycles in the input graph, where short will be defined later.

I Lemma 10. Given a (multi) graph G = (V,E) and two integers k > 0 and g > 6, there
exists an kO(1) · |V |-time algorithm that either finds k vertex-disjoint cycles in G or finds a
(possibly empty) set S ⊆ V such that girth(reduce(G− S)) > g and |S| < gk.

Proof. We proceed by constructing such an algorithm. First, we apply the algorithm of
Theorem 4 which outputs either k vertex-disjoint cycles or a feedback vertex set F of size at
most ck log k = r. In the former case we are done. In the latter case, i.e. the case where a
feedback vertex set F is obtained, we apply the following procedure iteratively (initially, we
set S = ∅):
(1) Apply Lemma 6 to find a shortest cycle C in reduce(G).
(2) If no cycle was found or |C| > g then return S.
(3) Otherwise, i.e. if |C| ≤ g, then add the vertices of C to S, delete those vertices from G

to obtain G′, set G = G′, and repeat from Step (1).

Note that if Step (3) is applied k times then we can terminate and return the corresponding
k vertex-disjoint cycles in G. Hence, when the condition of Step (2) is satisfied, i.e. when the
described procedure terminates, the size of S is at most g(k − 1) < gk and girth(reduce(G−
S)) > g. Since the algorithm of Theorem 4 runs in time kO(1) · |V |, and each iteration of Steps
(1)-(3) is performed in time O((k log k)2 · |V |), we obtain the desired time complexity. J
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I Lemma 11. Given a (multi) graph G = (V,E) and two integers k > 0 and g > 6,
let S denote the set obtained after applying the algorithm of Lemma 10 (assuming no k

vertex-disjoint cycles obtained). Then | reduce(G− S)| ≤ (2ck log k)1+ 6
g−6 + 3ck log k.

Proof. Let G′ = (V ′, E′) = reduce(G − S) and |V ′| = n′. First, recall that G admits a
feedback vertex set of size at most ck log k = r. Since Reduction Rules A1, A2 and A3 do
not increase the feedback vertex set of the graph (see, e.g., [34], Lemma 1), G′ also admits a
feedback vertex set F of size at most r. Let T denote the induced forest on the remaining
N = n′ − r vertices in G′. Moreover, from Lemma 10, we know that girth(G′) > g > 6.

Next, we apply Proposition 7 to T to get W . Now with every element a ∈W we associate
an unordered pair of vertices of F as follows. Assume a ∈ L, i.e. a is a vertex of degree 0
or 1. Since the degree of a is at least 3 in G′, a has at least two neighbors in F . We pick
two of these neighbors arbitrarily and associate them with a. We use {xa, ya} to denote this
pair. If a = {u, v} is an edge from M then each of u and v has degree at least 3 in G′ and
each has at least one neighbor in F . We pick one neighbor for each and associate the pair
{xu, xv} with a. Note that since girth(G′) > 6, xu 6= xv and xa 6= ya.

We now construct a new multigraph G? = (V ?, E?) with vertex set V ? = F as follows.
For every vertex a ∈ W we include an edge in E? between xa and ya, and for every edge
a = {u, v} ∈ W we include an edge in E? between xu and xv. By Proposition 7, we know
that W is of size at least N

4 . It follows that G
? has at least N

4 edges and hence its average
degree is at least N

2r as |V ?| = ck log k = r. Note that if G? has a cycle of length at most `,
then G′ has a cycle of length at most 3`, as any edge of the cycle in G? can be replaced by
a path of length at most 3 in G′. Combining this with the fact that girth(G′) > g > 6, we
conclude that G? contains no self-loops or parallel edges. Hence G? is a simple graph with
average degree at least N

2r . By Proposition 5, G? must have a cycle of length at most

2 log N
2r−1 r + 2 = 2 log r

log(N2r − 1)
+ 2

which implies that G′ must have a cycle of length at most

6 log r
log(N2r − 1)

+ 6.

Finally, by using the fact that girth(G′) > g and substituting N and r, we get

6 log r
log(N2r − 1)

+ 6 > g ⇐⇒ log r > (g − 6)
6 log

(N − 2r
2r

)
⇐⇒ log r > (g − 6)

6 log(N − 2r)− (g − 6)
6 log(2r)

⇐⇒
log r + (g−6)

6 log(2r)
(g−6)

6

> log(N − 2r)

=⇒
log(2r) + (g−6)

6 log(2r)
(g−6)

6

> log(N − 2r)

⇐⇒ (1 + 6
g − 6) log(2r) > log(N − 2r)

⇐⇒ (1 + 6
g − 6) log(2ck log k) > log(n′ − 3ck log k)

⇐⇒ (2ck log k)1+ 6
(g−6) + 3ck log k > n′.

This completes the proof. J
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The usefulness of Lemma 11 comes from the fact that by setting g = 48 log k
log log k + 6, we

can guarantee that | reduce(G− S)| < 3ck log k + 2ck log1.5 k, and therefore we can beat the
O(k log2 k) bound. That is, we have the following consequence.

I Corollary 12. Given a (multi) graph G = (V,E) and an integer k > 0, let S denote the
set obtained after applying the algorithm of Lemma 10 with g = 48 log k

log log k + 6 (assuming no k
vertex-disjoint cycles obtained). Then | reduce(G− S)| ≤ 3ck log k + 2ck log1.5 k.

Proof. By Lemma 11, | reduce(G − S)| ≤ (2ck log k)1+ log log k
8 log k + 3ck log k. Assuming k >

log k > c > 2, we have (2ck log k)1+ log log k
8 log k = (2ck log k)(2ck log k)

log log k
8 log k ≤ (2ck log k)k

4 log log k
8 log k .

Now note that k
4 log log k

8 log k ≤ log0.5 k. Hence, (2ck log k)1+ log log k
8 log k ≤ 2ck log k log

1
2 k ≤ 2ck log1.5 k.

This completes the proof. J

4 Bounding the Core of the Remaining Graph

At this point, we assume, without loss of generality, that we are given a graph G = (V,E),
a positive integer k, g = 48 log k

log log k + 6, and a set S ⊆ V such that girth(reduce(G− S)) > g,
|S| < gk, and | reduce(G− S)| ≤ 3ck log k + 2ck log1.5 k.

Even though the number of vertices in reduce(G− S) is bounded, the number of vertices
in G− S is unbounded. In what follows, we show how to bound the number of “objects” in
G− S, where an object is either a vertex in G− S or a degree-two path in G− S. The next
lemma is a refinement extending a lemma by Lokshtanov et al. [31] (Lemma 5.2).

I Lemma 13. Let G = (V,E) be a (multi) graph and let X ⊆ V be any subset of the vertices
of G. Suppose there are more than |X|2(2|X|+ 1) vertices in G−X whose degree in G−X is
at most one. Then, there is either an isolated vertex w in G−X or an edge e ∈ E such that
(G, k) is a yes-instance of Cycle Packing if and only if either (G−{w}, k) or (G/e, k) is a
yes-instance. Moreover, there is an O(|X|2 · k log k · |V |)-time algorithm that given G and X,
outputs sets VX ⊆ V \X and EX ⊆ E(G−X) such that, for the graph G′ = (G/EX)−VX , it
holds that (G, k) is a yes-instance of Cycle Packing if and only if (G′, k) is a yes-instance
of Cycle Packing, and G′ −X contains at most |X|2(2|X|+ 1) vertices whose degree in
G′ −X is at most one.

Armed with Lemma 13, we are now ready to prove the following result. For a forest T ,
we let T≤1, T2, and T≥3, denote the sets of vertices in T having degree at most one in T ,
degree exactly two in T , and degree larger than two in T , respectively. Moreover, we let P
denote the set of all maximal degree-two paths in T .

I Lemma 14. Let G = (V,E), S, k, and g be as defined above. Let R = img(reduce(G−S)) ⊆
(V \ S) denote the pre-image of reduce(G− S) in G− S. Then, T = G− S −R is a forest
and for every maximal degree-2 path in P there are at most two vertices on the path having
neighbors in R (in the graph G− S). Moreover, in time kO(1) · |V |, we can guarantee that
|T≤1|, |P|, and |T≥3| are bounded by kO(1).

Proof. To see why T = G−S−R must be a forest it is sufficient to note that for any cycle in
G− S at least one vertex from that cycle must be in R = img(reduce(G− S)) (see Figure 1).
Recall that, since girth(reduce(G− S)) > 6, every vertex in R has degree at least 3 in G− S.
Now assume there exists some path P ∈ P having exactly three (the same argument holds
for any number) distinct vertices u, v and w (in that order) each having at least one neighbor
in R (possibly the same neighbor). We show that the middle vertex v must have been in R,
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Figure 1 A graph G (not all edges shown), the set S (in black), the set R (in gray), and the set
T = G − R − S (in white).

contradicting the fact that T = G− S −R. Consider the graph G− S and apply Reduction
Rules A1, A2 and A3 exhaustively (in G− S) on all vertices in the tree containing P except
for u, v and w. Regardless of the order in which we apply the reduction rules, the path P
will eventually reduce to a path on three vertices, namely u, v, and w. To see why v must be
in R observe that even if the other two vertices have degree two in the resulting graph, after
reducing them, v will have degree at least three (into R) and is therefore non-reducible.

Next, we bound the size of T≤1, which implies a bound on the sizes of T≥3 and P . To do
so, we simply invoke Lemma 13 by setting X = S ∪R. Since |S| < gk, g = 48 log k

log log k + 6 and
|R| ≤ 3ck log k + 2ck log1.5 k, we get that |T≤1| ≤ |S ∪R|2(2|S ∪R|+ 1) = kO(1). Since in a
forest, it holds that |T≥3| < |T≤1|, the bound on |T≥3| follows. Moreover, in a forest, it also
holds that |P| < |T≤1|+ |T≥3| – if we arbitrarily root each tree in the forest at a leaf, one
end vertex of a path in P will be a parent of a different vertex from T≤1 ∪ T≥3 – the bound
on |P| follows as well. J

5 Guessing Permutations

This section is devoted to proving the following lemma. Note that assuming the statement of
the lemma, the only remaining task (to prove Theorem 1) is to develop an algorithm running
in time O(2|V | · poly(|V |)) and using polynomial space, which we present in Section 6.

I Lemma 15. Given an instance (G, k) of Cycle Packing, we can in time 2O( k log2 k
log log k ) · |V |

and polynomial space compute 2O( k log2 k
log log k ) instances of Cycle Packing of the form (G′, k),

where the number of vertices in G′ is bounded by O(k log1.5 k), such that (G, k) is a yes-
instance if and only if at least one of the instances (G′, k) is a yes-instance.2

Proof. We fix g = 48 log k
log log k + 6. Using Lemma 10, we first compute a set S in time kO(1) · |V |.

Then, we guess which vertices to delete from S – that is, which vertices do not participate
in a solution – in time O(2gk) = 2O( k log k

log log k ). Here, guesses refer to different choices which
lead to the construction of different instances of Cycle Packing that are returned at the
end (recall that we are allowed to return up to 2O( k log2 k

log log k ) different instances). Combining
Lemma 10 and Corollary 12, we now have a set S ⊆ V such that |S| = O( k log k

log log k ), and
| reduce(G− S)| = O(k log1.5 k).

2 In practice, to use polynomial space, we output the instances one-by-one.

ICALP 2017
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Figure 2 [Left] A graph G (not all edges shown), the set S (in black), the set R (in gray), and
the set T = G − R − S (in white). [Center] the graph obtained after guessing vertices in S and their
neighbors in a solution. [Right] Example of a reduced instance.

Applying Lemma 14 with R = img(reduce(G−S)) ⊆ (V \S), we get a forest T = G−(S∪R)
such that for every maximal degree-two path in P there are at most two vertices on the
path having neighbors in R (in the graph G− S). In addition, the size of R is bounded by
O(k log1.5 k), and the sizes |T≤1|, |P| and |T≥3| are bounded by kO(1) (see Figure 1).

For every vertex in S (which is assumed to participate in a solution), we now guess its
two neighbors in a solution (see Figure 2). Note however that we only have a (polynomial in
k) bound for |S|, |R|, |T≤1|, |P| and |T≥3|, but not for the length of paths in P and therefore
not for the entire graph G. We let ZP denote the set of vertices in V (P) having neighbors in
R. The size of ZP is at most 2|P|. Moreover, we let P? denote the set of paths obtained
after deleting ZP from P. Note that the size of P? is upper bounded by |P|+ |ZP | ≤ 3|P|,
and that vertices in V (P?) are adjacent only to vertices in V (P?) ∪ ZP ∪ S. Now, we create
a set of “objects”, O = S ∪ R ∪ T≤1 ∪ T≥3 ∪ ZP ∪ P?. We also denote Õ = O \ P?. We
then guess, for each vertex in S, which two objects in O constitute its neighbors, denoted
by `(v) and r(v), in a solution. It is possible that `(v) = r(v). Since |O| = kO(1), we can
perform these guesses in kO( k log k

log log k ), or equivalently 2O( k log2 k
log log k ), time. We can assume that if

`(v) ∈ Õ, then `(v) is a neighbor of v, and otherwise v has a neighbor on the path `(v), else
the current guess is not correct, and we need not try finding a solution subject to it. The
same claim holds for r(v). If `(v) = r(v) ∈ Õ, then {v, `(v)} is an edge of multiplicity two,
and otherwise if `(v) = r(v), then v has (at least) two neighbors on the path `(v).

Next, we fix some arbitrary order on P?, and for each path in P?, we fix some arbitrary
orientation. We let S? denote the multiset containing two occurrences of every vertex v ∈ S,
denoted by v` and vr. We guess an order of the vertices in S?. The time spent for guessing
such an ordering is bounded by |S|!, which in turn is bounded by 2O( k log2 k

log log k ). The ordering,
assuming it is guessed correctly, satisfies the following conditions. For each path P ∈ P?, we
let `(P ) and r(P ) denote the sets of vertices v ∈ S such that `(v) ∈ V (P ) and r(v) ∈ V (P ),
respectively. Now, for any two vertices u, v ∈ `(P ), if u` < v` according to the order that we
guessed, then the neighbor `(u) of u appears before the neighbor `(v) of v on P . Similarly,
for any two vertices u, v ∈ r(P ), if ur < vr, then r(u) appears before r(v) on P . Finally, for
any two vertices u ∈ `(P ) and v ∈ r(P ), if u` < vr, then `(u) appears before r(v) on P , and
otherwise r(v) appears before `(u) on P .

Given a correct guess of `(v) and r(v), for each v in S, as well as a correct guess of a
permutation of S?, for each path in P?, we let {xv, yv} denote the two guessed neighbors of a
vertex v in S. Note that if `(v) (r(v)) is in Õ then xv = `(v) (yv = r(v)). Otherwise, we assign
neighbors to a vertex by a greedy procedure which agrees with the guessed permutation on
S?; that is, for every path P ∈ P?, we iterate over `(P )∪r(P ) according to the guessed order,
and for each vertex in it, assign its first neighbor on P that is after the last vertex that has
already been assigned (if such a vertex does not exist, we determine that the current guess is
incorrect and proceed to the next one). We let X = {xv | v ∈ S} and Y = {yv | v ∈ S}. We
also let ES be the set of edges incident on a vertex in S, and we let E′ = {{xv, yv} | v ∈ S}
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denote the set of all pairs of guesses. Finally, to obtain an instance (G′, k), we delete the
vertex set W = S \ (X ∪Y ) from G, we delete the edge set ES from G, we add instead the set
of edges E′, and finally we apply the reduce operator, i.e. G′ = reduce((G−W − ES) + E′).

I Claim 16. Let (G′, k) be one of the instances generated by the above procedure. Then, the
number of vertices in G′ is bounded by O(k log1.5 k).

Proof. Recall that by Corollary 12, we know that | reduce(G−S)| = O(k log1.5 k). Moreover,
we have |E′| = |S| = O( k log k

log log k ). Combining Observation 9 with the fact that G′ =
reduce((G−W−ES)+E′), we get | reduce((G−W−ES)+E′)| ≤ | reduce(G−W−ES)|+2|E′|.
Since in G−W−ES all vertices of S have degree zero, | reduce(G−W−ES)| ≤ | reduce(G−S)|.
Hence, we conclude that | reduce((G−W − ES) + E′)| = O(k log1.5 k), as needed. J

I Claim 17. (G, k) is a yes-instance if and only if at least one of the generated instances
(G′, k) is a yes-instance.

Proof. Assume that (G, k) is a yes-instance and let C = {C1, C2, . . .} be an optimal cycle
packing, i.e set of maximum size of vertex-disjoint cycles, in G. Note that if no cycle in C
intersects with S then C is also an optimal cycle packing in G− S. By the safeness of our
reduction rules, C is also an optimal cycle packing in reduce(G− S). Since we generate one
instance for every possible intersection between an optimal solution and S, the case where no
vertex from S is picked corresponds to the instance (G′, k), with G′ = reduce(G− S). Hence,
in what follows we assume that some cycles in C intersect with S. Consider any cycle C
which intersects with S and let PC = {u0, u1, . . . , uf} denote any path on this cycle such
that u0, uf 6∈ S but ui ∈ S for 0 < i < f . We claim that, for some G′, all such paths will
be replaced by edges of the form {u0, uf} in reduce((G −W − ES) + E′). Again, due to
our exhaustive guessing, for some G′ we would have guessed, for each i, `(ui) = ui−1 and
r(ui) = ui+1. Consequently, PC \ {u0, uf} is a degree-two path in (G−W − ES) + E′ and
therefore an edge in reduce((G−W −ES) +E′). Using similar arguments, it is easy to show
that if C is completely contained in S then this cycle is contained in G′ as a loop on some
vertex of the cycle.

For the other direction, let (G′, k) be a yes-instance and let C′ = {C ′1, C ′2, . . .} be an
optimal cycle packing in G′. We assume, without loss of generality, that C′ is a cycle
packing in (G−W −ES) +E′, as one can trace back all reduction rules to obtain the graph
(G −W − ES) + E′. If no cycle in C′ uses an edge {u0, uf} ∈ E′ then we are done, as
(G−W − ES) is a subgraph of G. Otherwise, we claim that all such edges either exist in G
or can be replaced by vertex disjoint paths P = {u0, u1, . . . , uf} (on at least three vertices)
in G such that ui ∈ S for 0 < i < f . If either u0 or uf is in X ∪ Y ⊆ S then the former case
holds. It remains to prove the latter case. Recall that for every vertex in S we guess its two
neighbors from O = S ∪R∪T≤1 ∪T≥3 ∪ZP ∪P?. Hence, if {u0, uf} ⊆ Õ = O \P? then one
can easily find a path (or singleton) in G[S] to replace this edge by simply backtracking the
neighborhood guesses. Now assume that {u0, uf} 6⊆ Õ and recall that no vertex in a path in
P? can have neighbors in R. Hence, any cycle containing such an edge must intersect with
S (in G). Assuming we have correctly guessed the neighbors of vertices in S (as well as a
permutation for P?), we can again replace this edge with a path in S. J

Combining Claims 16 and 17 concludes the proof of the theorem. J
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6 Dynamic Programming and Inclusion-Exclusion

Finally, we give an exact exponential-time algorithm for Cycle Packing. For this purpose,
we use DP and the principle of inclusion-exclusion, inspired by the work of Nederlof [32].
Due to space constraints, the details are given in the full version of the paper.

I Lemma 18. There exists a (deterministic) polynomial-space algorithm that in time O(2|V | ·
poly(|V |)) solves Cycle Packing. In case a solution exists, it also outputs a solution.

We would like to mention that if one does not care about polynomial space, then Lemma 18
can be obtained by a straightforward dynamic programming on subsets.

7 Conclusion

In this paper we have beaten the best known 2O(k log2 k) · |V |-time algorithm for Cycle
Packing that is a consequence of the Erdős-Pósa theorem. For this purpose, we developed a
deterministic algorithm that solves Cycle Packing in time 2O( k log2 k

log log k ) · |V |. Two additional
advantageous properties of our algorithm is that its space complexity is polynomial in the
input size and that in case a solution exists, it outputs a solution (in time 2O( k log2 k

log log k ) · |V |).
Our technique relies on combinatorial arguments that may be of independent interest. These
arguments allow us to translate any input instance of Cycle Packing into 2O( k log2 k

log log k )

instances of Cycle Packing whose sizes are small and can therefore be solved efficiently.
It remains an intriguing open question to discover the “true” running time, under

reasonable complexity-theoretic assumptions, in which one can solve Cycle Packing on
general graphs. In particular, we would like to pose the following question: Does there exist
a 2O(k log k) · |V |O(1)-time algorithm for Cycle Packing? This is true for graphs of bounded
maximum degree as one can easily bound the number of vertices by O(k log k) and then apply
Lemma 18. Moreover, Bodlaender et al. [4] proved that this is also true in case one seeks k
edge-disjoint cycles rather than k vertex-disjoint cycles. On the negative side, recall that
(for general graphs) the bound f(k) = O(k log k) in the Erdős-Pósa theorem is essentially
tight, and that it is unlikely that Cycle Packing is solvable in time 2o(tw log tw) · |V |O(1) [11].
However, we do not rule out the existence of an algorithm solving Cycle Packing in time
2O(fvs) · |V |O(1). Thus, the two most natural attempts to obtain a 2O(k log k) · |V |O(1)-time
algorithm – either replacing the bound O(k log k) in the Erdős-Pósa theorem by O(k) or
speeding-up the computation based on DP to run in time 2O(tw) · |V |O(1) – lead to a dead
end.
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Abstract
In this paper we study the problem of maintaining the strongly connected components of a graph
in the presence of failures. In particular, we show that given a directed graph G = (V,E) with
n = |V | and m = |E|, and an integer value k ≥ 1, there is an algorithm that computes in
O(2kn log2 n) time for any set F of size at most k the strongly connected components of the
graph G \ F . The running time of our algorithm is almost optimal since the time for outputting
the SCCs of G \ F is at least Ω(n). The algorithm uses a data structure that is computed in a
preprocessing phase in polynomial time and is of size O(2kn2).

Our result is obtained using a new observation on the relation between strongly connected
components (SCCs) and reachability. More specifically, one of the main building blocks in our
result is a restricted variant of the problem in which we only compute strongly connected com-
ponents that intersect a certain path. Restricting our attention to a path allows us to implicitly
compute reachability between the path vertices and the rest of the graph in time that depends
logarithmically rather than linearly in the size of the path. This new observation alone, how-
ever, is not enough, since we need to find an efficient way to represent the strongly connected
components using paths. For this purpose we use a mixture of old and classical techniques such
as the heavy path decomposition of Sleator and Tarjan [29] and the classical Depth-First-Search
algorithm. Although, these are by now standard techniques, we are not aware of any usage of
them in the context of dynamic maintenance of SCCs. Therefore, we expect that our new insights
and mixture of new and old techniques will be of independent interest.
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1 Introduction

Computing the strongly connected components (SCCs) of a directed graph G = (V,E), where
n = |V | and m = |E|, is one of the most fundamental problems in computer science. There
are several classical algorithms for computing the SCCs in O(m+ n) time that are taught in
any standard undergraduate algorithms course [9].
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In this paper we study the following natural variant of the problem in dynamic graphs.
What is the fastest algorithm to compute the SCCs of G \ F , where F is any set of edges or
vertices. The algorithm can use a polynomial size data structure computed in polynomial
time for G during a preprocessing phase.

The main result of this paper is:

I Theorem 1. There is an algorithm that computes the SCCs of G \ F , for any set F of k
edges or vertices, in O(2kn log2 n) time. The algorithm uses a data structure of size O(2kn2)
computed in O(2kn2m) time for G during a preprocessing phase.

Since the time for outputting the SCCs of G \ F is at least Ω(n), the running time of our
algorithm is optimal (up to a polylogarithmic factor) for any fixed value of k.

This dynamic model is usually called the fault tolerant model and its most important
parameter is the time that it takes to compute the output in the presence of faults. It is
an important theoretical model as it can be viewed as a restriction of the deletion only
(decremental) model in which edges (or vertices) are deleted one after another and queries
are answered between deletions. The fault tolerant model is especially useful in cases where
the worst case update time in the more general decremental model is high.

There is wide literature on the problem of decremental SCCs. Recently, in a major
breakthrough, Henzinger, Krinninger and Nanongkai [18] presented a randomized algorithm
with O(mn0.9+o(1)) total update time and broke the barrier of Ω(mn) for the problem. Even
more recently, Chechik et al. [7] obtained an improved total running time of O(m

√
n logn).

However, these algorithms and in fact all the previous algorithms have an Ω(m) worst
case update time for a single edge deletion. This is not a coincidence. Recent developments
in conditional lower bounds by Abboud and V. Williams [1] and by Henzinger, Krinninger,
Nanongkai and Saranurak [19] showed that unless a major breakthrough happens, the worst
case update time of a single operation in any algorithm for decremental SCCs is Ω(m).
Therefore, in order to obtain further theoretical understanding on the problem of decremental
SCCs, and in particular on the worst case update time it is only natural to focus on the
restricted dynamic model of fault tolerant.

In the recent decade several different researchers used the fault tolerant model to study
the worst case update time per operation for dynamic connectivity in undirected graphs.
Pǎtraşcu and Thorup [26] presented connectivity algorithms that support edge deletions in
this model. Their result was improved by the recent polylogarithmic worst case update time
algorithm of Kapron, King and Mountjoy [21]. Duan and Pettie [13, 14] used this model to
obtain connectivity algorithms that support vertex deletions.

In directed graphs, very recently, Georgiadis, Italiano and Parotsidis [16] considered the
problem of SCCs but only for a single edge or a single vertex failure, that is |F | = 1. They
showed that it is possible to compute the SCCs of G \ {e} for any e ∈ E (or of G \ {v} for
any v ∈ V ) in O(n) time using a data structure of size O(n) that was computed for G in
a preprocessing phase in O(m + n) time. Our result is the first generalized result for any
constant size F . This comes with the price of an extra O(log2 n) factor in the running time,
a slower preprocessing time and a larger data structure. In [16], Georgiadis, Italiano and
Parotsidis also considered the problem of answering strong connectivity queries after one
failure. They show construction of an O(n) size oracle that can answer in constant time
whether any two given vertices of the graph are strongly connected after failure of a single
edge or a single vertex.

In a previous work [2] we considered the problem of finding a sparse subgraph that
preserves single source reachability. More specifically, given a directed graph G = (V,E) and
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a vertex s ∈ V , a subgraph H of G is said to be a k-Fault Tolerant Reachability Subgraph
(k-FTRS) for G if for any set F of at most k edges (or vertices), a vertex v ∈ V is reachable
from s in G \ F if and only if v is reachable from s in H \ F . In [2] we proved that there
exists a k-FTRS for s with at most 2kn edges.

Using the k-FTRS structure, it is relatively straightforward to obtain a data structure
that, for any pair of vertices u, v ∈ V and any set F of size k, answers in O(2kn) time queries
of the form:

“Are u and v in the same SCC of G \ F?”

The data structure consists of a k-FTRS for every v ∈ V . It is easy to see that u and v are
in the same SCC of G \ F if and only if v is reachable from u in k-FTRS(u) \ F and u is
reachable from v in k-FTRS(v) \ F . So the query can be answered by checking, using graph
traversals, whether v is reachable from u in k-FTRS(u) \F and whether u is reachable from
v in k-FTRS(v) \ F . The cost of these two graph traversals is O(2kn). The size of the data
structure is O(2kn2).

This problem, however, is much easier since the vertices in the query reveal which two
k-FTRS we need to scan. In the challenge that we address in this paper all the SCCs of
G \ F , for an arbitrary set F , have to be computed. However, using the same data structure
as before, it is not really clear a-priori which of the k-FTRS we need to scan.

We note that our algorithm uses the k-FTRS which seems to be an essential tool but
is far from being a sufficient one and more involved ideas are required. As an example
to such a relation between a new result and an old tool one can take the deterministic
algorithm of Łącki [23] for decremental SCCs in which the classical algorithm of Italiano [20]
for decremental reachability trees in directed acyclic graphs is used. The main contribution of
Łącki [23] is a new graph decomposition that made it possible to use Italiano’s algorithm [20]
efficiently.

1.1 An overview of our result
We obtain our O(2kn log2 n)-time algorithm using several new ideas. Interestingly, one of
the main building blocks is the following restricted variant of the problem.

Given any set F of k failed edges and any path P which is intact in G \ F , output all
the SCCs of G \ F that intersect with P (i.e. contain at least one vertex of P ).

To solve this restricted version, we implicitly solve the problem of reachability from x (and
to x) in G\F , for each x ∈ P . Though it is trivial to do so in time O(2kn|P |) using k-FTRS
of each vertex on P , our goal is to preform this computation in O(2kn logn) time, that is, in
running time that is independent of the length of P (up to a logarithmic factor). For this
we use a careful insight into the structure of reachability between P and V . Specifically, if
v ∈ V is reachable from x ∈ P , then v is also reachable from any predecessor of x on P , and
if v is not reachable from x, then it cannot be reachable from any successor of x as well. Let
w be any vertex on P , and let A be the set of vertices reachable from w in G \ F . Then
we can split P at w to obtain two paths: P1 and P2. We already know that all vertices in
P1 have a path to A, so for P1 we only need to focus on set V \A. Also the set of vertices
reachable from any vertex on P2 must be a subset of A, so for P2 we only need to focus on
set A. This suggests a divide-and-conquer approach which along with some more insight
into the structure of k-FTRS helps us to design an efficient algorithm for computing all the
SCCs that intersect P .
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In order to use the above result to compute all the SCCs of G \ F , we need a clever
partitioning of G into a set of vertex disjoint paths. A Depth-First-Search (DFS) tree plays
a crucial role here as follows. Let P be any path from root to a leaf node in a DFS tree T . If
we compute the SCCs intersecting P and remove them, then the remaining SCCs must be
contained in subtrees hanging from path P . So to compute the remaining SCCs we do not
need to work on the entire graph. Instead, we need to work on each subtree. In order to
pursue this approach efficiently, we need to select path P in such a manner that the subtrees
hanging from P are of small size. The heavy path decomposition of Sleator and Tarjan [29]
helps to achieve this objective. 1

Our algorithm and data structure can be extended to support insertions as well. More
specifically, we can report the SCCs of a graph that is updated by insertions and deletions of
k edges in the same running time.

1.2 Related work
The problem of maintaining the SCCs of a graph was studied in the decremental model. In
this model the goal is to maintain the SCCs of a graph whose edges are being deleted by an
adversary. The main parameters in this model are the worst case update time per an edge
deletion and the total update from the first edge deletion until the last. Frigioni et al.[15]
presented an algorithm that has an expected total update time of O(mn) if all the deleted
edges are chosen at random. Roditty and Zwick [28] presented a Las-Vegas algorithm with an
expected total update time of O(mn) and expected worst case update time for any single edge
deletion of O(m). Łącki [23] presented a deterministic algorithm with a total update time of
O(mn), and thus solved the open problem posed by Roditty and Zwick in [28]. However, the
worst case update time per a single edge deletion of his algorithm is O(mn). Roditty [27]
improved the worst case update time of a single edge deletion to O(m logn). Recently, in
a major breakthrough, Henzinger, Krinninger and Nanongkai [18] presented a randomized
algorithm with O(mn0.9+o(1)) total update time. Very recently, Chechik et al. [7] obtained a
total update time of O(m

√
n logn). Note that all the previous works on decremental SCC

are with Ω(m) worst case update time. Whereas, our result directly implies O(n log2 n) worst
case update time as long as the total deletion length is constant.

Most of the previous work in the fault tolerant model is on variants of the shortest
path problem. Demetrescu, Thorup, Chowdhury and Ramachandran [10] designed an
O(n2 logn) size data structure that can report the distance from u to v avoiding x for any
u, v, x ∈ V in O(1) time. Bernstein and Karger [3] improved the preprocessing time of [10]
to O(mn polylog n). Duan and Pettie [12] designed such a data structure for two vertex
faults of size O(n2 logn). Weimann and Yuster [31] considered the question of optimizing the
preprocessing time using Fast Matrix Multiplication (FMM) for graphs with integer weights
from the range [−M,M ]. Grandoni and Vassilevska Williams [17] improved the result of
[31] based on a novel algorithm for computing all the replacement paths from a given source
vertex in the same running time as solving APSP in directed graphs.

For the problem of single source shortest paths Parter and Peleg [25] showed that for
unweighted graphs there is a subgraph with O(n3/2) edges that supports one fault. They
also showed a matching lower bound. Recently, Parter [24] extended this result to two faults
with O(n5/3) edges for undirected graphs. She also showed a lower bound of Ω(n5/3).

1 We note that the heavy path decomposition was also used in the fault tolerant model in STACS’10
paper of [22], but in a completely different way and for a different problem.
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Baswana and Khanna [22] showed that there is a subgraph with O(n logn) edges that
preserves the distances from s up to a multiplicative stretch of 3 upon failure of any single
vertex. For the case of edge failures, sparse fault tolerant subgraphs exist for general k. Bilò
et al. [4] showed that we can compute a subgraph with O(kn) edges that preserves distances
from s up to a multiplicative stretch of (2k + 1) upon failure of any k edges. They also
showed that we can compute a data structure of O(kn log2 n) size that is able to report the
(2k + 1)-stretched distance from s in O(k2 log2 n) time.

The questions of finding graph spanners, approximate distance oracles and compact
routing schemes in the fault tolerant model were studied in [11, 8, 5, 6].

1.3 Organization of the paper
We describe notations, terminologies, some basic properties of DFS, heavy-path decomposition,
and k-FTRS in Section 2. In Section 3, we describe the fault tolerant algorithm for computing
the strongly connected components intersecting any path. We present our main algorithm
for handling k failures in Section 4. The details on how to extend our algorithm and data
structure to support insertions as well is provided in the full version.

2 Preliminaries

Let G = (V,E) denote the input directed graph on n = |V | vertices and m = |E| edges. We
assume that G is strongly connected, since if it is not the case, then we may apply our result
to each strongly connected component of G. We first introduce some notations that will be
used throughout the paper.

T : A DFS tree of G.
T (v): The subtree of T rooted at a vertex v.
Path(a, b): The tree path from a to b in T . Here a is assumed to be an ancestor of b.
depth(Path(a, b)): The depth of vertex a in T .
GR: The graph obtained by reversing all the edges in graph G.
H(A): The subgraph of a graph H induced by the vertices of subset A.
H \ F : The graph obtained by deleting the edges in set F from graph H.
In-Edges(v,H): The set of all incoming edges to v in graph H.
P [a, b]: The subpath of path P from vertex a to vertex b, assuming a and b are in P
and a precedes b.
P ::Q : The path formed by concatenating paths P and Q in G. Here it is assumed that
the last vertex of P is the same as the first vertex of Q.

Our algorithm for computing SCCs in a fault tolerant environment crucially uses the
concept of a k-fault tolerant reachability subgraph (k-FTRS) which is a sparse subgraph
that preserves reachability from a given source vertex even after the failure of at most k
edges in G. A k-FTRS is formally defined as follows.

I Definition 2 (k-FTRS). Let s ∈ V be any designated source. A subgraph H of G is said
to be a k-Fault Tolerant Reachability Subgraph (k-FTRS) of G with respect to s if for any
subset F ⊆ E of k edges, a vertex v ∈ V is reachable from s in G \ F if and only if v is
reachable from s in H \ F .

In [2], we present the following result for the construction of a k-FTRS for any k ≥ 1.
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I Theorem 3 ([2]). There exists an O(2kmn) time algorithm that for any given integer
k ≥ 1, and any given directed graph G on n vertices, m edges and a designated source vertex
s, computes a k-FTRS for G with at most 2kn edges. Moreover, the in-degree of each vertex
in this k-FTRS is bounded by 2k.

Our algorithm will require the knowledge of the vertices reachable from a vertex v as
well as the vertices that can reach v. So we define a k-FTRS of both the graphs – G and
GR with respect to any source vertex v as follows.
G(v): The k-FTRS of graph G with v as source obtained by Theorem 3.
GR(v): The k-FTRS of graph GR with v as source obtained by Theorem 3.

The following lemma states that the subgraph of a k-FTRS induced by A ⊂ V can serve
as a k-FTRS for the subgraph G(A) given that A satisfies certain properties.

I Lemma 4. Let s be any designated source and H be a k-FTRS of G with respect to s. Let
A be a subset of V containing s such that every path from s to any vertex in A is contained
in G(A). Then H(A) is a k-FTRS of G(A) with respect to s.

Proof. Let F be any set of at most k failing edges, and v be any vertex reachable from s

in G(A) \ F . Since v is reachable from s in G \ F and H is a k-FTRS of G, so v must be
reachable from s in H \ F as well. Let P be any path from s to v in H \ F . Then (i) all
edges of P are present in H and (ii) none of the edges of F appear on P . Since it is already
given that every path from s to any vertex in A is contained in G(A), therefore, P must be
present in G(A). So every vertex of P belongs to A. This fact combined with the inferences
(i) and (ii) implies that P must be present in H(A) \ F . Hence H(A) is k-FTRS of G(A)
with respect to s. J

The next lemma is an adaptation of Lemma 10 from Tarjan’s classical paper on Depth
First Search [30] to our needs (for proof see the full version).

I Lemma 5. Let T be a DFS tree of G. Let a, b ∈ V be two vertices without any ancestor-
descendant relationship in T , and assume that a is visited before b in the DFS traversal of G
corresponding to tree T . Every path from a to b in G must pass through a common ancestor
of a and b in T .

2.1 A heavy path decomposition
The heavy path decomposition of a tree was designed by Sleator and Tarjan [29] in the
context of dynamic trees. This decomposition has been used in a variety of applications since
then. Given any rooted tree T , this decomposition splits T into a set P of vertex disjoint
paths with the property that any path from the root to a leaf node in T can be expressed as
a concatenation of at most logn subpaths of paths in P. This decomposition is carried out
as follows. Starting from the root, we follow the path downward such that once we are at a
node, say v, the next node traversed is the child of v in T whose subtree is of maximum size,
where the size of a subtree is the number of nodes it contains. We terminate upon reaching
a leaf node. Let P be the path obtained in this manner. If we remove P from T , we are
left with a collection of subtrees each of size at most n/2. Each of these trees hangs from
P through an edge in T . We carry out the decomposition of these trees recursively. The
following lemma is immediate from the construction of a heavy path decomposition.

I Lemma 6. For any vertex v ∈ V , the number of paths in P which start from either v or
an ancestor of v in T is at most logn.
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Figure 1 Depiction of X in(v) and Xout(v) for a vertex v whose SCC intersects X.

We now introduce the notion of ancestor path.

I Definition 7. A path Path(a1, b1) ∈ P is said to be an ancestor path of Path(a2, b2) ∈ P ,
if a1 is an ancestor of a2 in T .

In this paper, we describe the algorithm for computing SCCs of graph G after any k edge
failures. Vertex failures can be handled by simply splitting each vertex v into edge (vin, vout),
where the incoming and outgoing edges of v are directed to vin and from vout, respectively.

3 Computation of SCCs intersecting a given path

Let F be a set of at most k failing edges, and X = (x1, x2, . . . , xt) be any path in G from
x1 to xt which is intact in G \ F . In this section, we present an algorithm that outputs in
O(2kn logn) time the SCCs of G \ F that intersect X.

For each v ∈ V , let X in(v) be the vertex of X of minimum index (if exists) that is
reachable from v in G \ F . Similarly, let Xout(v) be the vertex of X of maximum index (if
exists) that has a path to v in G \ F . (See Figure 1).

We start by proving certain conditions that must hold for a vertex if its SCC in G \ F
intersects X.

I Lemma 8. For any vertex w ∈ V , the SCC that contains w in G \ F intersects X if and
only if the following two conditions are satisfied.
(i) Both X in(w) and Xout(w) are defined, and
(ii) either X in(w) = Xout(w), or X in(w) appears before Xout(w) on X.

Proof. Consider any vertex w ∈ V . Let S be the SCC in G \ F that contains w and assume
S intersects X. Let w1 and w2 be the first and last vertices of X, respectively, that are in S.
Since w and w1 are in S there is a path from w to w1 in G \ F . Moreover, w cannot reach a
vertex that precedes w1 in X since such a vertex will be in S as well and it will contradict the
definition of w1. Therefore, w1 = X in(w). Similarly we can prove that w2 = Xout(w). Since
w1 and w2 are defined to be the first and last vertices from S on X, respectively, it follows
that either w1 = w2, or w1 precedes w2 on X. Hence conditions (i) and (ii) are satisfied.

Now assume that conditions (i) and (ii) are true. The definition of X in(·) and Xout(·)
implies that there is a path from Xout(w) to w, and a path from w to X in(w). Also, condition
(ii) implies that there is a path from X in(w) to Xout(w). Thus w, X in(w), and Xout(w) are
in the same SCC and it intersects X. J

The following lemma states the condition under which any two vertices lie in the same
SCC, given that their SCCs intersect X.

I Lemma 9. Let a, b be any two vertices in V whose SCCs intersect X. Then a and b lie in
the same SCC if and only if X in(a) = X in(b) and Xout(a) = Xout(b).
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Algorithm 1: Binary-Search(i, j, A)
1 if (i = j) then
2 foreach v ∈ A do Xout(v) = xi;
3 else
4 mid← d(i+ j)/2e;
5 B ← Reach(xmid, A); /* vertices in A reachable from xmid */
6 Binary-Search(i,mid-1, A\B);
7 Binary-Search(mid, j, B);
8 end

Proof. In the proof of Lemma 8, we show that if SCC of w intersects X, then X in(w) and
Xout(w) are precisely the first and last vertices on X that lie in the SCC of w. Since SCCs
forms a partition of V , vertices a and b will lie in the same SCC if and only if X in(a) = X in(b)
and Xout(a) = Xout(b). J

It follows from the above two lemmas that in order to compute the SCCs in G \ F that
intersect with X, it suffices to compute X in(·) and Xout(·) for all vertices in V . It suffices
to focus on computation of Xout(·) for all the vertices of V , since X in(·) can be computed
in an analogous manner by just looking at graph GR. One trivial approach to achieve this
goal is to compute the set Vi consisting of all vertices reachable from each xi by performing
a BFS or DFS traversal of graph G(xi) \ F . Using this straightforward approach it takes
O(2knt) time to complete the task of computing Xout(v) for every v ∈ V , while our target
is to do so in O(2kn logn) time.

Observe the nested structure underlying Vi’s, that is, V1 ⊇ V2 ⊇ · · · ⊇ Vt. Consider any
vertex x`, 1 < ` < t. The nested structure implies for every v ∈ V` that Xout(v) must be
on the portion (x`, . . . , xt) of X. Similarly, it implies for every v ∈ V1 \ V` that Xout(v)
must be on the portion (x1, . . . , x`−1) of X. This suggests a divide and conquer approach to
efficiently compute Xout(·). We first compute the sets V1 and Vt in O(2kn) time each. For
each v ∈ V \ V1, we assign NULL to Xout(v) as it is not reachable from any vertex on X;
and for each v ∈ Vt we set Xout(v) to xt. For vertices in set V1 \ Vt, Xout(·) is computed by
calling the function Binary-Search(1, t− 1, V1 \ Vt). See Algorithm 1.

In order to explain the function Binary-Search, we first state an assertion that holds true
for each recursive call of the function Binary-Search. We prove this assertion in the next
subsection.
Assertion 1: If Binary-Search(i, j, A) is called, then A is precisely the set of those vertices

v ∈ V whose Xout(v) lies on the path (xi, xi+1, . . . , xj).

We now explain the execution of function Binary-Search(i, j, A). If i = j, then we assign
xi to Xout(v) for each v ∈ A as justified by Assertion 1. Let us consider the case when
i 6= j. In this case we first compute the index mid = d(i+ j)/2e. Next we compute the set
B consisting of all the vertices in A that are reachable from xmid. This set is computed
using the function Reach(xmid, A) which is explained later in Subsection 3.2. As follows
from Assertion 1, Xout(v) for each vertex v ∈ A must belong to path (xi, . . . , xj). Thus,
Xout(v) for all v ∈ B must lie on path (xmid, . . . , xj), and Xout(v) for all v ∈ A \ B must
lie on path (xi, . . . , xmid-1). So for computing Xout(·) for vertices in A \B and B, we invoke
the functions Binary-Search(i,mid-1, A\B) and Binary-Search(mid, j, B), respectively.
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3.1 Proof of correctness of algorithm
In this section we prove that Assertion 1 holds for each call of the Binary-Search function.
We also show how this assertion implies that Xout(v) is correctly computed for every v ∈ V .

Let us first see how Assertion 1 implies the correctness of our algorithm. It follows from the
description of the algorithm that for each i, (1 ≤ i ≤ t−1), the function Binary-Search(i, i, A)
is invoked for some A ⊆ V . Assertion 1 implies that A must be the set of all those vertices
v ∈ V such that Xout(v) = xi. As can be seen, the algorithm in this case correctly sets
Xout(v) to xi for each v ∈ A.

We now show that Assertion 1 holds true in each call of the function Binary-Search. It
is easy to see that Assertion 1 holds true for the first call Binary-Search(1, t − 1, V1 \ Vt).
Consider any intermediate recursive call Binary-Search(i, j, A), where i 6= j. It suffices to
show that if Assertion 1 holds true for this call, then it also holds true for the two recursive
calls that it invokes. Thus let us assume A is the set of those vertices v ∈ V whose Xout(v)
lies on the path (xi, xi+1, . . . , xj). Recall that we compute index mid lying between i and j,
and find the set B consisting of all those vertices in A that are reachable from xmid. From
the nested structure of the sets Vi, Vi+1, . . . , Vj , it follows that Xout(v) for all v ∈ B must lie
on path (xmid, . . . , xj), and Xout(v) for all v ∈ A \B must lie on path (xi, . . . , xmid-1). That
is, B is precisely the set of those vertices whose Xout(v) lies on the path (xmid, . . . , xj), and
A \B is precisely the set of those vertices whose Xout(v) lies on the path (xi, . . . , xmid-1).
Thus Assertion 1 holds true for the recursive calls Binary-Search(i,mid-1, A\B) and Binary-
Search(mid, j, B) as well.

3.2 Implementation of function Reach
The main challenge left now is to find an efficient implementation of the function Reach which
has to compute the vertices of its input set A that are reachable from a given vertex x ∈ X in
G \F . The function Reach can be easily implemented by a standard graph traversal initiated
from x in the graph G(x) \ F (recall that G(x) is a k-FTRS of x in G). This, however, will
take O(2kn) time which is not good enough for our purpose, as the total running time of
Binary-Search in this case will become O(|X|2kn). Our aim is to implement the function
Reach in O(2k|A|) time. In general, for an arbitrary set A this might not be possible. This
is because A might contain a vertex that is reachable from x via a single path whose vertices
are not in A, therefore, the algorithm must explore edges incident to vertices that are not
in A as well. However, the following lemma, that exploits Assertion 1, suggests that in our
case as the call to Reach is done while running the function Binary-Search we can restrict
ourselves to the set A only.

I Lemma 10. If Binary-Search(i, j, A) is called and ` ∈ [i, j], then for each path P from x`

to a vertex z ∈ A in graph in G \ F , all the vertices of P must be in the set A.

Proof. Assertion 1 implies that A is precisely the set of those vertices in V which are
reachable from xi but not reachable from xj+1 in G\F . Consider any vertex y ∈ P . Observe
that y is reachable from xi by the path X[xi, x`]::P [x`, y]. Moreover, y is not reachable from
xj+1, because otherwise z will also be reachable from xj+1, which is not possible since z ∈ A.
Thus vertex y lies in the set A. J

Lemma 10 and Lemma 4 imply that in order to find the vertices in A that are reachable
from xmid, it suffices to do traversal from xmid in the graph GA, the induced subgraph of A
in G(x) \ F , that has O(2k|A|) edges. Therefore, based on the above discussion, Algorithm 2
given below, is an implementation of function Reach that takes O(2k|A|) time.

ICALP 2017



72:10 An Efficient Strongly Connected Components Algorithm in the Fault Tolerant Model

Algorithm 2: Reach(xmid, A)
1 H ← G(xmid) \ F ;
2 GA ← (A, ∅); /* an empty graph */
3 foreach v ∈ A do
4 foreach (y, v) ∈ In-Edges(v,H) do
5 if y ∈ A then E(GA) = E(GA) ∪ (y, v);
6 end
7 end
8 B ← Vertices reachable from xmid obtained by a BFS or DFS traversal of graph GA;
9 Return B;

The following lemma gives the analysis of running time of Binary-Search(1, t− 1, V1 \ Vt).

I Lemma 11. The total running time of Binary-Search(1, t− 1, V1 \ Vt) is O(2kn logn).

Proof. The time complexity of Binary-Search(1, t− 1, V1 \Vt) is dominated by the total time
taken by all invocation of function Reach. Let us consider the recursion tree associated with
Binary-Search(1, t− 1, V1 \ Vt). It can be seen that this tree will be of height O(logn). In
each call of the Binary-Search, the input set A is partitioned into two disjoint sets. As a
result, the input sets associated with all recursive calls at any level j in the recursion tree
form a disjoint partition of V1 \ Vt. Since the time taken by Reach is O(2k|A|), so the total
time taken by all invocations of Reach at any level j is O(2k|V1 \ Vt|). As there are at most
logn levels in the recursion tree, the total time taken by Binary-Search(1, t− 1, V1 \ Vt) is
O(2kn logn). J

We conclude with the following theorem.

I Theorem 12. Let F be any set of at most k failed edges, and X = {x1, x2, . . . , xt} be any
path in G \ F . If we have prestored the graphs G(x) and GR(x) for each x ∈ X, then we can
compute all the SCCs of G \ F which intersect with X in O(2kn logn) time.

4 Main Algorithm

In the previous section we showed that given any path P , we can compute all the SCCs
intersecting P efficiently, if P is intact in G \ F . In the case that P contains ` failed edges
from F then P is decomposed into ` + 1 paths, and we can apply Theorem 12 to each of
these paths separately to get the following theorem:

I Theorem 13. Let P be any given path in G. Then there exists an O(2kn|P |) size data
structure that for any arbitrary set F of at most k edges computes the SCCs of G \ F that
intersect the path P in O((`+ 1)2kn logn) time, where ` (` ≤ k) is the number of edges in
F that lie on P .

Now in order to use Theorem 13 to design a fault tolerant algorithm for SCCs, we need
to find a family of paths, say P, such that for any F , each SCC of G \ F intersects at least
one path in P. As described in the Subsection 1.1, a heavy path decomposition of DFS tree
T serves as a good choice for P . Choosing T as a DFS tree helps us because of the following
reason: let P be any root-to-leaf path, and suppose we have already computed the SCCs in
G \ F intersecting P . Then each of the remaining SCCs must be contained in some subtree
hanging from path P . The following lemma formally states this fact.
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Algorithm 3: Compute SCC(G,F )
1 C ← ∅; /* Collection of SCCs */
2 W ← ∅; /* A subset of V whose SCC have been computed */
3 P ← A heavy-path decomposition of T , where paths are sorted in the non-decreasing

order of their depths;
4 foreach Path(a, b) ∈ P do
5 A← Vertices lying in the subtree T (a);
6 (S1, . . . , St)← SCCs intersecting Path(a, b) in G(A) \ F computed using Da,b;
7 foreach i ∈ [1, t] do
8 if (Si *W ) then Add Si to collection C and set W = W ∪ Si;
9 end

10 end
11 Return C;

I Lemma 14. Let F be any set of failed edges, and Path(a, b) be any path in P. Let S
be any SCC in G \ F that intersects Path(a, b) but does not intersect any ancestor path of
Path(a, b) in P. Then all the vertices of S must lie in the subtree T (a).

Proof. Consider a vertex u on Path(a, b) whose SCC Su in G\F is not completely contained
in the subtree T (a). We show that Su must contain an ancestor of a in T , thereby proving
that it intersects an ancestor-path of Path(a, b) in P. Let v be any vertex in Su that is not
in the subtree T (a). Let Pu,v and Pv,u be paths from u to v and from v to u, respectively,
in G \ F . From Lemma 5 it follows that either Pu,v or Pv,u must pass through a common
ancestor of u and v in T . Let this ancestor be z. Notice that all the vertices of Pu,v and Pv,u

must lie in Su. In particular, z must also lie in Su. Moreover, since v /∈ T (a) and u ∈ T (a),
their common ancestor z in T is an ancestor of a. Since z ∈ Su and it is an ancestor of a in
T , the lemma follows. J

Lemma 14 suggests that if we process the paths from P in the non-decreasing order
of their depths, then in order to compute the SCCs intersecting a path Path(a, b) ∈ P, it
suffices to focus on the subgraph induced by the vertices in T (a) only. This is because the
SCCs intersecting Path(a, b) that do not completely lie in T (a) would have already been
computed during the processing of some ancestor path of Path(a, b).

We preprocess the graph G as follows. We first compute a heavy path decomposition P
of DFS tree T . Next for each path Path(a, b) ∈ P , we use Theorem 13 to construct the data
structure for path Path(a, b) and the subgraph of G induced by vertices in T (a). We use the
notation Da,b to denote this data structure. Our algorithm for reporting SCCs in G \ F will
use the collection of these data structures associated with the paths in P as follows.

Let C denote the collection of SCCs in G \ F initialized to ∅. We process the paths from
P in non-decreasing order of their depths. Let Path(a, b) be any path in P and let A be
the set of vertices belonging to T (a). We use the data structure Da,b to compute SCCs of
G(A) \ F intersecting Path(a, b). Let these be S1, . . . , St. Note that some of these SCCs
might be a part of some bigger SCC computed earlier. We can detect it by keeping a set W
of all vertices for which we have computed their SCCs. So if Si ⊆W , then we can discard Si,
else we add Si to collection C. Algorithm 3 gives the complete pseudocode of this algorithm.

Note that, in the above explanation, we only used the fact that T is a DFS tree, and
P could have been any path decomposition of T . We now show how the fact that P is a
heavy-path decomposition is crucial for the efficiency of our algorithm. Consider any vertex
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v ∈ T . The number of times v is processed in Algorithm 3 is equal to the number of paths in
P that start from either v or an ancestor of v. For this number to be small for each v, we
choose P to be a heavy path decomposition of T . On applying Theorem 13, this immediately
gives that the total time taken by Algorithm 3 is O(k2kn log2 n). In the next subsection, we
do a more careful analysis to give a bound of O(2kn log2 n).

4.1 Analysis of time complexity of Algorithm 3
For any path Path(a, b) ∈ P and any set F of failing edges, let `(a, b) denote the number
of edges of F that lie on Path(a, b). It follows from Theorem 13 that the time spent in
processing Path(a, b) by Algorithm 3 is O

(
(`(a, b) + 1)× 2k|T (a)| × logn

)
. Hence the time

complexity of Algorithm 3 is of the order of∑
P ath(a,b)∈P

(`(a, b) + 1)× 2k|T (a)| × logn .

In order to calculate this we define a notation α(v, Path(a, b)) as `(a, b) + 1 if v ∈ T (a), and
0 otherwise, for each v ∈ V and Path(a, b) ∈ P. So the time complexity of Algorithm 3
becomes

2k logn×
( ∑

P ath(a,b)∈P

(`(a, b) + 1)× |T (a)|
)

= 2k logn×
( ∑

P ath(a,b)∈P

∑
v∈V

α(v, Path(a, b))
)

= 2k logn×
(∑

v∈V

∑
P ath(a,b)∈P

α(v, Path(a, b))
)
.

Observe that for any vertex v and Path(a, b) ∈ P , α(v, Path(a, b)) is equal to `(a, b) + 1 if a
is either v or an ancestor of v, otherwise it is zero. Consider any vertex v ∈ V . We now show
that

∑
P ath(a,b)∈P α(v, Path(a, b)) is at most k + logn. Let Pv denote the set of those paths

in P which starts from either v or an ancestor of v. Then
∑

P ath(a,b)∈P α(v, Path(a, b)) =∑
P ath(a,b)∈Pv

`(a, b) + 1. Note that
∑

P ath(a,b)∈Pv
`(a, b) is at most k, and Lemma 6 implies

that the number of paths in Pv is at most logn. This shows that
∑

P ath(a,b)∈P α(v, Path(a, b))
is at most k + logn which is O(logn), since k ≤ logn.

Hence the time complexity of Algorithm 3 becomes O(2kn log2 n). We thus conclude with
the following theorem.

I Theorem 15. For any n-vertex directed graph G, there exists an O(2kn2) size data
structure that, given any set F of at most k failing edges, can report all the SCCs of G \ F
in O(2kn log2 n) time.
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Abstract
Preservers and additive spanners are sparse (hence cheap to store) subgraphs that preserve the
distances between given pairs of nodes exactly or with some small additive error, respectively.
Since real-world networks are prone to failures, it makes sense to study fault-tolerant versions of
the above structures. This turns out to be a surprisingly difficult task. For every small but arbit-
rary set of edge or vertex failures, the preservers and spanners need to contain replacement paths
around the faulted set. Unfortunately, the complexity of the interaction between replacement
paths blows up significantly, even from 1 to 2 faults, and the structure of optimal preservers and
spanners is poorly understood. In particular, no nontrivial bounds for preservers and additive
spanners are known when the number of faults is bigger than 2.

Even the answer to the following innocent question is completely unknown: what is the worst-
case size of a preserver for a single pair of nodes in the presence of f edge faults? There are
no super-linear lower bounds, nor subquadratic upper bounds for f > 2. In this paper we make
substantial progress on this and other fundamental questions:

We present the first truly sub-quadratic size fault-tolerant single-pair preserver in unweighted
(possibly directed) graphs: for any n node graph and any fixed number f of faults,
Õ(fn2−1/2f ) size suffices. Our result also generalizes to the single-source (all targets) case,
and can be used to build new fault-tolerant additive spanners (for all pairs).
The size of the above single-pair preserver grows to O(n2) for increasing f . We show that this
is necessary even in undirected unweighted graphs, and even if you allow for a small additive
error: If you aim at size O(n2−ε) for ε > 0, then the additive error has to be Ω(εf). This
surprisingly matches known upper bounds in the literature.
For weighted graphs, we provide matching upper and lower bounds for the single pair case.
Namely, the size of the preserver is Θ(n2) for f ≥ 2 in both directed and undirected graphs,
while for f = 1 the size is Θ(n) in undirected graphs. For directed graphs, we have a
superlinear upper bound and a matching lower bound.

Most of our lower bounds extend to the distance oracle setting, where rather than a subgraph
we ask for any compact data structure.

1998 ACM Subject Classification G.2.2 Graph Theory, I.1.2 Analysis of Algorithms, B.8.1 Re-
liability, Testing, and Fault-Tolerance

∗ A full version of this paper is available at https://arxiv.org/abs/1703.10293.
† The first and fourth author were partially supported by NSF Grants CCF-1417238, CCF-1528078 and

CCF-1514339, and BSF Grant BSF:2012338. The second author was partially supported by the ERC
Starting Grant NEWNET 279352 and the SNSF Grant APPROXNET 200021_159697/1.

EA
T

C
S

© Greg Bodwin, Fabrizio Grandoni, Merav Parter, and Virginia Vassilevska Williams;
licensed under Creative Commons License CC-BY

44th International Colloquium on Automata, Languages, and Programming (ICALP 2017).
Editors: Ioannis Chatzigiannakis, Piotr Indyk, Fabian Kuhn, and Anca Muscholl;
Article No. 73; pp. 73:1–73:14

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

https://arxiv.org/abs/1703.10293
http://creativecommons.org/licenses/by/3.0/
http://www.dagstuhl.de/lipics/
http://www.dagstuhl.de


73:2 Preserving Distances in Very Faulty Graphs

Keywords and phrases Fault Tolerance, shortest paths, replacement paths

Digital Object Identifier 10.4230/LIPIcs.ICALP.2017.73

1 Introduction

Distance preservers and additive spanners are (sparse) subgraphs that preserve, either exactly
or with some small additive error, the distances between given critical pairs P of nodes. This
has been a subject of intense research in the last two decades [18, 11, 4, 3, 15, 6, 1, 34].

However, real-world networks are prone to failures. For this reason, more recently
(e.g. [16, 14, 17, 32, 30, 9, 33, 8, 21, 27, 19, 28]) researchers have devoted their attention to
fault-tolerant versions of the above structures, where distances are (approximately) preserved
even in the presence of a few edge (or vertex) faults. For the sake of simplicity we focus here
on edge faults, but many of these results generalize to the case of vertex faults where F ⊆ V .

I Definition 1. Given an n-node graph G = (V,E) and P ⊆ V × V , a subgraph H ⊆ G is
an f -fault tolerant (f -FT) β-additive P -pairwise spanner if

distH\F (s, t) ≤ distG\F (s, t) + β, ∀(s, t) ∈ P,∀F ⊆ E, |F | ≤ f.

If β = 0, then H is an f -FT P -pairwise preserver.

Finding sparse FT spanners/preservers turned out to be an incredibly challenging task.
Despite intensive research, many simple questions have remained open, the most striking of
which arguably is the following:

I Question 1. What is the worst-case size of a preserver for a single pair (s, t) and f ≥ 1
faults?

Prior work [31, 32] considered the single-source P = {s} × V unweighted case, providing
super-linear lower bounds for any f and tight upper bounds for f = 1, 2. However, first,
there is nothing known for f > 2, and second, the lower bounds for the {s} × V case do not
apply to the single pair case where much sparser preservers might exist. Prior to this work,
it was conceivable that in this case O(n) edges suffice for arbitrary fixed f .

Our first result is a complete answer to Question 1 for weighted graphs. For f = 1 and
undirected graphs, we show that a O(n) size preserver exists. Our result is achieved by
proving the following interesting fact: for any replacement path Ps,t,e protecting against a
single edge fault e, there is an edge (x, y) ∈ Ps,t,e such that there is no shortest path from
s to x in G that includes e, and there is no shortest path from t to y in G that includes e.
Therefore it is sufficient to build shortest path trees from s and to t, and then add one extra
edge per possible fault e along the shortest path from s to t. With a trivial union bound,
we get that any set P of node pairs can be preserved using O(min(n|P |, n2)) edges. It is
natural to wonder if one can improve this union bound by doing something smarter in the
construction. Surprisingly, the answer is NO: we are able to provide a matching lower bound.

I Theorem 2. For any undirected n-node weighted graph G and any set P of p pairs of
nodes, there exists a P -pairwise 1-FT preserver of size O(min(np, n2)). Furthermore, for
any integer 1 ≤ p ≤

(
n
2
)
, there exists an undirected weighted graph G and a set P of p node

pairs such that every 1-FT P -pairwise preserver of G contains Ω(min(n|P |, n2)) edges.

The lower bound part obtained by adapting the lower bound of [32] to the weighted case;
this allows us to a lower bound graph whose number of edges is a function of the number of
pairs.

http://dx.doi.org/10.4230/LIPIcs.ICALP.2017.73
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For f = 1 and directed graphs, we achieve the following. Let DP(n) denote a tight bound
for the sparsity of a pairwise distance preserver in directed weighted graphs with n nodes
and O(n) pairs.

I Theorem 3. For every directed weighted n-node graph G = (V,E) and for every pair of
nodes s, t ∈ V , there is a 1-FT (s, t) preserver with O(DP(n)) edges. For every n, there exists
a directed weighted n-node graph G = (V,E) and a node pair s, t ∈ V such that any 1-FT
(s, t) preserver for G has Ω(DP(n)) edges.

Coppersmith and Elkin [18] show that Ω(n4/3) ≤ DP(n) ≤ O(n3/2). It is a major open
question to close this gap, and we show that the no-fault n-pair distance preserver question
is equivalent to the 1-fault single pair preserver question, thereby fully answering the latter
question, up to resolving the major open problem for n-pair preservers.

We show that the situation dramatically changes for f ≥ 2.

I Theorem 4. There exists an undirected weighted graph G and a single node pair (s, t) in
this graph such that every 2-FT (s, t) preserver of G requires Ω(n2) edges.

For unweighted graphs, we achieve several non-trivial upper and lower bounds concerning
the worst-case size of (s, t) preservers and spanners. First of all, we address the following
question.

I Question 2. In unweighted graphs, is the worst-case size of an f-FT (s, t) preserver
subquadratic for every constant f ≥ 2?

Prior work showed that the answer is YES for f = 1, 2 [31, 33], but nothing is known for
f ≥ 3. We show that the answer is YES. Indeed, our result is more general. First, it extends
to the single-source case (i.e., P = {s} × V ) and even to a small enough set of sources (i.e.,
P = S × V for small |S|). Second, the same result holds for any fixed number f of vertex
faults. Prior work was only able to address the simple case f = 1 [30]. We also remark that
our preserver can be computed very efficiently in O(fmn) time, and its analysis is relatively
simple (e.g., compared to the cumbersome case analysis in [31]).

I Theorem 5. For every directed or undirected unweighted graph G = (V,E), integer f ≥ 1
and S ⊆ V , one can construct in time O(f nm) an f-FT S-sourcewise (i.e. P = S × V )
preserver of size Õ(f · |S|1/2f · n2−1/2f ), both in the case of edge and vertex faults.

By standard techniques, we can exploit our S-sourcewise preserver to build an additive
spanner (for all pairs): Let L be an integer parameter to be fixed later on. A vertex u is
low-degree if it has degree less than L, otherwise it is high-degree. Let S be a random sample
of Θ(nL · f logn) vertices. Our spanner H consists of the f -VFT S-sourcewise preserver from
Theorem 5 plus all the edges incident to low-degree vertices. This way we achieve:

I Theorem 6. For every undirected unweighted graph G = (V,E) and integer f ≥ 1, there
exists a randomized Õ(fnm)-time construction of a +2-additive f-FT spanner of G of size
Õ(f · n2−1/(2f+1)) that succeeds w.h.p.1.

In the above result the size of the preserver grows quickly to O(n2) for increasing f . This
raises the following new question:

1 The term w.h.p. (with high probability) here indicates a probability exceeding 1 − 1/nc, for an
arbitrary constant c ≥ 2. Since randomization is only used to select hitting sets, the algorithm can be
derandomized.
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I Question 3. Does there exist a universal constant ε > 0 such that all unweighted graphs
have an f -FT (s, t) preserver of size Of (n2−ε)? What if we allow a small additive error?

The only result with strongly sub-quadratic size in the above sense is an O(f · n4/3) size
spanner with additive error Θ(f) [14, 8]. Can we remove or reduce the dependence of the
error on f? We show that the answer is NO:

I Theorem 7. For any two integers q, h > 0 and a sufficiently large n, there exists an
unweighted undirected n-node graph G = (V,E) and a pair s, t ∈ V such that any 2hq-FT
(2q − 1)-additive spanner for G for the single pair (s, t) has size Ω(( nhq )2−2/(h+1)).

I Corollary 8. For any fixed constants ε > 0 and f , there exists an unweighted undirected
n-node graph G = (V,E) and a pair s, t ∈ V such that any f -FT additive spanner for G for
the single pair (s, t) of size O(n2−ε) must have additive error Ω(εf).

Proof. This follows from Theorem 7 by choosing proper h = Θ(1/ε) and q = Θ(εf). J

Hence the linear dependence in f in the additive error in [14, 8] is indeed necessary. We
found this very surprising.

In Section 3 we present other related lower bounds which exploit the same basic construc-
tion plus ideas in [1, 10]: see Theorems 18, 19, and 20. In particular, we are able to achieve
super-linear lower bounds for any f ≥ 2, even if we allow for a small enough polynomial
additive error nδ.

So far we have focused on sparse distance preserving subgraphs. However, suppose that
the distance estimates can be stored in a different way in memory. Data structures that store
the distance information of a graph in the presence of faults are called distance sensitivity
oracles. Distance sensitivity oracles are also intensely studied [20, 7, 38, 26, 22, 23]. Our
main goal here2 is to keep the size of the data structure as small as possible, leading to the
following question.

I Question 4. How much space do we need to preserve (exactly or with a small additive
error) the distances between a given pair of nodes in the presence of f faults?

Clearly all our preserver/spanner upper bounds extend to the oracle case, however the
lower bounds might not: in principle a distance oracle can use much less space than a
preserver/spanner with the same accuracy. Our main contribution here are the following
incompressibility results:

I Theorem 9. There exists an undirected weighted graph G and a single node pair (s, t)
in this graph such that every 2-FT distance sensitivity oracle for the single pair (s, t) in G
requires Ω(n2) bits of space.

Note that the optimal size for f = 1 is Θ(n) by simple folklore arguments, so our result
completes our understanding in this setting.

We are able to achieve a super-linear lower bound for 3 faults even in the case of a small
enough polynomial additive error : see Theorem 21 in Section 3.

2 Other typical goals are to minimize preprocessing and query time - we will not address these.
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1.1 Related Work
Fault-tolerant spanners were introduced in the geometric setting [27] (see also [28, 19]).
FT-spanners with multiplicative stretch are relatively well understood: the error/sparsity for
f -FT and f -VFT multiplicative spanners is (up to a small polynomial factor in f) the same
as in the nonfaulty case. For f edge faults, Chechik et al. [16] showed how to construct f -FT
(2k − 1)-multiplicative spanners with size Õ(fn1+ 1

k ) for any f, k ≥ 1. They also construct
an f -VFT spanner with the same stretch and larger size. This was later improved by Dinitz
and Krauthgamer [21] who showed the construction of f -VFT spanners with 2k − 1 error
and Õ

(
f2− 1

kn1+ 1
k

)
edges.

FT additive spanners were first considered by Braunschvig, Chechik and Peleg in [14]
(see also [8] for slightly improved results). They showed that FT Θ(f)-additive spanners can
be constructed by combining FT multiplicative spanners with (non-faulty) additive spanners.
This construction, however, supports only edge faults. Parter and Peleg showed in [33] a
lower bound of Ω(n1+εβ ) edges for single-source FT β-additive spanners. They also provided
a construction of single-source FT-spanner with additive stretch 4 and O(n4/3) edges that is
resilient to one edge fault. The first constructions of FT-additive spanners resilient against
one vertex fault were given in [30] and later on in [8]. Prior to our work, no construction of
FT-additive spanners was known for f ≥ 2 vertex faults.

As mentioned earlier, the computation of preservers and spanners in the non-faulty case
(i.e. when f = 0) has been the subject of intense research in the last few decades. The
current-best preservers can be found in [18, 11, 12]. Spanners are also well understood, both
for multiplicative stretch [4, 25] and for additive stretch [3, 15, 6, 39, 1, 11, 15, 34, 2]. There
are also a few results on “mixed” spanners with both multiplicative and additive stretch
[24, 36, 6]

Distance sensitivity oracles are data structures that can answer queries about the distances
in a given graph in the presence of faults. The first nontrivial construction was given by
Demetrescu et al. [20] and later improved by Bernstein and Karger [7] who showed how to
construct Õ(n2)-space, constant query time oracles for a single edge fault for an m-edge
n-node graph in Õ(mn) time. The first work that considered the case of two faults (hence
making the first jump from one to two) is due to Duan and Pettie in [22]. Their distance
oracle has nearly optimal size of Õ(n2) and query time of Õ(1). The case of bounded
edge weights, and possibly multiple faults, is addressed in [38, 26] exploiting fast matrix
multiplication techniques. The size of their oracle is super-quadratic.

The notion of FT-preservers is also closely related to the problem of constructing replace-
ment paths. For a pair of vertices s and t and an edge e, the replacement path Ps,t,e is the
s-t shortest-path that avoids e3. The efficient computation of replacement paths is addressed,
among others, in [29, 35, 38, 37]. A single-source version of the problem is studied in [26].
Single-source FT structures that preserve strong connectivity have been studied in [5].

1.2 Preliminaries and Notation
Assume throughout that all shortest paths ties are broken in a consistent manner. For
every s, t ∈ V and a subgraph G′ ⊆ G, let πG′(s, t) be the (unique) u-v shortest path in G′
(i.e., it is unique under breaking ties). If there is no path between s and t in G′, we define

3 Replacement paths were originally defined for the single edge fault case, but later on extended to the
case of multiple faults as well.
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πG′(s, t) = ∅. When G′ = G, we simply write π(u, v). For any path P containing nodes
u, v, let P [u  v] be the subpath of P between u and v. For s, t ∈ V and F ⊆ E, we let
Ps,t,F = πG\F (s, t) be the s-t shortest-path in G \ F . We call such paths replacement paths.
When F = {e}, we simply write Ps,t,e. By m we denote the number of edges in the graph
currently being considered.

The structure of the paper is as follows. In Sec. 2, we describe an efficient construction
for FT-preservers and additive spanners with a subquadratic number of edges. Then, in
Sec. 3, we provide several lower bound constructions for a single s-t pair, both for the exact
and for the additive stretch case. All the proofs which are omitted due to lack of space
appear in the full version of the paper (see [13]).

2 Efficient Construction of FT-Preservers and Spanners

In this section we prove Theorem 5. We next focus on the directed case, the undirected
one being analogous and simpler. We begin by recapping the currently-known approaches
for handling many faults, and we explain why these approaches fail to achieve interesting
space/construction time bounds for large f .

The limits of previous approaches. A known approach for handling many faults is by
random sampling of subgraphs, as introduced by Weimann and Yuster [38] in the setting
of distance sensitivity oracles, and later on applied by Dinitz and Kraughgamer [21] in the
setting of fault tolerant spanners. The high level idea is to generate multiple subgraphs
G1, . . . , Gr by removing each edge/vertex independently with sufficiently large probability
p; intuitively, each Gi simultaneously captures many possible fault sets of size f . One can
show that, for a sufficiently small parameter L and for any given (short) replacement path
Ps,t,F of length at most L (avoiding faults F ), w.h.p. in at least one Gi the path Ps,t,F is
still present while all edges/vertices in F are deleted. Thus, if we compute a (non-faulty)
preserver Hi ⊆ Gi for each i, then the graph H =

⋃
iHi will contain every short replacement

path. For the remaining (long) replacement paths, Weimann and Yuster use a random
decomposition into short subpaths. Unfortunately, any combination of the parameters p, r, L
leads to a quadratic (or larger) space usage.

Another way to handle multiple faults is by extending the approach in [32, 33, 30] that
works for f ∈ {1, 2}. A useful trick used in those papers (inspired by prior work in [35, 37])
is as follows: suppose f = 1, and fix a target node t. Consider the shortest path π(s, t). It
is sufficient to take the last edge of each replacement path Ps,t,e and charge it to the node
t; the rest of the path is then charged to other nodes by an inductive argument. Hence,
one only needs to bound the number of new-ending paths – those that end in an edge that
is not already in π(s, t). In the case f = 1, these new-ending paths have a nice structure:
they diverge from π(s, t) at some vertex b (divergence point) above the failing edge/vertex
and collide again with π(s, t) only at the terminal t; the subpath connecting b and t on the
replacement path is called its detour. One can divide the s-t replacement paths into two
groups: short (resp., long) paths are those whose detour has length at most (resp., at least)√
n. It is then straightforward enough to show that each category of path contributes only

Õ(n1/2) edges entering t, and so (collecting these last edges over all nodes in the graph) the
output subgraph has Õ(n3/2) edges in total. Generalizing this to the case of multiple faults
is non-trivial already for the case of f = 2. The main obstacle here stems from a lack of
structural understanding of replacement paths for multiple faults: in particular, any given
divergence point b ∈ π(s, t) can now be associated with many new-ending paths and not
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only one! In the only known positive solution for f = 2 [31], the approach works only for
edge faults and is based on an extensive case analysis whose extension to larger f is beyond
reasonable reach. Thus, in the absence of new structural understanding, further progress
seems very difficult.

A second source of difficulties is related to the running time of the construction. A priori,
it seems that constructing a preserver H should require computing all replacement paths
Ps,t,F , which leads to a construction time that scales exponentially in f . In particular, by
deciding to omit an edge e from the preserver H, we must somehow check that this edge
does not appear on any of the replacement paths Ps,t,F (possibly, without computing these
replacement paths explicitly).

Our basic approach. The basic idea behind our algorithm is as follows. Similar to [32, 33,
30], we focus on each target node t, and define a set Et of edges incident to t to be added to
our preserver. Intuitively, these are the last edges of new-ending paths as described before.
The construction of Et, however, deviates substantially from prior work. Let us focus on the
simpler case of edge deletions. The set Et is constructed recursively, according to parameter
f . Initially we consider the shortest path tree T from the source set S to t, and add to Et
the edges of T incident to t (at most |S| many). Consider any new-ending replacement path
P for t. By the previous discussion, this path has to leave T at some node b and it meets T
again only at t: let D be the subpath of P between b and t (the detour of P ). Note that
D is edge-disjoint from T , i.e. it is contained in the graph G′ = G \ E(T ). Therefore, it
would be sufficient to compute recursively the set E′t of final edges of new-ending replacement
paths for t in the graph G′ with source set S′ given by the possible divergence points b and
w.r.t. f − 1 faults (recall that one fault must be in E(T ), hence we avoid that anyway in G′).
This set E′t can then be added to Et.

The problem with this approach is that S′ can contain Ω(n) many divergence points
(hence Et Ω(n) many edges), leading to a trivial Ω(n2) size preserver. In order to circumvent
this problem, we classify the divergence points b in two categories. Consider first the nodes b
at distance at most L from t along T , for some parameter L. There are only O(|S|L) many
such nodes Sshort, which is sublinear for |S| and L small enough. Therefore we can safely
add Sshort to S′. For the remaining divergence points b, we observe that the corresponding
detour D must have length at least L: therefore by sampling Õ(n/L) nodes Slong we hit all
such detours w.h.p. Suppose that σ ∈ Slong hits detour D. Then the portion of D from σ to
t also contains the final edge of D to be added to Et. In other terms, it is sufficient to add
Slong (which has sublinear size for polynomially large L) to S′ to cover all the detours of
nodes b of the second type. Altogether, in the recursive call we need to handle one less fault
w.r.t. a larger (but sublinear) set of sources S′. Our approach has several benefits:

It leads to a subquadratic size for any f (for a proper choice of the parameters);
It leads to a very fast algorithm. In fact, for each target t we only need to compute a
BFS tree in f different graphs, leading to an O(fnm) running time;
Our analysis is very simple, much simpler than in [31] for the case f = 2;
It can be easily extended to the case of vertex faults.

Algorithm for Edge Faults. Let us start with the edge faults case. The algorithm constructs
a set Et of edges incident to each target node t ∈ V . The final preserver is simply the union
H =

⋃
t∈V Et of these edges. We next describe the construction of each Et (see also Alg. 1).

The computation proceeds in rounds i = 0, . . . , f . At the beginning of round i we are given
a subgraph Gi (with G0 = G) and a set of sources Si (with S0 = S).
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Algorithm 1 Construction of Et in our f -FT S-Sourcewise Preserver Algorithm.
1: procedure ComputeSourcewiseFT(t, S, f,G)

Input: A graph G with a source set S and terminal t, number of faults f .
Output: Edges Et incident to t in an f -FT S-sourcewise preserver H.

2: Set G0 = G, S0 = S, Et = ∅.
3: for i ∈ {0, . . . , f} do
4: Compute the partial BFS tree Ti =

⋃
s∈Si πGi(s, t).

5: Et = Et ∪ {LastE(πTi(s, t)) | s ∈ Si}.
6: Set distance threshold di =

√
n/|Si| · f logn.

7: Let Sshorti = {v ∈ V (Ti) | distTi(v, t) ≤ di}.
8: Sample a collection Slongi ⊆ V (Gi) of Θ(n/di · f logn) vertices.
9: Set Si+1 = Sshorti ∪ Slongi and Gi+1 = Gi \ E(Ti).

We compute a partial BFS tree Ti =
⋃
s∈Si πGi(s, t)

4 from Si to t, and add to Et
(which is initially empty) the edges {LastE(πTi(s, t)) | s ∈ Si} of this tree incident to
t. Here, for a path π where one endpoint is the considered target node t, we denote
by LastE(π) the edge of π incident to t. The source set Si+1 is given by Sshorti ∪ Slongi .
Here Sshorti = {v ∈ V (Ti) | distTi(v, t) ≤ di} is the set of nodes at distance at most
di =

√
n/|Si| · f logn from t, while Slongi is a random sample of Θ(n/di · f logn) vertices.

The graph Gi+1 is obtained from Gi be removing the edges E(Ti)5.

Adaptation for Vertex Faults. The only change in the algorithm is in the definition of the
graph Gi inside the procedure to compute Et. We cannot allow ourselves to remove all the
vertices of the tree Ti from Gi and hence a more subtle definition is required. To define Gi+1,
we first remove from Gi: (1) all edges of Sshorti × Sshorti , (2) the edges of E(Ti), and (3) the
vertices of V (Ti) \ Sshorti . Finally, we delete all remaining edges incident to Sshorti which are
directed towards any one of these vertices (i.e., the incoming degree of the Sshorti vertices in
Gi+1 is zero).

Analysis. We now analyze our algorithm. Since for each vertex t, we compute f (partial)
BFS trees, we get trivially:

I Lemma 10 (Running Time). The subgraph H is computed within O(f nm) time.

We proceed with bounding the size of H.

I Lemma 11 (Size Analysis). |Et| = Õ(|S|1/2f · (fn)1−1/2f ) for every t ∈ V , hence |E(H)| =
Õ(f |S|1/2fn2−1/2f ).

Proof. Since the number of edges collected at the end each round i is bounded by the number
of sources Si, it is sufficient to bound |Si| for all i. Observe that for every i ∈ {0, . . . , f − 1},

|Si+1| ≤ |Slongi |+ |Sshorti | ≤ di · |Si|+ Θ(n/di · f logn) = Θ(di · |Si|).

By resolving this recurrence starting with |S0| = |S| one obtains

|Si| = O(|S|1/2i(fn logn)1−1/2i).

The claim follows by summing over i ∈ {0, . . . , f}. J

4 If πGi
(s, t) does not exist, recall that we define it as an empty set of edges.

5 Note that for f = 1, the algorithm has some similarity to the replacement path computation of [35].
Yet, there was no prior extension of this idea for f ≥ 2.
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We next show that the algorithm is correct. We focus on the vertex fault case, the edge
fault case being similar and simpler. Let us define, for t ∈ V and i ∈ {0, . . . , f},

Pt,i = {πGi\F (s, t) | s ∈ Si, F ⊆ V (Gi), |F | ≤ f − i}.

I Lemma 12. For every t ∈ V and i ∈ {0, . . . , f}, it holds that

LastE(π) ∈ Et for every π ∈ Pt,i.

Proof. We prove the claim by decreasing induction on i ∈ {f, . . . , 0}. For the base case
i = f , Pt,f = {πGf (s, t) | s ∈ Sf}. Since we add precisely the last edges of these paths to
the set Et, the claim holds. Assume that the lemma holds for rounds f, f − 1, . . . , i+ 1 and
consider round i. For every πGi\F (s, t) ∈ Pt,i, let P ′s,t,F = πGi\F (s, t). 6 Consider the partial
BFS tree Ti =

⋃
s∈Si πGi(s, t) rooted at t. Note that all (interesting) replacement paths

P ′s,t,F in Gi have at least one failing vertex v ∈ F ∩ V (Ti) as otherwise P ′s,t,F = πGi(s, t).
We next partition the replacement paths π ∈ Pt,i into two types depending on their last

edge LastE(π). The first class contains all paths whose last edge is in Ti. The second class
contains the remaining replacement paths, which end with an edge that is not in Ti. We
call this second class of paths new-ending replacement paths. Observe that the first class
is taken care of, since we add all edges incident to t in Ti. Hence it remains to prove the
lemma for the set of new-ending paths.

For every new-ending path P ′s,t,F , let bs,t,F be the last vertex on P ′s,t,F that is in V (Ti)\{t}.
We call the vertex bs,t,F the last divergence point of the new-ending replacement path. Note
that the detour Ds,t,F = P ′s,t,F [bs,t,F  t] is vertex disjoint with the tree Ti except for the
vertices bs,t,F and t. From now on, since we only wish to collect last edges, we may restrict
our attention to this detour subpath. That is, since LastE(Ds,t,F ) = LastE(P ′s,t,F ), it is
sufficient to show that LastE(Ds,t,F ) ∈ Et.

Our approach is based on dividing the set of new-ending paths in Pt,i into two classes
based on the position of their last divergence point bs,t,F . The first class Pshort consists of new-
ending paths in Pt,i whose last divergence point is at distance at most di =

√
n/|Si| · f logn

from t on Ti. In other words, this class contains all new-ending paths whose last divergence
point is in the set Sshorti . We now claim the following.

I Claim 13. For every P ′s,t,F ∈ Pshort, the detour Ds,t,F is in Pt,i+1.

Proof. Since Ds,t,F is a subpath of the replacement path P ′s,t,F , Ds,t,f is the shortest path
between bs,t,F and t in Gi \ F . Recall that Ds,t,F is vertex disjoint with V (Ti) \ {bs,t,F , t}.

Since bs,t,F is the last divergence point of P ′s,t,F with Ti, the detour Ds,t,F starts from
a vertex bs,t,F ∈ Sshorti and does not pass through any other vertex in V (Ti) \ {t}. Recall
that in the construction of Gi+1 we delete from Gi the edges directed towards Sshorti . In
particular, the outgoing edge connecting bs,t,F to its neighbor x on Ds,t,F [bs,t,F  t] remains
(i.e., this vertex x is not in V (Ti) \ {t}), this implies that the detour Ds,t,F exists in Gi+1.
In particular, note that the vertex bs,t,F cannot be a neighbor of t in Ti. Indeed, if (bs,t,F , t)
were an edge in Ti, then we can replace the portion of the detour path between bs,t,F and t
by this edge, getting a contradiction to the fact that P ′s,t,F is a new-ending path7.

Next, observe that at least one of the failing vertices in F occurs on the subpath
πGi [bs,t,F , t], let this vertex be v ∈ F . Since v ∈ Sshorti , all the edges incident to v are

6 We denote these replacement paths as P ′
s,t,F as they are computed in Gi and not in G.

7 For the edge fault case, the argument is much simpler: by removing E(Ti) from Gi, we avoid at least
one of the failing edges in Gi+1.
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directed away from v in Gi+1 and hence the paths going out from the source bs,t,F in Gi+1
cannot pass through v. Letting F ′ = F \ V (Ti), it holds that (1) |F ′| ≤ f − i − 1 and (2)
since the shortest path ties are decided in a consistent manner and by definition of Gi+1, it
holds that Ds,t,F = πGi+1\F ′(bs,t,F , t). As bs,t,F ∈ Sshorti , it holds that Ds,t,F ∈ Pt,i+1. J

Hence by the inductive hypothesis for i+ 1, LastE(P ′s,t,F ) is in Et for every P ′s,t,F ∈ Pshort.
We now turn to consider the second class of paths Plong which contains all remaining new-
ending paths; i.e., those paths whose last divergence point is at distance at least di from t on
Ti. Note that the detour Ds,t,F = P ′s,t,F [bs,t,F  t] of these paths is long – i.e., its length is
at least di. For convenience, we will consider the internal part D′s,t,F = Ds,t,F \ {bs,t,F , t} of
these detours, so that the first and last vertices of these detours are not on Ti.

We exploit the lengths of these detours D′s,t,F and claim that w.h.p, the set Slongi is
a hitting set for these detours. This indeed holds by simple union bound overall possible
O(nf+2) detours. For every P ′s,t,F ∈ Plong, let ws,t,F ∈ V (D′s,t,F ) ∩ Slongi . (By the hitting
set property, w.h.p., ws,t,F is well defined for each long detour). Let Ws,t,F = P ′s,t,F [ws,t,F , t]
be the suffix of the path P ′s,t,F starting at a vertex from the hitting set ws,t,F ∈ Slongi . Since
LastE(P ′s,t,F ) = LastE(Ws,t,F ), it is sufficient to show that LastE(Ws,t,F ) is in Et.

I Claim 14. For every P ′s,t,F ∈ Plong, it holds that Ws,t,F ∈ Pt,i+1.

Proof. Clearly, Ws,t,f is the shortest path between ws,t,F and t in Gi \ F . Since Ws,t,F ⊆
D′s,t,F is vertex disjoint with V (Ti), it holds that Ws,t,F = πGi+1\F ′(ws,t,F , t) for F ′ =
F \ V (Ti). Note that since at least one fault occurred on Ti, we have that |F ′| ≤ f − i− 1.
As ws,t,F ∈ Slongi , it holds that Ws,t,F ∈ Pt,i+1. The lemma follows. J

By applying the claim for i = 0, we get that LastE(P ′s,t,F ) is in Et as required for every
P ′s,t,F ∈ Plong. This completes the proof. J

I Lemma 15. (Correctness) H is an f -FT S-sourcewise preserver.

Proof. By using Lemma 12 with i = 0, we get that for every t ∈ V , s ∈ S and F ⊆ V ,
|F | ≤ f , LastE(Ps,t,F ) ∈ Et (and hence also LastE(Ps,t,F ) ∈ H). It remains to show
that taking the last edge of each replacement path Ps,t,F is sufficient. The base case is
for paths of length 1, where we have clearly kept the entire path in our preserver. Then,
assuming the hypothesis holds for paths up to length k − 1, consider a path Ps,t,F of
length k. Let LastE(Ps,t,F ) = (u, t). Then since we break ties in a consistent manner,
Ps,t,F = Ps,u,F ◦ LastE(Ps,t,e). By the inductive hypothesis Ps,u,F is in H, and since we
included the last edge, Ps,t,F is also in H. The claim follows. J

Theorem 5 now immediately follows from Lemmas 10, 11, and 15.

3 Lower Bounds for FT Preservers and Additive Spanners

In this section, we provide the first non-trivial lower bounds for preservers and additive
spanners for a single pair s-t.

We start by proving Theorem 7. The main building block in our lower bound is the
construction of an (undirected unweighted) tree Th, where h is a positive integer parameter
related to the desired number of faults f . Tree Th is taken from [31] with mild technical
adaptations. Let d be a size parameter which is used to obtain the desired number n of
nodes. It is convenient to interpret this tree as rooted at a specific node (though edges in
this construction are undirected). We next let rt(Th) and L(Th) be the root and leaf set
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of Th, respectively. We also let `(h) and n(h) be the height and number of nodes of Th,
respectively.

Tree Th is constructed recursively as follows. The base case is given by T 0 which consists
of a single isolated root node rt(T 0). Note that `(0) = 0 and n(0) = 1. In order to construct
Th, we first create d copies Th−1

0 , . . . , Th−1
d−1 of Th−1. Then we add a path v0, . . . , vd−1 of

length d− 1 (consisting of new nodes), and choose rt(Th) = v0. Finally, we connect vj to
rt(Th−1

j ) with a path (whose internal nodes are new) of length (d− j) · (`(h− 1) + 3). Next
lemma illustrates the crucial properties of Th.

I Lemma 16. The tree Th satisfies the following properties:
1. n(h) ≤ 3

2 (h+ 1)(d+ 1)h+1

2. |L(Th)| = dh

3. For every ` ∈ L(Th), there exists F` ⊆ E(T ), |F`| = h, such that distTh\F`(s, `) ≤
distTh\F`(s, `′) + 2 for every `′ ∈ L(Th) \ {`′}.

We next construct a graph Sh as follows. We create two copies Ts and Tt of Th. We
add to Sh the complete bipartite graph with sides L(Ts) and L(Tt), which we will call the
bipartite core B of Sh. Observe that |L(Ts)| = |L(Tt)| = dh, and hence B contains d2h edges.
We will call s = sr(Sh) = rt(Ts) the source of Sh, and t = tg(Sh) = rt(Tt) its target.

I Lemma 17. Every 2h-FT (s, t) preserver (and 1-additive (s, t) spanner) H for Sh must
contain each edge e = (`s, `t) ∈ B.

Proof. Assume that e = (`s, `t) /∈ H and consider the case where F`s fails in Ts and F`t
fails in Tt. Let G′ := Sh \ (F`s ∪ F`t), and ds (resp., dt) be the distance from s to `s (resp.,
from `t to t) in G′. By Lemma 16.3 the shortest s-t path in G′ passes through e and has
length ds + 1 + dt. By the same lemma, any path in G′, hence in H ′ := H \ (F`s ∪ F`t),
that does not pass through `s (resp., `t) must have length at least (ds + 2) + 1 + dt (resp.,
ds + 1 + (dt + 2)). On the other hand, any path in H ′ that passes through `s and `t must
use at least 3 edges of B, hence having length at least ds + 3 + dt. J

Our lower bound graph Shq is obtained by taking q copies S1, . . . , Sq of graph Sh with
d = ( n

3q(h+1) − 1)
1
h+1 , and chaining them with edges (tg(Si), sr(Si+1)), for i = 1, . . . , q − 1.

We let s = sr(S1) and t = tg(Sq).

Proof of Theorem 7. Consider Shq . By Lemma 16.1–2 this graph contains at most n nodes,
and the bipartite core of each Si contains d2h = Ω(( nqh )2−2/(h+1)) edges.

Finally, we show that any (2q− 1)-additive (s, t) spanner needs to contain all the edges of
at least one such bipartite core. Let us assume this does not happen, and let ei be a missing
edge in the bipartite core of Si for each i. Observe that each s-t shortest path has to cross
sr(Si) and tg(Si) for all i. Therefore, it is sufficient to choose 2h faulty edges corresponding
to each ei as in Lemma 17. This introduces an additive stretch of 2 in the distance between
s and t for each ei, leading to a total additive stretch of at least 2q. J

The same construction can also be extended to the setting of (2h)-FT S × T preservers.
To do that, we make parallel copies of the Sh graph.

I Theorem 18. For every positive integer f , there exists a graph G = (V,E) and subsets
S, T ⊆ V , such that every (2f)-FT 1-additive S × T spanner (hence S × T preserver) of G
has size Ω(|S|1/(f+1) · |T |1/(f+1) · (n/f)2−2/(f+1)).
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Improving over the Bipartite Core. The proof above only gives the trivial lower bound
of Ω(n) for the case of two faults (using h = q = 1). We can strengthen the proof in this
special case to show instead that Ω(n1+ε) edges are needed, and indeed this even holds in
the presence of a polynomial additive stretch:

I Theorem 19. A 2-FT distance preserver of a single (s, t) pair in an undirected unweighted
graph needs Ω(n11/10−o(1)) edges.

I Theorem 20. There are absolute constants ε, δ > 0 such that any +nδ-additive 2-FT
preserver for a single (s, t) pair in an undirected unweighted graph needs Ω(n1+ε) edges.

Finally, by tolerating one additional fault, we can obtain a strong incompressibility result:

I Theorem 21. There are absolute constants ε, δ > 0 such that any +nδ-additive 3-FT
distance sensitivity oracle for a single (s, t) pair in an undirected unweighted graph uses
Ω(n1+ε) bits of space.

The proofs of Theorems 19, 20 and 21 are similar in spirit. The key observation is that
the structure of Ts, Tt allows us to use our faults to select leaves `s, `t and enforce that a
shortest `s-`t path is kept in the graph. When we use a bipartite core between the leaves of
Ts and Tt, this “shortest path” is simply an edge, so the quality of our lower bound is equal
to the product of the leaves in Ts and Tt. However, sometimes a better graph can be used
instead. In the case h = 1, we can use a nontrivial lower bound graph against (non-faulty)
subset distance preservers (from [10]), which improves the cost per leaf pair from 1 edge
to roughly n11/10 edges, yielding Theorem 19. Alternatively, we can use a nontrivial lower
bound graph against +nδ spanners (from [1]), which implies Theorem 20. The proof of
Theorem 21 is similar in spirit, but requires an additional trick in which unbalanced trees
are used: we take Ts as a copy of T 1 and Tt as a copy of T 2, and this improved number of
leaf-pairs is enough to push the incompressibility argument through.

4 Open Problems

There are lots of open ends to be closed. Perhaps the main open problem is to resolve the
current gap for f -FT single-source preservers. Since the lower bound of Ω(n2−1/(f+1)) edges
given in [31] has been shown to be tight for f ∈ [1, 2], it is reasonable to believe that this
is the right bound for f ≥ 3. Another interesting open question involves lower bounds for
FT additive spanners. Our lower-bounds are super linear only for f ≥ 2. The following
basic question is still open though: is there a lower bound of Ω(n3/2+ε) edges for some
ε ∈ (0, 1] for 2-additive spanners with one fault? Whereas our lower bound machinery can
be adapted to provide non trivial bounds for different types of f -FT P -preservers (e.g.,
P = {s, t}, P = S × T , etc.), our upper bounds technique for general f ≥ 2 is still limited to
the sourcewise setting. Specifically, it is not clear how to construct an f -FT S × S preserver
other than taking a (perhaps wasteful) f -FT S-sourcewise preserver. As suggested by our
lower bounds, these questions are interesting already for a single pair.
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Abstract
In the 2-reachability problem we are given a directed graph G and we wish to determine if
there are two (edge or vertex) disjoint paths from u to v, for given pair of vertices u and v.
In this paper, we present an algorithm that computes 2-reachability information for all pairs of
vertices in O(nω logn) time, where n is the number of vertices and ω is the matrix multiplication
exponent. Hence, we show that the running time of all-pairs 2-reachability is only within a log
factor of transitive closure. Moreover, our algorithm produces a witness (i.e., a separating edge
or a separating vertex) for all pair of vertices where 2-reachability does not hold. By processing
these witnesses, we can compute all the edge- and vertex-dominator trees of G in O(n2) additional
time, which in turn enables us to answer various connectivity queries in O(1) time. For instance,
we can test in constant time if there is a path from u to v avoiding an edge e, for any pair of
query vertices u and v, and any query edge e, or if there is a path from u to v avoiding a vertex
w, for any query vertices u, v, and w.
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1 Introduction

The all-pairs reachability problem consists of preprocessing a directed graph (digraph)
G = (V,E) so that we can answer queries that ask if a vertex y is reachable from a vertex x.
This problem has many applications, including databases, geographical information systems,
social networks, and bioinformatics [11]. A classic solution to this problem is to compute
the transitive closure matrix of G, either by performing a graph traversal (e.g., depth-first
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digraph with n vertices and m edges, the former solution runs in O(mn) time, while the
latter in O(nω), where ω is the matrix multiplication exponent [4, 13, 17]. Here we study
a natural generalization of the all-pairs reachability problem, that we refer to as all-pairs
2-reachability, where we wish to preprocess G so that we can answer fast the following type
of queries: For a given vertex pair x, y ∈ V , are there two edge-disjoint (resp., internally
vertex-disjoint) paths from x to y? Equivalently, by Menger’s theorem [15], we ask if there is
an edge e ∈ E (resp., a vertex z ∈ V ) such that there is no path from x to y in G \ e (resp.,
G \ z). We call such an edge (resp., vertex) separating for the pair x, y.

One solution to the all-pairs 2-reachability problem is to compute all the dominator trees
of G, with each vertex as source. The dominator tree of G with start vertex s is a tree rooted
at s, such that a vertex v is an ancestor of a vertex w if and only if all paths from s to w
include v [14]. All the separating edges and vertices for a pair s, v, appear on the path from
s to v in the dominator tree rooted at s, in the same order as they appear in any path from s

to v in G. Given all the dominator trees, we can process them to compute the 2-reachability
information for all pairs of vertices (see Section 6). Since a dominator tree can be computed
in O(m) time [2, 3], the overall running time of this algorithm is O(mn).

Our Results. In this paper, we show how to beat the O(nm) bound for dense graphs.
Specifically, we present an algorithm that computes 2-reachability information for all pairs of
vertices in O(nω) time in a strongly connected digraph, and in O(nω logn) time in a general
digraph. Hence, we show that the running time of all-pairs 2-reachability is only within a
log factor of transitive closure. This result is tight up to a log factor, since it can be shown
that all-pairs 2-reachability is at least as hard as computing the transitive closure, which
is asymptotically equivalent to Boolean matrix multiplication [6]. Moreover, our algorithm
produces a witness (separating edge or vertex) whenever 2-reachability does not hold. By
processing these witnesses, we can find all the dominator trees of G in O(n2) additional time.
Thus, we also show how to compute all the dominator trees of a digraph in O(nω logn) time
(in O(nω) time if the graph is strongly connected), which improves the previously known
O(mn) bound for dense graphs. This in turn enables us to answer various connectivity
queries in O(1) time. E.g., we can test in O(1) time if there is a path from u to v avoiding
an edge e, for any pair of query vertices u and v, and any query edge e, or if there is a path
from u to v avoiding a vertex w, for any query vertices u, v, and w. We can also report all
the edges or vertices that appear in all paths from u to v, for any query vertices u and v.

Related Work. To the best of our knowledge, ours is the first work that considers the
all-pairs 2-reachability problem and gives a fast algorithm for it. In recent work Georgiadis
et al. [9] investigate the effect of an edge or a vertex failure in a digraph G with respect to
strong connectivity. Specifically, they show how to preprocess G in O(m+ n) time in order
to answer various sensitivity queries regarding strong connectivity in G under an arbitrary
edge or vertex failure. For instance, they can compute in O(n) time the strongly connected
components (SCCs) that remain in G after the deletion of an edge or a vertex, or report
various statistics such as the number of SCCs in constant time per query (failed) edge or
vertex. This result, however, cannot be applied for the solution of the 2-reachability problem.
The reason is that if the deletion of an edge e leaves two vertices u and v in different SCCs
in G \ e, the algorithm of [9] is not able to distinguish if there is still a path or no path from
u to v in G \ e. Previously, King and Sagert [12] gave an algorithm that can quickly answer
sensitivity queries for reachability in a directed acyclic graph (DAG) [12]. Specifically, they
show how to process a DAG G so that, for any pair of query vertices x and y, and a query
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edge e, one can test in constant time if there is a path from x to y in G \ e. Note that the
result of King and Sagert does not yield an efficient solution to the all-pairs 2-reachability
problem, since we need O(m) queries just to find if there is a separating edge for a single pair
of vertices. Moreover, their preprocessing time is O(n3). Another interesting fact that arises
from our work is that, somewhat surprisingly, computing all dominator trees in dense graphs
is currently faster than computing a spanning arborescence from each vertex. The best
algorithm for this problem is given by Alon et al. [1], who studied the problem of constructing
a BFS tree from every vertex, and gave an algorithm that runs in O(n(3+ω)/2) time.

Our Techniques. Our result is based on two novel approaches, one for DAGs and one for
strongly connected digraphs. For DAGs we develop an algebra that operates on paths. We
then use some version of 1-superimposed coding to apply our path algebra in a divide and
conquer approach. This allows us to use Boolean matrix multiplication, in a similar vein
to the computation of transitive closure. Unfortunately, our algebraic approach does not
work for strongly connected digraphs. In this case, we exploit dominator trees in order
to transform a strongly connected digraph G into two auxiliary graphs, so as to reduce
2-reachability queries in G to 1-reachability queries in those auxiliary graphs. This reduction
works only for strongly connected digraphs and does not carry over to general digraphs. Our
algorithm for general digraphs is obtained via a careful combination of those two approaches.

2 Preliminaries

We assume that the reader is familiar with standard graph terminology, as contained for
instance in [5]. Let G = (V,E) be a directed graph (digraph). Given an edge e = (x, y) in E,
we denote x (resp., y) as the tail (resp., head) of e. A directed path in G is a sequence of
vertices v1, v2, . . ., vk, such that edge (vi, vi+1) ∈ E for i = 1, 2, . . . , k − 1. The path is said
to contain vertex vi, for i = 1, 2, . . . , k, and edge (vi, vi+1), for i = 1, 2, . . . , k− 1. The length
of a directed path is given by its number of edges. As a special case, there is a path of length
0 from each vertex to itself. We write u v to denote that there is a path from u to v, and
u6 v if there is no path from u to v. A directed cycle is a directed path, with length greater
than 0, starting and ending at the same vertex. A directed acyclic graph (in short DAG)
is a digraph with no cycles. A DAG has a topological ordering, i.e., a linear ordering of its
vertices such that for every edge (u, v), u comes before v in the ordering (denoted by u < v).
A digraph G is strongly connected if there is a directed path from each vertex to every other
vertex. The strongly connected components of a digraph are its maximal strongly connected
subgraphs. Given a subset of vertices V ′ ⊂ V , we denote by G \ V ′ the digraph obtained
after deleting all the vertices in V ′, together with their incident edges. Given a subset of
edges E′ ⊂ E, we denote by G \ E′ the digraph obtained after deleting all the edges in E’.

2-Reachability and 2-Reachability closure. We write u 2ev (resp., u 2vv) to denote that
there are two edge-disjoint (resp., internally vertex-disjoint) paths from u to v, and u6 2ev

(resp., u6 2vv) otherwise. As a special case, we assume that v 2ev (resp., v 2vv) for each
vertex v in G. We define an abstract set E+ = E ∪ {>,⊥}. The semantic of this set is as
follows: e ∈ E corresponds to an edge e separating two vertices, > corresponds to  2e (there
is no single separating edge) and ⊥ corresponds to 6 (there is no path). Given a digraph G,
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⊥ ⊥ ⊥ > (d, e)
⊥ ⊥ ⊥ ⊥ >


Figure 1 A graph and its (not unique) 2-reachability closure matrix.

we define a 2-reachability closure of G, denoted by G 2e , to be a matrix such that:

G 2e [u, v] def=


> if u 2ev

⊥ if u6 v
e where e is any separating edge for u and v.

Since v 2ev for each v ∈ V , G 2e [v, v] = >. An example of a graph with a 2-reachability
closure matrix is given in Figure 1. Note that a 2-reachability closure matrix is not necessarily
unique, as there might be multiple separating edges for a given vertex pair. We define the
2-reachability left closure G 2e

L by replacing any separating edge with first separating edge
and the 2-reachability right closure G 2e

R by replacing it with last separating edge.
Note that if there is only one edge separating u and v, then G 2e [u, v] = G 2e

L [u, v] =
G 2e

R [u, v]. Given any 2-reachability closure matrix, one can compute efficiently the 2-
reachability left and right closure matrices. We sketch below the basic idea for the left
closure (the right closure is completely symmetric). Let u and v be any two vertices. If
G 2e [u, v] is either > or ⊥, then G 2e

L [u, v] = G 2e [u, v]. Otherwise, let G 2e [u, v] = (x, y):
if u 2ex (i.e., if G 2e [u, x] = >) then (x, y) is the first separating edge for u and v and
G 2e

L [u, v] = (x, y); otherwise, u 6 2ex (i.e., G 2e [u, x] 6= >) and G 2e
L [u, v] = G 2e

L [u, x].
We show how to compute G 2e

L and G 2e
R from G 2e in a total of O(n2) worst-case time.

3 All-pairs 2-reachability in DAGs

In this section we present our O(nω logn) time algorithm for all-pairs 2-reachability in DAGs.
The high-level idea is to mimic the way Boolean matrix multiplication can be used to compute
the transitive closure of a graph: recursively along a topological order, combine the transitive
closure of the first and the second half of the vertices in a single matrix multiplication.
However, while in transitive closure for each pair (i, j) we have to store only information on
whether there is a path from i to j, for all-pairs 2-reachability this is not enough. First, we
describe a path algebra, used by our algorithm to operate on paths between pairs of vertices in
a concise manner. We then continue with the description of a matrix product-like operation,
which is the backbone of our recursive algorithm. Finally, we show how to implement those
operations efficiently using some binary encoding and decoding at every step of the recursion.

Before introducing our new algorithm, we need some terminology. Let G = (V,E) be a
DAG, and let E1, E2 be a partition of its edge set E, E = E1∪E2. We say that a partition is
an edge split if there is no triplet of vertices x, y, z in G such that (x, y) ∈ E2 and (y, z) ∈ E1
simultaneously. Informally speaking, under such split, any path in G from a vertex u to
a vertex v consists of a sequence of edges from E1 followed by a sequence of edges from
E2 (as a special case, any of those sequences can be empty). We denote the edge split by
G = (V,E1, E2) (See Figure 2). We say that vertex x in G = (V,E1, E2) is on the left (resp.,
right) side of the partition if x is adjacent only to edges in E1 (resp., E2). We assume without
loss of generality that the vertices of G are given in a topological ordering v1, v2, . . . , vn.
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E1 E2

P1

Q1

v1

vn

v2

P2 Q2u v

Pn Qn

v3

v4 Q4

P3

Figure 2 An edge split of a DAG G = (V, E1, E2).

3.1 Algebraic approach
Consider a family of paths P = {P1, P2, . . . , P`}, all sharing the same starting and ending
vertices u and v. We would like to distinguish between the following three possibilities: (i) P
is empty; (ii) at least one edge e belongs to every path Pi ∈ P; or (iii) there is no edge that
belongs to all paths in (nonempty) P. To do that, we define the representation repr(P):

repr(P) def=
⋂̀
i=1

Pi =


U if P = ∅
∅ if no edge belongs to all Pi

{e ∈ E : e ∈ Pi, 1 ≤ i ≤ `} otherwise.

where U denotes the top symbol in the Boolean algebra of sets (i.e., the complement of ∅).
We also define a left representation reprL(P) ∈ E+, where E+ = E ∪ {>,⊥}, as follows:

reprL(P) def=


⊥ if P = ∅
> if no edge belongs to all Pi

e such that e ∈ Pi, 1 ≤ i ≤ `, and tail(e) is minimum
in the topological order

A right representation reprR(P) ∈ E+ is defined symmetrically to reprL(P), by replacing
minimum with maximum. If reprL(P) ∈ E (resp., reprR(P) ∈ E), we say that reprL(P)
(resp., reprR(P)) is the first (resp., last) common edge in P . Note that if P is the set of all the
paths from u to v, then repr(P) contains all the information about G 2e [u, v]. Additionally,
G 2e

L [u, v] = reprL(P) and G 2e
R [u, v] = reprR(P). With a slight abuse of notation we also

say that G 2e [u, v] ∈ repr(P).

I Observation 1. Let G = (V,E1, E2) be an edge split of a DAG, and let u and v be two
arbitrary vertices in G. For 1 ≤ i ≤ n, let Pi = {P ⊆ E1 : P is a path from u to vi}, and
Qi = {Q ⊆ E2 : Q is a path from vi to v} (See Figure 2) and let S be the family of all paths
from u to v. Then: repr(S) =

⋂n
i=1

(
repr(Pi) ∪ repr(Qi)

)
A straightforward application of Observation (1) yields immediately a polynomial time
algorithm for computing G 2e . However, this algorithm is not very efficient, since the size
of repr(P) can be as large as (n− 1). In the following we will show how to obtain a faster
algorithm, by replacing repr(P) with a suitable combination of reprL(P) and reprR(P).

We next define two operations, denoted as serial and parallel. Although those operations
are formally defined on E+ = E ∪ {>,⊥}, they have a more intuitive interpretation as
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operations on path families. We start with the serial operation ⊗. For a, b ∈ E+, we define:

a⊗ b def=
{

(⊥,⊥) if a = ⊥ or b = ⊥
(a, b) otherwise.

We define ⊕ as the parallel operator. Namely, for arbitrary a ∈ E+: a⊕⊥ def= a, ⊥⊕ a def= a,
a⊕> def= >, >⊕ a def= >, and otherwise, for e, e′ ∈ E:

e⊕ e′ def=
{
> if e 6= e′

e if e = e′

We extend the definition of ⊕ to operate on elements of E+ × E+, as follows: (a1, b1) ⊕
(a2, b2) def= (a1⊕a2, b1⊕b2). Ideally, we want the operator ⊕ either to preserve consistently the
first common edge or to preserve consistently the last common edge, under the union of path
families. If for instance we preserve the first common edge, that means that if P and P ′ are two
path families sharing the same endpoints then we want reprL(P ∪P ′) = reprL(P)⊕ reprL(P ′)
to hold. However, this is not necessarily the case, as for example both P and P ′ could
consist of a single path, with both paths sharing an intermediate edge e′, but both with two
different initial edges, respectively e1 and e2. Thus reprL(P) ⊕ reprL(P ′) = e1 ⊕ e2 = >
while reprL(P ∪ P ′) = e′. As shown in the following lemma, this is not an issue if the path
families considered are exhaustive in taking every possible path between a pair of vertices.

I Lemma 2. Let G,Pi,Qi and S be as in Observation 1. Then:
(a)

⊕n
i=1(reprL(Pi)⊗ reprR(Qi)) = (⊥,⊥) iff repr(S) = U;

(b) if
⊕n

i=1(reprL(Pi)⊗ reprR(Qi)) = (e1,>) then repr(S) 3 e1;
(c) if

⊕n
i=1(reprL(Pi)⊗ reprR(Qi)) = (>, e2) then repr(S) 3 e2;

(d) if
⊕n

i=1(reprL(Pi)⊗ reprR(Qi)) = (e1, e2) then repr(S) 3 e1, e2;
(e)

⊕n
i=1(reprL(Pi)⊗ reprR(Qi)) = (>,>) iff repr(S) = ∅.

We now consider the special case where one side of the partition defined in Observation 1
contains only paths of length one. In particular, we say that the edge set E′ ⊆ E is thin, if
there exists no triplet of vertices x, y, z such that (x, y) ∈ E′ and (y, z) ∈ E′.

I Lemma 3. Let G,Pi,Qi and S be as in Observation 1. Additionally, let E1 be thin.
Then
(a)

⊕n
i=1(reprL(Pi)⊗ reprR(Qi)) = (⊥,⊥) iff reprR(S) = ⊥;

(b) if
⊕n

i=1(reprL(Pi)⊗ reprR(Qi)) = (e1,>) then reprR(S) = e1;
(c) if

⊕n
i=1(reprL(Pi)⊗ reprR(Qi)) = (>, e2) then reprR(S) = e2;

(d) if
⊕n

i=1(reprL(Pi)⊗ reprR(Qi)) = (e1, e2) then reprR(S) = e2;
(e)

⊕n
i=1(reprL(Pi)⊗ reprR(Qi)) = (>,>) iff reprR(S) = >.

We define the following projection operator π: π(⊥,⊥) def= ⊥, π(>,>) def= >, π(e′, e) =
π(>, e) = π(e,>) def= e. With this new terminology, Lemma 2 and Lemma 3 can be simply
restated as follows:

I Corollary 4. Let G,Pi,Qi and S be as in Observation 1. Then
(i) π(

⊕n
i=1(reprL(Pi)⊗ reprR(Qi))) = > iff repr(S) = ∅,

(ii) π(
⊕n

i=1(reprL(Pi)⊗ reprR(Qi))) = ⊥ iff repr(S) = U, and
(iii) π(

⊕n
i=1(reprL(Pi)⊗ reprR(Qi))) ∈ repr(S) otherwise.

I Corollary 5. Let G,Pi,Qi and S be as in Observation 1, and let E1 be thin. Then
π(
⊕n

i=1(reprL(Pi)⊗ reprR(Qi))) = reprR(S).
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Matrix product. Now we define a path-based matrix product based on the previously defined
operators: (A ◦B)[i, j] def= π

(⊕
k A[i, k]⊗B[k, j]

)
. Throughout, we assume that the vertices

of G are sorted according to a topological ordering. In the following lemma B represents a
thin set of edges (i.e., the set of edges from a subset of vertices to another disjoint subset of
vertices).

I Lemma 6. Let
[
A B

0 C

]
be the adjacency matrix of a DAG G = (V,E), where A,B and

C are respectively k × k, k × (n− k) and (n− k)× (n− k) submatrices. If B is the matrix
containing ⊥ for every 0 in B and the appropriate e ∈ E for every 1 in B, then:[

A 2e
L A 2e

L ◦ (B ◦ C 2e
R )

⊥ C 2e
R

]
is a 2-reachability closure of G (not necessarily unique).

By Lemma 6, the 2-reachability closure can be computed by performing path-based
matrix products on the left and right 2-reachability closures of smaller matrices. This gives
immediately a recursive algorithm for computing the 2-reachability closure: indeed, as already
shown in Section 2, one can compute the left and right 2-reachability closures in O(n2) time
from any 2-reachability closure. In the next section we show how to implement this recursion
efficiently by describing how to compute efficiently path-based matrix products.

3.2 Encoding and decoding for Boolean matrix product
We start this section by showing how to efficiently compute path-based matrix products
using Boolean matrix multiplications. The first step is to encode each entry of the matrix as
a bitword of length 8k where k = dlog2(n+ 1)e. We use Boolean matrix multiplication of
matrices of bitwords, with bitwise AND/OR operations, denoted respectively with symbols
∧ and ∨. Our bitword length is O(logn), so matrix multiplication takes O(nω logn) time by
performing Boolean matrix multiplication for each coordinate separately.

We make use of the fact that after each multiplication we can afford a post-processing
phase, where we perform actions which guarantee that the resulting bitwords represent a
valid 2-reachability closure.

First, we note that when encoding a specific matrix, we know whether it is used as a
left-side or a right-side component of multiplication. The main idea is to encode left-side and
right-side ⊥ as {0}8k, left-side and right-side > as {1}8k. For any other value, append {1}4k

as a prefix or suffix (depending on whether it is used as a left-side or right-side component),
to the encoding of an edge. The encoding of an edge is a simple 1-superimposed code:
concatenation of the edge ID and complement of the edge ID. To be more precise, whenever
a bitword represents an edge e in a left-closure, then it is of the form IDeIDe{1}4k; whenever
a bitword represents an edge e in a right-closure, then it is of the form {1}4kIDeIDe, where
w denotes the complement of bitword w.

The serial operator ⊗ is implemented by coordinate-wise AND over two bitwords. Recall
that the operator ⊗ always has as its first (left) operand an element from a left-closure
matrix and as its second (right) operand an element from a right-closure. It is easy to verify
that result of AND is a concatenation of two bitwords of length 4k encoding either ⊥,> or
e ∈ E. We observe that ⊗ is calculated properly in all cases: (let e, e1, e2 ∈ E, e1 6= e2)
1. e⊗> = (e,>) since IDeIDe{1}4k ∧ {1}8k = IDeIDe{1}4k,
2. >⊗ e = (e,>) since {1}8k ∧ {1}4kIDeIDe = {1}4kIDeIDe,
3. e1 ⊗ e2 = (e1, e2) since IDe1IDe1{1}4k ∧ {1}4kIDe2IDe2 = IDe1IDe1IDe2IDe2 ,
4. e⊗⊥ = >⊗⊥ = ⊥⊗⊥ = ⊥⊗ e = ⊥⊗> = (⊥,⊥) since {0, 1}8k ∧ {0}8k = {0}8k,
5. >⊗> = (>,>) since {1}8k ∧ {1}8k = {1}8k.
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The parallel operator ⊕ is implemented as coordinate-wise OR over bitwords of length
8k. Note that all bitwords can be binary representations of pairs of elements in E+ of the
form (e1, e2), (e1,>), (>, e2), (⊥,⊥), (>,>), since only those forms appear as a result of an
⊗ operation. Recall that ⊕ satisfies (a1, b1) ⊕ (a2, b2) = (a1 ⊕ a2, b1 ⊕ b2), thus w.l.o.g. it
is enough to verify the correctness of the implementation over the first 4k bits of encoding.
Observe that all cases, except when both bitwords include encoded edges, are managed
correctly by the execution of coordinate-wise OR: (let e ∈ E)
1. ⊥⊕⊥ = ⊥ since {0}4k ∨ {0}4k = {0}4k,
2. ⊥⊕ e = e⊕⊥ = e since IDeIDe ∨ {0}4k = IDeIDe,
3. ⊥⊕> = >⊕⊥ = > since {1}4k ∨ {0}4k = {1}4k,
4. e⊕> = >⊕ e = > since IDeIDe ∨ {1}4k = {1}4k.

We are only left to take care of operations of the form e1 ⊕ e2 for e1, e2 ∈ E. According
to the definition of the parallel operator ⊕, we would like e1 ⊕ e2 = e ∈ E iff e1 = e2 = e

and otherwise e1 ⊕ e2 = >. This special case is handled by the fact that we encode edges
using 1-superimposed codes. That is, the binary representation of IDe has the property that
IDe[1 .. 2k] = IDe[2k + 1 .. 4k]. Moreover, the coordinate-wise OR of two encodings of edges,
that is X = IDe1 ∨ IDe2 , has such property iff e1 = e2. Thus in order to successfully decode
the result of chained ⊕ from coordinate-wise OR, we need to distinguish the following cases
(our result is encoded as X = X[1 .. 2k]X[2k + 1 .. 4k]):
1. X = {0}4k, then the result is ⊥,
2. X[1 .. 2k] = X[2k + 1 .. 4k], then X is the encoding of the resulting edge,
3. otherwise the result is >.
The implementation of a projection operator follows trivially.

The operations needed to compute the l-th coordinate of all entries of the final path-based
matrix product (before decoding of entries) can be implemented as a Boolean matrix product
of the l-th coordinate of the entries of A 2e

L and B 2e
R . All the tools developed in this section

allow us to compute the 2-reachability closure for DAGs. Our recursive algorithm follows
closely Lemma 6.

I Lemma 7. Given a DAG with n vertices, its 2-reachability closure can be computed in
time O(nω logn).

4 All-pairs 2-reachability in strongly connected graphs

In this section we focus on strongly connected graphs. In this case reachability is simple: for
any pair of vertices (u, v) ∈ V × V we have u v in G. But in case that u 6 2ev in G, finding
a separating edge that appears in all paths from u to v in G can still be a challenge. We
show that we can report such an edge in constant time after O(nω) preprocessing. The main
result of this section is the following theorem.

I Theorem 8. The 2-reachability closure of a strongly connected graph can be computed in
time O(nω).

Our construction is based on the notion of auxiliary graph and it will be given in
Section 4.3. Its running time will be analyzed in Lemma 13 and its correctness hinges on
Lemma 15.
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4.1 Reduction to two single-source problems

Let G = (V,E) be a strongly connected digraph. Let s be a fixed but arbitrary vertex of G.
The proof of the following lemma is immediate.

I Lemma 9. For any pair of vertices u and v: If there is an edge e ∈ E(G) such that u6 v
in G \ e, then either u6 s in G \ e or s6 v in G \ e.

Let Pu,s be the family of all paths from u to s and let Ps,v be the family of all paths
from s to v. We denote by eu the first edge on all paths in Pu,s, and by ev the last edge on
all paths in Ps,v. Note that there might be no edge that is on all paths of Pu,s: in this case
we say that eu does not exist. If there are several edges on all paths in Pu,s, then they are
totally ordered, so it is clear which is the first edge (similarly for ev and Ps,v). We now show
that in order to search for a separation witness for (u, v), it suffices to focus on eu and ev.

I Lemma 10. If there is some e such that u6 v in G \ e, then at least one of the following
statements is true:

eu exists and u6 v in G \ eu.
ev exists and u6 v in G \ ev.

Hence, in order to check whether there is an edge that separates u from v in G, it suffices
to look at the reachability information in G \ eu (a graph which does not depend on u) and at
the reachability information in G \ ev (a graph which does not depend on v). Unfortunately,
this is not enough to derive an efficient algorithm, since we would have still to look at as
many as 2n different graphs (as we explain later, and as it was first shown in [10], there can
be at most 2n− 2 edges whose removal can affect the strong connectivity of the graph). As a
result, computing the transitive closures of all those graphs would require O(nω+1) time. The
key insight to reduce the running time to O(nω) is to construct an auxiliary graph H, whose
reachability is identical to G \ ev for any query pair (u, v), and a second auxiliary graph H ′

whose reachability is identical to G \ eu for any query pair (u, v). Note that the edge that is
missing from the graph depends always on one of the two endpoints of the reachability query.
As a consequence, we have to consider only n2 and not n3 different queries for H and H ′.

4.2 Strong bridges and dominator tree decomposition

Before we construct these auxiliary graphs, we need some more terminology and prior results.

Flow graphs, dominators, and bridges. A flow graph Gs = (V,E, s) is a digraph with a
distinguished start vertex s. We denote by GR

s = (V,ER, s) the reverse flow graph of Gs; the
graph resulted by reversing the direction of all edges e ∈ E. Vertex u is a dominator of a
vertex v (u dominates v) if every path from s to v in Gs contains u; u is a proper dominator
of v if u dominates v and u 6= v. The dominator relation is reflexive and transitive. Its
transitive reduction is a rooted tree, the dominator tree D: u dominates v if and only if u
is an ancestor of v in D. If v 6= s, the parent of v in D, denoted by d(v), is the immediate
dominator of v: it is the unique proper dominator of v that is dominated by all proper
dominators of v. For any vertex v, we let D(v) denote the set of descendants of v in D, i.e.,
the vertices dominated by v. Dominators can be computed in linear time [2, 3, 7]. An edge
(x, y) is a bridge of the flow graph Gs if all paths from s to y include (x, y).
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Strong bridges. Let G = (V,E) be a strongly connected digraph. An edge e of G is a
strong bridge if G \ e is no longer strongly connected. Let s be an arbitrary start vertex of G.
Since G is strongly connected, all vertices are reachable from s and reach s, so we can view
both G and GR as flow graphs with start vertex s, denoted respectively by Gs and GR

s .

I Property 11 ([10]). Let s be an arbitrary start vertex of G. An edge e = (x, y) is a strong
bridge of G if and only if it is a bridge of Gs or a bridge of GR

s (or both).

As a consequence of Property 11, all the strong bridges of the digraph G can be obtained
from the bridges of the flow graphs Gs and GR

s , and thus there can be at most (2n−2) strong
bridges in a digraph G. Using the linear time algorithms for computing dominators, we
can thus compute all strong bridges of G in time O(m+ n) ⊆ O(nω). We use the following
lemma from [8] that holds for a flow graph Gs of a strongly connected digraph G.

I Lemma 12 ([8]). Let G be a strongly connected digraph and let (x, y) be a strong bridge
of G. Also, let D and DR be the dominator trees of the corresponding flow graphs Gs and
GR

s , respectively, for an arbitrary start vertex s.
(a) Suppose x = d(y). Let w be any vertex that is not a descendant of y in D. Then there

is a path from w to x in G avoiding all proper descendants of y in D. Moreover, all
paths in G from w to any descendant of y in D contain the edge (d(y), y).

(b) Suppose y = dR(x). Let w be any vertex that is not a descendant of x in DR. Then
there is a path from x to w in G avoiding all proper descendants of x in DR. Moreover,
all paths in G from any descendant of x in DR to w contain the edge (x, dR(x)).

Bridge decomposition. After deleting from the dominator trees D and DR respectively
the bridges of Gs and GR

s , we obtain the bridge decomposition of D and DR into forests
D and DR. Throughout this section, we denote by Tv (resp., TR

v ) the tree in D (resp.,
DR) containing vertex v, and by rv (resp., rR

v ) the root of Tv (resp., TR
v ). Given a digraph

G = (V,E), and a set of vertices S ⊆ V , we denote by G[S] the subgraph induced by S. In
particular, G[D(r)] denotes the subgraph induced by the descendants of vertex r in D.

4.3 Overview of the algorithm and construction of auxiliary graphs
The high-level idea of our algorithm is to compute two auxiliary graphs H and H ′ from G

and GR, respectively, with the following property: Given two vertices u and v, we have that
u 2ev in G if and only u v in H and v u in H ′. To construct the auxiliary graphs H and
H ′, we use the bridge decompositions of D and DR, respectively.

The two extremal edges eu and ev, defined in Section 4.1, can be also defined in terms of
the bridge decompositions. In particular, ev is the bridge entering the tree Tv of the bridge
decomposition of D, so ev = (d(rv), rv), and eu is the reverse bridge entering the tree DR

u of
the bridge decomposition of DR, so eu = (rR

u , d
R(rR

u )). Hence if there exists a path from
u to v avoiding each of the strong bridges ev and eu, then u 2ev in G. By Lemma 10, it
is enough if H models the reachability of G \ ev and H ′ the reachability of G \ eu. So H is
responsible for answering whether u has a path to v avoiding ev, while H ′ is responsible for
answering whether u has a path to v avoiding eu. Then, if any of the reachability queries in
H and H ′ returns false, we immediately have an edge that appears in all paths from u to v.

We next show to compute the auxiliary graphs H and H ′ in O(n2) time. In particular,
the auxiliary graph H = (V,E′) of the flow graph Gs = (V,E, s) is constructed as follows.
Initially, E′ = E \BR, where BR is the set of bridges of Gs. For all bridges (p, q) of Gs do
the following: For each edge (x, y) ∈ E such that x ∈ D(q), y /∈ D(q), we add the edge (p, y)
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Figure 3 Auxiliary graphs H and H ′ which are derived from Gs and GR
s , respectively. The

deleted edges, the bridges of Gs and GR
s , are shown in red, the newly added edges are shown in

blue. The blue edges are drawn along the green edges from Gs and GR
s which are the reason for

their insertion. Here we see, that for example b is 2-reachable from e, since there are two (edge and
vertex) disjoint paths (e, g, c, d, b) and (e, f, h, s, b) in G. In H, e reaches b through the path (e, c, b),
and in H ′, b reaches e through the path (b, s, h, e). We also see, that edge (c, d) separates a and f

in G, and even though f reaches a in H ′ through the path (f, d, c, a), a does not reach f in H. To
illustrate why both H and H ′ are relevant in Lemma 15, consider the following example: vertex c is
unreachable from b in G \ (b, c), which we also detect as there is no c-b path in H ′ (even though
there is a b-c path in H).

in E′, i.e., we set E′ = E′ ∪ (p, y). A detailed implementation can be found in full version of
the paper. Together with graph H, the algorithm outputs an array of edges (“witnesses”)
W , such that for each vertex v 6= s, W [v] = (d(rv), rv) is a candidate separating edge for v
and any other vertex. The computation of H ′ is completely analogous.

Once H and H ′ are computed, their transitive closure can be computed in O(nω) time,
after which reachability queries can be answered in constant time. Thus, we can preprocess
a strongly connected digraph G in total time O(nω) and answer 2-reachability queries in
constant time, as claimed by Theorem 8.

I Lemma 13. The auxiliary graph H can be computed in O(n2) time and space.

I Lemma 14. For all w ∈ V , no edge (x, y) ∈ E(H) exists with x /∈ D(rw) and y ∈ D(rw).

To show the correctness of our approach, we consider queries where we are given an
ordered pair of vertices (u, v), and we wish to return whether there exists an edge e such
that u6 v in G \ e. We can answer this query in constant time by answering the queries
u v in H and v u in H ′. Given Lemma 10, it is sufficient to prove the following:

I Lemma 15. The auxiliary graphs H and H ′ satisfy these two conditions:
If ev exists, then u v in G \ ev if and only if u v in H.
If eu exists, then u v in G \ eu if and only if v u in H ′.

5 All-pairs 2-reachability in general graphs

In this section, we show how to compute the 2-reachability of a general digraph by suitably
combining the previous algorithms for DAGs and for strongly connected digraphs. First,
note that the 2-reachability closure of a strongly connected graph G can be constructed as
follows: G 2e [i, j] = > if i has two edge-disjoint paths to j and G 2e [i, j] ∈ E if there is
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an edge e ∈ E such that i6 j in G \ e. No entry of G 2e contains ⊥ since G is strongly
connected. After O(nω) time preprocessing all the above queries can be answered in constant
time. Therefore, the 2-reachability closure can be computed in O(nω) time.

Let G be a general digraph. The condensation of G is the DAG resulting after the contrac-
tion of every strongly connected component of G into a single vertex. We assume, without
loss of generality, that the vertices are ordered as follows: The vertices in the same strongly
connected component of G appear consecutively in an arbitrary order, and the strongly con-
nected components are ordered with respect to the topological ordering of the condensation
of G. Moreover, we assume that we have access to a function stronglyConnected(u, v) that
answers whether the vertices u and v are strongly connected.

The key insight is that every idea presented in Section 3 never truly used the fact that
the input graph is a DAG, just the properties of an edge split, that is finding edge partition
into two sets so that no vertex has incoming edge from second set and outgoing edge from
first set simultaneously. If we are able to extend the definition of an edge split to a general
graph in a way highlighted above, and the definitions of repr(), reprR() and reprL(), then
all of the results from Section 3 carry over to a general graph G. Note that given arbitrary
path family P , reprL(P) and reprR(P) might be ill-defined, since paths in an arbitrary path
family might not share the order of common edges. However, we are only using this notation
for path families containing exactly all of paths connecting a given pair of vertices in the
graph: for such families, the order of common edges is shared.

The high-level idea behind our approach is to extend the 2-reachability closure algorithm
for DAGs, as follows. At each recursive call, the algorithm attempts to find a balanced
separation of the set of vertices, with respect to their fixed precomputed order, into two sets
such that there is no pair across the two sets that is strongly connected. If such a balanced
separation can be found, then the instance is (roughly) equally divided into two instances.
Otherwise, if there is no balanced separation of the set of vertices into two subsets, then one
of the following properties holds: (i) the larger instance is a strongly connected component, or
(ii) the recursive call on the larger instance separates a large strongly connected component,
on which we can compute the 2-reachability closure in O(nω) time.

I Theorem 16. The 2-reachability closure for general graphs on n vertices can be computed
in time O(nω logn).

6 An application: computing all dominator trees

Let s be an arbitrary vertex of G. Recall the bridge decomposition D of (vertex-)dominator
tree D and its tree Tv and root rv from Section 4.2. We define the edge-dominator tree D̃ of
G with start vertex s, as the tree that results from D after contracting all vertices in each
tree Tv into its root rv. For any vertex v and edge e = (x, y), e is contained in all paths in G
from s to v if and only if (rx, ry) is in the path from s to rv in D̃. We denote by d̃(y) the
parent of a vertex in D̃. (Both y and d̃(y) are roots in D.)

I Theorem 17. We can compute all sources vertex- and edge-dominator trees from G 2e
R in

time O(n2).

We can preprocess each edge-dominator tree D̃ inO(n) so as to answer ancestor-descendant
relations in constant time [16]. We can also compute in O(n) time the number of descendants
in D of every root r in D. This allows us to answer various queries very efficiently:

Given a pair of vertices s and t and an edge e = (x, y), we can test if G \ e contains a
path from s to t in constant time. This is because e is contained in all paths from s to t
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in G if and only if the following conditions hold: e is a bridge of flow graph G with start
vertex s (i.e., ry = y and d̃(y) = rx) and y is an ancestor of rt in D̃.
Similarly, given a vertex s and an edge e = (x, y), we can report how many vertices
become unreachable from s if we delete e from G. If e is a bridge of flow graph G with
start vertex s, then this number is equal to the number of descendants of y in D. Hence,
we find the edge whose removal disconnects the most pairs of vertices in time O(n2).

By computing all vertex-dominator trees of G, we can answer analogous queries for
vertex-separators. Moreover, we can answer efficiently queries regarding junctions. A vertex
s is a junction of vertices u and v in G, if G contains a path from s to u and a path from s

to v that are vertex-disjoint (i.e., s is the only vertex in common in these paths). Yuster [18]
gave a O(nω) algorithm to compute a single junction for every pair of vertices in a DAG. By
having all dominator trees of a digraph G, we can also answer the following queries.

Given vertices s, u and v, test if s is a junction of u and v. This is true if and only if
u and v are descendants of distinct children of s in D. Hence, we perform this test in
constant time.
Similarly, we can report all junctions of a given a pair of vertices in O(n) time. Note that
two vertices may have n junctions (e.g., in a complete graph).
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Abstract
Canonical orderings and their relatives such as st-numberings have been used as a key tool in
algorithmic graph theory for the last decades. Recently, a unifying link behind all these orders
has been shown that links them to well-known graph decompositions into parts that have a
prescribed vertex-connectivity.

Despite extensive interest in canonical orderings, no analogue of this unifying concept is
known for edge-connectivity. In this paper, we establish such a concept named edge-orders and
show how to compute (1,1)-edge-orders of 2-edge-connected graphs as well as (2,1)-edge-orders
of 3-edge-connected graphs in linear time, respectively. While the former can be seen as the
edge-variants of st-numberings, the latter are the edge-variants of Mondshein sequences and non-
separating ear decompositions. The methods that we use for obtaining such edge-orders differ
considerably in almost all details from the ones used for their vertex-counterparts, as different
graph-theoretic constructions are used in the inductive proof and standard reductions from edge-
to vertex-connectivity are bound to fail.

As a first application, we consider the famous Edge-Independent Spanning Tree Conjecture,
which asserts that every k-edge-connected graph contains k rooted spanning trees that are pair-
wise edge-independent. We illustrate the impact of the above edge-orders by deducing algorithms
that construct 2- and 3-edge independent spanning trees of 2- and 3-edge-connected graphs, the
latter of which improves the best known running time from O(n2) to linear time.
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1 Introduction

Canonical orderings serve as a fundamental tool in various fields of algorithmic graph theory,
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Table 1 Left: (k, l)-orders of (k + l)-connected graphs known so far and the best-known running
times for constructing them. Right: (k, l)-edge-orders of (k + l)-edge-connected graphs (this paper).

k\l 1 2
1 st-numbering [9] O(m)

2 Mondshein sequence
[25] O(m)

Chain decomposition [7]
O(n2m); if planar [21] O(m)

3 (3,1)-order for tri-
angulations [4] O(m)

5-canonical decomposition for
triangulations [20] O(m)

4

k\l 1
1 st-edge-numbering [1]

O(m) (+in this paper)
2 (2,1)-edge-order O(m)

(in this paper)
3

4

allows to describe any canonical ordering of a graph G = (V,E) as a total order on V such
that for certain i, the first i vertices induce a 2-connected graph and the remaining vertices
induce a connected graph in G [26] (and hence, does not use any reference to planarity). The
general concept behind canonical orderings is thus connectivity, with all of its implications
for planarity, instead of planarity itself.

Several publications [20, 7, 4] extended this approach to (k, l)-orders with (k, l) 6= (2, 1).
Such (k, l)-orders may be described canonically as total orders on V such that for certain i,
the first i vertices induce a k-connected graph and the remaining vertices induce a l-connected
graph (a related description for planar triangulations is given in [4]). We note that this is
not a definition, as “certain i” has to be quantified for every particular (k, l). This is usually
done in dependence of a graph decomposition, which tend to become more complex, as k or
l grow: e.g. for (2, 1)-orders, “certain i” is quantified by taking every vertex i that completes
an ear with the predecessors of i in a fixed open ear decomposition of G.

Several relatives of (2,1)-orders fit into the context of (k, l)-orders: The well-known
st-numberings and st-orientations are actually (1,1)-orders of 2-connected graphs, where i
ranges over all vertices, the chain decompositions of [7] are (2,2)-orders of 4-connected graphs,
and more orders on restricted graph classes such as planar graphs and triangulations are
known (see Table 1 left).

The purpose of this paper is to extend this unifying view further to (k, l)-edge-orders,
each of which can be described as a total order on E such that for certain i, the first i edges
induce a k-edge-connected graph and the remaining edges induce a l-edge-connected graph.
Despite the many known and heavily used vertex-orders above, these natural edge-variants do
not seem to be well-studied. In fact, we are only aware of one technical report by Annexstein
et al. [1], which deals with (1,1)-edge-orders (under the name st-edge-orderings). For the
(1, 1)-edge-order we present, i ranges over all edges except st; for the (2, 1)-edge-order, i ranges
over all edges that complete an ear with the predecessors of i in a fixed ear decomposition
of G.

We show a simple algorithm how a (1,1)-edge-order can be computed and prove that
it has running time O(m). Our main contribution is then an algorithm that computes a
(2,1)-edge-order of a 3-edge-connected graph in time O(m) (see Table 1 right), of which the
corresponding result for the vertex-counterpart took over 40 years.

Just like (2,1)-orders, which immediately led to improvements on the best-known running
time for five applications [5, 26], (2,1)-edge-orders seem to be an important and useful
tool for many graph algorithms. We give an application of them, which is related to the
edge-independent spanning tree conjecture [13]: By using a (2,1)-edge-order, we show that
three edge-independent spanning trees of 3-edge-connected graphs can be computed in time
O(m), improving the best-known running time O(n2) by Gopalan et al. [11].
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We also considered the 3-edge-partition problem, but surprisingly did not find an easy
reduction to (2, 1)-edge-orders. However, we note that this problem can be solved in linear
time using existing algorithms: A 3-edge-partition can be computed by two linear-time
reductions, first to the vertex-subset tripartitioning problem [28, Theorem 2b], and then [27]
to the problem of computing a non-separating ear decomposition. It is also possible to find
an alternative simple and direct linear-time reduction along the lines of [26, Application 5].

After giving preliminary facts on ear decompositions, we explain the linear-time algorithms
for computing (1,1)- and (2,1)-edge-orders in Sections 3–5. Section 6 then shows algorithms
for computing two and three edge-independent spanning trees.

1.1 Vertex-connectivity vs. edge-connectivity
In many cases, the vertex-variant of a connectivity problem is more challenging than its
edge-variant, as the latter may be reduced to the former by taking its line-graph or by using
the reduction from k-edge- to k-vertex-connectivity of Galil and Italiano [10]. From a top-level
perspective, our (2,1)-edge-order algorithm follows the proof outline of its vertex-counterpart
in [26]. Thus, it needs to be motivated that there is no obvious linear-time reduction to [26]
that produces the results of this paper (of course there is a non-obvious reduction that just
takes the algorithm of this paper and does not invoke [26] at all).

Clearly, a reduction to line-graphs is not possible, as this may involve a quadratic blow-up
in the graph size and thus in the running time. Using the reduction of Galil-Italiano, we
can reduce a 3-edge-connected graph G to a 3-connected graph G′, and then compute a
(2,1)-order of G′ in linear time using [26]. However, it can be shown that there is no obvious
way of transforming the (2,1)-order of G′ back to a (2,1)-edge-order of G.

Another hint that such a reduction might be elusive is given by our application to
edge-independent spanning trees. Despite extensive research, it is still not known how to
reduce these to vertex-independent spanning trees (which may in turn be computed from a
(2,1)-order [26]), not even for the corresponding existence results. In fact, an attempt trying
to prove this turned out to be false [12]. If there was a reduction to (2,1)-orders, it would
directly imply a reduction to vertex-independent spanning trees.

Hence, there is no obvious way of producing our results using old ones. Indeed, the
different parts of our proof require substantially new ideas and non-trivial formalizations
in comparison to [26]: Mader-sequences differ from the (BG)-sequences used in [26] (and,
although they are not too far apart, it took a 27-page paper to show that the former can
be computed in linear time as well [18]), the notions of non-separateness and Gi differ
considerably, and, here, we need last-values in addition to just birth-values.

2 Preliminaries

We use standard graph-theoretic terminology and consider only graphs that are finite and
undirected, but may contain parallel edges and self-loops. In particular, cycles may have
length one or two. A separator of size one is called a cut-vertex. The 2-connected components
of a graph are its inclusion-wise maximal connected subgraphs having no cut-vertex. For
k ≥ 1, let a graph G be k-edge-connected if n := |V | ≥ 2 and G has no edge-cut of size less
than k.

I Definition 1 ([15, 29]). An ear decomposition of a graph G = (V,E) is a sequence
(P0, P1, . . . , Pk) of subgraphs of G that partition E such that (i) P0 is a cycle that is no
self-loop and (ii) every Pi, 1 ≤ i ≤ k, is either a path that intersects P0 ∪ · · · ∪ Pi−1 in its
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endpoints or a cycle that intersects P0 ∪ · · · ∪ Pi−1 in a unique vertex qi (which we call
endpoint as well). Each Pi is called an ear. An ear is short if it is an edge and long otherwise.

I Theorem 2 ([22]). A graph is 2-edge-connected if and only if it has an ear decomposition.

According to Whitney [29], every ear decomposition has exactly m−n+1 ears (m := |E|).
For any i, let Gi = (Vi, Ei) := P0 ∪ · · · ∪ Pi and Ei := E − Ei. We denote the subgraph
of G that is induced by Ei as Gi = (Vi, Ei). Clearly, Gj ⊂ Gi for every i < j. We
note that this definition of Gi differs from the definition Gi := G − Vi that was used for
(2,1)-vertex-orders [26], due to the weaker edge-connectivity assumption.

For any ear Pi, let inner(Pi) := V (Pi) − Gi−1 be the set of inner vertices of Pi (for
P0, every vertex is an inner vertex). Hence, for a cycle Pi 6= P0, inner(Pi) = V (Pi) − qi.
Every vertex of G is an inner vertex of exactly one long ear, which implies that, in an ear
decomposition, the inner vertex sets of the long ears partition V .

I Definition 3. Let D = (P0, P1, . . . , Pm−n) be an ear decomposition of G. For an edge
e, let birthD(e) be the index i such that Pi contains e. For a vertex v, let birthD(v) be
the index i such that Pi contains v as inner vertex and let lastD(v) be the maximal index
birth(vw) over all neighbors w of v. Whenever D is clear from the context, we will omit the
subscript D.

Thus, Plast(v) is the last ear that contains v and, seen from another perspective, the first
ear Pi such that Gi does not contain v. Clearly, a vertex v is contained in Gi if and only if
last(v) > i.

3 The (1,1)-edge-order

Although (1,1)-edge-orders can be seen as edge-counterparts of st-numberings, they do
not seem to be well-known. Let two edges be neighbors if they share a common vertex.
Annexstein et al. gave essentially the following definition.

I Definition 4 ([1]). Let G = (V,E) be a graph with an edge st that is not a self-loop. A
(1,1)-edge-order through st of G is a total order < on the edge set E − st such that m ≥ 2,

every edge e, except for one incident to s, has a neighbor e′ with e′ < e and
every edge e, except for one incident to t, has a neighbor e′ with e < e′.

Hence, the two exceptional edges incident to s and t must be, respectively, the minimal
and maximal edge of E − st with respect to <. Clearly, if G has a (1,1)-edge-order through
st, G is 2-edge-connected, as neither st nor any other edge can be a bridge of G (note that
this requires m ≥ 2). The converse statement was shown in [1, Prop. 4] using a special
type of ear decompositions based on breadth-first-search (however, without giving details
of the linear-time algorithm). Here, we aim for a simple and direct (unlike, e.g., reducing
to (1,1)-orders via line-graphs) exposition of the underlying idea and show that any ear
decomposition can be transformed to a (1,1)-edge-order in linear time.

We will use the incremental list order-maintenance problem, which maintains a total order
subject to the operations of (i) inserting an element after a given element and (ii) comparing
two distinct given elements by returning the one that is smaller in the order. Bender et al. [3]
show a simple solution for an even more general problem with amortized constant time per
operation; we will call this the order data structure.

I Lemma 5. Let G be a 2-edge-connected graph with an edge st that is not a self-loop. Then
a (1,1)-edge-order through st can be computed in time O(m).
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Proof. We compute an ear decomposition D of G such that st ∈ P0. This can be done
in linear time by any text-book-algorithm; see [24] for a simple one. Let <0 be the total
order that orders the edges in P0 − st consecutively from s to t. Thus, every edge has a
smaller and a larger neighbor, except for st and the two exceptional edges incident to s and
t. Clearly, <0 is a (1,1)-edge-order through st of the 2-edge-connected graph G0. We extend
<i−1 iteratively to a (1,1)-edge-order <i of Gi by adding the next ear Pi of D; then <m−n

gives the claim.
The order itself is stored in the order data structure. For every vertex x in Gi−1, let

min(x) be the smaller of its two incident edges in Pbirth(x) with respect to <i−1 (for later
arguments, define max(x) analogously as the larger such edge); clearly, min(x) and max(x)
can be computed in constant time while adding Pj . When adding the ear Pi with (not
necessarily distinct) endpoints x and y, let e be the smallest edge in {min(x),min(y)} with
respect to <i−1 (this needs amortized constant time by using at most one comparison of the
data structure). Consider all edges of Pi in consecutive order starting with a neighbor of e.
We obtain <i from <i−1 by inserting these edges as one consecutive block immediately after
the edge e (if Pi is a cycle with endpoint s the edges are insert in front of the other edges);
this takes amortized time proportional to the length of Pi. Then the first edge of Pi has a
smaller neighbor in <i while the last has a larger neighbor in <i (for cycles Pi 6= P0, this
exploits that qi has another incident edge in Gi−1 or the exceptional edge incident to s (or t)
might change), which implies that <i is a (1,1)-edge-order. J

This (special) (1,1)-edge-order will allow for a very easy computation of two edge-
independent spanning trees in Section 6 and serve as a building block for the computation
of three such trees. If one wants to keep the root-paths in two edge-independent spanning
trees short, a different (1,1)-edge-order [1] may be computed by maintaining min(x) as the
incident edge of x that is minimal in Gi in the above algorithm (this can be done efficiently
by updating min(x) whenever an ear with endpoint x is added). However, the latter order
cannot be used for three edge-independent spanning trees.

4 The (2,1)-edge-order

We define (2,1)-orders as special ear decompositions.

I Definition 6. Let G be a graph with distinct edges rt and ru (t = u is possible). A
(2,1)-edge-order through rt and avoiding ru (see Figure 1) is an ear decomposition D of G
such that
1. rt ∈ P0,
2. Pm−n = ru, and . i.e., the last ear is the short ear ru
3. for every 0 ≤ i < m− n, Gi contains inner(Pi) and, if Pi is short, at least one endpoint

of Pi.

Property 6.2 implies that Gi contains the vertices r and u for every 0 ≤ i < m− n. We
call Property 6.3 the non-separateness of D. The non-separateness of D states that every
inner vertex of a long ear Pi has an incident edge in G that is in Gi, and that every short ear
Pi (seen as edge) has a neighbor in Gi. The name refers to the following helpful property.

I Lemma 7. Let D be a (2,1)-edge-order. Then, for every 0 ≤ i < m− n, Gi is connected.

Proof. Consider any i < m− n and let e be any edge in Gi. By Property 6.2, r ∈ Gi. We
show that Gi contains a path from one of the endpoints of e to r. This gives the claim, as
Gi is an edge-induced graph and therefore does not contain isolated vertices.
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P0
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P7

P9

P5
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Figure 1 A (2,1)-edge-order of a 3-edge connected graph.

Let Pj be the unique ear that contains e. If Pj is short, Pj = e and e has a neighbor in
Gj due to the non-separateness of D. If Pj is long, at least one endpoint of e must be an
inner vertex of Pj and e has a neighbor in Gj for the same reason. Hence, in both cases we
find a neighbor that is contained in an ear Pk with k > j. By applying induction on the
indices of these ears, we find a path that starts with an endpoint of e and ends with the only
edge left in Gm−n−1, namely ru. J

Next, we show that the existence of a (2,1)-edge-order proves the graph to be 3-edge-
connected.

I Lemma 8. If G has a (2,1)-edge-order, G is 3-edge-connected.

Proof. Let D be a (2,1)-edge-order through rt and avoiding ru. Consider any vertex v of G.
By transitivity of edge-connectivity, it suffices to show that G contains three edge-disjoint
paths between v and r. Let Pi be the ear that contains v as inner vertex. In particular
i < m − n, as Pi is long. Then Gi has an ear decomposition and, due to Theorem 2,
contains two edge-disjoint paths between v and r. By Properties 6.2+3, Gi contains v and r.
According to Lemma 7, Gi is connected. Thus, Gi contains a third path between v and r,
which is edge-disjoint from the first two, as Gi and Gi are edge-disjoint. J

Let G have a (2,1)-edge-order. Then Lemma 8 implies δ(G) ≥ 3. This in turn gives that,
for every vertex v, Plast(v) is not the first ear that contains v, which implies that Plast(v)
must have v as endpoint. In particular, if vw is an edge and last(v) = last(w) = birth(vw),
Pbirth(vw) is the short ear vw and, according to the non-separateness of D, we have i = m−n,
which implies vw = ru.

I Lemma 9. For any vertex v, Plast(v) has v as an endpoint. For any edge vw satisfying
last(v) = last(w) = birth(vw), vw = ru.

The converse of Lemma 8 is also true: If G is 3-edge-connected, G has a (2,1)-edge-order.
This gives a full characterization of 3-edge-connected graphs; however, proving the latter
direction is more involved than Lemma 8. In the next section, we will prove the stronger
statement that such a (2,1)-edge-order does not only exist but can actually be computed
efficiently.

5 Computing a (2,1)-edge-order

At the heart of our algorithm is the following classical construction of 3-edge-connected
graphs due to Mader.
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⇒
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(c) edge-edge-addition: a, b ∈ {c, d}
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Figure 2 Mader-operations.

rt ru

P0

r

t/u

P1

Figure 3 A (2,1)-edge-order of K3
2 through rt and avoiding ru.

I Definition 10. The following operations on graphs are called Mader-operations (see
Figure 2).
(a) vertex-vertex-addition: Add an edge between the not necessarily distinct vertices v and

w (possibly a parallel edge or, if v = w, a self-loop).
(b) edge-vertex-addition: Subdivide an edge ab with a vertex v and add the edge vw for a

vertex w.
(c) edge-edge-addition: Subdivide two distinct edges ab and cd with vertices v and w,

respectively, and add the edge vw.

The edge vw is called the added edge of the Mader-operation. Let K3
2 be the graph that

consists of exactly two vertices and three parallel edges.

I Theorem 11 ([16]). A graph G is 3-edge-connected if and only if G can be constructed
from K3

2 using Mader-operations.

According to Theorem 11, applying Mader-operations on 3-edge-connected graphs pre-
serves 3-edge-connectivity. We will call a sequence of Mader-operations that constructs a
3-edge-connected graph a Mader-sequence. It has been shown that a Mader-sequence can be
computed efficiently.

I Theorem 12 ([18, Thm. 4]). A Mader-sequence of a 3-edge-connected graph can be computed
in time O(n+m).

Our algorithm for computing a (2,1)-edge-order works as follows. Assume we want
a (2,1)-edge-order of G through rt and avoiding ru. We first compute a suitable Mader-
sequence of G using Theorem 12 and start with a (2,1)-edge-order of its first graph K3

2 . This
(2,1)-edge-order is easy to find (see Figure 3). The crucial part of the algorithm is then to
iteratively modify the given (2,1)-edge-order to a (2,1)-edge-order of the next graph in the
sequence efficiently.

There are several technical difficulties to master. First, the edges rt and ru may be
contained in different 2-connected components A′ and B′ (implying that r is a cut-vertex).
As this would raise problems in the computation of the initial K3

2 later, we perform in such
a case the following reduction in advance. Let A be the connected component of G \ {r}
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containing t, A := G[V (A) ∪ {r}] and B := G \ V (A) (note that r may still be a cut-vertex
of B). Since r is a cut-vertex of G, A and B are still 3-edge-connected. We compute a
(2,1)-edge-order DA of A avoiding rt through an arbitrary edge ruA ∈ A′ \ {rt}, and a
(2,1)-edge-order DB of B avoiding an arbitrary edge rtB ∈ B′ \ {ru} through ru. Then
concatenating DA with DB gives a (2,1)-edge-order of G. Hence, we assume from now on
that rt and ru are in the same 2-connected component of the input graph G.

Second, the edge rt (and analogously ru) of G is not necessarily contained in the previous
graph of the Mader-sequence, as it may have been created by a Mader-operation that
subdivided a previous edge rt with the new vertex t (a more general view on this dynamics
follows from the bijection between the graphs H of the Mader-sequence and H-subdivisions
that are contained in G as subgraphs [18, Thm.+Cor. 1]; we refer to [23, Sections 2.3 and 4]
for details of this bijection). In such cases, we take t as replacement vertex for t (and likewise
u for u) in the previous graph, and iterate this procedure to obtain replacement vertices for
t and u in the graph before that previous graph, and so forth. This way, the replacement
vertices t and u in any graph of the Mader-sequence containing r are neighbors of r.

Now a special Mader-sequence is used to harness the dynamics of the vertices r, t and
u: Choose a DFS-tree of G with root r such that rt and ru are backedges (this is possible,
since r has degree at least three) and compute a Mader-sequence of this DFS-tree that
contains these two edges in its initial K3

2 (this is possible, since rt and ru are in the same
2-connected component of G). This way the K3

2 consists of the two vertices r and t = u by
the construction of [18, p. 6], and thus all graphs in the Mader-sequence contain r (and t and
u are always neighbors of r). The vertices t and u are not present in this initial K3

2 unless
they are identical to t = u (they are however contained in the two paths from r to t = u of
the K3

2 -subdivision the bijection maps to). For every graph in the Mader-sequence, we will
compute a (2,1)-edge-order through rt and avoiding ru using the previous (2,1)-edge-order
(which depends on the previous and possibly different replacement vertices); then the choice
of t and u ensures that the final (2,1)-edge-order of G is indeed through rt and avoids ru, as
desired.

Thus, consider a graph G of the above Mader-sequence for which we know a (2,1)-edge-
order D and let G′ be the next graph in that sequence. Then G′ is only one Mader-operation
away and we aim for an efficient modification of D into a (2,1)-edge-order D′ of G′. We will
prove that there is always a modification that is local in the sense that the only ears that are
modified are “near” the added edge of the Mader-operation.

I Lemma 13. Let D = (P0, P1, . . . , Pm−n) be a (2,1)-edge-order of a 3-edge-connected graph
G through rt and avoiding ru for replacement vertices t and u. Let G′ be obtained from G

by applying one Mader-operation Γ and let t′ and u′ be the replacement vertices of G′. Then
a (2,1)-edge-order D′ of G′ through rt′ avoiding ru′ can be computed from D using only
constantly many amortized constant-time modifications.

Lemma 13 is our main technical contribution and we split its proof into the following
three sections. First, we introduce the operations leg, belly and head in order to combine
several cases that can be handled similarly for the different types of Γ. Second, we show how
to modify D to D′ and, third, we discuss computational issues.

For all three sections, let vw be the added edge of Γ such that v subdivides the edge
ab ∈ E(G) and w subdivides cd ∈ E(G) (if applicable). Thus, the vertex t′ in G′ is either t,
v or w, and the vertex u′ in G′ is either u, v or w (hence, t′r and ru′ will never be self-loops).
In all three sections, birth and last will always refer to D, unless stated otherwise.

Let Pi 6= P0 be an ear with a given orientation and let x be a vertex in Pi. If Pi is a
path, we define Pi[, x] and Pi[x, ] as the maximal subpaths of Pi that end and start at x,
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a b

w

v

Figure 4 The result of operation leg (dashed lines), black vertices are in Gbirth(ab)−1.

respectively; if Pi is a cycle, we take the same definition with the additional restriction that
Pi[, x] starts at qi and Pi[x, ] ends at qi. Occasionally, the orientation of Pi will not matter;
if none is given, an arbitrary orientation can be taken. For paths A and B, let A+B be the
concatenation of A and B.

5.1 Legs, bellies and heads
While the operations leg and belly are inspired by the ones in [26], the operation head is
new. All three operations will show for some special cases how D can be modified to a
(2,1)-edge-order D′. A complete description for all cases (using these operations) will be
given in the next section.

5.1.1 Legs
Let Γ be either an edge-vertex-addition such that ab 6= ru and last(w) < birth(ab) or an
edge-edge-addition such that ab 6= ru and birth(cd) < birth(ab). If Pbirth(ab) is long, at least
one of a and b is an inner vertex, say w.l.o.g. b. Otherwise, Pbirth(ab) = ab is short and, as D
is non-separating, at least one of a and b, say w.l.o.g. b, has an incident edge in Gbirth(ab)
(note that this requires ab 6= ru). In both cases, orient Pbirth(ab) from a to b. The operation
leg constructs D′ from D by replacing the ear Pbirth(ab) of D by the two consecutive ears
Pbirth(ab)[, a] +av+ vw and vb+Pbirth(ab)[b, ] in that order and, if Γ is an edge-edge-addition,
additionally subdividing the edge cd in Pbirth(cd) with w (see Figure 4). Note that this
definition is well-defined also for cycles Pbirth(ab), including self-loops.

We omit the proof that D′ is a (2,1)-edge-order through rt′ avoiding ru′.

5.1.2 Bellies
Let Γ be either an edge-vertex-addition such that last(w) = birth(ab) and w /∈ {a, b} or
an edge-edge-addition such that birth(cd) = birth(ab) (note that c, d ∈ {a, b} is allowed.)
Consider the shortest path in Pbirth(ab) from an endpoint to one of the vertices {a, b}, say
w.l.o.g. b, such that w is contained in this path. We orient Pbirth(ab) from a to b. Pbirth(ab)
is a long ear with b as inner vertex. If Γ is an edge-edge-addition, one of the vertices {c, d},
say w.l.o.g. c, is contained in Pbirth(ab)[, w].

If birth(ab) > 0, the operation belly constructs D′ from D by replacing the ear Pbirth(ab) of
D by the two consecutive ears Pbirth(ab)[, a] +av+vw+Pbirth(ab)[w, ] and vb+Pbirth(ab)[b, w]
in that order (if edge-vertex-addition) and by the two consecutive ears Pbirth(ab)[, a] + av +
vw + wd + Pbirth(ab)[d, ] and vb + Pbirth(ab)[b, c] + cw (if edge-edge-addition), see Figure 5.
Note that this definition is well-defined also if Pbirth(ab) is a cycle. If birth(ab) = 0, the
vertices v and w cut P0 in two distinct paths P0,1 and P0,2 having endpoints v and w. Let
P0,1 be the path containing r. Then the operation belly constructs D′ from D by replacing
the ear Pbirth(ab) of D by the two consecutive ears P0,1 + vw and P0,2 in this order. If
rt ∈ {ab, cd}, then either v = t′ or w = t′, respectively.

We omit the proof that D′ is a (2,1)-edge-order through rt′ avoiding ru′.
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Figure 5 The result of the operation belly (dashed lines).

ba v

Figure 6 The dashed lines show the result of the operation head.

5.1.3 Heads
Let Γ be an edge-vertex-addition such that w ∈ {a, b}, last(a) = birth(ab) and, if ab = ru,
then r 6= a. W.l.o.g. let w = a. Then a is an endpoint of Pbirth(ab) (Pbirth(ab) cannot be
a self-loop, as last(a) = birth(ab)). We orient Pbirth(ab) from a to b. The operation head
constructs D′ from D by replacing the ear Pbirth(ab) of D by the two consecutive ears av+ va

and vb+ Pbirth(ab)[b, ] in that order (see Figure 6). Note that this definition is well-defined
also for cycles Pbirth(ab).

We omit the proof that D′ is a (2,1)-edge-order through rt′ avoiding ru′.

5.2 Modifying D to D’
We will now show how to obtain a (2,1)-edge-order D′ through rt′ avoiding ru′ from D. By
symmetry, assume w.l.o.g. that birth(ab) ≥ birth(cd). Note that applying the operations
belly, leg and head preserves all properties of a (2, 1)-edge-order. Recall that, for every
subdivision the Mader-sequences does on rt or ru, respectively, the subdividing vertex is t′
or u′, as explained after Figure 3. We have the following case distinctions:

1. Γ is a vertex-vertex-addition. (See Figure 2a.)
(a) vw is a self-loop at v (v = w): Obtain D′ from D by adding the new short ear vv

directly after the ear Plast(v)−1. This ensures that the new ear is non-separating.
(b) v 6= w and vw 6= {rt, ru}: If last(v) ≤ last(w), D′ is obtained from D by adding

the new short ear vw directly after the ear Plast(w)−1, ensuring that the new ear is
non-separating. If last(v) > last(w), the new short ear vw is added directly after
the ear Plast(v)−1.

(c) vw = rt (the added edge is a parallel edge): the Mader-sequence gives us the
information whether rt is rt′ or the new added edge is rt′. If rt = rt′ then add
the new edge immediately after the ear Plast(t)−1. Otherwise obtain D′ from D by
replacing rt with rt′ in P0 and adding the old edge rt as an short ear immediately
after the ear Plast(t)−1.

(d) vw = ru (the added edge is a parallel edge): the Mader-sequence gives us the
information whether ru is ru′ or the new added edge is ru′. Depending on this
information, obtain D′ from D by either adding the new edge directly before or
directly after the last ear of D.

5. Γ is an edge-vertex-addition. (See Figure 2b.)
(a) birth(ab) < last(w): Obtain D′ from D by adding the new short ear vw directly

after the ear Plast(w)−1 and subdivide the ear Pbirth(ab) with v. This operation is also
well-defined when Pbirth(ab) is a cycle or self-loop. Also, the new ear is non-separating
and, since v is incident to w, the ear Pbirth(ab) remains non-separating.
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(b) last(w) < birth(ab) and ab 6= ru: Apply leg
(c) birth(ab) = last(w) and w /∈ {a, b}: Apply belly.
(d) birth(ab) = last(w) and w ∈ {a, b}; if ab = ru, then r 6= w: Apply head.
(e) ab = ru and if birth(ab) = last(w) and w ∈ {a, b} then r = w: Obtain D′ from D

by replacing the ear ru by the two consecutive ears wv + vu and rv.
6. Γ is an edge-edge-addition. (See Figure 2c.)

(a) birth(ab) = birth(cd): Apply belly.
(b) birth(ab) > birth(cd) and ab 6= ru: Apply leg.
(c) ab = ru: Let w.l.o.g. r = a. Obtain D′ from D by replacing the last ear of D by the

two consecutive ears bv + vw and rv in this order.

In all cases, D′ is clearly an ear decomposition. Properties 6.1–3 are satisfied due to the
given case distinction and the mentioned properties. Hence, D′ is a (2, 1)-edge-order through
rt′ avoiding ru′.

There are several subtleties in sorting out the computational complexity of this approach,
mostly raised by the question how fast we can compute one of the above cases in which we
are in. The proof of the linear runtime is omitted due to space constraints.

I Theorem 14. Given edges tr and ru of a 3-edge-connected graph G, a (2,1)-edge-order D
of G through tr and avoiding ru can be computed in time O(m).

The proposed algorithms for (1,1)-edge-orders and (2,1)-edge-orders (as well as the
computation of edge-independent spanning trees in the next section) are certifying in the
sense of [17]: For (1,1)-edge-orders through st, it suffices to check that every edge e 6= st has
indeed a smaller and larger neighboring edge. For (2,1)-edge-orders, it suffices to check in
linear time that D is an ear decomposition of G and that D satisfies Properties 6.1–3.

6 Edge-Independent Spanning Trees

Let k spanning trees of a graph be edge-independent if they all have the same root vertex r
and, for every vertex x 6= r, the paths from x to r in the k spanning trees are edge disjoint.
The following conjecture was stated 1988 by Itai and Rodeh.

I Conjecture (Edge-Independent Spanning Tree Conjecture [13]). Every k-edge-connected
graph contains k edge-independent spanning trees.

The conjecture has been proven constructively for k ≤ 2 [13] and k = 3 [11] with running
times O(m) and O(n2), respectively, for computing the corresponding edge-independent
spanning trees. For every k ≥ 4, the conjecture is open. We first give a short description of
an algorithm for k = 2 and then show the first linear-time algorithm for k = 3.

For k = 2, compute the (1,1)-edge-order < through tr using Lemma 5. The first tree T1
consists of the edges min(x) for all vertices x 6= r (as defined in Lemma 5), while the second
tree T2 consists of tr and the edges max(x) for all vertices x /∈ {r, t}. Then T1 and T2 are
spanning, as no edge can be taken twice, and edge-independent, as, from every vertex x, the
path of smaller edges to r obtained by iteratively applying min() must be edge-disjoint from
the path of larger edges to r.

For k = 3, choose any vertex r and two distinct edges tr and ru in the 3-edge-connected
graph G. Compute a (2,1)-edge-order D through tr and avoiding ru in time O(m) using
Theorem 14. For every vertex x ∈ V , the idea is now to find two edge-disjoint paths from x

to r in Gbirth(x) (after all, Gbirth(x) is 2-edge-connected and thus contains a (1,1)-edge-order)
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(b) Although < is a (1,1)-edge-order for every
Gi, 0 ≤ i ≤ m − n, < is not consistent: Any
down-consistent tree contains the root-paths
12, 11, 10, 2 in G2 and 6, 5, 3, 2 in G5, which
implies a cycle.

Figure 7 (1,1)-edge-orders that are consistent and not consistent to the (2,1)-edge-order of
Figure 1.

and a third path from x to r in Gbirth(x) using the non-separateness of D. The subtle part is
to make this idea precise: We have to construct the first tree T1 in such a consistent way
that the paths of smaller edges from x to r for all vertices x ∈ V are contained in T1 (and
the same for T2 and paths of larger edges).

For a (1,1)-edge-order < through tr of G, let a spanning tree T1 ⊆ G be down-consistent
to a given (2,1)-edge-order through tr if (a) every path in T1 to r is strictly decreasing
in < and (b) for every 0 ≤ i ≤ m − n, T1 ∩ Gi is a spanning tree of Gi (analogously,
up-consistent spanning trees T2 of G− r are defined by strictly increasing paths to t). Now
let a (1,1)-edge-order be consistent to a given (2,1)-edge-order D′ if G contains r-rooted
spanning trees T1 and T2 that are down- and up-consistent to D′, respectively. By the very
same argument as used for k = 2, T1 and T2 + tr are edge-independent and, in addition, do
not use any edge of Gbirth(x) for any x ∈ V .

In fact, the special (1,1)-edge-order that is computed by Lemma 5 is consistent to D:
There, the trees T1 and T2 consist of the edges min(x) and max(x) for x ∈ V , which
makes T1 down-consistent and T2 + tr up-consistent to D (see Figure 7a). We note that a
simpler definition of consistent as used for the vertex-variant [6], i.e., as orders that remain
(1,1)-edge-orders for all subgraphs Gi, 0 ≤ i ≤ m− n, does not suffice here (see Figure 7b).

It remains to construct the third edge-independent spanning tree. For every edge e 6= ru

of G, we compute a pointer to an arbitrary neighboring edge e′ in Gbirth(e). This edge e′
exists, as D is non-separating, and satisfies birth(e′) > birth(e). Similarly, for every vertex
x ∈ V −r−u, we compute a pointer to an incident edge e′ of x with birth(e′) > birth(x). Both
computations take linear total time by comparing birth values. The third edge-independent
spanning tree is then the union of ur and the u-rooted spanning tree of G− r that interprets
the pointers as parent edges. Hence, we obtain the following theorem.

I Theorem 15. Given the two edges rt and ru of a 3-edge-connected graph G, three edge-
independent spanning trees of G rooted at r (such that two of them contain rt and ru as
unique root edges, respectively) can be computed in time O(m).

Similarly as for the more general (2,1)-edge-orders, one could be interested why the
reduction from k-edge- to k-vertex-connectivity by Galil and Italiano [10] does not give
edge-independent spanning trees from their vertex-counterparts; we omit the argument due
to space constraints.
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We introduce a nonlocal game that captures and extends the notion of graph isomorphism. This
game can be won in the classical case if and only if the two input graphs are isomorphic. Thus,
by considering quantum strategies we are able to define the notion of quantum isomorphism. We
also consider the case of more general non-signalling strategies, and show that such a strategy
exists if and only if the graphs are fractionally isomorphic. We prove several necessary conditions
for quantum isomorphism, including cospectrality, and provide a construction for producing pairs
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1 Introduction

Given graphs G and H, an isomorphism from G to H is a bijection ϕ : V (G)→ V (H) such
that ϕ(g) is adjacent to ϕ(g′) if and only if g is adjacent to g′. When such an isomorphism
exists, we say that G and H are isomorphic and write G ∼= H. The notion of isomorphism
is central to a broad area of mathematical research encompassing algebraic and structural
graph theory, but also combinatorial optimization, parameterized complexity, and logic. The
graph isomorphism (GI) problem consists of deciding whether two graphs are isomorphic. It
is a question with fundamental practical interest due to the number of problems that can
be reduced to it. Additionally, the GI problem has a central role in theoretical computer
science as it is one of the few naturally defined problems in NP which is not known to be
polynomial-time solvable or NP-complete. While there is a deterministic quasipolynomial
algorithm for the GI problem [5], regardless of its worst case behavior, the problem can be
solved with reasonable efficiency in practice (e.g. see [17]). In relation to the context of this
paper, it is valuable to notice that the discussion around graph isomorphism has branched
into the analysis of many equivalence relations that form hierarchical structures. Prominent
instances are, for example, cospectrality, fractional isomorphism, etc. [4, 12, 26].

In this work we introduce the graph isomorphism game, which is played by non-
communicating players and allows us to capture and extend the notion of graph isomorphism.
We investigate three classes of strategies for this game: classical, quantum, and non-signalling.
In the classical case, players can win the (G,H)-isomorphism game with certainty if and only
if G ∼= H. This motivates the definition of graphs G and H being quantum, or non-signalling,
isomorphic if there exists a perfect quantum, resp. non-signalling, strategy for this game.
These two relations are denoted by G ∼=q H and G ∼=ns H respectively. We are able to
prove two algebraic characterizations of quantum isomorphism, one of which implies that
quantum isomorphic graphs are cospectral. We also show that non-signalling isomorphism is
equivalent to the previously studied linear relaxation of isomorphism known as fractional
isomorphism [22].

Another approach we take is to develop characterizations of isomorphism and quantum
isomorphism in terms of conic feasibility programs over the completely positive and completely
positive semidefinite cones respectively. This is similar to work done in [13, 24, 25], but
in our case the programs can be somewhat simplified due the highly structured form of
the isomorphism game. By relaxing to either the doubly nonnegative (DNN ) or positive
semidefinite (S+) cones, we are able to use this conic feasibility program to define DNN -
and S+-isomorphism, denoted ∼=DNN and ∼=S+ respectively. Interestingly, these semidefinite
relaxations of quantum isomorphism are still stronger than non-signalling isomorphism.
Therefore, for any graphs G and H we have that G ∼= H ⇒ G ∼=q H ⇒ G ∼=DNN H ⇒
G ∼=S+ H ⇒ G ∼=ns H. Moreover, we are able to show that none of these implications can
be reversed. In particular, we give a general method for constructing quantum isomorphic
graphs that are not isomorphic, based on binary linear systems that are not satisfiable but
are quantum satisfiable.

Interestingly, the notion of DNN -isomorphism turns out to be equivalent to a previously
studied relation in graph theory. This relation, known as graph equivalence, is defined in
terms of an isomorphism between a certain matrix algebra associated to each of the graphs.
To prove this equivalence, the main idea is to use the matrix in the conic feasibility program
definition of DNN -isomorphism as the Choi matrix of a linear map from the space of matrices
indexed by V (G) to the space of matrices indexed by V (H). Like fractional isomorphism,
there exists a polynomial time algorithm for deciding graph equivalence.



L. Mančinska, D. E. Roberson, R. Šámal, S. Severini, and A. Varvitsiotis 76:3

We also prove a similar algebraic characterization for S+-isomorphism, but this appears
to be a new relation. However, we are able to prove that this relation is strictly stronger than
cospectrality. We also show that classical, quantum, DNN -, and S+-isomorphism can be
characterized in terms of whether the Lovász theta function, or an appropriate generalization,
achieves a particular value on a certain product graph. This is similar to the results of [24].

The full version of this work, including all of the proofs, is given in [3] and [16].

2 The Graph Isomorphism Game

Given graphs G and H, the (G,H)-isomorphism game is a nonlocal game whose inputs and
outputs are vertices of the graphs G and H. For a detailed explanation of general nonlocal
games see the full version of the paper [3]. The (G,H)-isomorphism game is played as follows:
A referee/verifier selects uniformly at random a pair of vertices xA, xB ∈ V (G) ∪ V (H)
and sends xA to Alice and xB to Bob respectively. The players respond with vertices
yA, yB ∈ V (G) ∪ V (H). Throughout, we assume that V (G) and V (H) are disjoint so that
players know which graph their vertex is from. As with any nonlocal game, Alice and Bob
may agree on a strategy for playing the game beforehand, but they are not allowed to
communicate after the game has commenced. In order to concisely state the conditions under
which Alice and Bob win the (G,H)-isomorphism game, we let rel(g, g′), for vertices g, g′ of
some graph G, denote the relationship of the vertices g and g′, i.e., whether they are equal,
adjacent, or distinct and non-adjacent.

The first winning condition is that each player must respond with a vertex from the graph
that the vertex they received was not from. In other words we require that:

xA ∈ V (G)⇔ yA ∈ V (H) and xB ∈ V (G)⇔ yB ∈ V (H) . (1)

If condition (1) is not met, the players lose. Assuming (1) holds we define gA to be the
unique vertex of G among xA and yA, and we define gB , hA, and hB similarly. In order to
win, the answers of the players must also satisfy the following condition:

rel(gA, gB) = rel(hA, hB) . (2)

In other words, if Alice and Bob are given the same vertex, then they must respond with the
same vertex. If they receive (non-)adjacent vertices, they must return (non-)adjacent vertices.
Also, assuming that Alice receives gA and Bob hB, Alice’s output hA must be related to
hB the same way Bob’s output gB is related to gA. Note that we do not explicitly require
that G and H have the same number of vertices. It is also worth pointing out that the
(G,H)-isomorphism game is equivalent to the (G,H)-isomorphism game, where G denotes
the complement of G, i.e., the graph obtained by switching edges and non-edges of G.

In general one may be interested in the best probability with which Alice and Bob can
win this game for some particular G and H. In this work however, we will only be interested
in whether or not they can win perfectly, i.e., with probability 1. Thus, from henceforth
when we say that Alice and Bob cam win the (G,H)-isomorphism game, we mean that they
can win with probability 1. Similarly, a winning or perfect strategy is one that allows them
to win with certainty.

Given any fixed strategy for the (G,H)-isomorphism game, we denote by p(yA, yB |xA, xB)
the joint conditional probability of Alice and Bob responding with yA and yB upon receiving
inputs xA and xB respectively. We call such a joint conditional probability distribution
a correlation. An easy but important observation is that a given strategy for the (G,H)-
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isomorphism game is perfect if and only if its corresponding correlation p satisfies

p(yA, yB |xA, xB) = 0, whenever conditions (1) or (2) fail. (3)

In this work we will focus on three classes of strategies/correlations for the isomorphism
game: classical, quantum, and non-signalling.

2.1 Classical strategies
A deterministic classical strategy for a nonlocal game is one in which Alice’s response is
determined by her input, and similarly for Bob. In a general classical strategy, the players
may use shared randomness to determine their responses. Once the value that their shared
randomness takes is fixed, Alice and Bob’s strategy becomes deterministic. This means that
the set of (perfect) classical correlations is equal to the convex hull of (perfect) classical
deterministic correlations.

Suppose that ϕ : V (G) → V (H) is an isomorphism of graphs G and H. Then we can
construct a perfect strategy for the (G,H)-isomorphism game as follows: if Alice receives
g ∈ V (G) as her input, then she responds with ϕ(g) as her output, and if she receives h ∈ V (H)
as her input, then she responds with ϕ−1(h) as her output. Bob behaves identically. It is
not hard to see that this allows Alice and Bob to win the game perfectly. It is not much
more difficult to prove the converse (see [3]), and thus we have the following:

I Theorem 1. For graphs G and H, the (G,H)-isomorphism game can be won perfectly
with a classical strategy if and only if G ∼= H.

3 Quantum Isomorphism

In a quantum strategy for the (G,H)-isomorphism game, Alice and Bob are allowed to share
and make joint measurements on an entangled state (see [3] for a detailed explanation of
shared states and measurements). As any classical post-processing of the outcomes that Alice
and Bob perform can be incorporated into the measurements themselves, we may assume
that both Alice and Bob have a measurement for each input (an element of V (G) ∪ V (H))
whose outcomes are indexed by their possible outputs (elements of V (G) ∪ V (H)). Upon
receiving input x, Alice performs her measurement corresponding to x and obtains some
outcome y, which she uses as her output, and Bob behaves similarly. Formally, for each
x ∈ V (G) ∪ V (H), Alice has a measurement Ex = {Exy ∈ CdA×dA : y ∈ V (G) ∪ V (H)}
where Exy � 0 and

∑
y∈V (G)∪V (H) Exy = I, and similarly Bob has measurement Fx =

{Fxy ∈ CdB×dB : y ∈ V (G) ∪ V (H)}. They perform these measurements on their shared
state ψ ∈ CdA ⊗ CdB . Note that there are no restrictions on dA, dB ∈ N. The corresponding
correlation p for this strategy is given by p(y, y′|x, x′) = ψ† (Exy ⊗ Fx′y′)ψ. If there exists
such a strategy that allows Alice and Bob to win the (G,H)-isomorphism game perfectly,
then we say that G and H are quantum isomorphic and write G ∼=q H.

An important property of the isomorphism game is that if Alice and Bob are given the
same inputs, they must respond with the same outputs. Games with this property are
called synchronous, and the perfect quantum strategies for such games are known to have a
particular form [14, 23, 15, 8, 21]. Using this we are able to give the following reformulation
of quantum isomorphism, the full proof of which is given in [3]:

I Theorem 2. Let G and H be graphs. Then G ∼=q H if and only if there exists d ∈ N and
orthogonal projectors Egh ∈ Cd×d for g ∈ V (G) and h ∈ V (H) such that
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(i)
∑

h∈V (H) Egh = I, for all g ∈ V (G);
(ii)

∑
g∈V (G) Egh = I, for all h ∈ V (H);

(iii) EghEg′h′ = 0, if rel(g, g′) 6= rel(h, h′).

The projectors in the above theorem correspond to Alice’s (or Bob’s) measurement
operators in a perfect quantum strategy. One consequence of this is that any winning
quantum correlation p for the (G,H)-isomorphism game is input-output symmetric, i.e.,

p(y, y′|x, x′) = p(x, y′|y, x′) = p(y, x′|x, y′) = p(x, x′|y, y′) for all x, x′, y, y′ ∈ V (G)∪V (H).

Given a set of projectors as in the theorem above, one thing that we could do with them
is to make them elements of a block matrix with rows indexed by V (G) and columns indexed
by V (H). Investigating the properties of such a matrix leads to the following definition:

I Definition 3. A block matrix P with blocks of size d is called a projective permutation
matrix (of block size d) if it is unitary and all of its blocks are orthogonal projectors.

Note that a projective permutation matrix of block size one is a unitary matrix whose
entries square to themselves, i.e., a permutation matrix. The following lemma (see [3] for full
proof) shows that projective permutation matrices can be built out of projectors satisfying
the first two conditions of Theorem 2.

I Lemma 4. A block matrix P with blocks Eij for i, j ∈ [n] is a projective permutation
matrix if and only if the matrix Eij is a projector for all i, j ∈ [n] and
(i)

∑n
j=1 Eij = I, for all i ∈ [n];

(ii)
∑n

i=1 Eij = I, for all j ∈ [n].

We note that in the special case where all of the blocks Eij of a projective permutation
matrix are of rank one, then the unit vectors that the Eij project onto form a quantum Latin
square, a notion introduced in [18].

A useful reformulation of graph isomorphism can be stated in terms of the adjacency
matrices of the corresponding graphs. Given a graph G, the adjacency matrix of G, denoted
AG, is the symmetric 01-matrix whose gg′-entry is 1 if and only if g is adjacent to g′,
which we denote by g ∼ g′. Graphs G and H are isomorphic if and only if there exists
a permutation matrix P such that AGP = PAH , or equivalently PTAGP = AH . The
motivation for considering projective permutation matrices is that they play the role of
permutation matrices in an analogous formulation for quantum isomorphism. This is made
precise by the following theorem, whose proof is given in [3]:

I Theorem 5. For any two graphs G and H we have that G ∼=q H if and only if there exists
d ∈ N and a projective permutation matrix P of block size d such that

(AG ⊗ Id)P = P(AH ⊗ Id). (4)

Since projective permutation matrices are unitary, we can rewrite Equation (4) as
P†(AG⊗ Id)P = (AH ⊗ Id). Again, since P is unitary, this implies that AG⊗ Id and AH ⊗ Id,
and thus also AG and AH , have the same multiset of eigenvalues. Thus we have the following:

I Corollary 6. If G ∼=q H, then G and H are cospectral with cospectral complements.
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3.1 Separating Classical and Quantum Isomorphism
In order to construct graphs that are quantum isomorphic but not isomorphic, we introduce
a type of game investigated by Cleve and Mittal [9] known as binary constraint system (BCS)
games. We will show that, in the linear case, one can reduce the existence of a perfect
classical (quantum) strategy for a BCS game to the existence of a perfect classical (quantum)
strategy to a corresponding isomorphism game.

A linear binary constraint system (BCS) F consists of a family of binary variables
x1, . . . , xn and constraints C1, . . . , Cm, where each C` is a linear equation over F2 in some
subset of the variables. Thus C` takes the form

∑
xi∈S`

xi = b` for some S` ⊆ {x1, . . . , xn}
and b` ∈ {0, 1}. We say that a BCS is satisfiable if there is an assignment of values from F2
to the variables xi such that every constraint C` is satisfied. Such an assignment is known as
a satisfying assignment.

An example of a linear BCS is the following:

x1 + x2 + x3 = 0 x1 + x4 + x7 = 0
x4 + x5 + x6 = 0 x2 + x5 + x8 = 0 (5)
x7 + x8 + x9 = 0 x3 + x6 + x9 = 1

where addition is over F2. Note that the BCS given above is not satisfiable. Indeed, every
variable appears in exactly two constraints and thus summing up all equations modulo 2 we
get 0 = 1.

To any linear BCS F we associate the following nonlocal game, which we call the BCS
game. In the BCS game, the verifier gives Alice a constraint C` and Bob a constraint Ck.
In order to win, they must each respond with an assignment of values to the variables in
their respective constraints such that those constraints are satisfied. Furthermore, for the
variables in S` ∩ Sk, Alice and Bob must agree on their assignment. Note that if they are
given the same constraint, these conditions imply that they must give the same response.
We note that in [9], Cleve and Mittal also define a nonlocal game for any linear BCS. This
game is very similar, though not identical to the above (Bob is only asked single variables in
the game of [9]). However, their results imply that in the quantum and classical cases, these
two games are equivalent.

As with the other nonlocal games we have considered in this work, it is not difficult to
see that Alice and Bob can win the BCS game classically with probability 1 if and only if
the corresponding BCS is satisfiable. This motivates the following definition.

I Definition 7. A linear BCS is called quantum satisfiable if there exists a perfect quantum
strategy for the corresponding BCS game.

To any linear BCS F with m constraints we associate the graph GF which is defined
as follows: For each constraint C`, and each assignment f : S` → F2 that satisfies C` we
include a vertex (`, f). Furthermore, we add an edge between two vertices (`, f) and (k, f ′)
if they are inconsistent, i.e., if there exists xi ∈ S` ∩ Sk such that f(xi) 6= f ′(xi). We remark
that this construction is related to the FGLSS reduction from [10], which is well known in
approximability literature.

Given any linear BCS F , we define the homogenization of F , denoted by F0, to be the
linear BCS obtained from F by changing the righthand sides of all of the constraints to 0.
Note that the homogenization of a linear BCS always has a solution, namely the all-zero
assignment. Also note that GF and GF0 have the same number of vertices.

Using these constructions, we are able to prove the following (see [3] for proof), where
α(G) denotes the independence number of the graph G:
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I Theorem 8. Let F be a linear BCS with m constraints. Then the following are equival-
ent:
(i) F is satisfiable;
(ii) The graphs GF and GF0 are isomorphic;
(iii) α(GF ) = m.

Using the notions of quantum independence number, denoted αq, and projective packings,
we can also prove the following quantum analog of the above (see [3]):

I Theorem 9. Let F be a linear BCS with m constraints. Then the following are equival-
ent:
(i) F is quantum satisfiable;
(ii) The graphs GF and GF0 are quantum isomorphic;
(iii) There exists a projective packing of GF of value m;
(iv) αq(GF ) = m.

Thus, to find a pair of graphs that are quantum isomorphic but not isomorphic, it suffices
to find a linear BCS that is quantum satisfiable but not satisfiable. One such example is
the one given in (5), which corresponds to the well-known Mermin-Peres magic square game.
The pair of graphs obtained from this BCS are shown in [3]. In fact, Arkhipov has shown
how to construct such a BCS from any non-planar graph [1].

We note here that the first separating example, which was found with the help of Albert
Atserias, was slightly different than the one presented above. It was a version of the celebrated
CFI construction, named after Cai, Fürer and Immerman [7]. The original CFI construction
was designed to produce pairs of non-isomorphic graphs that cannot be distinguished by
the d-dimensional Weisfeiler-Lehman algorithm for any fixed d. The CFI construction was
reinterpreted by Atserias, Bulatov, and Dawar [2] to view it as an encoding of special systems
of linear equations over Z2, where each variable appears in precisely two equations. Our
first separating example was literally the CFI construction corresponding to a system of
linear equations as in [2], in which each variable appears in exactly two equations, and that
is classically unsatisfiable over Z2 but quantum satisfiable. The Mermin-Peres magic square
game gives rise to such a system of linear equations. The final construction which we described
above is a simplified version of this, in which several vertices have been merged together,
and several others have been removed, without changing the outcome. The final graphs have
a few dozens of vertices. As it turns out, this streamlined version of the construction is quite
similar to the FGLSS reduction from the theory of hardness of approximation [10], which
interpreted in this context is a reduction from the feasibility problem for arbitrary systems
of linear equations over Z2 to the graph isomorphism problem. As it turns out, the FGLSS
construction was also used in the context of the graph isomorphism problem in [19].

4 Non-signalling Isomorphism

An important property of any quantum strategy for the (G,H)-isomorphism game (or any
nonlocal game), is that it does not allow the players to communicate any information about
their inputs to one another. Formally, this corresponds to∑

yB

p(yA, yB |xA, xB) =
∑
yB

p(yA, yB |xA, x
′
B), for all xA, yA, xB , x

′
B , and∑

yA

p(yA, yB |xA, xB) =
∑
yA

p(yA, yB |x′A, xB), for all xB , yB , xA, x
′
A

(6)
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Any correlation which obeys this condition is known as non-signalling, and this is known
to be a strictly larger class than quantum correlations. Note that this is a condition on
correlations rather than strategies, and indeed there may not be any way to physically realize
a given non-signalling correlation. Still, there are good reasons for considering this class
of correlations. First, they are a linear relaxation of quantum correlations, and so they
often allow us to obtain useful bounds on what is possible with quantum strategies, which
are notoriously difficult to analyze. Second, they are interesting in their own right since
they represent the extreme class of correlations in two senses. In the physical sense, the
non-signalling condition can be thought of as encoding the notion that nothing, including
information, can travel faster than the speed of light. Thus if Alice and Bob are separated
by a great distance and must respond with their answers within a short window of time,
then their strategy must be non-signalling. From a mathematical perspective, non-signalling
correlations are the most general class of correlations it makes sense to consider for nonlocal
games since any larger class would, by definition, allow the parties to communicate to a
certain extent. This would essentially violate the definition of a nonlocal game which requires
that the parties cannot communicate.

Using the non-signalling condition and the winning conditions of the isomorphism game,
one can prove the following lemma (proof given in [3]):

I Lemma 10. Let p be a winning non-signalling correlation for the (G,H)-isomorphism game.
Then p(h, h|g, g) = p(g, h|h, g) = p(h, g|g, h) = p(g, g|h, h), for all g ∈ V (G), h ∈ V (H).

Note that for a winning correlation p for the (G,H)-isomorphism game, for g ∈ V (G) we
have that p(y, y′|g, x′) = 0 unless y ∈ V (H), and similarly with Alice and Bob or G and H
switched. This, along with the above lemma allows us to take any winning non-signalling
correlation for the (G,H)-isomorphism game and construct the following doubly stochastic
matrix: Dgh = p(h, h|g, g).

It turns out that this matrix has the interesting property that AGD = DAH . Whenever
such a doubly stochastic matrix exists, one says that G and H are fractionally isomorphic,
denoted G ∼=f H. Thus, non-signalling isomorphic graphs are always fractionally isomorphic.

To prove the converse of the above, we need a result of Ramana, Scheinerman, and
Ullman [22] which shows that fractional graph isomorphism is equivalent to deciding whether
the graphs have a common equitable partition. To explain this result we first need to
introduce some definitions.

Let C = {C1, . . . , Ck} be a partition of V (G) for some graph G. The partition C is called
equitable if there exist numbers cij for i, j ∈ [k] such that any vertex in Ci has exactly cij

neighbors in Cj . Note that cij and cji are not necessarily equal, but cij |Ci| = cji|Cj |. We
refer to the numbers cij as the partition numbers of an equitable partition C. A trivial
example of this is the partition where each part has size 1. Less trivially, if G is regular, the
partition with only one cell is equitable.

Equivalently, a partition C = {C1, . . . , Ck} is equitable if for any i ∈ [k], the subgraph
induced by the vertices in Ci is regular, and for any i 6= j ∈ [k] the subgraph with vertex set
Ci ∪ Cj and containing the edges between Ci and Cj is a semiregular bipartite graph.

We say that C and D have a common equitable partition if there exist equitable partitions
C = {C1, . . . , Ck} and D = {D1, . . . , Dk′} for G and H respectively, satisfying k = k′,
|Ci| = |Di| for all i ∈ [k], and lastly, cij = dij for all i, j ∈ [k]. As an example, if G and H
are both d-regular and have the same number of vertices, then the single cell partitions form
a common equitable partition, and thus, by Theorem 11, any such graphs are fractionally
isomorphic. This makes it seem like fractional isomorphism is a weak condition, but in fact it
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is known [6] that asymptotically almost surely no graphs are fractionally isomorphic to any
graphs that they are not isomorphic to. Since non-signalling/fractional isomorphism is the
coarsest relation we will consider in this work, the same holds for all the other relations we will
see. As mentioned above, common equitable partitions characterize fractional isomorphism.

I Theorem 11 ([22]). Two graphs are fractionally isomorphic if and only if they have a
common equitable partition.

Given a common equitable partition C = {C1, . . . , Ck} and D = {D1, . . . , Dk} for graphs
G and H respectively, one can construct a perfect non-signalling strategy for the (G,H)-
isomorphism game. The details are given in [3], but the idea is that if Alice is given g ∈ Ci

and Bob given g′ ∈ Cj and g and g′ are adjacent/non-adjacent/equal, then they respond
uniformly at random with h ∈ Di and h′ ∈ Dj that are adjacent/non-adjacent/equal. The
fact that the corresponding correlation is non-signalling follows from the fact that C and D
form a common equitable partition of G and H. Therefore, we have the following:

I Theorem 12. For any graphs G and H we have that G ∼=f H if and only if G ∼=ns H.

5 Conic Formulations

Given graphs G and H and a winning correlation p for the (G,H)-isomorphism game, define
the matrix Mp to be the matrix with rows and columns indexed by V (G)× V (H) to have
entries Mp

gh,g′h′ = p(h, h′|g, g′).
Note that the matrix Mp does not contain all of the probabilities of p, only those

corresponding to inputs from V (G) and outputs from V (H). Thus, in general the matrix Mp

may not completely determine the correlation p. However, if p is input-output symmetric,
as in the case of classical or quantum correlations, then p is determined by the matrix
Mp. Also note that in the classical and quantum cases Alice and Bob are symmetric, i.e.,
p(y, y′|x, x′) = p(y′, y|x′, x) for all x, x′, y, y′ ∈ V (G) ∪ V (H), and thus Mp is symmetric.

Since p is a correlation, sums of certain entries of Mp must be 1. Furthermore, since p is
winning, certain entries of Mp must be 0. This motivates the following definition:

I Definition 13. Let G and H be graphs and K a matrix cone. We say that a matrix M
with rows and columns indexed by V (G)× V (H) is a K-isomorphism matrix for G to H if
M ∈ K and∑

h,h′∈V (H)

Mgh,g′h′ = 1 for all g, g′ ∈ V (G) (7)

∑
g,g′∈V (G)

Mgh,g′h′ = 1 for all h, h′ ∈ V (H) (8)

Mgh,g′h′ = 0 if rel(g, g′) 6= rel(h, h′). (9)

We will say that graphs G and H are K-isomorphic, and write G ∼=K H, whenever there
exists a K-isomorphism matrix for G to H.

Though we have defined them for any matrix cone K, we will mainly be interested in just
four cones in this work. The first cone is the positive semidefinite cone, denoted S+. Recall
that a matrix M is positive semidefinite if and only if it is the Gram matrix of a set of vectors
v1, . . . , vn, i.e.,Mij = vT

i vj . We will also be interested in the doubly nonnegative cone, denoted
DNN , which consists of all positive semidefinite matrices that are also entrywise nonnegative.
The next cone we will consider is the recently introduced [13] completely positive semidefinite
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cone, denoted CS+, which will correspond to quantum correlations. A matrixM is completely
positive semidefinite if it is the Gram matrix of positive semidefinite matrices ρ1, . . . , ρn, i.e.,
Mij = 〈ρi, ρj〉 := Tr(ρ†iρj). Note that this inner product is equal to the usual inner product
if we think of the matrices ρi as vectors, and thus CS+ ⊆ S+. Moreover, Tr(AB) ≥ 0 for
any positive semidefinite matrices A and B, with equality if and only if AB = 0, and thus
CS+ ⊆ DNN . Lastly, the completely positive cone, denoted CP, will correspond to the
classical correlations. A matrix is completely positive if it is the Gram matrix of entrywise
nonnegative vectors v1, . . . , vn. Note that if Di is the diagonal matrix with diagonal entries
equal to the entries of vi, then Di is positive semidefinite and vT

i vj = Tr(DiDj). Therefore,
CP ⊆ CS+. Altogether we have that CP ⊆ CS+ ⊆ DNN ⊆ S+. Moreover, it is known that
these containments are all strict for square matrices of dimension at least 5. With the above
notions, we can prove the following (full proof given in [16]):

I Theorem 14. Suppose G and H are graphs and p is a correlation for the (G,H)-
isomorphism game. Then p is winning classical correlation if and only if p is input-output
symmetric and Mp is a CP-isomorphism matrix.

I Theorem 15. Suppose G and H are graphs and p is a correlation for the (G,H)-
isomorphism game. Then p is a winning quantum correlation if and only if p is input-output
symmetric and Mp is a CS+-isomorphism matrix.

The above motivates us to investigate the notions of DNN - and S+-isomorphism. In
order to do this, we need to define something we call an isomorphism map.

After submission of this work, a referee informed us that the graph isomorphism problem
has been formulated as a completely positive program previously in [11].

5.1 Isomorphism Maps
Given a K-isomorphism matrixM for G to H, the isomorphism map ΦM is a linear map from
the space of complex matrices indexed by V (G) to the space of complex matrices indexed by
V (H) defined as (ΦM (X))h,h′ =

∑
g,g′ Mgh,g′h′Xg,g′ .

For K ⊆ S+, this map has some remarkable properties. In particular, it is completely
positive, meaning that ΦM ⊗ id maps psd matrices to psd matrices, where id can be an
identity map of any size. This is not related to the completely positive cone, an unfortunate
ambiguity. The map ΦM is trace-preserving and unital, meaning that ΦM (I) = I. It also
preserves the sum of the entries of a matrix, and maps the all ones matrix J to itself. If
K ∈ DNN , then ΦM maps entrywise nonnegative matrices to entrywise nonnegative matrices.
These last three properties define a notion of being doubly stochastic purely in terms of linear
maps. The adjoint of an isomorphism map from G to H is an isomorphism map from H to
G. Lastly, one can show that ΦM (AG) = AH and Φ∗M (AH) = AG, where Φ∗M is the adjoint
of ΦM which will be an isomorphism map for H to G. Since the eigenvalues of a Hermitian
matrix X majorize those of a Hermitian matrix Y if and only if there exists a completely
positive, trace-preserving, unital map taking X to Y , this last property implies Lemma 16
below. None of these properties are difficult to show, and the details are given in [16].

I Lemma 16. If G and H are S+-isomorphic graphs, then they are cospectral.

The idea of isomorphism maps is borrowed from Ortiz and Paulsen who constructed
similar linear maps from winning correlations for the homomorphism game in [20]. These
isomorphism maps will allow us to give characterizations of DNN - and S+-isomorphisms in
terms of certain algebras associated to graphs. But first we must introduce these algebras.



L. Mančinska, D. E. Roberson, R. Šámal, S. Severini, and A. Varvitsiotis 76:11

5.2 Coherent and Partially Coherent Algebras
A subspace of Cn×n which is also closed under matrix multiplication is an algebra. If A is a
subalgebra of Cn×n, then A is a coherent algebra if it contains the identity and the all ones
matrix, is closed under Schur (entrywise) product, and is closed under conjugate transpose,
i.e., is self-adjoint. The simplest example of a coherent algebra is span{I, J − I}. Of course,
Cn×n is itself a coherent algebra. Less trivially, if A is the adjacency matrix of any strongly
regular graph, then span{I, A, J − I −A} is a coherent algebra.

It follows from the fact that a coherent algebra A is closed under Schur product that it
must have an orthogonal (with respect to the Hilbert-Schmidt inner product) basis of 01
matrices A1, . . . , Ar. To each of the matrices Ai, we can associate a subset of V (G)× V (G),
namely the set of ordered pairs (g, g′) such that the gg′-entry of Ai is 1. This gives a partition
of the ordered pairs of vertices of G. One can reformulate the properties of being a coherent
algebra in terms of this partition, and a partition with these properties is known as a coherent
configuration. Conversely, any coherent configuration corresponds to some coherent algebra.
The parts in a coherent configuration are usually referred to as its classes.

Coherent algebras of graphs

It is not hard to see that the intersection of two coherent algebras is a coherent algebra. We
can therefore define the coherent algebra of a graph G, denoted AG, to be the intersection of
all coherent algebras containing its adjacency matrix AG, i.e., the smallest coherent algebra
containing AG. Equivalently, this is the set of all matrices that can be written as a finite
expression involving I, A, J , and the operations of addition, scalar multiplication, matrix
multiplication, Schur multiplication, and conjugate transpose.

An isomorphism between coherent algebras A and B is a bijective linear map φ : A → B
that preserves all operations of a coherent algebra, i.e.,

φ(M†) = φ(M)† for all M ∈ A;
φ(MN) = φ(M)φ(N) for all M,N ∈ A;
φ(M •N) = φ(M) • φ(N) for all M,N ∈ A.

As a consequence of the above, we must have that φ(I) = I and φ(J) = J . More generally,
if φ is an isomorphism of coherent algebras A and B, then φ maps the elements of the unique
01 basis of A to those of B in a manner that preserves how the basis elements relate to one
another (this is made precise in [16]).

I Definition 17. If G and H are two graphs with respective adjacency matrices AG and
AH and coherent algebras AG and AH , then we say that G and H are equivalent if there
exists an isomorphism φ from AG to AH such that φ(AG) = AH . We refer to the map φ as
an equivalence of G and H.

Note that the condition φ(AG) = AH completely determines the function φ on AG. In
Section 5.4, we show that two graphs are DNN -isomorphic if and only if they are equivalent.

5.3 Partially Coherent Algebras
Suppose that S is some subset of Cn×n. We say that an algebra A is an S-partially coherent
algebra if A contains the identity, is self-adjoint, contains the all ones matrix, and is closed
under Schur multiplication by any matrix in S.

As with coherent algebras, it is easy to see that the intersection of two S-partially coherent
algebras is an S-partially coherent algebra. Therefore, there is some minimal S-partially
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coherent algebra for any S. This will be equal to the set of matrices that can be expressed
using the elements of S ∪ {I, J} and a finite number of the operations of addition, scalar
multiplication, matrix multiplication, conjugate transposition, and Schur multiplication
where at least one of the factors is an element of S.

We define the partially coherent algebra of a graph G, denoted ÂG, to be the minimal
S-partially coherent algebra where S = {I, AG}. Note that this will also be S′-partially
coherent for S′ = {I, AG, AG} since AG = J − I −AG and J is the Schur identity.

I Definition 18. Let G and H be graphs with adjacency matrices AG and AH and partially
coherent algebras ÂG and ÂH respectively. We say that G and H are partially equivalent if
there exists a linear bijection φ : ÂG → ÂH such that
1. φ(M†) = φ(M)† for all M ∈ ÂG;
2. φ(MN) = φ(M)φ(N) for all M,N ∈ ÂG;
3. φ(I) = I, φ(AG) = AH , and φ(J) = J ;
4. φ(M •N) = φ(M) • φ(N) for all M ∈ {I, AG} and N ∈ ÂG.
We refer to φ as a partial equivalence of G and H.

5.4 Characterizations of DN N - and S+-Isomorphisms
Using the ideas from the previous sections we can now give our characterizations of DNN -
and S+-isomorphisms (full proof given in [16]):

I Theorem 19. Let G and H be graphs. Then G ∼=DNN H if and only if G and H are
equivalent. Also, G ∼=S+ H if and only if G and H are partially equivalent.

The proof of the above goes roughly as follows: If G ∼=DNN H, then there exists a
DNN -isomorphism matrix M and corresponding isomorphism map ΦM . When restricted to
the coherent algebra AG, the map ΦM is an equivalence of G and H. Conversely, suppose
φ is an equivalence of G and H, and let Π be the orthogonal projection of CV (G)×V (G) to
AG, then the Choi matrix of the map φ ◦Π is a DNN -isomorphism matrix for G to H. The
proof for S+-isomorphism is similar.

There is a well known algorithm, known as the Weisfeiler-Lehman algorithm, that
determines whether two graphs are equivalent. Thus DNN -isomorphism is polynomial time
decidable. We do not yet know the complexity of S+-isomorphism, but we suspect it is also
polynomial time decidable.

We can use the above characterizations of DNN - and S+-isomorphisms to prove the
following results for 1-walk-regular and distance regular graphs (proofs given in [16]):

I Theorem 20. Let G be a connected 1-walk-regular graph. If H is a graph, then G ∼=S+ H

if and only if H is a connected 1-walk-regular graph that is cospectral to G.

I Theorem 21. Let G be a distance regular graph. If H is a graph, then G ∼=DNN H if and
only if H is a distance regular graph that is cospectral to G.

I Lemma 22. If G ∼=DNN H, then G and H have the same radius and diameter.

6 Separations

In Section 3.1 we saw that isomorphism and quantum isomorphism are distinct relations. In
this section we show that the rest of relations we have defined are distinct from one another.
Here we give examples and brief explanations, but the full details are in [16].
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Quantum vs. DN N -Isomorphism. The 4× 4 rook’s graph and the Shrikhande graph are
cospectral distance regular graphs. Therefore, they are DNN -isomorphic by Theorem 21.
However, we show that their complements have different quantum chromatic numbers, a
parameter that is preserved by quantum isomorphism (see [3] for details).

DN N -Isomorphism vs. S+-Isomorphism. The 4-cube graph has the binary strings of
length 4 as its vertices, two being adjacent if they differ in exactly one bit. The Hoffman graph
is the unique cospectral mate of the 4-cube, and they are both connected and 1-walk-regular.
Therefore they are S+-isomorphic by Theorem 20. However, the 4-cube has radius 4 and the
Hoffman graph has radius 3, thus they are not DNN -isomorphic by Lemma 22.

S+-Isomorphism vs. Non-signalling Isomorphism. By Lemma 16, any pair of k-regular
graphs on n vertices for some n and k that are not cospectral will work for this. For example,
the 6-cycle and two disjoint 3-cycles will do.

Acknowledgements. The authors would like to especially thank Albert Atserias who was
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References
1 Alex Arkhipov. Extending and characterizing quantum magic games, 2012. arXiv:1209.

3819.
2 Albert Atserias, Andrei Bulatov, and Anuj Dawar. Affine systems of equations and counting

infinitary logic. Theoretical Computer Science, 410(18):1666–1683, 2009. A preliminary
version appeared in ICALP 2007. doi:10.1016/j.tcs.2008.12.049.

3 Albert Atserias, Laura Mančinska, David E. Roberson, Robert Šámal, Simone Severini,
and Antonios Varvitsiotis. Quantum and non-signalling graph isomorphisms, 2016. URL:
https://arxiv.org/abs/1611.09837, arXiv:1611.09837.

4 László Babai. Automorphism groups, isomorphism, reconstruction. In Handbook of Com-
binatorics (Vol. 2), pages 1447–1540. MIT Press, 1995. doi:233228.233236.

5 László Babai. Graph isomorphism in quasipolynomial time, 2015. arXiv:1512.03547.
6 László Babai, Paul Erdős, and Stanley M. Selkow. Random graph isomorphism. SIAM

Journal on Computing, 9(3):628–635, 1980. doi:10.1137/0209047.
7 Jin-Yi Cai, Martin Fürer, and Neil Immerman. An optimal lower bound on the number

of variables for graph identification. Combinatorica, 12(4):389–410, 1992. doi:10.1007/
BF01305232.

8 Peter J. Cameron, Ashley Montanaro, Michael W. Newman, Simone Severini, and Andreas
Winter. On the quantum chromatic number of a graph. Electronic Journal of Combinat-
orics, 14(1), 2007. arXiv:quant-ph/0608016.

9 Richard Cleve and Rajat Mittal. Characterization of binary constraint system games. In
Proceedings of the 41st International Colloquium on Automata, Languages, and Program-
ming, ICALP’14, pages 320–331. Springer, 2014. arXiv:1209.2729.

10 Uriel Feige, Shafi Goldwasser, László Lovász, S. Safra, and M. Szegedy. Approximating
clique is almost NP-complete (preliminary version). In Proceedings of the 32nd Annual
Symposium on Foundations of Computer Science, SFCS’91, pages 2–12, 1991. doi:10.
1109/SFCS.1991.185341.

11 Luuk Gijben. On approximations, complexity, and applications for copositive programming.
PhD thesis, 2015.

12 Martin Grohe. Descriptive Complexity, Canonisation, and Definable Graph Structure The-
ory. Draft manuscript, 2013. Available online.

ICALP 2017

http://arxiv.org/abs/1209.3819
http://arxiv.org/abs/1209.3819
http://dx.doi.org/10.1016/j.tcs.2008.12.049
https://arxiv.org/abs/1611.09837
http://arxiv.org/abs/1611.09837
http://dx.doi.org/233228.233236
http://arxiv.org/abs/1512.03547
http://dx.doi.org/10.1137/0209047
http://dx.doi.org/10.1007/BF01305232
http://dx.doi.org/10.1007/BF01305232
http://arxiv.org/abs/quant-ph/0608016
http://arxiv.org/abs/1209.2729
http://dx.doi.org/10.1109/SFCS.1991.185341
http://dx.doi.org/10.1109/SFCS.1991.185341
https://www.lii.rwth-aachen.de/en/13-mitarbeiter/professoren/39-book-descriptive-complexity.html


76:14 Relaxations of Graph Isomorphism

13 Monique Laurent and Teresa Piovesan. Conic approach to quantum graph parameters
using linear optimization over the completely positive semidefinite cone. SIAM Journal on
Optimization, 25(4):2461–2493, 2015. doi:10.1137/14097865X.

14 Laura Mančinska and David E. Roberson. Quantum homomorphisms. Journal of Combin-
atorial Theory, Series B, 118:228–267, 2016. arXiv:1212.1724.

15 Laura Mančinska, David E. Roberson, and Antonios Varvisotis. On deciding the existence
of perfect entangled strategies for nonlocal games. Chicago Journal of Theoretical Computer
Science, 2016(5), 2016. arXiv:1506.07429.

16 Laura Mančinska, David E. Roberson, and Antonios Varvitsiotis. Semidefinite relaxations
of (quantum) graph isomorphism. Available online, 2017.

17 Brendan D. McKay and Adolfo Piperno. Practical graph isomorphism, II. Journal of
Symbolic Computation, 60:94–112, 2014. arXiv:1301.1493.

18 Benjamin Musto and Jamie Vicary. Quantum Latin squares and unitary error bases, 2015.
arXiv:1504.02715.

19 Ryan O’Donnell, John Wright, Chenggang Wu, and Yuan Zhou. Hardness of Robust
Graph Isomorphism,Lasserre Gaps, and Asymmetry of Random Graphs, pages 1659–1677.
ACM/SIAM, 2014. arXiv:1401.2436, doi:10.1137/1.9781611973402.120.

20 Carlos M. Ortiz and Vern I. Paulsen. Quantum graph homomorphisms via operator systems.
Linear Algebra and its Applications, 497:23–43, 2016. arXiv:1505.00483.

21 Vern I. Paulsen, Simone Severini, Daniel Stahlke, Ivan G. Todorov, and Andreas Winter.
Estimating quantum chromatic numbers. Journal of Functional Analysis, 270(6):2188–2222,
2016. arXiv:1407.6918.

22 Motakuri V. Ramana, Edward R. Scheinerman, and Daniel Ullman. Fractional isomorphism
of graphs. Discrete Mathematics, 132(1):247–265, 1994. doi:10.1016/0012-365X(94)
90241-0.

23 David E. Roberson. Variations on a Theme: Graph Homomorphisms. PhD thesis, Univer-
sity of Waterloo, 2013.

24 David E. Roberson. Conic formulations of graph homomorphisms. Journal of Algebraic
Combinatorics, pages 1–37, 2016. arXiv:1411.6723, doi:10.1007/s10801-016-0665-y.

25 Jamie Sikora and Antonios Varvitsiotis. Linear conic formulations for two-party correlations
and values of nonlocal games. Mathematical Programming, pages 1–33, 2015. arXiv:
1506.07297.

26 Edwin R. van Dam and Willem H. Haemers. Which graphs are determined by their
spectrum? Linear Algebra and its Applications, 373:241–272, 2003. doi:10.1016/
S0024-3795(03)00483-X.

http://dx.doi.org/10.1137/14097865X
http://arxiv.org/abs/1212.1724
http://arxiv.org/abs/1506.07429
https://docs.google.com/viewer?a=v&pid=sites&srcid=ZGVmYXVsdGRvbWFpbnxkYXZpZGVyb2JlcnNvbnxneDo1OGUyM2ZlMDQ1YTZlNTI3
http://arxiv.org/abs/1301.1493
http://arxiv.org/abs/1504.02715
http://arxiv.org/abs/1401.2436
http://dx.doi.org/10.1137/1.9781611973402.120
http://arxiv.org/abs/1505.00483
http://arxiv.org/abs/1407.6918
http://dx.doi.org/10.1016/0012-365X(94)90241-0
http://dx.doi.org/10.1016/0012-365X(94)90241-0
http://arxiv.org/abs/1411.6723
http://dx.doi.org/10.1007/s10801-016-0665-y
http://arxiv.org/abs/1506.07297
http://arxiv.org/abs/1506.07297
http://dx.doi.org/10.1016/S0024-3795(03)00483-X
http://dx.doi.org/10.1016/S0024-3795(03)00483-X


Honest Signaling in Zero-Sum Games Is Hard,
and Lying Is Even Harder∗†

Aviad Rubinstein

UC Berkeley, Berkeley, CA, USA
aviad@eecs.berkeley.edu

Abstract
We prove that, assuming the exponential time hypothesis, finding an ε-approximately optimal
signaling scheme in a two-player zero-sum game requires quasi-polynomial time (nΩ̃(lgn)). This
is tight by [8] and resolves an open question of Dughmi [12]. We also prove that finding a
multiplicative approximation is NP-hard.

We also introduce a new model where a dishonest signaler may publicly commit to use one
scheme, but post signals according to a different scheme. For this model, we prove that even
finding a (1− 2−n)-approximately optimal scheme is NP-hard.
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1 Introduction

Many classical questions in economics involve extracting information from strategic agents.
Lately, there has been growing interest within algorithmic game theory in signaling: the study
of how to reveal information to strategic agents (see e.g. [16, 13, 14, 12, 8] and references
therein). Signaling has been studied in many interesting economic and game theoretic
settings. Among them, Zero-Sum Signaling proposed by Dughmi [12] stands out as a
canonical problem that cleanly captures the computational nature of signaling. In particular,
focusing on zero-sum games clears away issues of equilibrium selection and computational
tractability of finding an equilibrium.

I Definition 1 (Zero-Sum Signaling [12]). Alice and Bob play a Bayesian zero-sum game
where the payoff matrix M is drawn from a publicly known prior. The signaler Sam privately
observes the state of nature (i.e. the payoff matrix), and then publicly broadcasts a signal
ϕ (M) to both Alice and Bob. Alice and Bob Bayesian-update their priors according to
ϕ (M)’s and play the Nash equilibrium of the expected game; but they receive payoffs
according to the true M . Sam’s goal is to design an efficient signaling scheme ϕ (a function
from payoff matrices to strings) that maximizes Alice’s expected payoff.

Dughmi’s [12] main result proves that assuming the hardness of the Planted Clique
problem, there is no additive FPTAS for Zero-Sum Signaling. The main open question
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left by [12] is whether there exists an additive PTAS. Here we answer this question in the
negative: we prove that assuming the Exponential Time Hypothesis (ETH) [15], obtaining an
additive-ε-approximation (for some constant ε > 0) requires quasi-polynomial time (nΩ̃(lgn)).
This result is tight thanks to a recent quasi-polynomial (n

lgn
poly(ε) ) time algorithm by Cheng

et al. [8]. Another important advantage of our result is that it replaces the hardness of
Planted Clique with a more believable worst-case hardness assumption (see e.g. the
discussion in [7]).

I Theorem 2 (Main Result). There exists a constant ε > 0, such that assuming ETH,
approximating Zero-Sum Signaling with payoffs in [−1, 1] to within an additive ε requires
time nΩ̃(lgn).

Using a similar construction, we also obtain NP-hardness for computing a multiplicative-
(1− ε)-approximation. Unfortunately, in our example Alice can receives both negative and
positive payoffs, which is somewhat non-standard (but not unprecedented [9]) in multiplicative
approximation. One main reason that multiplicative approximation with negative payoffs
is problematic is that this is often trivially intractable for any finite factor: Start with a
tiny additive gap, where Alice’s expected payoff is c in the “yes” case, and s = c− ε in the
“no” case; subtract (c+ s) /2 from all of Alice’s payoffs to obtain an infinite multiplicative
hardness. We note, however, that the combination of negative and positive payoffs in our
construction serves only to obtain structural constraints on the resulting equilibria; the
hardness of approximation is not a result of cancellation of negative with positive payoffs:
Alice’s payoff can be decomposed as a difference of non-negative payoffs U = U+ − U−, such
that it is hard to approximate Alice’s optimal payoff to within ε · E [U+ + U−]. Nevertheless,
we believe that extending this result to non-negative payoffs could be very interesting.

I Theorem 3. There exists a constant ε > 0, such that it is NP-hard to approximate
Zero-Sum Signaling to within a multiplicative (1− ε) factor.

Finally, we note that since all our games are zero-sum, the hardness results for Zero-
Sum Signaling also apply to the respective notions of additive- and multiplicative-ε-Nash
equilibrium.

1.1 The computational complexity of lying
As a motivating example, consider the purchase of a used car (not a zero-sum game, but a
favorite setting in the study of signaling since Akerlof’s seminal “Market for Lemons” [2]),
and let us focus on the information supplied by a third party such as a mechanic inspection.
The mechanic (Sam) publishes a signaling scheme: report any problem found in a one-hour
inspection. Unbeknownst to the buyer (Bob), the mechanic favors the seller (Alice), and
chooses to use a different signaling scheme: always report that the car is in excellent condition.
Notice that it is crucial that the buyer does not know that the mechanic is lying (and more
generally, we assume that neither party knows that the signaler is lying).

Much of the work in economics is motivated by selfish agents manipulating their private
information. Here we introduce a natural extension of Dughmi’s signaling model, where the
signaler manipulates his private information. We formalize this extension in the Zero-Sum
Lying problem, where the signaling scheme consists of two functions ϕalleged (“report any
problem found”) and ϕreal (“car is in excellent condition”) from payoff matrices to signals.
Sam promises Alice and Bob to use ϕalleged, which is what Alice and Bob use to compute
the posterior distribution given the signal (i.e. the seller and buyer look at the mechanic’s
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report and negotiate a price as if the state of the car is correctly reflected). But instead Sam
signals according to ϕreal.

We formally define the Zero-Sum Lying problem below; notice that the original Zero-
Sum Signaling (Definition 1) corresponds to the special case where we restrict ϕreal =
ϕalleged.

I Definition 4 (Zero-Sum Lying). Alice and Bob play a Bayesian, one-shot, zero-sum
game where the payoff matrix is drawn from a publicly known prior. A dishonest signaling
scheme consists of two (possibly randomized) functions ϕalleged, ϕreal from payoff matrices
to signals, that induce the following protocol:

Nature draws a private payoff matrix M ∼ Dnature.
Alice and Bob observe the scheme ϕalleged and the signal σ , ϕreal (M). (But they
don’t know the scheme ϕreal!)
Alice and Bob choose a Nash equilibrium (x; y) for the zero-sum game with payoff matrix
E [M ′ | ϕalleged (M ′) = σ]1.

(We assume that the support of ϕreal is contained in the support of ϕalleged.)
Alice and Bob receive payoffs x>My and −x>My, respectively.

Sam’s goal is to compute a pair (ϕalleged, ϕreal) that maximizes Alice’s expected payoff.

In the toy-setting of a biased car inspection, the Sam’s optimal strategy was very simple.
In contrast, we show that for a general distribution over zero-sum games, it is NP-hard
to find a pair (ϕalleged, ϕreal) that is even remotely close to optimal. Notice that this is
very different from the honest case where, as we mentioned earlier, NP-hardness of additive
approximation is unlikely given the additive quasi-PTAS of [8].

I Theorem 5. Approximating Zero-Sum Lying with Alice’s payoffs in [0, 1] to within an
additive (1− 2−n) is NP-hard.

Further discussion of dishonest signaling

It is important to note that the dishonest signaling model has a few weaknesses:
Alice and Bob must believe the dishonest signaler. (See also further discussion below.)
In particular, Sam cheats in favor of Alice, but Alice doesn’t know about it – so what’s
in it for Sam? Indeed, we assume that Sam has some intrinsic interest in Alice winning,
e.g. because Sam loves Alice or owns some of her stocks.
The game for which players’ strategies are at equilibrium may be very different from the
actual game. Note, however, that this is also the case for the honest signaling model
(when the signaling scheme is not one-to-one).
The players may receive different payoffs for different equilibria; this may raise issues of
equilibrium selection.

Despite those disadvantages, we believe that our simple model is valuable because it already
motivates surprising results such as our Theorem 5. On a higher level, we hope that it
will inspire research on many other interesting aspects on dishonest signaling. For example,
notice that in our model Sam lies without any reservation; if, per contra, the game was
repeated infinitely many times, one would expect that Alice and Bob will eventually stop

1 When ϕalleged, ϕreal are randomized, we have σ ∼ ϕreal (M) and expectation conditioned on
E
[
M ′ | σ ∼ ϕalleged

(
M ′
)]

.
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believing the signals, hence only honest signaling is possible. There is also a spectrum of
intermediate situations, where Alice and Bob observe some partial information about past
games (e.g. marginal distribution of signals) and may encounter questions about distribution
testing.

Another related direction of potential future research is to think about Sam’s incentives.
When is honest signaling optimal for Sam? When is it approximately optimal? How should
one design an effective “punishing” mechanism?

1.2 Concurrent work of Bhaskar et al.
In independent concurrent work by Bhaskar et al. [5], quasi-polynomial time hardness for
additive approximation of Zero-Sum Signaling was obtained assuming the hardness of
the Planted Clique problem (among other interesting results2 about network routing
games and security games). Although we are not aware of a formal reduction, hardness
of Planted Clique is a qualitatively stronger assumption than ETH in the sense that it
requires average case instances to be hard. Hence in this respect, our result is stronger.

1.3 Techniques
Our main ingredient for the quasi-polynomial hardness is the technique of “birthday repetition”
coined by [1] and recently applied in game theoretic settings in [7, 4]: We reduce from a
2-ary constraint satisfaction problem (2-CSP) over n variables to a distribution over N
zero-sum N × N games, with N = 2Θ(√n). Alice and Bob’s strategies correspond to
assignments to tuples of

√
n variables. By the birthday paradox, the two

√
n-tuples chosen

by Alice and Bob share a constraint with constant probability. If a constant fraction of the
constraints are unsatisfiable, Alice’s payoff will suffer with constant probability. Assuming
ETH, approximating the value of the CSP requires time 2Ω̃(n) = N Ω̃(lgN).

1.3.0.1 The challenge

The main difficulty is that once the signal is public, the zero-sum game is tractable. Thus we
would like to force the signaling scheme to output a satisfying assignment. Furthermore, if the
scheme would output partial assignments on different states of nature (aka different zero-sum
games in the support), it is not clear how to check consistency between different signals.
Thus we would like each signal to contain an entire satisfying assignment. The optimal
scheme may be very complicated and even require randomization, yet by an application of
the Caratheodory Theorem the number of signals is, wlog, bounded by the number of states
of nature [12]. If the state of nature can be described using only lgN = Θ̃ (

√
n) bits3, how

can we force the scheme to output an entire assignment?
To overcome this obstacle, we let the state of nature contain a partial assignment to

a random
√
n-tuple of variables. We then check the consistency of Alice’s assignment

with nature’s assignment, Bob’s assignment with nature’s assignment, and Alice and Bob’s
assignments with each other; let τA,Z , τB,Z , τA,B denote the outcomes of those consistency
checks, respectively. Alice’s payoff is given by:

U = δτA,Z − δ2τB,Z + δ3τA,B

2 For zero-sum games, Bhaskar et al. also rule out an additive FPTAS assuming P 6= NP. This result
follows immediately from our Theorem 14.

3 In other words, N , the final size of the reduction, is an upper bound on the number of states of nature.
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for some small constant δ ∈ (0, 1). Now, both Alice and Bob want to maximize their chances
of being consistent with nature’s partial assignment, and the signaling scheme gains by
maximizing τA,B .

Of course, if nature outputs a random assignment, we have no reason to expect that it
can be completed to a full satisfying assignment. Instead, the state of nature consists of N
assignments, and the signaling scheme helps Alice and Bob play with the assignment that
can be completed.

Several other obstacles arise; fortunately some can be handled using techniques from
previous works on hardness of finding Nash equilibrium [3, 10, 4].

2 Preliminaries

Exponential Time Hypothesis

I Hypothesis 6 (Exponential Time Hypothesis (ETH) [15]). 3SAT takes time 2Ω(n).

PCP Theorem and CSP

I Definition 7 (2CSP). 2-CSP (2-ary Constraint Satisfaction Problem) is a maximization
problem. The input is a graph G = (V,E), alphabet Σ, and a constraint Ce ⊆ Σ × Σ for
every e ∈ E.

The output is a labeling ϕ : V → Σ of the vertices. Given a labeling, we say that a
constraint (or edge) (u, v) ∈ E is satisfied if ϕ (u) , ϕ (v) ∈ C(u,v). The value of a labeling
is the fraction of e ∈ E that are satisfied by the labeling. The value of the instance is the
maximum fraction of constraints satisfied by any assignment.

I Theorem 8 (PCP Theorem [11]; see e.g. [6, Theorem 2.11] for this formulation). Given
a 3SAT instance φ of size n, there is a polynomial time reduction that produces a 2CSP
instance ψ, with size |ψ| = n · polylogn variables and constraints, and constant alphabet size,
such that:
Completeness. If φ is satisfiable, then so is ψ.
Soundness. If φ is not satisfiable, then at most a (1− η)-fraction of the constraints in ψ

can be satisfied, for some η = Ω (1).
Balance. Every variable in ψ participates in exactly d = O (1) constraints.

Finding a good partition

I Lemma 9 (Essentially [4, Lemma 6]). Let G = (V,E) be a d-regular graph and n , |V |.
We can partition V into n/k disjoint subsets

{
S1, . . . , Sn/k

}
of size at most 2k such that:

∀i, j |(Si × Sj) ∩ E| ≤ 8d2k2/n . (1)

See full version for proof [17].

How to catch a far-from-uniform distribution

The following lemma due to [10] implies that:

I Lemma 10 (Lemma 3 in the full version of [10]). Let {ai}ni=1 be real numbers satisfying the
following properties for some θ > 0: (1) a1 ≥ a2 ≥ · · · ≥ an; (2)

∑
ai = 0; (3)

∑n/2
i=1 ai ≤ θ.

Then
∑n
i=1 |ai| ≤ 4θ.

ICALP 2017



77:6 Honest Signaling in Zero-Sum Games Is Hard, and Lying Is Even Harder

3 Additive hardness

I Theorem 11. There exists a constant ε > 0, such that assuming ETH, approximating
Zero-Sum Signaling with payoffs in [−1, 1] to within an additive ε requires time nΩ̃(lgn).

Construction overview

Our reduction begins with a 2CSP ψ over n variables from alphabet Σ. We partition the
variables into n/k disjoint subsets

{
S1, . . . , Sn/k

}
, each of size at most 2k for k =

√
n such

that every two subsets share at most a constant number of constraints.
Nature chooses a random subset Si from the partition, a random assignment ~u ∈ Σ2k to

the variables in Si, and an auxiliary vector b̂ ∈ {0, 1}Σ×[2k]. As mentioned in Section 1.3, ~u
may not correspond to any satisfying assignment. Alice and Bob participate in one of |Σ|2k

subgames; for each ~v ∈ Σ2k, there is a corresponding subgame where all the assignments are
XOR-ed with ~v. The goal of the auxiliary vector b̂ is to force Alice and Bob to participate in
the right subgame, i.e. the one where the XOR of ~v and ~u can be completed to a full satisfying
assignment. In particular, the optimum signaling scheme reveals partial information about b̂
in a way that guides Alice and Bob to participate in the right subgame. The scheme also
outputs the full satisfying assignment, but reveals no information about the subset Si chosen
by nature.

Each player has
(
|Σ|2k × 2

)
×
(
n/k ×

(
n/k
n/2k

)
× |Σ|2k

)
= 2Θ(√n) strategies. The first

|Σ|2k strategies correspond to a Σ-ary vector ~v that the scheme will choose after observing
the random input. The signaling scheme forces both players to play (w.h.p.) the strategy
corresponding to ~v by controlling the information that corresponds to the next 2 strategies.
Namely, for each ~v′ ∈ Σ2k, there is a random bit b (~v′) such that each player receives a payoff
of 1 if they play (~v′, b (~v′)) and 0 for (~v′, 1− b (~v′)). The b’s are part of the state of nature,
and the optimal signaling scheme will reveal only the bit corresponding to the special ~v.
Since there are |Σ|2k bits, nature cannot choose them independently, as that would require
2|Σ|2k states of nature. Instead we construct a pairwise independent distribution.

The next n/k strategies correspond to the choice of a subset Si from the specified partition
of variables. The

(
n/k
n/2k

)
strategies that follow correspond to a gadget due to Althofer [3]

whereby each player forces the other player to randomize (approximately) uniformly over the
choice of subset.

The last |Σ|2k strategies correspond to an assignment to Si. The assignment to each Si
is XOR-ed entry-wise with ~v. Then, the players are paid according to checks of consistency
between their assignments, and a random assignment to a random Si picked by nature.
(The scheme chooses ~v so that nature’s random assignment is part of a globally satisfying
assignment.) Each player wants to pick an assignment that passes the consistency check
with nature’s assignment. Alice also receives a small bonus if her assignment agrees with
Bob’s; thus her payoff is maximized when there exists a globally satisfying assignment.

See formal construction below, or refer to summary table in full version [17].

Formal construction

Let ψ be a 2CSP-d over n variables from alphabet Σ, as guaranteed by Theorem 8. In
particular, ETH implies that distinguishing between a completely satisfiable instance and
(1− η)-satisfiable requires time 2Ω̃(n). By Lemma 9, we can (deterministically and efficiently)
partition the variables into n/k subsets

{
S1, . . . , Sn/k

}
of size at most 2k = 2

√
n, such that

every two subsets share at most 8d2k2/n = O (1) constraints.
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States of nature. Nature chooses a state
(
b̂, i, ~u

)
∈ {0, 1}Σ×[2k] × [n/k]× Σ2k uniformly

at random. For each ~v, b (~v) is the XOR of bits from b̂ that correspond to entries of ~v:

∀~v ∈ Σ2k b (~v) ,

 ⊕
(σ,`) : [~v]`=σ

[
b̂
]

(σ,`)

 .

Notice that the b (~v)’s are pairwise independent and each marginal distribution is uniform
over {0, 1}.

Strategies. Alice and Bob each choose a strategy (~v, c, j, T, ~w) ∈ Σ2k × {0, 1} × [n/k] ×([n/k]
n/2k

)
×Σ2k. We use ~vA, cA, etc. to denote the strategy Alice plays, and similarly ~vB , cB , etc.

for Bob. For σ, σ′ ∈ Σ, we denote σ ⊕Σ σ
′ , σ + σ′ (mod |Σ|), and for vectors ~v,~v′ ∈ Σ2k,

we let ~v ⊕Σ ~v
′ ∈ Σ2k denote the entry-wise ⊕Σ.

Payoffs. Consider state of nature
(
b̂, i, ~u

)
and players’ strategies

(
~vA, cA, jA, TA, ~wA

)
and(

~vB , cB , jB , TB , ~wB
)
.

When ~vA = ~vB = ~v, we set τA,Z = 1 if assignments ~wA and (~v ⊕Σ ~u) to subsets SjA and Si,
respectively, satisfy all the constraints in ψ that are determined by

(
Si ∪ SjA

)
, and τA,Z = 0

otherwise. Similarly, τB,Z = 1 iff ~wB and (~v ⊕Σ ~u) satisfy the corresponding constraints in
ψ; and τA,B checks ~wA and ~wB . When ~vA 6= ~vB , we set τA,Z = τB,Z = τA,B = 0.

We decompose Alice’s payoff as:

UA , UAb + UAAlthofer + UAψ ,

where

UAb , 1
{
cA = b

(
~vA
)}
− 1

{
cB = b

(
~vB
)}
,

UAAlthofer , 1
{
jB ∈ TA

}
− 1

{
jA ∈ TB

}
,

and

UAψ , δτA,Z − δ2τB,Z + δ3τA,B , (2)

for a sufficiently small constant 0 < δ � √η.

Completeness

I Lemma 12. If ψ is satisfiable, there exists a signaling scheme and a mixed strategy for
Alice that guarantees expected payoff δ − δ2 + δ3.

Proof. Fix a satisfying assignment ~α ∈ Σn. Given state of nature
(
b̂, i, ~u

)
, let ~v be such

that (~v ⊕Σ ~u) = [~α]Si . The scheme outputs the signal (~v, b (~v) , ~α). Alice’s mixed strategy
sets

(
~vA, cA

)
= (~v, b (~v)), picks jA and TA uniformly at random, and sets ~wA = [~α]SjA .

Because Bob has no information about b (~v′) for any ~v′ 6= ~v, he has probability 1/2 of
losing whenever he picks ~vB 6= ~v, i.e. E

[
UAb
]
≥ 1

2 Pr
[
~vB 6= ~v

]
. Furthermore, because Alice

chooses TA and jA uniformly, E
[
UAAlthofer

]
= 0.

Since ~α completely satisfies ψ, we have that τA,Z = 1 as long as ~vB = ~v (regardless of the
rest of Bob’s strategy). Bob’s goal is thus to maximize E

[
δ2τB,Z − δ3τA,B

]
. Notice that ~wA

and (~v ⊕Σ ~u) are two satisfying partial assignments to uniformly random subsets from the
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partition. In particular, they are both drawn from the same distribution, so we have that for
any mixed strategy that Bob plays, E

[
τB,Z

]
= E

[
τA,B

]
. Therefore Alice’s payoff is at least

(
δ − δ2 + δ3)Pr

[
~vB = ~v

]
+ 1

2 Pr
[
~vB 6= ~v

]
≥ δ − δ2 + δ3. J

Soundness

I Lemma 13. If at most a (1− η)-fraction of the constraints are satisfiable, Alice’s maxmin
payoff is at most δ − δ2 + (1− Ωη (1)) δ3, for any signaling scheme.

Proof. Fix any mixed strategy by Alice; we show that Bob can guarantee a payoff of at least
−
(
δ − δ2 + (1− Ωη (1)) δ3). On any signal, Bob chooses

(
~vB , cB

)
from the same distribution

that Alice uses for
(
~vA, cA

)
. He chooses jB uniformly, and picks TB so as to minimize

E
[
UAAlthofer

]
. Finally, for each jB, he draws ~wB from the same marginal distribution that

Alice uses for ~wA conditioning on jA = jB (and uniformly at random if Alice never plays
jA = jB). By symmetry, E

[
UAb
]

= 0 and E
[
UAAlthofer

]
≤ 0.

In this paragraph, we use Althoefer’s gadget to argue that, wlog, Alice’s distribution
over the choice of jA is approximately uniform. In Althofer’s gadget, Alice can guarantee an
(optimal) expected payoff of 0 by randomizing uniformly over her choice of jA and TA. By
Lemma 10, if Alice’s marginal distribution over the choice of jA is 8δ2-far from uniform (in
total variation distance), then Bob can guess that jA is in some subset TB ∈

([n/k]
n/2k

)
with

advantage (over guessing at random) of at least 2δ2. Therefore E
[
UAAlthofer

]
≤ −2δ2; but

this would imply E
[
UA
]
≤ −2δ2 + E

[
UAψ

]
≤ δ − 2δ2 + δ3. So henceforth we assume wlog

that Alice’s marginal distribution over the choice of jA is O
(
δ2)-close to uniform (in total

variation distance).
Since Alice’s marginal distribution over jA is O

(
δ2)-close to uniform, we have that Bob’s

distribution over
(
jB , ~wB

)
is O

(
δ2)-close to Alice’s distribution over

(
jA, ~wA

)
. Therefore

E
[
τB,Z

]
≥ E

[
τA,Z

]
−O

(
δ2), and so we also get:

E
[
UA
]
≤ E

[
UAψ
]
≤ δ − δ2 + δ3E

[
τA,B

]
+O

(
δ4) . (3)

Bounding E
[
τ A,B

]
. To complete the proof, it remains to show an upper bound on E

[
τA,B

]
.

In particular, notice that it suffices to bound the probability that Alice’s and Bob’s induced
assignments agree. Intuitively, if they gave assignments to uniformly random (and independ-
ent) subsets of variables, the probability that their assignments agree cannot be much higher
than the value of the 2CSP; below we formalize this intuition.

By the premise, any assignment to all variables violates at least an η-fraction of the
constraints. In particular, this is true in expectation for assignments drawn according to
Alice’s and Bob’s mixed strategy. This is a bit subtle: in general, it is possible that Alice’s
assignment alone doesn’t satisfy many constraints and neither does Bob’s, but when we check
constraints between Alice’s and Bob’s assignments everything satisfied (for example, think of
the 3-Coloring CSP, where Alice colors all her vertices blue, and Bob colors all his vertices
red). Fortunately, this subtlety is irrelevant for our construction since we explicitly defined
Bob’s mixed strategy so that conditioned on each set Sj of variables, Alice and Bob have the
same distribution over assignments.

The expected number of violations between pairs directly depends on the value of the
2CSP. To bound the probability of observing at least one violations, recall that every pair
of subsets shares at most a constant number of constraints, so this probability is within a
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constant factor of the expected number of violations. In particular, an Ω (η)-fraction of the
pairs of assignments chosen by Alice and Bob violate ψ.

Finally, Alice doesn’t choose jA uniformly at random; but her distribution is O
(
δ2)-close

to uniform. Therefore, we have E
[
τA,B

]
≤ 1− Ω (η) +O

(
δ2). Plugging into (3) completes

the proof. J

4 Multiplicative hardness

I Theorem 14. There exists a constant ε > 0, such that it is NP-hard to approximate
Zero-Sum Signaling to within a multiplicative (1− ε) factor.

Construction overview

Our reduction begins with a 2CSP ψ over n variables from alphabet Σ.
Nature chooses a random index i ∈ [n], a random assignment u ∈ Σ for variable xi, and an

auxiliary vector ~b ∈ {0, 1}Σ. Notice that u may not correspond to any satisfying assignment.
Alice and Bob participate in one of |Σ| subgames; for each v ∈ Σ, there is a corresponding
subgame where all the assignments are XOR-ed with v. The optimum signaling scheme
reveals partial information about ~b in a way that guides Alice and Bob to participate in the
subgame where the XOR of v and u can be completed to a full satisfying assignment. The
scheme also outputs the full satisfying assignment, but reveals no information about the
index i chosen by nature.

Alice has (|Σ| × 2)× (n× n× |Σ|) = Θ
(
n2) strategies, and Bob has an additional choice

among n strategies (so Θ
(
n3) in total). The first |Σ| strategies correspond to a value v ∈ Σ

that the scheme will choose after observing the state of nature. The signaling scheme forces
both players to play (w.h.p.) the strategy corresponding to v by controlling the information
that corresponds to the next 2 strategies. Namely, for each v′ ∈ Σ, there is a random bit b (v′)
such that each player receives a small bonus if they play (v′, b (v′)) and not (v′, 1− b (v′)).
The b’s are part of the state of nature, and the signaling scheme will reveal only the bit
corresponding to the special v.

The next n strategies correspond to a choice of a variable j ∈ [n]. The n strategies that
follow correspond to a hide-and-seek gadget whereby each player forces the other player
to randomize (approximately) uniformly over the choice of j. For Bob, the additional n
strategies induce a hide-and-seek game against nature, which serves to verify that the scheme
does not reveal too much information about the state of nature (this extra verification was
unnecessary in the reduction for additive inapproximability).

The last |Σ| strategies induce an assignment for xj . The assignment to each xj is XOR-
ed with v. Then, the players are paid according to checks of consistency between their
assignments, and a random assignment to a random xi picked by nature. (The scheme
chooses v so that nature’s random assignment is part of a globally satisfying assignment.)
Each player wants to pick an assignment that passes the consistency check with nature’s
assignment. Alice also receives a small bonus if her assignment agrees with Bob’s; thus her
payoff is maximized when there exists a globally satisfying assignment.

Formal construction

Let ψ be a 2CSP-d over n variables from alphabet Σ, as guaranteed by Theorem 8. In
particular, it is NP-hard to distinguish between ψ which is completely satisfiable, and one

ICALP 2017



77:10 Honest Signaling in Zero-Sum Games Is Hard, and Lying Is Even Harder

where at most a (1− η)-fraction of the constraints can be satisfied. We denote (i, j) ∈ ψ if
there is a constraint over variables (xi, xj).

States of nature. Nature chooses a state
(
~b, i, u

)
∈ {0, 1}Σ × [n]×Σ uniformly at random.

Strategies. Alice chooses a strategy
(
vA, cA, jA, tA, wA

)
∈ Σ× {0, 1} × [n]× [n]× Σ, and

Bob chooses
(
vB , cB , jB , tB , qB , wB

)
∈ Σ × {0, 1} × [n] × [n] × [n] × Σ. For σ, σ′ ∈ Σ, we

denote σ ⊕Σ σ
′ , σ + σ′ (mod |Σ|), and for a vector ~α ∈ Σn we let (σ ⊕Σ ~α) ∈ Σn denote

the ⊕Σ of σ with each entry of ~α.

Payoffs. Consider players’ strategies
(
vA, cA, jA, tA, wA

)
and

(
vB , cB , jB , tB , qB , wB

)
and

state of nature
(
~b, i, u

)
.

When vA = vB = v, we set τA,Z = 1 if ψ contains a constraint for variables
(
jA, i

)
, and

the assignments wA and (v ⊕Σ u) to those variables, respectively, satisfy this constraint, and
τA,Z = 0 otherwise. Similarly, τB,Z = 1 iff wB and (v ⊕Σ u) satisfy a corresponding constraint
in ψ; and τA,B checks wA with wB . When vA 6= vB , we set τA,Z = τB,Z = τA,B = 0.

We decompose Alice’s payoff as:

UA , UAb + UAseek + UAψ ,

where

UAb , 1
{
cA =

[
~b
]
vA

}
/n− 1

{
cB =

[
~b
]
vB

}
/n,

UAseek , 2 · 1
{
jB = tA

}
− 1

{
jA = tB

}
− 1

{
i = qB

}
,

and4

UAψ , δ3τA,Z − δ4τB,Z + δ5τA,B ,

for a sufficiently small constant 0 < δ � √η.

Completeness

I Lemma 15. If ψ is satisfiable, there exists a signaling scheme, such that for every signal
s in the support, Alice can guarantee an expected payoff of d

n

(
δ3 − δ4 + δ5).

Notice that the for every signal in the support qualification is different than the corresponding
Lemma 12 (and there is a similar difference between Lemma 16 and Lemma 13). Indeed,
this is stronger than we need for proving Theorem 14, but will come handy in Section 5.

Proof. Fix a satisfying assignment ~α ∈ Σn. Given state of nature
(
b̂, i, u

)
, let v be such

that (v ⊕Σ u) = [~α]i. The scheme outputs the signal s ,
(
v,~bv, ~α

)
. Alice’s mixed strategy

sets
(
vA, cA

)
=
(
v,~bv

)
; picks jA and tA uniformly at random; and sets wA = [~α]jA . See full

version for details [17]. J

4 We use δ3τA,Z − δ4τB,Z + δ5τA,B instead of δ1τA,Z − δ2τB,Z + δ3τA,B as in 2, because the square of
the first coefficient appears in the proof. We have

(
δ3
)2 � δ5, but δ2 � δ3.
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Soundness

I Lemma 16. If at most a (1− η)-fraction of the constraints are satisfiable, then for
any signaling scheme and every signal s in the support, Alice’s maxmin payoff is at most
d
n

(
δ3 − δ4 + (1− Ω (1)) δ5).

Proof. On any signal, Bob chooses
(
vB , cB

)
from the same distribution that Alice uses

for
(
vA, cA

)
. He draws jB uniformly at random, and picks tB and qB so as to minimize

E
[
UAseek | s

]
. Finally, for each jB , Bob draws wB from the same distribution that Alice uses

for wA conditioning on jA = jB (and uniformly at random if Alice never plays jA = jB).
By symmetry, E

[
UAb | s

]
= 0 and E

[
UAseek | s

]
≤ 0. See full version for details [17]. J

5 Lying is even harder

I Theorem 17. Approximating Zero-Sum Lying with Alice’s payoffs in [0, 1] to within an
additive (1− 2−n) is NP-hard.

Construction

Consider the construction from Section 4 for the honest signaling problem. Lemmata 15
and 16 guarantee that there exists a distribution Dhonest of n × n zero-sum games and
constants c1 > c2 such that it is NP-hard to distinguish between the following:
Completeness. If ψ is satisfiable, there exists a signaling scheme ϕhonest, such that for any

signal in ϕhonest’s support, Alice’s maxmin payoff is at least c1/n.
Soundness. If ψ is (1− η)-unsatisfiable, for every signaling scheme ϕ′

honest and every signal
in the support, Alice’s maxmin payoff is at most c2/n.

For Zero-Sum Lying, we construct a hard distribution of n× (n+ 1) zero-sum games as
follows. With probability 2−n Alice’s payoffs matrix is of the form: −A>honest

− (c1 + c2) /2n
...

− (c1 + c2) /2n

 , (4)

where Alice chooses a row (Bob chooses a column), and Ahonest is an n× n matrix drawn
from Dhonest. In other words, Bob has to choose between receiving payoff (c1 + c2) /2n, or
playing a game drawn from Dhonest, but with the roles reversed.

Otherwise (with probability 1− 2−n), Alice’s payoff depends only on Bob: it is 1 if Bob
chooses any of his first n actions, and 0 otherwise; we call this the degenerate game.

Notice that we promised payoffs in [0, 1], whereas (4) has payoffs in [−1, 0]. [0, 1] payoffs
can be obtained, without compromising the inapproximability guarantee, by scaling and
shifting the entries in (4) in a straightforward manner.

Completeness

I Lemma 18. If ψ is satisfiable, there exists a dishonest signaling scheme, such that Alice’s
expected payoff is at least 1− 2−n.

Proof. We first construct ϕalleged as follows. Whenever nature samples a payoff matrix as
in (4), ϕalleged outputs the signal that ϕhonest would output for Ahonest. Whenever Alice
and Bob play the degenerate game, ϕalleged outputs a special symbol ⊥.
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When Bob observes any symbol from the support of ϕhonest, he can guarantee a payoff
of c1/n > (c1 + c2) /2n by playing a mix of his first n strategies. Therefore he only uses his
last strategy when observing the special symbol ⊥.

Our true signaling scheme ϕreal always outputs an (arbitrary) signal from the support
of ϕhonest, regardless of the state of nature. With probability 1− 2−n, Alice and Bob are
actually playing the degenerate game, so Alice’s payoff is 1. J

Soundness

I Lemma 19. If ψ is (1− η)-unsatisfiable, then for any dishonest signaling scheme(
ϕ

′

alleged, ϕ
′

real

)
, Alice’s expected payoff is negative.

Proof. Any signal in the support of ϕ′

alleged corresponds to a mixture of the degenerate
game, and the distribution induced by some signal s′ in the support of some honest signaling
scheme ϕ′

honest for Dhonest. In the degenerate game, Bob always prefers to play his last
strategy. For any s′ , Bob again prefers a payoff of (c1 + c2) /2n for playing his last strategy
over a maxmin of at most c2/n when playing any mixture of his first n strategies. Therefore,
Bob always plays his last strategy, regardless of the signal he receives, which guarantees him
a payoff of (c1 + c2) /2n+1n > 0. J
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Abstract
A (k× l)-birthday repetition Gk×l of a two-prover game G is a game in which the two provers are
sent random sets of questions from G of sizes k and l respectively. These two sets are sampled
independently uniformly among all sets of questions of those particular sizes. We prove the
following birthday repetition theorem: when G satisfies some mild conditions, val(Gk×l) decreases
exponentially in Ω(kl/n) where n is the total number of questions. Our result positively resolves
an open question posted by Aaronson, Impagliazzo and Moshkovitz [Aaronson et al., CCC, 2014].

As an application of our birthday repetition theorem, we obtain new fine-grained inapprox-
imability results for dense CSPs. Specifically, we establish a tight trade-off between running
time and approximation ratio by showing conditional lower bounds, integrality gaps and approx-
imation algorithms; in particular, for any sufficiently large i and for every k ≥ 2, we show the
following:

We exhibit an O(q1/i)-approximation algorithm for dense Max k-CSPs with alphabet size q
via Ok(i)-level of Sherali-Adams relaxation.
Through our birthday repetition theorem, we obtain an integrality gap of q1/i for Ω̃k(i)-level
Lasserre relaxation for fully-dense Max k-CSP.
Assuming that there is a constant ε > 0 such that Max 3SAT cannot be approximated to
within (1−ε) of the optimal in sub-exponential time, our birthday repetition theorem implies
that any algorithm that approximates fully-dense Max k-CSP to within a q1/i factor takes
(nq)Ω̃k(i) time, almost tightly matching our algorithmic result.

As a corollary of our algorithm for dense Max k-CSP, we give a new approximation algorithm for
Densest k-Subhypergraph, a generalization of Densest k-Subgraph to hypergraphs. When
the input hypergraph is O(1)-uniform and the optimal k-subhypergraph has constant density, our
algorithm finds a k-subhypergraph of density Ω(n−1/i) in time nO(i) for any integer i > 0.
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1 Introduction

Polynomial-time reductions between computational problems are among the central tools
in complexity theory. The rich and vast theory of hardness of approximation emerged out
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of the celebrated PCP Theorem [6] and the intricate web of polynomial-time reductions
developed over the past two decades. During this period, an extensive set of reduction
techniques such as parallel repetition and long-codes have been proposed and a variety of
mathematical tools including discrete harmonic analysis, information theory and Gaussian
isoperimetry have been applied towards analyzing these reductions. These developments
have led to an almost complete understanding of the approximability of many fundamental
combinatorial optimization problems like Set Cover and Max 3SAT. Yet, there are a few
central problems such as computing approximate Nash equlibria, Densest k-Subgraph and
Small Set Expansion, that remain out of reach of the web of polynomial-time reductions.

A promising new line of work proposes to understand the complexity of these problems
through the lens of sub-exponential time reductions. Specifically, the idea is to construct a
sub-exponential time reduction from 3SAT to the problem at hand, say, the Approximate
Nash Equilibrium problem. Assuming that 3SAT does not admit sub-exponential time
algorithms (also known as the Exponential Time Hypothesis (ETH) [35]), this would rule
out polynomial time algorithms for the Approximate Nash Equilibrium problem.

At the heart of this line of works, lies the so-called birthday repetition of two-prover games.
To elaborate on this, we begin by formally defining the notion of two-prover games.

I Definition 1. A two-prover game G consists of
A finite set of questions X,Y and corresponding answer sets (aka alphabets) ΣX ,ΣY .
A distribution Q over pairs of questions X × Y .
A verification function P : X × Y × ΣX × ΣY → {0, 1}.

The value of G is the maximum over all strategies φ : X ∪ Y → ΣX ∪ ΣY of the output of P ,
i.e., val(G) = maxφ:X∪Y→ΣX∪ΣY E(x,y)∼Q[P (x, y, φ(x), φ(y))]. We use n and q to denote the
number of variables |X|+ |Y | and the alphabet size |ΣX |+ |ΣY | respectively.

Two prover games earn their name from the following interpretation of the above definition:
The game G is played between a verifier V and two cooperating proversMerlin1 andMerlin2
who have agreed upon a common strategy, but cannot communicate with each other during
the game. The verifier samples two questions (x, y) ∼ Q and sends x to Merlin1 and y to
Merlin2. The provers respond with answers φ(x) and φ(y), which the verifier accepts or
rejects based on the value of the verification function P (x, y, φ(x), φ(y)).

Two-prover games and, more specifically, a special class of two-prover games known
as Label Cover are the starting points for reductions in a large body of hardness of
approximation results. The PCP theorem implies that for some constant ε0, approximating
the value of a two prover game to within an additive ε0 is NP-hard. However, this hardness
result on its own is inadequate to construct reductions to other combinatorial optimization
problems. To this end, this hardness result can be strengthened to imply that it is NP-hard
to approximate the value of two-prover games to any constant factor, using the parallel
repetition theorem.

For an integer k, the k-parallel repetition G⊗k of G can be described as follows. The
question and answer sets in G⊗k consist of k-tuples of questions and answers from G. The
distribution over questions in G⊗k is given by the product distribution Qk. The verifier for
G⊗k accepts the answers if and only if the verifier for G accepts each of the k individual
answers.

Roughly speaking, the parallel repetition theorem asserts that the value of Gk decays
exponentially in k. The theorem forms a key ingredient in obtaining hardness of approximation
results, and have aptly received considerable attention in literature [51, 34, 50, 25, 46, 14].

Birthday repetition, introduced by Aaronson et al. [2], is an alternate transformation on
two-prover games defined as follows.
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I Definition 2. The (k × l)-birthday repetition of a two-prover game G consists of
The set of questions in Gk×l are

(
X
k

)
and

(
Y
l

)
respectively, i.e., each question is a subset

S ⊆ X of size k and subset T ⊆ Y of size l.
The distribution over questions is the uniform product distribution over

(
X
k

)
×
(
Y
l

)
.

The verifier accepts only if, for every (x, y) ∈ S × T such that (x, y) form a valid pair of
questions in G, i.e., (x, y) ∈ supp(Q), the answers to x and y are accepted G.

The basic idea of birthday repetition can be traced back to the work of Aaronson et al. [1]
on quantum multiprover proof systems QMA(k) for 3SAT. Subsequent work by Aaronson
et al. [2] on the classical analogue of QMA(k) formally defined birthday repetition for
two-prover games, and set the stage for applications in hardness of approximation.

Unlike parallel repetition, birthday repetition is only effective for large values of k and
l. In particular, if k, l < o(

√
n), then, for most pairs of S and T , there is no (x, y) ∈ S × T

such that (x, y) belongs to the support of the questions in the original game. However, if
we pick k = l = ω(

√
n), then by the birthday paradox, with high probability the sets S, T

contain an edge (x, y) from the original game G. Hence, for this choice of k and l, the game
played by the provers is seemingly at least as difficult to succeed, as the original game G.
Aaronson et al. [2] confirmed this intuition by proving the following theorem.

I Theorem 3 ([2]). For any two-prover game G such that Q is uniform over its support, if the
bipartite graph induced by (X,Y, supp(Q)) is biregular, then val(Gk×l) ≤ val(G) +O(

√
n
kl ).

On the one hand, birthday repetition is ineffective in that it has to incur a blowup of
2
√
n in the size, to even simulate the original game G. The distinct advantage of birthday

repetition is that the resulting game Gk,l has a distinct structure – in that it is a free game.

I Definition 4. A free game is a two-player game such that Q is uniform over X × Y .

The birthday repetition theorem of [2] immediately implies a hardness of approximation
for the value of free games. Specifically, they show that it is ETH-hard to approximate free
games to some constant ratio in almost quasi-polynomial time. Interestingly, this lower bound
is nearly tight in that free games admit a quasipolynomial time approximation scheme [10, 2].

Following Aaronson et al.’s work, birthday repetition has received numerous applications,
which can be broadly classified in to two main themes. On the one hand, there are problems
such as computing approximate Nash equilibria [16, 8, 54], approximating free games [2],
approximating learning dimensions [43], and approximate symmetric signaling in zero sum
games [53], where the underlying problems admit quasipolynomial-time algorithms [26, 38, 28]
and birthday repetition can be used to show that such a running time is necessary, assuming
ETH. On the other hand, there are computational problems like Densest k-Subgraph [15,
39], injective tensor norms [1, 33, 9], 2-to-4-norms [1, 33, 9] wherein an NP-hardness of
approximation result seems out of reach of current techniques. But the framework of birthday
repetition can be employed to show a quasi-polynomial hardness assuming ETH1.

Unlike the parallel repetition theorem, the birthday repetition theorem of [2] does not
achieve any reduction in the value of the game. It is thus natural to ask whether birthday
repetition can also be used to decrease the value of a game. Aaronson et al. conjectured
that the value of the birthday repetition game indeed deteriorates exponentially in Ω(kl/n),
which is the expected number of edges between S and T in birthday repetition. Our main
contribution is that we resolve the conjecture positively by showing the following theorem.

1 Although the hardness results for injective tensor norms and 2-to-4-norms build over quantum multiprover
proof systems, the basic idea of birthday repetition [1] lies at the heart of these reductions.
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I Theorem 5 (Birthday Repetition Theorem (informal)). Let G = (X,Y,Q,ΣX ,ΣY , P ) be a
two-prover game such that Q is uniform over its support, (X,Y, supp(Q)) is biregular and
|ΣX |, |ΣY | are constant. If val(G) = 1− ε, then val(Gk×l) ≤ 2(1− ε/2)Ω(ε5kl/n).

Note that our result is more general than stated above and can handle irregular graphs and
non-constant alphabet sizes as well (see Theorem 12 and Theorem 13).

By definition, our theorem immediately implies the following inapproximability of free
games.

I Corollary 6. Unless ETH is false, no polynomial time algorithm can approximate the value
of a free game to within a factor of 2Ω̃(log(nq)).

1.1 Dense CSPs
Free games can be viewed as 2-ary constraint satisfaction problems (CSP). From this
perspective, free games are dense, in that there are constraints on a constant fraction of all
pairs of variables. As an application of our birthday repetition theorem, we show almost-tight
lower bounds for dense CSPs. To this end, we begin by defining CSPs and its density.

I Definition 7. A Max k-CSP instance G consists of
A finite set of variables V and a finite alphabet set Σ.
A distribution Q over k-tuple of variables V k.
A predicate P : V k × Σk → [0, 1].

Similar to two-prover games, val(G) is defined as maxφ:V→Σ ES∼Q[P (S, φ|S)] where φ|S is
the restriction of the assignment to S, and we use n to denote the number of variables |V |
and q to denote the alphabet size |Σ| of G. Finally, G is called ∆-dense if ∆ · Q(S) ≤ 1/|V |k
for every S ∈ V k. The 1-dense instances are also said to be fully-dense.

There has been a long line of works on approximating dense CSPs. Arora et al. were
first to devise a polynomial-time approximation scheme for the problem when alphabet size
is constant [5]. Since then, numerous algorithms have been invented for approximating
dense CSPs using variety of techniques such as combinatorial algorithms with exhaustive
sampling [5, 21, 44, 58, 40, 29], subsampling of instances [3, 10], regularity lemmas [30, 20]
and LP/SDP hierarchies [22, 11, 31, 60]. Among the known algorithms, the fastest is
Yaroslavtsev’s [58] that achieves (1 + ε)-approximation in qOk(log q) + (nq)O(1) time2.

Unfortunately, when q is (almost-)polynomial in n, none of the above algorithms run in
polynomial time. CSPs in such regime of parameters have long been studied in hardness of
approximation (e.g. [12, 52, 7, 24, 47, 45]) and have recently received more attention from the
approximation algorithm standpoint, both in the general case [48, 17, 41, 19] and the dense
case [40]. The approximabilities of these two cases are vastly different. In the general case,
approximating Max 2-CSP to within a factor of 2log1−ε(nq) is NP-hard for any constant
ε > 0 [24]. Moreover, the long-standing Sliding Scale Conjecture [12] states that this ratio
can be improved to (nq)ε for some constant ε > 0. On the other hand, aforementioned
algorithms for dense CSPs rule out such hardnesses for the dense case.

While the gap between known approximation algorithms and inapproximability results
in the general case is tiny (2logε(nq) for any constant ε > 0), the story is different for the
dense case, especially when we restrict ourselves to polynomial-time algorithms. Aaronson
et al. only ruled out, assuming ETH, polylog(nq)-approximation for such algorithms [2].

2 [58] states that the algorithm takes qOk(1) + (nq)O(1) time, which is incorrect [59].
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However, for k > 2, no non-trivial polynomial-time algorithm for dense Max k-CSP on
large alphabet is even known. In this paper, we settle down the complexity of approximating
dense Max k-CSP almost completely by answering the following fine-grained question: for
each i ∈ N, what is the best approximation for dense Max k-CSP, achievable in time (nq)i?

Manurangsi and Moshkovitz developed an algorithm for dense Max 2-CSP that, when the
instance has value Ω(1), obtains O(q1/i)-approximation in (nq)O(i) time [40]. Unfortunately,
the algorithm does not work for dense Max k-CSP when k > 2. Using a conditioning-
based rounding technique developed in [11, 49, 60], we show that the Sherali-Adams (SA)
relaxation [56] exhibits a similar approximation even when k > 2, as stated below.

I Theorem 8 (Informal). For every i > 0 and any dense Max k-CSP instance of value 1−ε,
an Ok,ε(i/∆)-level of the SA relaxation yields an O(q1/i)-approximation for the instance.

Using our birthday repetition theorem, we prove that the above tradeoff between run-time
and approximation ratio cannot be improved even with the stronger Lasserre hierarchy [37].
Specifically, by applying the birthday repetition theorem with k, l = Ω(n log i/i) on an
Ω(n)-level Lasserre integrality gap for Max 3XOR [55], we show the following.

I Lemma 9 (Informal). For every sufficiently large i > 0, there is a fully-dense Max k-CSP
instance of value 1/(nq)1/i such that the value of Ω̃k(i)-level Lasserre relaxation is one.

Instead, if we assume that there exists a constant ε > 0 so that Max 3SAT cannot
be approximated to 1 − ε in sub-exponential time (which we call the Exponential Time
Hypothesis for Approximating 3SAT (ETHA)3), we can similarly arrive at the following
hardness result.

I Lemma 10 (Informal). Unless ETHA is false, for every sufficiently large i > 0, no
(nq)Õk(i)-time algorithm approximates fully-dense Max k-CSP to within a factor of (nq)1/i.

Thus, assuming ETHA, our results resolve complexity of approximating dense CSPs up
to a factor of polylog i and a dependency on k in the exponent of the running time.

1.2 Densest k-Subhypergraph
As a by-product of our algorithm for dense Max k-CSP, we give an approximation algorithm
for the following Densest k-Subhypergraph problem: given a hypergraph (V,E), find
S ⊆ V of k vertices that maximizes the number of edges contained in S.

When the input hypergraph is simply a graph, the problem becomes Densest k-
Subgraph, which has been extensively studied dating back to the early ’90s [36, 27, 28, 57, 13].
On the other hand, Densest k-Subhypergraph was first studied in 2006, when Hajiaghayi
et al. [32] proved that, if 3SAT /∈ DTIME(2n3/4+ε) for some ε > 0, then no polynomial-time
algorithm approximates the problem to within a factor of 2logδ n for some δ > 0. Later, Apple-
baum [4] showed, under a cryptographic assumption, that, for sufficiently large d, Densest
k-Subhypergraph on d-uniform hypergraph is hard to approximate to a factor of nε for
some ε > 0. More recently, Chlamtác et al. [18] provided the first non-trivial approximation
algorithm for the problem; their algorithm works only on 3-uniform hypergraph and achieves
O(n4(4−

√
3)/13+ε)-approximation for any constant ε > 0 in polynomial time.

3 ETHA is also introduced independently as gap-ETH by Dinur [23] who uses it to provide a supporting
evidence to the Sliding Scale Conjecture.

ICALP 2017



78:6 A Birthday Repetition Theorem and Complexity of Approximating Dense CSPs

Thanks to Charikar et al.’s [17] reduction from Densest k-Subgraph to Max 2-CSP,
which can be adapted to reduce Densest k-Subhypergraph on d-uniform hypergraph to
Max d-CSP, Theorem 8 implies the following algorithm for Densest k-Subhypergraph.

I Corollary 11 (Informal). There is a randomized algorithm that, given a d-uniform hypergraph
on n vertices whose densest k-subhypergraph is ∆-dense and an integer i > 0, runs in nOd(i/∆)

time and outputs a k-subhypergraph of density Ωk(∆/n1/i) with high probability.

Here the density of a d-uniform hypergraph is defined as d!|E|/|V |d. Note that the density
condition required is on the optimum not the input. Moreover, when ∆ and d are constant,
the algorithm provides an O(n1/i) approximation in nO(i) time for every i > 0. When d = 2,
this matches the previously known algorithms for Densest k-Subgraph [28, 57, 40].

Organization of the Paper

In Section 2, we provide preliminaries and notations used in the paper. Then, in Section 3, we
outline the proofs of our main theorems; the full proofs are deferred to the full version of this
work [42]. Next, the algorithm for dense CSPs is described in Section 4. Finally, we conclude
by proposing open questions in Section 5. Note that the lower bounds for dense CSPs and
the algorithm for Densest k-Subhypergraph are also deferred to the full version.

2 Preliminaries and Notations

For n ∈ N, we use [n] to denote {1, . . . , n}. For two sets X and S, define XS to be the set
of tuples (xs)s∈S . We sometimes view (xs)s∈S as a function from S to X. For a set S and
n ∈ N,

(
S
n

)
denotes the collection of subsets of S of size n. Moreover, let

(
S
0
)

= {∅} and(
S
[n]
)

=
(
S
0
)
∪ · · · ∪

(
S
n

)
. For any bipartite graph (A,B,E) and S ⊆ A, T ⊆ B, let E(S, T )

denote the set of all edges with one endpoint in S and the other in T .
Let X be a probability distribution over a finite probability space Θ. We use x ∼ X to

denote a random variable x sampled from X . Sometimes we abuse the notation and write
Θ in place of the uniform distribution over Θ. For each θ ∈ Θ, we denote Prx∼X [x = θ] by
X (θ). The support of X or supp(X ) is the set of all θ ∈ Θ such that X (θ) 6= 0. For any event
E, we use 1[E] to denote the indicator variable for the event.

The informational divergence between distributions X and Y is defined as DKL(X‖Y) =∑
θ∈supp(X ) X (θ) log(X (θ)/Y(θ)). The total correlation between random variables x1, . . . , xn

is C(x1; . . . ;xn) = DKL(X1,...,n‖X1 × · · · × Xn) where X1,...,n is the joint distribution of
x1, . . . , xn and Xi is the marginal distribution of xi. Finally, the conditional total correlation
is defined as C(x1; . . . ;xn−1|xn) = Eθ∼supp(Xn)[C(x1; . . . ;xn−1)|xn = θ].

For Max k-CSP, we use N to denote the instance size (nq)k. For convenience, we
write the predicates as PS(φ|S) instead of P (S, φ|S). Moreover, for an assignment φ of
G = (V,W, {PS}), its value is valG(φ) = ES∼W [PS(φ|S)]. When G is clear from the
context, we simply write val(φ). Note that val(G) = maxφ valG(φ). For any S, T ⊆ V ,
φS ∈ ΣS and φT ∈ ΣT are said to be consistent if they agree on S ∩ T and inconsistent
otherwise. For consistent φS , φT , we define φS ◦ φT ∈ ΣS∪T by φS ◦ φT (x) = φS(x) if
x ∈ S and φS ◦ φT (x) = φT (x) otherwise. Similar notations are also used for two-prover
games. Finally, recall that a game (X,Y,Q,ΣX ,ΣY , {P(x,y)}) is a projection game if, for
each (x, y) ∈ supp(Q), there is f : ΣX → ΣY such that, for all σx ∈ ΣX , σy ∈ ΣY ,
P(x,y)(σx, σy) = 1[f(σx) = σy].
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3 Birthday Repetition Theorem: Proof Overview

In this section, we outline the proofs of our birthday repetition theorems. We first state our
main theorems formally, starting with the birthday repetition theorem for general games.

I Theorem 12. There exists a constant α > 0 such that the following is true. Let G =
(X,Y,E,ΣX ,ΣY , {P(x,y)}) be any two-prover game of value 1− ε. Let dmax be the maximum
degree of a vertex in (X,Y,E) and c = log |ΣX ||ΣY |. For all 0 ≤ k ≤ |X| and 0 ≤ l ≤ |Y |,

val(Gk×l) ≤ 2(1− ε/2)
αε5kl|E|

dmax|X||Y |c2

For projection games, we can improve the dependency on ε and avoid the dependency on
c:

I Theorem 13. There exists a constant α > 0 such that the following is true. Let G =
(X,Y,E,ΣX ,ΣY , {P(x,y)}) be any projection game of value 1− ε. Let dmax be the maximum
degree of a vertex in (X,Y,E). For all 0 ≤ k ≤ |X| and 0 ≤ l ≤ |Y |, we have

val(Gk×l) ≤ 2(1− ε/2)
αε3kl|E|

dmax|X||Y |

In short, we will to show that Gk×l has small value by “embedding” an Ω
(

kl|E|
dmax|X||Y |

)
-

parallel repetition game, which has low value by the parallel repetition theorem, into it.
For convenience, let s denote kl|E|

|X||Y | , the expected number of edges in E(S, T ) when S
and T are independently uniformly sampled from

(
X
k

)
and

(
Y
l

)
respectively. Let s1 and s2 be

s(1 + δ) and s(1− δ) respectively for some δ ∈ [0, 1/2] that will be chosen later. We will use
r = βs/dmax rounds of parallel repetition where β ∈ [0, δ/40] will be specified later. Lastly,
let Er = {((x1, . . . , xr), (y1, . . . , yr)) | (x1, y1), . . . , (xr, yr) ∈ E}.
I Remark. δ and β will be chosen based on ε, c and whether G is a projection game. When
ε and c are constant, both δ and β are small constants. This is the most representative case
and is good to keep in mind when reading through the proof.

Our overall strategy is to reduce G⊗r to Gk×l. Since val(G⊗r) is exponentially small
in r = Ω

(
kl|E|

dmax|X||Y |

)
due to the parallel repetition theorem, such reduction would give a

similar upper bound on val(Gk×l). Unfortunately, we do not know how to do this in one
step so we will have to go through a sequence of reductions. The sequence of games that we
reduce to are G⊗rset ,Gk×lem ,Gk×lem,[s1,s2] and G

k×l
[s1,s2] respectively. The game G⊗rset share the same

questions, alphabet sets and predicates with G⊗r while Gk×lem ,Gk×lem,[s1,s2] and G
k×l
[s1,s2] share

those with Gk×l. The distribution of each game is defined as follows.
The distribution of G⊗rset is uniform over the set Erset of all ((x1, . . . , xr), (y1, . . . , yr)) ∈ Er
such that x1, . . . , xr, y1, . . . , yr are all distinct. Note that this distribution is simply G⊗r’s
distribution conditioned on x1, . . . , xr, y1, . . . , yr being all distinct.
We will try to make the distribution Qk×lem of Gk×lem reflect an embedding of the game
G⊗rset . We define Qk×lem based on the following sampling process for (S, T ) ∼ Qk×lem . First,
sample ((x1, . . . , xr), (y1, . . . , yr)) uniformly at random from Erset. Then, sample S̃ and
T̃ independently uniformly from

(
X−{x1,...,xr}

k−r
)
and

(
Y−{y1,...,yr}

l−r
)
respectively. Finally,

set S = {x1, . . . , xr} ∪ S̃ and T = {y1, . . . , yr} ∪ T̃ .
The distribution Qk×lem,[s1,s2] of Gk×lem,[s1,s2] is the distribution Qk×lem conditioned on the
number of edges between the two sets being in the range [s1, s2]. In other words,
Qk×lem,[s1,s2](S, T ) = Pr(S′,T ′)∼Qk×lem

[S = S′ ∧ T = T ′ | s1 ≤ |E(S′, T ′)| ≤ s2].
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Finally, the distribution of Gk×l[s1,s2] is uniform over the set Ek×l[s1,s2] of all (S, T ) such that
|E(S, T )| ∈ [s1, s2]. In other words, we ignore weights in Qk×lem,[s1,s2] and use the uniform
distribution over supp(Qk×lem,[s1,s2]).

Before we present the overview of the proofs, let us list simple bounds that will be useful
in understanding the intuitions. Their proofs can be found in the full version of this work [42].

I Lemma 14. Let (X,Y,E) be any bipartite graph with maximum degree dmax. For any
non-negative integers k ≤ |X| and l ≤ |Y |, let s = kl|E|

|X||Y | . For any 0 ≤ γ < 1/2, we have

Pr
S∼(Xk),T∼(Yl )

[|E(S, T )| /∈ [(1− γ)s, (1 + γ)s]] ≤ 4 exp
(
− γ2s

54dmax

)
.

I Lemma 15. Let G and G′ be two games on the same questions, alphabets, and predicates
but on different distributions Q and Q′ respectively. If, for some α, Q(x, y) ≤ α · Q′(x, y)
for all x ∈ X, y ∈ Y , then val(G) ≤ α · val(G′). In particular, when Q and Q′ are uniform
distributions on some E ⊆ E′, val(G) ≤ |E

′|
|E| · val(G

′).

I Lemma 16. Let G = (X,Y,Q,ΣX ,ΣY , {Px,y}(x,y)∈supp(Q)) be any two player game and
let A be any event occurring with probability 1− p > 0 (w.r.t. Q). Let Q′ be the conditional
probability Q given A, i.e., Q′(x̃, ỹ) = Pr(x,y)∼Q[x = x̃ ∧ y = ỹ | A]. For the game
G′ = (X,Y,Q′,ΣX ,ΣY , {Px,y}(x,y)∈supp(Q′)), we have val(G)− p ≤ val(G′) ≤ val(G) + 2p.

We will next give intuitions on why val(G⊗r) ≈ val(G⊗rset ) ≈ val(Gk×lem ) ≈ val(Gk×lem,[s1,s2]) ≈
val(Gk×l[s1,s2]) ≈ val(G

k×l) where each ≈ hides some multiplicative or additive losses in each
step. With the right choice of δ and β, we can ensure that each loss is significantly smaller
than val(G⊗r), and, thus, we will be able to bound val(Gk×l). Below, we state these losses
more precisely and summarize the overview of each proof.

I Lemma 17. val(G⊗rset ) ≤
(

1
1−2β

)r
· val(G⊗r)

Proof Idea. From Lemma 15, it suffices to lower bound the ratio |Erset|/|Er|. This is the
probability that r random edges from E do not share any endpoints, which is easy to
bound. J

I Lemma 18. val(Gk×lem ) ≤ val(G⊗rset )

Proof Idea. Based on how Qk×lem is defined, it induces a canonical map from each strategy
in Gk×lem to a “mixed strategy” in G⊗rset . We can show that each strategy φ in Gk×lem has value
no more than the value of the mixed strategy in G⊗rset that φ maps to, which yields the
lemma. J

I Lemma 19. val(Gk×lem,[s1,s2]) ≤ val(G
k×l
em ) + 8 exp

(
− δ2r

432β

)
Proof Idea. Qk×lem,[s1,s2] is Q

k×l
em conditioned on the event E(S, T ) ∈ [s1, s2]. From Lemma 16,

it suffices to bound the probability of such event. From the definition of Qk×lem , S and T

can be sampled by first sampling x1, . . . , xr, y1, . . . , yr according to Er and then sampling
the rest of S and T from X − {x1, . . . , xr} and Y − {y1, . . . , yr} respectively. When r is
small enough, we can show, with the help of Lemma 14, that, for any x1, . . . , xr, y1, . . . , yr,
|E(S, T )| concentrates around s. This gives us the desired bound. J

I Lemma 20. val(Gk×l[s1,s2]) ≤
(

1+δ
1−δ−2β

)2r
· val(Gk×lem,[s1,s2])
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Proof Idea. We will show that the two distributions are (multiplicatively) close and evoke
Lemma 15 to arrive at the bound. Since the distribution of Gk×l[s1,s2] is uniform, we only need
to show that the maximum and the minimum (non-zero) probabilities in Qk×lem,[s1,s2] are close.

Fortunately, we know that Qk×lem,[s1,s2] is Q
k×l
em conditioned on an event. This means that,

when Qk×lem,[s1,s2](S, T ) is not zero, it is proportional to Qk×lem (S, T ). The latter, in turn, is
proportional to the number of edges (x1, y1), . . . , (xr, yr) ∈ Er such that x1, . . . , xr, y1, . . . , yr
are all distinct and x1, . . . , xr ∈ S and y1, . . . , yr ∈ T . In other words, we want to upper
bound and lower bound the number of r edges in E(S, T ) with distinct endpoints. This
is feasible since we know that |E(S, T )| ∈ [s1, s2] and r is so small that with a reasonable
probability r edges picked will not share any endpoint with each other. J

I Lemma 21. val(Gk×l) ≤ val(Gk×l[s1,s2]) + 4 exp
(
− δ2r

54β

)
Proof Idea. By realising that Gk×l[s1,s2]’s distribution is simply Gk×l’s distribution conditioned
on |E(S, T )| ∈ [s1, s2], this follows immediately from Lemma 14 and Lemma 16. J

We defer proofs of the above lemmas to the full version [42]. Let us now use them to
prove the birthday repetition theorems. To avoid repeating arguments for general games and
projection games, we prove the following lemma. Its proof, mostly calculations, is deferred
to the full version.

I Lemma 22. Let G be any game of value 1− ε and k, l, β, δ, r be as above. If val(G⊗r) ≤
(1−ε/2)R for some R such that 200δr

ε ≤ R ≤ min{r, δ2r
1000βε}, then val(G

k×l) ≤ 2(1−ε/2)R/10.

The final ingredient for our main proof is the parallel repetition theorem. For general
games, we use Holenstein’s version of the theorem [34], which is stated below.

I Theorem 23 ([34]). There is a constant C > 0 such that, for every k > 0 and any two-
prover game G = (X,Y,Q,ΣX ,ΣY , {P(x,y)}) of value 1−ε, val(G⊗k) ≤ (1−ε/2)Cε2k/ log(|ΣX ||ΣY |).

Equipped with Lemma 22 and the parallel repetition theorem, we can now prove our
birthday repetition theorems just by selecting the right δ and β.

Proof of Theorem 12. Pick δ = ε3C
103c and β = ε3C

1010c where C is the constant from The-
orem 23. From Theorem 23, we have val(G⊗r) ≤ (1 − ε/2)Cε2r/c. Let R = Cε2r/c. We
can see that R, δ, β satisfy the conditions in Lemma 22. Hence, we can conclude that

val(Gk×l) ≤ 2(1− ε/2)R/10 = 2(1− ε/2)
(C2/1011)

(
ε5kl|E|

c2|X||Y |dmax

)
as desired. J

In the case of projection games, we can improve dependency on ε and get rid of dependency
on c thanks to the stronger bound in Rao’s parallel repetition theorem for projection
games [50].

I Theorem 24 ([50]). There exists a constant C > 0 such that, for any projection game G
of value 1− ε and for every k > 0, we have val(G⊗k) ≤ (1− ε/2)Cεk.

Proof of Theorem 13. Pick δ = ε2C
103 and β = ε2C

1010 where C is the constant from Theorem 24.
From the theorem, we have val(G⊗r) ≤ (1− ε/2)Cεr. Let R = Cεr. By evoking Lemma 22,

we have val(Gk×l) ≤ 2(1− ε/2)R/10 = 2(1− ε/2)
(C2/1011)

(
ε3kl|E|

|X||Y |dmax

)
as desired. J
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4 Improved Approximation Algorithm for Dense CSPs

To describe our algorithm, we first explain ingredients central in conditioning-based algorithms:
a LP/SDP hierarchy, a conditioning operator, and an independent rounding procedure.

Sherali-Adams (SA) relaxation of Max k-CSP. An r-level SA solution µ of G = (V,W, {PS})
is a collection {XS} of distributions XS on ΣS for every S ∈

(
V
[r]
)
such that, for every

S, T ∈
(
V
[r]
)
, the marginal probability of XS and XT on ΣS∩T agrees. For r ≥ k, the

value of µ is valSA(µ) = ES∼W [ExS∼µ[PS(xS)]] where ExS∼µ[PS(xS)] is a shorthand for
EφS∼X{i1,...,ik} [PS(φS)] when S = (xi1 , . . . , xik). The optimum of the r-level SA relaxation
of G, optrSA(G), is the maximum value among all the r-level SA solutions. Clearly, finding
optrSA(G) can be formulated as a LP and can be computed in (nq)O(r) time.

Conditioning SA Solution. Let µ = {XS} be any r-level SA solution. For any T ⊆ V and
φT ∈ ΣT such that XT (φT ) > 0, µ conditioned on φT is µ|φT = {X̃S}|S|≤r−|T | where

X̃S(φS) =
{
XS∪T (φS ◦ φT )/XT (φT ) if φS is consistent with φT ,
0 otherwise.

It is not hard to see that µ|φT is an (r − |T |)-level SA solution.

Independent Rounding. A natural way to round a SA solution {XS} is to independently
assign each variable x based on Xx. This gives a solution with expected value at least
ES=(xi1 ,...,xik )∼W

[
EφS∼Xi1×···×Xik [PS(φS)]

]
and can be easily derandomized.

Without going into too much detail, conditioning-based algorithms typically proceed as
follows. First, solve a LP/SDP relaxation of the problem. As long as the solution has large
“total correlation”, try conditioning it on an assignment to a random variable. Once the
solution has small total correlation, use independent rounding on the solution to get the
desired assignment. The intuition here is that, if the solution has large total correlation,
conditioning on one variable substantially reduces the total correlation. Hence, after a certain
number of rounds of conditioning, the total correlation becomes small. At this point, the
solution is quite independent and independent rounding gives a good approximation.

Our algorithm will also follow this framework. In fact, it remains largely unchanged
from [60] except that we use a stronger relaxation to avoid arguing about values of conditioned
solutions. However, our main contribution lies in the analysis: we will show that independent
rounding does well even when the total correlation is large (super-constant). This is in
contrast to the previously known conditioning-based algorithms [11, 49, 60], all of which
require their measures of correlation to be small constants to get any meaningful result.

The new relaxation, which we call the r-level SA with Conditioning (SAC), is defined
below.

maximize λ
subject to {XS}|S|≤r is a valid r-level SA solution

E
S∼W

[ E
φS∼(µ|φT )

[PS(φS)]] ≥ λ ∀T, φT s.t. |T | ≤ r − k,XT (φT ) > 0.

If λ is a constant, the program can be easily written as a LP. Thus, the relaxation can be
solved to within arbitrarily small error in (nq)O(r) time by binary search on λ.
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Algorithm 1 Approximation Algorithm for Dense CSPs
Input: a ∆-dense Max k-CSP instance G, an integer i
Output: An assignment φ : V → Σ
r ← k, λ← 0
while (r − k)λ < k2i/∆ and r < n do

r ← r + 1
µ, λ← solve r-level of SAC relaxation for G

for T ∈
(

V
[r−k]

)
, φT ∈ ΣT do

φ← independent rounding of µ|φT
return φ from the previous step with maximum value

Figure 1 Approximation Algorithm for Dense CSPs. The difference between this and the above
summary is that we iteratively increase the number of levels r. This is because the number of levels
depends on the value of the solution (see Lemma 28). Specifically, we need r ≥ k2i/(∆λ) + k.

Roughly speaking, our algorithm first solves an O(k
2i
∆ + k)-level SAC relaxation for the

instance. We then try every possible conditioning (i.e., every assignment to T ⊆ V of size
≤ k2i/∆). For each conditioned solution, we use independent rounding to arrive at an
assignment. Finally, output the best such assignment. The pseudo-code for the full algorithm
is shown in Figure 1. This algorithm yields the following approximation for the problem.

I Theorem 25 (Theorem 8, Restated). On any ∆-dense Max k-CSP instance of value 1− δ,
Algorithm 1 outputs an assignment of value at least (1− δ)δ

δ
1−δ /q1/i in time NO

(
ki

(1−δ)∆

)
.

We spend the rest of the section sketching the proof of Theorem 25. First, we define
and state a bound on the total correlation of conditioned solutions in Section 4.1. Then, in
Subsection 4.2, we state our main contribution of this section, i.e., that even when the total
correlation is super-constant, independent rouding still yields non-trivial approximation.

4.1 Total Correlation of Conditioned Sherali-Adams Solution
For a k-level SA solution µ = {XS} and a tuple S = (xi1 , . . . , xij ) ∈ V j where j ≤ k, the
total correlation of S is Cµ(xS) = C(σi1 ; . . . ;σij ) where σi1 , . . . , σij are jointly sampled from
X{xi1 ,...,xij }. The total correlation of µ is then defined as C(µ) = ES∼W [Cµ(xS)]. µ is said
to be κ-independent if C(µ) ≤ κ. Yoshida and Zhou [60] show that, for any l > 0 and any
(l+ k)-level SA solution µ, there exists an assignment φT ∈ ΣT to a subset T of size ≤ l such
that the total correlation of (µ|φT ) is at most 3k log q/(l∆). Here we can improve this bound
as stated below. Since the proof is similar to that of [60], we defer it to the full version of
this work [42].

I Lemma 26. Let µ be a r-level SA solution of a ∆-dense Max k-CSP instance (V,W, {PS}).
Then, for any 0 < l ≤ r − k, there is t ≤ l such that ET∼V t,φT∼ΣT [C(µ|φT )] ≤ k2 log q

l∆ .

4.2 New Bound on Rounding κ-independent Solution
For the known conditioning-based algorithms, once the solution is fairly independent, it is
easy to show that independent rounding gives a good solution. Specifically, [49] and [60]
conclude this step using the Pinsker’s inequality, which states that, for any distributions X
and Y, DKL(X‖Y) ≥ (2 log 2)‖X − Y‖21. Roughly speaking, X is the distribution in the LP
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solution whereas Y is the distribution from independent rounding. Hence, once DKL(X‖Y) is
at most a small constant ε, it follows that, for any predicate f , |Ex∼X [f(x)]−Ey∼Y [f(y)]| ≤√
ε/(2 log 2). Thus, if Ex∼X [f(x)], the value of the LP solution, is large, then Ey∼Y [f(y)],

the expected value of a solution from independent rouding, is also large.
While this works for small ε, it completely fails when ε is larger than a certain constant.

In this regard, we prove the following lemma, which gives a non-trivial bound even for large
ε. For convenience, 00 is defined to be 1 and (δδe−κ)

1
1−δ (1− δ) is defined to be 0 when δ = 1.

I Lemma 27. For any two probability distributions X ,Y over Θ such that DKL(X‖Y) ≤ κ
and any f : Θ→ [0, 1], if Ex∼X [f(x)] = 1− δ, then Ey∼Y [f(y)] ≥

(
δδe−κ

) 1
1−δ (1− δ).

Lemma 27 can then be used to prove a new lower bound for the value of the output from
independent rounding on a κ-independent k-level SA solution as stated below.

I Lemma 28. If {XS} is a κ-independent k-level SA solution of value 1−δ for a Max k-CSP
instance, then independent rounding gives an assignment of value at least (δδe−κ)

1
1−δ (1− δ).

Theorem 25 can now be proved by combining Lemma 26 and 28. Due to space constraint,
we omit the proofs of Lemma 27, Lemma 28 and Theorem 25 from this extended abstract.

5 Conclusion and Open Problems

While we settle down the approximability of dense Max k-CSP up to a k polylog(ki) factor
in the exponent, our work raises many interesting questions such as the two listed below:

Can Lemma 27 be used to prove new approximation guarantees for other problems?
Lemma 27 is a generic bound relating expectations of a function on two distributions
based on their informational divergence. Thus, it may help yield new approximation
guarantees for other correlation-based algorithms.
What is the right dependency on ε and c in the birthday repetition theorem? It is likely
that the dependency of ε and c in our birthday repetition is not tight. In particular,
parallel repetition for general games only has 1/c factor in the exponent whereas our
theorem has 1/c2; would it be possible to reduce the dependency to 1/c in birthday
repetition? Similar question also applies to ε.
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from the Small Set Expansion Hypothesis∗†
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Abstract
The Small Set Expansion Hypothesis (SSEH) is a conjecture which roughly states that it is NP-
hard to distinguish between a graph with a small set of vertices whose expansion is almost zero
and one in which all small sets of vertices have expansion almost one. In this work, we prove
conditional inapproximability results for the following graph problems based on this hypothesis:

Maximum Edge Biclique (MEB): given a bipartite graphG, find a complete bipartite subgraph
of G with maximum number of edges. We show that, assuming SSEH and that NP * BPP,
no polynomial time algorithm gives n1−ε-approximation for MEB for every constant ε > 0.
Maximum Balanced Biclique (MBB): given a bipartite graph G, find a balanced complete
bipartite subgraph of G with maximum number of vertices. Similar to MEB, we prove n1−ε

ratio inapproximability for MBB for every ε > 0, assuming SSEH and that NP * BPP.
Minimum k-Cut: given a weighted graph G, find a set of edges with minimum total weight
whose removal splits the graph into k components. We prove that this problem is NP-hard
to approximate to within (2− ε) factor of the optimum for every ε > 0, assuming SSEH.

The ratios in our results are essentially tight since trivial algorithms give n-approximation to
both MEB and MBB and 2-approximation algorithms are known for Minimum k-Cut [35].

Our first two results are proved by combining a technique developed by Raghavendra, Steurer
and Tulsiani [33] to avoid locality of gadget reductions with a generalization of Bansal and Khot’s
long code test [4] whereas our last result is shown via an elementary reduction.
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1 Introduction

Since the PCP theorem was proved two decades ago [2, 3], our understanding of approximab-
ility of combinatorial optimization problems has grown enormously; tight inapproximability
results have been obtained for fundamental problems such as Max-3SAT [15], Max Clique [14]
and Set Cover [27, 9]. Yet, for other problems, including Vertex Cover and Max Cut, known
NP-hardness of approximation results come short of matching best known algorithms.

The introduction of the Unique Games Conjecture (UGC) by Khot [19] propelled another
wave of development in hardness of approximation that saw many of these open problems
resolved (see e.g. [23, 21]). Alas, some problems continue to elude even attempts at proving

∗ A full version of the paper is available at https://arxiv.org/abs/1705.03581.
† This material is based upon work supported by the National Science Foundation under Grants No. CCF

1540685 and CCF 1655215.

EA
T

C
S

© Pasin Manurangsi;
licensed under Creative Commons License CC-BY

44th International Colloquium on Automata, Languages, and Programming (ICALP 2017).
Editors: Ioannis Chatzigiannakis, Piotr Indyk, Fabian Kuhn, and Anca Muscholl;
Article No. 79; pp. 79:1–79:14

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

http://dx.doi.org/10.4230/LIPIcs.ICALP.2017.79
https://arxiv.org/abs/1705.03581
http://creativecommons.org/licenses/by/3.0/
http://www.dagstuhl.de/lipics/
http://www.dagstuhl.de


79:2 Inapproximability of MEB, MBB, Minimum k-Cut from SSEH

UGC-hardness of approximation. For a class of such problems, the failure stems from the
fact that typical reductions are local in nature; many reductions from unique games to graph
problems could produce disconnected graphs. If we try to use such reductions for problems
that involve some forms of expansion of graphs (e.g. Sparsest Cut), we are out of luck.

One approach to overcome the aforementioned issue is through the Small Set Expansion
Hypothesis (SSEH) of Raghavendra and Steurer [32]. To describe the hypothesis, recall that,
on a d-regular undirected unweighted graph G = (V,E), the edge expansion Φ(S) of S ⊆ V
is defined as

Φ(S) = |E(S, V \ S)|
dmin{|S|, |V \ S|}

where E(S, V \ S) is the set of edges across the cut (S, V \ S). The small set expansion
problem SSE(δ, η), where η, δ are two parameters that lie in (0, 1), can be defined as follows.

I Definition 1 (SSE(δ, η)). Given a regular graph G = (V,E), distinguish between:
(Completeness) There exists S ⊆ V of size δ|V | such that Φ(S) 6 η.
(Soundness) For every S ⊆ V of size δ|V |, Φ(S) > 1− η.

For simplicity, we always assume that the input graphs of SSE are regular and unweighted
and defer the treatment of arbitrary weighted graphs to the full version.

Roughly speaking, SSEH asserts that it is NP-hard to distinguish between a graph that
has a small non-expanding subset of vertices and one in which all small subsets of vertices
have almost perfect edge expansion. More formally, the hypothesis can be stated as follows.

I Conjecture 1 (SSEH [32]). For every η > 0, there is δ > 0 such that SSE(δ, η) is NP-hard.

Interestingly, SSEH not only implies UGC [32], but it is also equivalent to a stregthened
version of the latter, in which the graph is required to have almost perfect small set
expansion [33].

Since its proposal, SSEH has been used as a starting point for proving inapproximability
of many problems whose hardnesses are not known otherwise. Most relevant to us is the
work of Raghavendra, Steurer and Tulsiani (henceforth RST) [33] who devised a technique
that exploited structures of SSE instances to avoid locality in reductions. In doing so, they
obtained hardness of approximation for Min Bisection, Balanced Separator, and Minimum
Linear Arrangement; these problems are not known to be hard to approximate under UGC.

1.1 Maximum Edge Biclique and Maximum Balanced Biclique
Our first result is adapting RST technique to prove inapproximability results for Maximum
Edge Biclique (MEB) and Maximum Balanced Biclique (MBB). For both problems, the
input is a bipartite graph. The goal for the former is to find a complete bipartite subgraph
that contains as many edges as possible whereas, for the latter, the goal is to find a balanced
complete bipartite subgraph that contains as many vertices as possible.

Both problems are NP-hard. MBB was stated (without proof) to be NP-hard in [12, page
196]; several proofs of this exist such as one provided in [17]. For MEB, it was proved to be
NP-hard more recently by Peeters [31]. Unfortunately, much less is known when it comes
to approximability of both problems. Similar to Maximum Clique, folklore algorithms give
O(n/polylogn) approximation ratio for both MBB and MEB, and no better algorithm is
known. However, not even NP-hardness of approximation of some constant ratio is known for
the problems. This is in stark contrast to Maximum Clique for which strong inapproximability
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results are known [14, 18, 22, 39]. Fortunately, the situation is not completely hopeless as
the problems are known to be hard to approximate under stronger complexity assumptions.

Feige [10] showed that, assuming that random 3SAT formulae cannot be refuted in
polynomial time, both problems1 cannot be approximated to within nε of the optimum
in polynomial time for some ε > 0. Later, Feige and Kogan [11] proved 2(logn)ε ratio
inapproximability for both problems for some ε > 0, assuming that 3SAT /∈ DTIME(2n3/4+δ )
for some δ > 0. Moreover, Khot [20] showed, assuming 3SAT /∈ BPTIME(2nδ) for some
δ > 0, that no polynomial time algorithm achieves nε-approximation for MBB for some
ε > 0. Ambühl et al. [1] subsequently built on Khot’s result and showed a similar hardness
for MEB. Recently, Bhangale et al. [6] proved that both problems are hard to approximate
to within2 n1−ε factor for every ε > 0, assuming a certain strengthened version of UGC and
NP 6= BPP. In addition, while not stated explicitly, the author’s recent reduction for Densest
k-Subgraph [25] yields n1/ polyloglogn ratio inapproximability for both problems under the
Exponential Time Hypothesis [16] (3SAT /∈ DTIME(2o(n))) and this ratio can be improved
to nf(n) for any f ∈ o(1) under the stronger Gap Exponential Time Hypothesis [8, 26] (no
2o(n) time algorithm can distinguish a fully satisfiable 3SAT formula from one which is only
(1− ε)-satisfiable for some ε > 0); these ratios are better than those in [11] but worse than
those in [20, 1, 6].

In this work, we prove strong inapproximability results for both problems, assuming
SSEH:

I Theorem 2. Assuming SSEH, there is no polynomial time algorithm that approximates
MEB or MBB to within n1−ε factor of the optimum for every ε > 0, unless NP ⊆ BPP.

We note that the only part of the reduction that is randomized is the gap amplification
via randomized graph product [5, 7]. If one is willing to assume only that NP 6= P (and
SSEH), our reduction still implies that both are hard to approximate to within any constant
factor.

Only Bhangale et al.’s result [6] and our result achieve the inapproximability ratio of
n1−ε for every ε > 0; all other results achieve at most nε ratio for some ε > 0. Moreover,
only Bhangale et al.’s reduction and ours are candidate NP-hardness reductions, whereas
each of the other reductions either uses superpolynomial time [11, 20, 1, 25] or relies on an
average-case assumption [10]. It is also worth noting here that, while both Bhangale et al.’s
result and our result are based on assumptions which can be viewed as stronger variants of
UGC, the two assumptions are incomparable and, to the best of our knowledge, Bhangale
et al.’s technique does not apply to SSEH. Due to space constraint, we defer a more in-depth
discussion on the differences between the two assumptions to a longer version of this work.

Along the way, we prove inapproximability of the following hypergraph bisection problem,
which may be of independent interest: given a hypergraph H = (VH , EH) find a bisection3
(T0, T1) of VH such that the number of uncut hyperedges is maximized. We refer to this
problem as Max UnCut Hypergraph Bisection (MUCHB). Roughly speaking, we show that,
assuming SSEH, it is hard to distinguish a hypergraph whose optimal bisection cuts only ε
fraction of hyperedges from one in which every bisection cuts all but ε fraction of hyperedges:

1 While Feige only stated this for MBB, the reduction clearly works for MEB too.
2 In [6], the inapproximability ratio is only claimed to be nε for some ε > 0. However, it is not hard to

see that their result in fact implies n1−ε factor hardness of approximation as well.
3 (T0, T1) is a bisection of VH if |T0| = |T1| = |VH |/2, T0 ∩ T1 = ∅ and VH = T0 ∪ T1.
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I Lemma 3. Assuming SSEH, for every ε > 0, it is NP-hard to, given a hypergraph
H = (VH , EH), distinguish between the following two cases:

(Completeness) There is a bisection (T0, T1) of VH s.t.

|EH(T0)|, |EH(T1)| > (1/2− ε)|EH | .

(Soundness) For every set T ⊆ VH of size at most |VH |/2, |EH(T )| 6 ε|EH |.
Here EH(T ) , {e ∈ EH | e ⊆ T} denotes the set of hyperedges inside of the set T ⊆ VH .

Our result above is similar to Khot’s quasi-random PCP [20]; roughly speaking, Khot’s
result states that it is hard (if 3SAT /∈

⋂
δ>0 BPTIME(2nδ)) to distinguish between a d-

uniform hypergraph where 1/2d−2 fraction of hyperedges are uncut in the optimal bisection
from one where roughly 1/2d−1 fraction of hyperedges are uncut in any bisection. In this
sense, [20] provides better soundness at the expense of worse completeness compared ours.

1.2 Minimum k-Cut

In addition to the above biclique problems, we prove an inapproximability result for the
Minimum k-Cut problem, in which a weighted graph is given and the goal is to find a set
of edges with minimum total weight whose removal paritions the graph into (at least) k
connected components. For any fixed k, the problem was proved to be in P by Goldschmidt
and Hochbaum [13], who also showed that, when k is part of the input, the problem is
NP-hard. To circumvent this, Saran and Vazirani [35] devised two simple polynomial
time (2 − 2/k)-approximation algorithms for the problem. In the ensuing years, different
approximation algorithms [29, 38, 34, 37] have been proposed for the problem, none of which
are able achieve an approximation ratio of (2− ε) for some ε > 0. In fact, Saran and Vazirani
themselves conjectured that (2− ε)-approximation is intractible for the problem [35]. In this
work, we show that their conjecture is indeed true, if the SSEH holds:

I Theorem 4. Assuming SSEH, it is NP-hard to approximate Minimum k-Cut to within
(2− ε) factor of the optimum for every constant ε > 0.

Note that the problem was claimed to be APX-hard in [35]. However, to the best of our
knowledge, the proof has never been published and no other inapproximability is known.

2 Inapproximability of Minimum k-Cut

We now proceed to prove our main results. Let us start with the simplest: Minimum k-Cut.

Proof of Theorem 4. The reduction from SSE(δ, η) to Minimum k-Cut is simple; the graph
G remains the input graph for Minimum k-Cut and we let k = δn+ 1 where n = |V |.

Completeness. If there is S ⊆ V of size δn such that Φ(S) 6 η, then we partition the graph
into k groups where the first group is V \ S and each of the other groups contains one vertex
from S. The edges cut are the edges in E(S, V \ S) and the edges within the set S itself.
There are d|S|Φ(S) 6 ηd|S| edges of the former type and only at most d|S|/2 of the latter.
Hence, the number of edges cut in this partition is at most (1/2 + η)d|S| = (1/2 + η)δdn.
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Soundness. Suppose that, for every S ⊆ V of size δn, Φ(S) > 1− η. Let T1, . . . , Tk ⊆ V be
any k-partition of the graph. Assume w.l.o.g. that |T1| 6 · · · 6 |Tk|. Let A = T1 ∪ · · · ∪ Ti
where i is the maximum index such that |T1 ∪ · · · ∪ Ti| 6 δn.

We claim that |A| > δn −
√
n. To see that this is the case, suppose for the sake of

contradiction that |A| < δn −
√
n. Since |A ∪ Ti+1| > δn, we have Ti+1 >

√
n. Moreover,

since A = T1 ∪ · · ·Ti, we have i 6 |A| < δn−
√
n. As a result, we have n = |T1 ∪ · · · ∪ Tk| >

|Ti+1 ∪ · · · ∪Tk| > (k− i)|Ti| >
√
n ·
√
n = n, which is a contradiction. Hence, |A| > δn−

√
n.

Now, note that, for every S ⊆ V of size δn, Φ(S) > 1− η implies that |E(S)| 6 ηdδn/2
where E(S) denote the set of all edges within S. Since |A| 6 δn, we also have |E(A)| 6 ηdδn/2.
As a result, the number of edges in the cut (A, V \A) is at least

d|A| − ηdδn > (1− η)dδn− d
√
n =

(
1− η − 1

δ
√
n

)
δdn.

For every constant ε > 0, by setting η = ε/20 and n > 100/(ε2δ2), the ratio between the
two cases is at least (2− ε), which concludes the proof of Theorem 4. J

3 Inapproximability of MEB and MBB

Let us now turn our attention to MEB and MBB. First, note that we can reduce MUCHB
to MEB/MBB by just letting the two sides of the bipartite graph be EH and creating an
edge (e1, e2) iff e1 ∩ e2 = ∅. This immediately shows that Lemma 3 implies the following:

I Lemma 5. Assuming SSEH, for every δ > 0, it is NP-hard to, given a bipartite graph
G = (L,R,E) with |L| = |R| = n, distinguish between the following two cases:

(Completeness) G contains K(1/2−δ)n,(1/2−δ)n as a subgraph.
(Soundness) G does not contain Kδn,δn as a subgraph.

Here Kt,t denotes the complete bipartite graph in which each side contains t vertices.

Note that Theorem 2 follows from Lemma 5 by gap amplification via randomized graph
product [5, 7]. Since this has been analyzed before even for biclique [20, Appendix D], we do
not repeat the argument here.

We are now only left to prove Lemma 3; we devote the rest of this section to this task.

3.1 Preliminaries
Before we continue, we need additional notations and preliminaries. For every graph G and
every vertex v, we will write G(v) to denote the uniform distribution on its neighbors.

It will be convenient for us to use a different (but equivalent) formulation of SSEH. To
state it, we will define a variant of SSE(δ, η) called SSE(δ, η,M); the completeness remains
the same whereas the soundness is strengtened to include all S of size between δ|V |

M and
δ|V |M .

I Definition 6 (SSE(δ, η,M)). Given a regular graph G = (V,E), distinguish between:
(Completeness) There exists S ⊆ V of size δ|V | such that Φ(S) 6 η.
(Soundness) For every S ⊆ V with |S| ∈

[
δ|V |
M , δ|V |M

]
, Φ(S) > 1− η.

The new formulation of the hypothesis can now be stated as follows.

I Conjecture 2. For every η,M > 0, there is δ > 0 such that SSE(δ, η,M) is NP-hard.
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Raghavendra et al. [33] showed that this formulation is equivalent to the earlier formulation
(Conjecture 1); please refer to Appendix A.2 of [33] for more details of the proof.

While our reduction can be understood without notation of unique games, it is best
described in a context of unique games reductions. We provide a definition of unique games
below.

I Definition 7 (Unique Game (UG)). A unique game instance (G, [R], {πe}e∈E) consists of a
bipartite graph G = (V, E), a label set [R] = {1, . . . , R}, and, for each e ∈ E , a permutation
πe : [R]→ [R]. The goal is to find an assignment F : V → [R] such that, for as many edges
(u, v) ∈ E as possible, we have π(u,v)(F (u)) = F (v); these edges are said to be satisfied.

Khot’s UGC [19] states that, for every ε > 0, it is NP-hard to distinguish between a
unique game in which there exists an assignment satisfying at least (1− ε) fraction of edges
from one in which every assignment satisfies at most ε fraction of edges.

Finally, we need some preliminaries in discrete Fourier analysis. We state here only few
facts that we need. We refer interested readers to [30] for more details about the topic.

For any discrete probability space Ω, f : ΩR → [0, 1] can be written as
∑
σ∈[|Ω|]R f̂(σ)φσ

where {φσ}σ∈[|Ω|]R is the product Fourier basis of L2(ΩR) (see [30, Chapter 8.1]). The
degree-d influence on the j-th coordinate of f is infldj (f) ,

∑
σ∈[|Ω|]R,σj 6=1,#σ6d f̂

2(σ) where
#σ , |{i ∈ [R] | σi 6= 1}|. It is well known that

∑R
j=1 infldj (f) 6 d (see [28, Proposition 3.8]).

We also need the following theorem. It follows easily4 from the so-called “It Ain’t Over
Till It’s Over” conjecture, which is by now a theorem [28, Theorem 4.9].

I Theorem 8 ([28]). For any β, εT , γ > 0, there exists κ > 0 and t, d ∈ N such that, if any
functions f1, . . . , ft : ΩR → {0, 1} where Ω is a probability space whose probability of each
atom is at least β satisfy5

∀i ∈ [t], E
x∈ΩR

[fi(x)] 6 0.99 and ∀j ∈ [R],∀1 6 i1 6= i2 6 t,min{infldj (fi1), infldj (fi2)} 6 κ,

then

Pr
x∈ΩR,D∼SεT (R)

[
t∧
i=1

fi(CD(x)) ≡ 1
]
< γ

where D ∼ SεT (R) is a random subset of [R] where each i ∈ [R] is included independently w.p.
εT , CD(x) , {x′ | x′[R]\D = x[R]\D} and fi(CD(x)) ≡ 1 is short for ∀x′ ∈ CD(x), fi(x′) = 1.

3.2 Bansal-Khot Long Code Test and A Candidate Reduction
Theorem 8 leads us nicely to the Bansal-Khot long code test [4]. For UGC hardness
reductions, one typically needs a long code test (aka dictatorship gadget) which, on input
f1, . . . , ft : {0, 1}R → {0, 1}, has the following properties:

(Completeness) If f1 = · · · = ft is a long code6, the test accepts with large probability.
(Soundness) If f1, . . . , ft are balanced (i.e. E f1 = · · · = E ft = 1/2) and are “far from
being a long code”, then the test accepts with low probability.
A widely-used notion of “far from being a long code”, and one we will use here, is that
the functions do not share a coordinate with large low degree influence (i.e. for every
j ∈ [R] and every i1 6= i2 ∈ [t], at least one of infldj (fi1), infldj (fi2) is small),

4 For more details on how this version follows from there, please refer to [36, page 769].
5 0.99 could be replaced by any constant less than one; we use it to avoid introducing more parameters.
6 A long code is simply j-junta (i.e. a function that depends only on the xj) for some j ∈ [R].
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Input: A unique game (G = (V, E), [R], {πe}e∈E) and parameters ` ∈ N and εT ∈ (0, 1).
Output: A hypergraph H = (VH , EH).
The vertex set VH is V × {0, 1}R and the hyperedges are distributed as follows:

Sample u ∼ V and sample v1 ∼ G(u), . . . , v` ∼ G(u).
Sample x ∼ {0, 1}R and a subset D ∼ SεT (R).
Output a hyperedge e = {(vp, x′) | p ∈ [`], x′ ∈ CD(x)}.

Figure 1 A Candidate Reduction from UG to MUCHB.

Bansal and Khot’s long code test works as follows: pick x ∼ {0, 1}R and D ∼ SεT (R).
Then, test whether fi evaluates to 1 on the whole CD(x). Note that this can be viewed
as an “algorithmic” version of Theorem 8; more specifically, the theorem (with Ω = {0, 1})
immediately implies the soundness property of this test. On the other hand, it is obvious
that, if f1 = · · · = ft is a long code, then the test accepts with probability 1/2− εT .

Bansal and Khot used this test to prove tight hardness of approximation of Vertex Cover.
The reduction is via a natural composition of the test with unique games. Their reduction
also gives a cadidate reduction from UG to MUCHB, which is stated below in Figure 1.

As is typical for gadget reductions, for T ⊆ VH , we view the indicator function fu(x) ,
1[(u, x) ∈ T ] for each u ∈ V as the intended long code. If there exists an assignment φ to the
unique game instance that satisfies nearly all the constraints, then the bisection corresponding
to fu(x) = xφ(u) cuts only small fraction of edges, which yields the completeness of MUCHB.

As for the soundness, we would like to decode an UG assignment from T ⊆ VH of size
at most |VH |/2 which contains at least ε fraction of hyperedges. In terms of the tests, this
corresponds to a collection of functions {fu}u∈V such that Eu∼V Ex∼{0,1}R fu(x) = 1/2 and
the Bansal-Khot test on fv1 , . . . , fvt passes with probability at least ε where v1, . . . , vt are
sampled as in Figure 1. Now, if we assume that Ex fu(x) 6 0.99 for all u ∈ V, then such
decoding is possible via a similar method as in [4] since Theorem 8 can be applied here.

Unfortunately, the assumption Ex fu(x) 6 0.99 does not hold for an arbitrary T ⊆ VH
and the soundness property indeed fails. For instance, imagine the constraint graph G of the
starting unique game instance consisting of two disconnected components of equal size; let
V0 and V1 be the set of vertices in the two components. In this case, if we set T0 = V0 and
T1 = V1, then the bisection (T0, T1) does not even cut a single edge! This is regardless of
whether there exists an assignment to the UG that satisfies a large fraction of edges.

3.3 RST Technique and The Reduction from SSE to MUCHB

The issue described above is common for graph problems that involves some form of expansion
of the graph. The RST technique [33] was indeed invented to specifically circumvent this issue.
It works by first reducing SSE to UG and then exploiting the structure of the constructed
UG instance when composing it with a long code test; this allows them to avoid extreme
cases such as one above. There are four parameters in the reduction: R, k ∈ N and εV , β.
Before we describe the reduction, let us define additional notations here:

Let G⊗R denote the R-tensor graph of G; the vertex set of G⊗R is V R and there is an
edge between A,B if and only if there is an edge between Ai, Bi in G for every i ∈ [R].
For each A ∈ V R, TV (A) denote the distribution on V R where the i-th coordinate is set
to Ai with probability 1− εV and is randomly sampled from V otherwise.
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Let ΠR,k denote the set of all permutations π’s of [R] such that, for each j ∈ [k],
π({R(j − 1)/k + 1, . . . , Rj/k}) = {R(j − 1)/k + 1, . . . , Rj/k}.
Let {0, 1,⊥}β denote the probability space such that the probability for 0, 1 are both β/2
and the probability for ⊥ is 1− β.

The first step of reduction takes an SSE(δ, η,M) instance G = (V,E) and produces a
unique game U = (G = (V, E), [R], {πe}e∈E) where V = V R and the edges are distributed as
follows:
1. Sample A ∼ V R and Ã ∼ TV (A).
2. Sample B ∼ G⊗R(Ã) and B̃ ∼ TV (B).
3. Sample two random πA, πB ∼ ΠR,k.
4. Output an edge e = (πA(Ã), πB(B̃)) with π(A,B) = πB ◦ π−1

A .

Here εV is a small constant, k is large and R/k should be think of as Θ(1/δ). When
there exists a set S ⊆ V of size δ|V | with small edge expansion, the intended assignment is
to, for each A ∈ V R, find the first block j ∈ [k] such that |A(j) ∩ S| = 1 where A(j) denotes
the multiset {AR(j−1)/k+1, . . . , ARj/k} and let F (A) be the coordinate of the vertex in that
intersection. If no such j exists, we assign F (A) arbitrarily. Note that, since R/k = Θ(1/δ),
Pr[|A(j)∩ S| = 1] is constant, which means that only 2−Ω(k) fraction of vertices are assigned
arbitrarily. Moreover, it is not hard to see that, for the other vertices, their assignments rarely
violate constraints as εV and Φ(S) are small. This yields the completeness. In addition, the
soundness was shown in [32, 33], i.e., if every S ⊆ V of size δ|V | has near perfect expansion,
no assignment satisfies many constraints in U (see Lemma 13).

The second step is to reduce this UG instance to a hypergraph H = (VH , EH). Instead of
making the vertex set V R × {0, 1}R as in the previous candidate reduction, we will instead
make VH = V R ×ΩR where Ω = {0, 1,⊥}β and β is a small constant. This does not seem to
make much sense from the UG reduction standpoint because we typically want to assign
which side of the bisection (A, x) ∈ VH is in according to xF (A) but xF (A) could be ⊥ in
this construction. However, it makes sense when we view this as a reduction from SSE
directly: let us discard all coordinates i’s such that xi = ⊥ and define A(j, x) , {Ai | i ∈
{R(j − 1)/k + 1, . . . , Rj/k} ∧ xi 6= ⊥}. Then, let j∗(A, x) , min{j | |A(j, x) ∩ S| = 1} and
let i∗(A, x) be the coordinate in the intersection between A(j∗(A, x), x) and S, and assign
(A, x) to Txi∗(A,x) . (If j∗(A, x) does not exists, then assign (A, x) arbitrarily.)

Observe that, in the intended solution, the side that (A, x) is assigned to does not change
if (1) Ai is modified for some i ∈ [R] s.t. xi = ⊥ or (2) we apply some permutation π ∈ ΠR,k

to both A and x. In other words, we can “merge” two vertices (A, x) and (A′, x′) that are
equivalent through these changes together in the reduction. For notational convenience,
instead of merging vertices, we will just modify the reduction so that, if (A, x) is included in
some hyperedge, then every (A′, x′) reachable from (A, x) by these operations is also included
in the hyperedge. More specifically, if we define Mx(A) , {A′ ∈ V R | A′i = Ai for all i ∈
[R] such that xi 6= ⊥} corresponding to the first operation, then we add π(A′, x) to the
hyperedge for every A′ ∈Mx(A) and π ∈ ΠR,k. The full reduction is shown in Figure 2.

Note that the test we apply here is slightly different from Bansal-Khot test as our test is on
Ω = {0, 1,⊥}β instead of {0, 1} used in [4]. Another thing to note is that now our vertices and
hyperedges are weighted, the vertices according to the product measure of V R × ΩR and the
edges according to the distribution produced from the reduction. We write µH to denote the
measure on the vertices, i.e., for T ⊆ V R × {0, 1,⊥}R, µH(T ) = PrA∼V R,x∼ΩR [(A, x) ∈ T ],
and we abuse the notation EH(T ) and use it to denote the probability that a hyperedge as
generated in Figure 2 lies completely in T . We note here that, while the MUCHB as stated
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Input: A graph G with vertex set V and parameters R, k, ` ∈ N and εT , εV , β ∈ (0, 1).
Output: A hypergraph H = (VH , EH).
VH , V R × ΩR where Ω , {0, 1,⊥}β and the hyperedges are distributed as follows:

Sample A ∼ V R and Ã1, . . . , Ã` ∼ TV (A).
Sample B1 ∼ G⊗R(Ã1), . . . , B` ∼ G⊗R(Ã`) and B̃1 ∼ TV (B1), . . . , B̃` ∼ TV (B`)
Sample x ∈ ΩR and a subset D ∼ SεT (R).
Output a hyperedge e = {π(B′, x′) | p ∈ [`], π ∈ ΠR,k, x

′ ∈ CD(x), B′ ∈Mx′(B̃p)}.

Figure 2 Reduction from SSE to Max UnCut Hypergraph Bisection.

in Lemma 3 is unweighted, it is not hard to see that we can go from weighted version to
unweighted by copying each vertex and each edge proportional7 to their weights.

The advantage of this reduction is that the vertex “merging” makes gadget reduction non-
local; for instance, it is clear that even if the starting graph V has two connected components,
the resulting hypergraph is now connected. In fact, Raghavendra et al. [33] show a much
stronger quantitative bound. To state this, let us consider any T ∈ VH with µH(T ) = 1/2.
From how the hyperedges are defined, we can assume w.l.o.g. that, if (A, x) ∈ T , then
π(A′, x) ∈ T for every A′ ∈ Mx(A) and every π ∈ ΠR,k. Again, let fA(x) , 1[(A, x) ∈ T ].
The following bound on the variance of Ex fA(x) is implied by the proof of Lemma 6.6 in [33]:

E
A∼V R

(
E

x∼ΩR
fA(x)− 1/2

)2
6 β.

The above bound implies that, for most A’s, the mean of fA cannot be too large. This will
indeed allow us to ultimately apply Theorem 8 on a certain fraction of the tuples (B̃1, . . . , B̃`)
in the reduction, which leads to an UG assignment with non-negligible value.

3.4 Completeness
In the completeness case, we define a bisection similar to that described above. This bisection
indeed cuts only a small fraction of hyperedges; quantitatively, this yields the following
lemma. Since its proof consists mainly of calculations, we omit it from this extended abstract.

I Lemma 9. If there is a set S ⊆ V such that Φ(S) 6 η and |S| = δ|V | where δ ∈
[

k
10βR ,

k
βR

]
,

then there is a bisection (T0, T1) of VH such that EH(T0), EH(T1) > 1/2−O(εT /β)−O(η`/β)−
O(εV `/β)− 2−Ω(k) where O(·) and Ω(·) hide only absolute constants.

3.5 Soundness
Let us consider any set T such that µH(T ) 6 1/2. We would like to give an upper bound on
EH(T ). From how we define hyperedges, we can assume w.l.o.g. that (A, x) ∈ T if and only
if π(A′, x) ∈ T for every A′ ∈Mx(A) and π ∈ ΠR,k. We call such T ΠR,k-invariant.

Let f : V R×ΩR → {0, 1} denote the indicator function for T , i.e., f(A, x) = 1 if and only
if (A, x) ∈ T . Note that EA∼V R,x∼ΩR f(A, x) = µH(T ) 6 1/2. Following notation from [33],
we write fA(x) as a shorthand for f(A, x). In addition, for each A ∈ V R, we will write
B̃ ∼ Γ(A) as a shorthand for B̃ generated randomly by sampling Ã ∼ TV (A), B ∼ G⊗R(Ã)

7 Note that this is doable since we can pick β, εV , εT to be rational.
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and B̃ ∼ TV (B) respectively. Let us restate Raghavendra et al.’s [33] Lemma regarding the
variance of Ex fA(x) in a more convenient formulation below.

I Lemma 10 ([33, Lemma 6.6]8). For every A ∈ V R, let µA , Ex∼ΩR fA(x). We have

E
A∼V R

(
E

B̃∼Γ(A)
µB̃ − µH(T )

)2

6 β.

To see how the above lemma helps us decode an UG assignment, observe that, if our test
accepts on fB̃1 , . . . , fB̃` , x,D, then it also accepts on any subset of the functions (with the
same x,D); hence, to apply Theorem 8, it suffices that t of the functions have means 6 0.99.
We will choose ` to be large compared to t. Using above lemma and a standard tail bound,
we can argue that Theorem 8 is applicable for almost all tuples B̃1, . . . , B̃`, as stated below.
Due to space constraint, we omit its proof from this extended abstract.

I Lemma 11. For any positive integer t 6 0.01`,

Pr
A∼V R,B̃1,...,B̃`∼Γ(A)

[|{i ∈ [`] | µB̃i 6 0.99}| > t] > 1− 10β − 2−`/100.

3.5.1 Decoding an Unique Games Assignment
With Lemma 11 ready, we can now decode an UG assignment via a similar technique from [4].

I Lemma 12. For any εT , γ, β > 0, let t = t(εT , γ, β), κ = κ(εT , γ, β) and d = d(εT , γ, β) be
as in Theorem 8. For any integer ` > 100t, if there exists T ⊆ VH of such that µH(T ) 6 1/2
and EH(T ) > 2γ + 10β + 2−`/100, then there exists F : V R → [R] such that

Pr
A∼V R,B̃∼Γ(A),πA,πB∼ΠR,k

[π−1
A (F (πA(Ã))) = π−1

B (F (πB(B̃)))] > γκ2

4d2`2
.

Proof. The decoding procedure is as follows. For each A ∈ V R, we construct a set of
candidate labels Cand[A] , {j ∈ [R] | infldj (fA) > κ}. We generate F randomly by, with
probability 1/2, setting F (A) to be a random element of Cand[A] and, with probability 1/2,
sampling B̃ ∼ Γ(A) and setting F (A) to be a random element from Cand[B]. Note that, if
the candidate set is empty, then we simply pick an arbitrary assignment.

From our assumption that T is ΠR,k-invariant, it follows that, for every A ∈ V R, π ∈ ΠR,k

and j ∈ [R], PrF [π−1(F (π(A))) = j] = PrF [F (A) = j]. In other words, we have

Pr
F,A∼V R,B̃∼Γ(A),πA,πB∼ΠR,k

[π−1
A (F (πA(Ã))) = π−1

B (F (πB(B̃)))]

= Pr
F,A∼V R,B̃∼Γ(A)

[F (Ã) = F (B̃)]. (1)

Next, note that, from how our reduction is defined, EH(T ) can be written as

EH(T ) = Pr
A∼V R,B̃1,...,B̃`∼Γ(A),x∼ΩR,D∼SεT (R)

[∧̀
i=1

fB̃i(CD(x)) ≡ 1
]
.

8 Lemma 6.6 in [33] involves symmetrizing f ’s, but we do not need it here since T is ΠR,k-invariant.
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From EH(T ) > 2γ + 10β + 2−`/100 and from Lemma 11, we can conclude that

Pr
A,B̃1,...,B̃`,x,D

[(∧̀
i=1

fB̃i(CD(x)) ≡ 1
)
∧
(
|{i ∈ [`] | µB̃i 6 0.99}| > t

)]
> 2γ.

From Markov’s inequality, we have

γ 6 Pr
A,B̃1,...,B̃`

[
Pr
x,D

[(∧̀
i=1

fB̃i(CD(x)) ≡ 1
)
∧
(
|{i ∈ [`] | µB̃i 6 0.99}| > t

)]
> γ

]

= Pr
A,B̃1,...,B̃`

[(
Pr
x,D

[∧̀
i=1

fB̃i(CD(x)) ≡ 1
]
> γ

)
∧
(
|{i ∈ [`] | µB̃i 6 0.99}| > t

)]
.

A tuple (A, B̃1, . . . , B̃`) is said to be good if Prx∼ΩR,D∼SεT (R)

[∧`
i=1 fB̃i(CD(x)) ≡ 1

]
> γ

and |{i ∈ [`] | µB̃i 6 0.99}| > t. For such tuple, Theorem 8 implies that there exist i1 6= i2 ∈
[`], j ∈ [R] s.t. infldj (fB̃i1 ), infldj (fB̃i2 ) > κ. This means that Cand(B̃i1) ∩ Cand(B̃i2) 6= ∅.

Hence, if we sample a tuple (A, B̃1, . . . , B̃`) at random, and then sample two different
B̃, B̃′ randomly from B̃1, . . . , B̃`, then the tuple is good with probability at least γ and, with
probability 1/`2, we have B̃ = B̃i1 , B̃′ = B̃i2 . This gives the following bound:

Pr
A,B̃,B̃′

[
Cand(B̃) ∩ Cand(B̃′) 6= ∅

]
>

γ

`2
.

Now, observe that B̃ and B̃′ above are distributed in the same way as if we pick both
of them independently with respect to Γ(A). Recall that, with probability 1/2, F (A) is
a random element of Cand(B̃) where B̃ ∼ Γ(A) and, with probability 1/2, F (B̃′) is a
random element of Cand(B̃′). Moreover, since the sum of degree d-influence is at most d [28,
Proposition 3.8], the candidate sets are of sizes at most d/κ. As a result, the above bound
yields

Pr
A∼V R,B̃′∼Γ(A)

[F (A) = F (B̃′)] > γκ2

4d2`2
,

which, together with (1), concludes the proof of the lemma. J

3.5.2 Decoding a Small Non-Expanding Set
To relate our decoded UG assignment back to a small non-expanding set in G, we use the
following lemma of [33], which roughly states that, with the right parameters, the soundness
case of SSEH implies that only small fraction of constriants in the UG can be satisfied.

I Lemma 13 ([33, Lemma 6.11]). If there exists F : V R → [R] such that

Pr
A∼V R,B̃∼Γ(A),πA,πB∼ΠR,k

[π−1
A (F (πA(Ã))) = π−1

B (F (πB(B̃)))] > ζ,

then there exists a set S ⊆ V with |S||V | ∈
[

ζ
16R ,

3k
εV R

]
with Φ(S) 6 1− ζ

16k .

By combining the above lemma with Lemma 12, we immediately arrive at the following:

I Lemma 14. For any εT , γ, β > 0, let t = t(εT , γ, β), κ = κ(εT , γ, β) and d = d(εT , γ, β)
be as in Theorem 8. For any integer ` > 100t and any εV > 0, if there exists T ⊆ VH with
µH(T ) 6 1/2 such that EH(T ) > 2γ + 10β + 2−`/100, then there exists a set S ⊆ V with
|S|
|V | ∈

[
ζ

16R ,
3k
εV R

]
with Φ(S) 6 1− ζ

16k where ζ = γκ2

4d2`2 .
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3.6 Putting Things Together
We can now deduce inapproximability of MUCHB by simply picking appropriate parameters.

Proof of Lemma 3. The parameters are chosen as follows:
Let β = ε/30, γ = ε/6, and k = Ω(log(1/ε)) so that the term 2−Ω(k) in Lemma 9 is 6 ε/4.
Let εT = O(βε) so that the error term O(εT /β) in Lemma 9 is at most ε/4.
Let t = t(εT , γ, β), κ = κ(εT , γ, β) and d = d(εT , γ, β) be as in Theorem 8.
Let ζ = γκ2

4d2`2 be as in Lemma 14 and let ` = max{100t, 1000 log(1/ε)}.
Let εV = O(εβ/`) where so that the error term O(εV `/β) in Lemma 9 is at most ε/4.
Let η = min{ ζ

32k , O(εβ/`)} so that the error term O(η`/β) in Lemma 9 is at most ε/4.
Let M = max{ 16k

βζ ,
3β
εV
}.

Finally, let R = k
βδ where δ = δ(η,M) is the parameter from the SSEH (Conjecture 2).

Let G = (V,E) be an instance of SSE(η, δ,M) and let H = (VH , GH) be the hypergraph
resulted from our reduction. If there exists S ⊆ V of size δ|V | of expansion at most η,
Lemma 9 implies that there is a bisection (T0, T1) of VH such that EH(T0), EH(T1) > 1/2−ε.

As for the soundness, Lemma 14 with our choice of parameters implies that, if there exists
a set T ⊆ VH with µ(T ) 6 1/2 and EH(T0) > ε, there exists S ⊆ V with |S| ∈

[
δ|V |
M , δ|V |M

]
whose expansion is less than 1−η. The contrapositive of this yields the soundness property. J

4 Conclusion

In this work, we prove essentially tight inapproximability of MEB, MBB and Minimum k-Cut
based on SSEH. Our results, expecially for the biclique problems, demonstrate further the
applications of the hypothesis and particularly the RST technique [33] in proving hardness
of graph problems that involve some form of expansion. An obvious but intriguing research
direction is to try to utilize the technique to other problems. One plausible candidate problem
to this end is the 2-Catalog Segmentation Problem [24] since a natural candidate reduction
for this problem fails due to a similar counterexample as in Section 3.2.
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Abstract
It has often been claimed in recent papers that one can find a degree d Sum-of-Squares proof if
one exists via the Ellipsoid algorithm. In [16], Ryan O’Donnell notes this widely quoted claim is
not necessarily true. He presents an example of a polynomial system with bounded coefficients
that admits low-degree proofs of non-negativity, but these proofs necessarily involve numbers
with an exponential number of bits, causing the Ellipsoid algorithm to take exponential time. In
this paper we obtain both positive and negative results on the bit complexity of SoS proofs.

First, we propose a sufficient condition on a polynomial system that implies a bound on
the coefficients in an SoS proof. We demonstrate that this sufficient condition is applicable
for common use-cases of the SoS algorithm, such as Max-CSP, Balanced Separator, Max-
Clique, Max-Bisection, and Unit-Vector constraints.

On the negative side, O’Donnell asked whether every polynomial system containing Boolean
constraints admits proofs of polynomial bit complexity. We answer this question in the negative,
giving a counterexample system and non-negative polynomial which has degree two SoS proofs,
but no SoS proof with small coefficients until degree Ω(

√
n).
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1 Introduction

The Sum of squares (SoS) proof system is a versatile and powerful approach to certifying
polynomial inequalities. SoS certificates can be shown to underlie a vast number of algorithms
in combinatorial optimization. On the one hand, SoS certificates hold the promise of yielding
algorithms that possibly refute the notorious unique games conjecture [3, 2, 10]. On the other
hand, a flurry of recent works have applied SoS proofs to develop algorithms for problems
ranging from constraint satisfaction problems to tensor problems.

To illustrate sum of squares certificates, let us consider the example of the Balanced
Separator problem. Here we are given a graph G = (V,E) and the goal is to find a
balanced cut (S, S) with the minimum number of crossing edges. Like many problems in
combinatorial optimization, it can be reformulated as a low-degree polynomial optimization
problem. Specifically if we associate {0, 1} variables {x1, . . . , xn} for the vertices of the graph
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G then we can rewrite the Balanced Separator problem as follows:

Minimize
∑

(i,j)∈E

(xi − xj)2 subject to
{
x2
i = xi∀i ,

n

3 ≤
∑
i

xi ≤
2n
3

}
.

Here the constraint x2
i = xi ensures xi ∈ {0, 1} while the inequalities enforce the condition

that the cut is balanced. More generally, a low-degree polynomial optimization is of the
form:

Minimize r(x) subject to
equalities P = {pi(x) = 0|i ∈ [n]} and inequalities Q = {qi(x) ≥ 0|i ∈ [m]} .

An SoS certificate of a lower bound r(x) ≥ θ is given by a polynomial identity of the form

r(x)− θ =
∑
i

hi(x)2 +
∑
i∈[m]

 ti∑
j

s2
j (x)

 · qi(x) +
∑
i∈[n]

λi(x)pi(x) .

Notice that for all x satisfying the equalities P and the inequalities Q, the right hand
side of the above identity is manifestly non-negative, thereby certifying that r(x) ≥ θ.
The degree of the SoS certificate is the maximum degree of the polynomials involved, i.e.,
d = max{deg h2

i ,deg s2
jqi,deg λipi}.

The main appeal of SoS certificates for polynomial optimization is that the existence of a
degree d SoS certificate can be formulated as the feasibility of a semidefinite program (SDP).
This is the degree d SoS relaxation first introduced by Shor [18], and expanded upon by later
works of Nesterov [15], Grigoriev and Vorobjov [9], Lasserre [12, 11] and Parrilo [17]. (see,
e.g., [13, 4] for many more details).

The degree d SoS SDP has nO(d) variables, and if the coefficients of p and q are reasonably
bounded (smaller than 2nO(d)), the resulting SDP has a compact description of size nO(d).
From this, several works including those by the authors, asserted that the resulting feasibility
SDP can be solved in time nO(d) using the Ellipsoid algorithm.

In a recent work, O’Donnell [16] observed that this often repeated claim is far from true.
Specifically, O’Donnell exhibited systems of polynomial inequalities with bounded coefficients
such that only degree 2 SoS certificates of non-negativity involve coefficients that are doubly
exponential in size. Thus all SoS certificates need an exponential number of bits to represent
and consequently, the ellipsoid algorithm will incur an exponential running time.

As pointed out by O’Donnell, the issue at hand here is not just that of additive error
in the solution, i.e., the difference between testing feasibility and near-feasibility. Indeed,
semidefinite programming via the ellipsoid algorithm can only test feasibility up to a very small
additive error. However, in a majority of applications of SoS SDP relaxations in combinatorial
optimization, the variables in the underlying polynomial system are explicitly bounded (also
known as Archimedian). Specifically, these include constraints such as {x2

i ≤ 1|i ≤ [n]},
which yield explicit bounds on the values of the variables. In these settings, if there is
an approximate SoS certificate for r(x) ≥ θ, then there exists a proper SoS certificate
for a slightly weaker lower bound r(x) ≥ θ − o(1). Therefore, additive error incurred in
semidefinite programming can often be traded off for a slightly weaker objective value. The
issue highlighted by O’Donnell is far more serious in that the coefficients of the SoS certificate
are too large – thereby directly affecting the runtime of the ellipsoid algorithm.

On a positive note, O’Donnell shows that a polynomial system whose only constraints
are the Boolean constraints {x2

i = xi|i ∈ [n]} always admit SoS certificates with polynomial
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bit complexity. He proceeds to ask whether all polynomial systems that include Boolean
constraints, potentially among others, always admit bounded SoS certificates.

1.1 Our Results
In this work, we further explore the issue of bit complexity of SoS proofs, and obtain both
positive and negative results.

First, we present an easily verifiable and broadly applicable set of sufficient conditions
under which a polynomial optimization problem has small SoS certificates. Roughly speaking,
we show that polynomial systems with rich sets of solutions have bounded SoS certificates of
non-negativity. Consider a system consisting of polynomial equalities P and inequalities Q.
Our approach consists of looking for assignments S satisfying three criteria (see Definition 5
and Theorem 10 for formal statements).

I Theorem 1. Assume (P,Q, S) satisfies:
1. The assignments S robustly satisfy the inequalities in Q.
2. The polynomial calculus (also called Nullstellensatz) proof system is both complete and

efficient over S. In other words, all degree d polynomial identities over S can be derived
using a degree O(d) polynomial derivation from the equalities P.

3. The assignments S are spectrally rich in that smallest non-zero eigenvalue of their
covariance matrix is at least 2− poly(nd).

Then if r has a degree d proof of non-negativity from P and Q, it also has a degree O(d)
proof of non-negativity with coefficients bounded by 2poly(nd).

We demonstrate the broad applicability of the above set of sufficient conditions by using
them to show upper bounds on bit complexity for Max-CSP, Max-Clique, Matching,
Balanced Separator, Max-Bisection, and optimization over the unit sphere. In each
case, the above sufficient conditions can be verified easily.

The above set of sufficient conditions are widely applicable in combinatorial optimization,
wherein the polynomial system is typically a relaxation of a well-known set of integer solutions.
In such a setup with integer solutions, we observe in Section 3 that spectral richness is an
immediate consequence of the discrete nature of the set of solutions. Therefore, in all these
setups, the only non-trivial thing to verify is the efficiency of the polynomial calculus proof
system.

The work of O’Donnell [16] exhibited a polynomial system with bounded coefficients which
admitted degree 2 SoS certificate, whose coefficients were necessarily doubly-exponential.
However, the variables in this polynomial system were not all Boolean, i.e. did not have the
x2
i = xi constraint. In fact, O’Donnell asked whether every polynomial system with Boolean

constraints admits a small SoS proof. Moreover, the polynomial system in [16] admits a
degree 4 SoS certificate with small bit complexity. This opens up the possibility that one
can effectively reduce the bit-complexity by raising the degree of the proof. For instance, if a
system admits a degree d SoS certificate then does it always admit a degree 2d SoS certificate
with small bit complexity (even under Boolean constraints)? Unfortunately, we refute both
of the above possibilities by exhibiting a counterexample. Formally, we show the following:

I Theorem 2. There exists a system of quadratic equations on n variables such that
The system includes the equation x2

i − xi = 0 for each i ∈ [n].
There exists a polynomial with a degree 2 SoS certificate of non-negativity, albeit with
doubly exponentially large coefficients.
No SoS certificate of degree d ≤

√
n has coefficients smaller than Ω

(
1
nd
· 2exp(

√
n)
)
.
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2 Preliminaries

For a set of real polynomials P = {p1, p2, . . . , pm}, we denote their generated ideal in R[x]
by 〈P〉 or 〈p1, . . . , pm〉. We will be working with systems of polynomial constraints, and we
will use the P to denote the equality constraints, and Q to denote the inequality constraints,
i.e. p(x) = 0 and q(x) ≥ 0 for p ∈ P and q ∈ Q. We will usually use S for the set of points
satisfying these constraints. We use R[x]d for the set of polynomials of degree at most d,
and Sd+ for the cone of positive semidefinite d× d matrices. We write vd for the vector of
polynomials whose entries are the elements of the usual monomial basis of R[x]d. Similarly,
we use v(α)d for the vector of reals whose entries are the entries of vd evaluated at α. We
usually omit the dependencies on d as it is clear from context.

2.1 Polynomial Proofs

Let P = {p1, . . . , pn} be a set of polynomials, and let S = {x ∈ Rn|∀p ∈ P : p(x) = 0}. We
define a proof of membership in 〈P〉 as follows:

I Definition 3. We say that r(x) has a derivation from P if there is a polynomial identity
of the form

r(x) =
n∑
i

λi(x)pi(x).

We say that the proof has degree d if maxi{deg λipi} = d.

A set of polynomials forming a derivation is called a Polynomial Calculus (PC) or
Nullstellensatz proof. The above proof system is useful for proving when polynomials are zero
on S, but often we want to prove that they are positive. To that end, let P = {p1, . . . , pn}
and Q = {q1, . . . , qm} be two sets of polynomials, and let S = {x ∈ Rn|∀p ∈ P : p(x) =
0,∀q ∈ Q : q(x) ≥ 0}. We define a proof of non-negativity as follows:

I Definition 4. We say that r(x) has a Sum-of-Squares proof of non-negativity from P and
Q if there is a polynomial identity of the form

r(x) =
t0∑
i

h2
i (x) +

m∑
i

 ti∑
j

s2
j (x)

 qi(x) +
n∑
i

λi(x)pi(x).

We say the proof has degree d if max{deg h2
i , deg s2

jqi, deg λip} = d.

The idea behind this terminology is that if such a proof exists, then r must be non-negative
on S since the first two terms are non-negative, and the last term is zero. We will be
concerned with not just the degree of these proofs, but also their bit complexity. To this
end, we define the following norms on polynomials and proofs: For p(x) ∈ R[x], we write ‖p‖
for the maximum absolute value of coefficients of p in the standard monomial basis, and for
any collection of polynomials P, we write ‖P‖ = maxp∈P ‖p‖. For a vector α ∈ Rn, we also
write ‖α‖ for the maximum absolute value of entries of α, and we write ‖S‖ = maxα∈S ‖α‖.
These norms are usually called infinity norms and denoted ‖ · ‖∞ in other works, but since
we do not use other norms in this work we will omit the subscript. Throughout this paper
we will assume that the solutions α are explicitly bounded by ‖α‖ ≤ 2poly(nd).
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2.2 Rich Solution Spaces
In this section we define the conditions we require in order to guarantee that SoS proofs from
P and Q have low bit-complexity. For a polynomial system (P,Q) and a set S ⊆ {x | ∀p ∈
P : p(x) = 0}, define the moment matrix as

MS,d := Eα∈S [v(α)dv(α)Td ] ,

where the expectation is over the uniform distribution over S. We will omit the subscripts
and write M , if S and d are clear from the context.

I Definition 5. With the above definitions,
We say that S is δ-spectrally rich for (P,Q) up to degree d if every nonzero eigenvalue of
MS,d is at least δ.
We say that (P,Q) is k-complete on S up to degree d if every zero eigenvector c of MS,d

(which can be seen as a degree d polynomial cTvd) has a degree k derivation from P.
We say that S is ε-robust for Q if ∀q ∈ Q,∀α ∈ S : q(α) > ε.

Spectral richness of the solutions S is equivalent to requiring if p(x) is small on S, then
there is a polynomial q which agrees with p on S and that has small coefficients. If (P,Q, S)
satisfies all three conditions then we say that S is (δ, k, ε)-rich for (P,Q) up to degree d. If
1/δ = 2poly(nd), k = O(d), and 1/ε = 2poly(nd) we simply say S is rich for (P,Q) or simply
rich. We choose these bounds because Theorem 10 will imply that any constraints with a
rich solution space has proofs of non-negativity that can be taken to have polynomial bit
complexity.
I Remark. There is nothing special about the uniform distribution on S for these definitions.
In fact, our results hold if there is any distribution over a set S ⊆ {x | ∀p ∈ P : p(x) = 0}
with the above properties. In this work we consider mostly combinatorial problems where S
is finite, and the uniform distribution is sufficient for all of our examples, so we restrict to
this case for simplicity.

Before we get into the proof of the main theorem, we exhibit polynomial systems that
admit rich solutions.

3 Examples with Rich Solution Spaces

In this section we present examples of polynomial systems that admit rich solution spaces.
First, we consider the case S ⊆ {0, 1}n. In this case, the spectral richness is a consequence
of the following easy observation.

I Lemma 6. Let M ∈ SN+ be an integer matrix with |Mij | ≤ B for all i, j ∈ [N ]. The
smallest non-zero eigenvalue of M is at least (BN)−N .

Proof. Let A be a full-rank principal minor of M (which must exist because M is PSD and
has a Cholesky decomposition), and for convenience let it be at the upper-left block of M (by
permuting rows and columns if necessary). We claim the least eigenvalue of A lower bounds
the least nonzero eigenvalue of M . Since M is symmetric, there must be a C such that

M =
[

I

C

]
A
[

I CT
]
.

Let P = [I, CT ], ρ be the least eigenvalue of A, and x be a unit vector perpendicular to the
zero eigenspace of M . Then we have xTMx = (Px)TA(Px) ≥ ρxTPTPx. Now PTP has
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the same nonzero eigenvalues as PPT = I + CTC � I, and the zero eigenspace of PTP is
the same as the zero eigenspace of M . Because x is perpendicular to the zero eigenspace,
xTPTPx ≥ 1, and so every nonzero eigenvalue of M is at least ρ. Now A is a full-rank
bounded integer matrix with dimension at most N . The magnitude of its determinant is at
least 1 and all eigenvalues are at most N ·B. Therefore, its least eigenvalue must be at least
(BN)−N in magnitude. J

I Lemma 7. Let P and Q be such that S ⊆ {0, 1}n. Then S is δ-spectrally rich with
1
δ = 2poly(nd).

Proof. Recall M = Eα∈S [v(α)v(α)T ], and note that |S| ·M is an integer O(nd) × O(nd)
matrix with entries at most 2n. The proof follows by applying Lemma 6. J

To prove completeness, we typically want to show two things. First, that every degree d
polynomial in 〈P〉 has a degree at most k derivation. Second, that there are no polynomials
outside 〈P〉 that are zero on S. This second condition can be thought of as saying that the
set of equations P is somehow maximal, i.e., if there are extra polynomial equalities implied
by Q, they should be included in P. Here we consider a few examples.

Max-CSP: P = {x2
i − xi|i ∈ [n]}

Here S = {0, 1}n. Any polynomial p of degree d can be multilinearized one monomial at a
time. Specifically, we can find degree d multilinear p∗ such that p− p∗ = 0 has a degree d
derivation from P. Furthermore, the multilinear polynomial p∗ is zero over S if and only if
all its coefficients are zero. Thus P is d-complete up to degree d for all d ∈ N.

Max-Clique: P = {x2
i − xi|i ∈ [n]} ∪ {xixj|(i, j) /∈ E}

Here S is the set of all cliques in the graph. Suppose p is a polynomial that is identically
zero over S. Without loss of generality, we may assume p is multilinear, if otherwise we can
multilinearize it using {x2

i − xi|i ∈ [n]}. For a multilinear polynomial p(x) =
∑
α⊂[n] p̂αxα,

we claim that if p(x) = 0∀x ∈ S then for all cliques α ⊂ [n], the corresponding coefficient
p̂α = 0, i.e., all non-zero coefficients of p are non-cliques. Suppose not, then let α be the
smallest clique with p̂α 6= 0. Then, we will have p(Iα) = p̂α 6= 0, a contradiction. Since all
coefficients of p are non-cliques, each monomial in p can be eliminated using an appropriate
polynomial from {xixj |(i, j) /∈ E}.

I Remark. More generally, the above two cases are special cases of the following general
setup: Q is empty, and P is a Gröbner basis. A Gröbner basis for an ideal is a generating set
of polynomials that allow a well-defined multivariate polynomial division (see [1] for more
information). Computing the Gröbner basis is often the first step in practical polynomial
equation solvers, and we note the following easy lemma:

I Lemma 8. If Q = ∅ and P is a Gröbner basis for 〈P〉, then S is d-complete up to degree d.

Proof. If P is a Gröbner basis, then every degree d polynomial in 〈P〉 has a degree d
derivation via multivariate division. Because Q = ∅, the polynomials that are zero on S are
exactly the polynomials in 〈P〉. J
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Balanced Separator: P = {x2
i − xi|i ∈ [n]}, Q = {2n/3−

∑
i xi,

∑
i xi − n/3}

The solution space S here is all bit strings with hamming weight between n/3 and 2n/3.
Suppose r is a polynomial that is zero on S. Without loss of generality, we may assume that
r is multilinear by using the constraints {x2

i −xi|i ∈ [n]}. Suppose r is a non-zero multilinear
polynomial which is zero on S, then its symmetrized version r∗ = 1

n!
∑
σ∈Sn σr must also

be zero on S, where σ acts by permuting the variable names. However, r∗ is a univariate
polynomial in

∑
i xi (modulo the Boolean constraints). This univariate polynomial has n/3

zeros, and thus must have degree at least n/3. Since symmetrizing does not change degree,
we conclude that r also has degree at least n/3. Thus every non-zero multilinear polynomial
that is zero on S but not in 〈P〉, has degree at least n/3. Therefore the system is d-complete
up to degree d for d ≤ n

3 . The polynomials in Q can be perturbed by 1/2 to make them
1/2-robust, and thus S is rich for (P,Q).

Matching: P = {x2
ij − xij |i, j ∈ [n]} ∪ {

∑
i xij − 1|i ∈ [n]} ∪ {xijxik|i, j, k ∈ [n]}

These constraints are 2d-complete as proven in [5].

Max-Bisection: P = {x2
i − xi|i ∈ [n]} ∪ {

∑
i xi − n/2}

We will prove in Section 6 that these constraints are d-complete. The proof will be very
similar to the one for Matching, due to the similar symmetry of the constraints.

Unit-Vector: P = {
∑

i x2
i − 1}

Here S = {x : ‖x‖ = 1}. This constraint appears frequently in tensor norm problems as a
way to enforce scaling. Since Q = ∅, it is clearly robust. It may be well-known that P is
d-complete, but we could not find a reference so we record it here for completeness. Let p(x)
be any degree d polynomial which is zero on the unit sphere, and define p0(x) = p(x)+p(−x).
Clearly p0 is also zero on the unit sphere, with degree k = 2b(d+1)/2c. Note that p0 has only
terms of even degree. Define a sequence of polynomials {pi}i∈{0,...,k} as follows. Define qi to
be the part of pi which has degree strictly less than k, and let pi+1 = pi + qi · (

∑
i x

2
i − 1).

Then each pi is zero on the unit sphere and has no monomials of degree strictly less than 2i.
Thus pk/2 is homogeneous of degree k. But then p(tx) = tkpk(x) = 0 for any unit vector x
and t > 0, and thus pk(x) must be the zero polynomial. This implies that p0 is a multiple of∑
i x

2
i − 1. The same logic shows that p(x)− p(−x) is also a multiple of

∑
i x

2
i − 1, and thus

so is p(x). Now 〈P〉 is principal, so every degree d polynomial in it has a degree d derivation,
so (P,Q, S) is d-complete.

To prove spectral-richness, we note that in [7] the author gives an exact formula for
each entry of the matrix M =

∫
S
p(x) for any polynomial p. The formulas imply that

(n+ d)!π−n/2M is an integer matrix with entries (very loosely) bounded by (n+ d)!d!2n. By
Lemma 6, we conclude that S is δ-spectrally rich with 1/δ = 2poly(nd).

We collect the examples discussed in this section here:

I Corollary 9. The following constraints admit rich solutions:
Max-CSP: P = {x2

i − xi|i ∈ [n]}.
Max-Clique: P = {x2

i − xi|i ∈ [n]} ∪ {xixj |(i, j) /∈ E}.
Balanced Separator: P = {x2

i − xi|i ∈ [n]}, Q = {2n/3−
∑
i xi,

∑
i xi − n/3}.

Matching: P = {x2
ij − xij |i, j ∈ [n]} ∪ {

∑
i xij − 1|i ∈ [n]} ∪ {xijxik|i, j, k ∈ [n]}.

Max-Bisection: P = {x2
i − xi|i ∈ [n]} ∪ {

∑
i xi − n/2}.

Unit-Vector: P = {
∑
i x

2
i − 1}.
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3.1 Limitations
While Theorem 10 allows us to prove that many different systems of polynomial constraints
have well-behaved SoS proofs, there are a few areas where it comes up short. Most noticeably,
to contain a rich set of solutions the solution space has to be nonempty. This can be a
problem when trying to find SoS proofs of infeasibility. For example, one common technique
is to introduce lower bounds on an objective function f(x) of a maximization problem as
constraints and attempt to use SoS to find a refutation, i.e. a proof of non-negativity for
the constant polynomial −1. We are unable to show that these proofs can be taken to have
polynomial bit complexity since they have empty solution spaces. As another example, we
are unable to use our framework to show that refutations of the knapsack constraints use only
polynomially many bits, even though it is clear by simply examining these known refutations
that they only involve small coefficients.

4 Rich Solution Spaces Yield Bounded SoS Proofs

In this section we prove our main theorem:

I Theorem 10. Let P = {p1, . . . , pm} and Q = {q1, . . . , q`} be sets of polynomials with
S ⊆ {α ∈ Rn|∀p ∈ P : p(α) = 0}. Assume that the set S is (k, δ, ε)-rich for (P,Q).

Let r(x) be a polynomial non-negative on S, and assume r has a degree d sum-of-squares
proof of non-negativity

r(x) =
t0∑
i=1

h2
i +

∑̀
i=1

 ti∑
j=1

s2
j

 qi +
m∑
i=1

λipi.

Then r has a degree k sum-of-squares proof of non-negativity such that the coefficients of
every polynomial appearing in the proof are bounded by 2poly(nk,log 1

δ ,log 1
ε ). In particular, if S

is rich then every coefficient can be written down with only poly(nd) bits.

Proof. First, we rewrite the proof into a more convenient form before proving bounds on
each individual term. Because the elements of v are a basis for R[x]d, every polynomial in
the proof can be expressed as cTv, where c is a vector of reals:

r(x) =
t0∑
i=1

(cTi v)2 +
∑̀
i=1

 ti∑
j=1

(dTijv)2

 qi +
m∑
i=1

λipi

= 〈C,vvT 〉+
∑̀
i=1
〈Di,vvT 〉qi +

m∑
i=1

λipi .

for PSD matrices C, D1, . . . , D`. Next, we average this polynomial identity over all the
points α ∈ S:

E
α∈S

[r(α)] = 〈C, E
α∈S

[v(α)v(α)T ]〉+
∑̀
i=1
〈Di, E

α∈S
[qi(α)v(α)v(α)T ]〉+ 0 .

The LHS is at most poly(‖r‖, ‖S‖), and the RHS is a sum of positive numbers, so the LHS is
a bound on each term of the RHS. We would like to say that since S is δ-spectrally rich, the
first term is at least δTr(C). Unfortunately the averaged matrix may have zero eigenvectors,
and it is possible that C could have very large eigenvalues in these directions. However
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these eigenvectors must correspond to polynomials that are zero on S. Because (P,Q, S) is
complete, these can be absorbed into the final term. More formally, let Π =

∑
u uu

T be the
projector onto the zero eigenspace of M = Eα∈S [v(α)v(α)T ]. Because (P,Q, S) is complete,
for each u we have a degree k derivation uTv =

∑
i σuipi. Then ΠvvT =

∑
u(uTv)uvT .

Thus we can write

〈C,vvT 〉 = 〈C, (Π + Π⊥)vvT (Π + Π⊥)〉

= 〈C,Π⊥vvTΠ⊥〉+
∑
u

uTv
(
〈C,Π⊥vuT + vuTΠ⊥ + vuTΠ〉

)
= 〈Π⊥CΠ⊥,vvT 〉+

∑
i

σipi.

Doing the same for the other terms and setting C ′ = Π⊥CΠ⊥ and similarly for D′i, we get a
new proof:

r(x) = 〈C ′,vvT 〉+
∑̀
i=1
〈D′i,vvT 〉qi +

m∑
i=1

λ′ipi.

Now after averaging over S, the zero eigenspaces of C ′ and each D′i are contained in the zero
eigenspace of M . Furthermore, ε-robustness implies, for each i,

〈D′i, E
α∈S

[v(α)v(α)T qi(α)]〉 ≥ ε〈D′i, E
α∈S

[v(α)v(α)T ]〉 .

Taken with the δ-spectral richness, we have

poly(‖r‖, ‖S‖) ≥ δTr(C ′) +
∑̀
i=1

εδTr(D′i).

The Frobenius norm of any PSD matrix is bounded by its trace, so we conclude that C ′ and
each D′i have entries bounded by poly(‖r‖, ‖S‖, 1

δ ,
1
ε ).

The only thing left to do is to bound the coefficients λ′i, but this is easy because the SoS
proof is linear in these coefficients. If we imagine the coefficients of the λ′i as variables, then
the linear system induced by the polynomial identity

r(x)− 〈C ′,vvT 〉 −
∑̀
i=1
〈D′i,vvT 〉 =

m∑
i=1

λ′ipi

is clearly feasible, and the coefficients of the LHS are bounded by poly(‖r‖, ‖S‖, 1
δ ,

1
ε ). There

are O(nk) variables, so by Cramer’s rule, the coefficients of the λ′i can be taken to be bounded
by poly(‖P‖nk , 1

δ ,
1
ε , ‖r‖, ‖S‖, n!). ‖P‖, ‖r‖ ≤ 2poly(nd) as they are considered part of the

input, ‖S‖ ≤ 2poly(nd) by the explicitly bounded assumption, and d ≤ k. Thus, this bound is
at most 2poly(nk,log 1

δ ,log 1
ε ). J

5 Boolean Systems With No Small-Coefficient Proofs

In [16], the author gives an example of a polynomial system for which degree two SoS
proofs can certify non-negativity of a certain polynomial, but the proofs necessarily involves
coefficients of doubly-exponential size. However, there are two weaknesses in his example
system. First, it is not a Boolean one, i.e. it contains variables yi for which the constraint
y2
i − yi = 0 is not present in the constraints. Many practical optimization problems have
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Boolean constraints, and in [16], the author hoped that having those constraints might suffice
to imply that all proofs could have small bit complexity. Second, while the degree two proofs
must have exponential bit complexity, there were degree four proofs of non-negativity with
polynomial bit complexity. In this section, we strengthen his counterexample, giving an
example of a Boolean system with n variables for which there is a polynomial that has a
degree two proof of non-negativity, but no proof with polynomial bit complexity until degree
Ω(
√
n).

5.1 A First Example
The original example given in [16] essentially contains the following system whose repeated
squaring is responsible for the blowup of the coefficients in the proofs:

y2
1 − y2 = 0, y2

2 − y3 = 0, . . . , y2
n−1 − yn = 0, y2

n = 0.

Clearly, the only solution to the system is (0, 0, 0, . . . , 0), and therefore the polynomial ε− y1
must be non-negative over the solution space for any ε > 0. It is not as obvious whether or
not an SoS proof of this non-negativity exists. It turns out that there is a degree two SoS
proof as follows:

ε− y1 ≡
(√

ε

n
−
( n

4ε

)1/2
y1

)2

+
(√

ε

n
−
( n

4ε

)3/2
y2

)2

+
(√

ε

n
−
( n

4ε

)7/2
y3

)2

+

+ · · ·+
(√

ε

n
−
( n

4ε

)(2n−1)/2
yn

)2

. (∗)

where the ≡ is equality modulo the ideal generated by the constraints. Of course, this proof
involves coefficients of doubly-exponential size, but one can prove that they are required. We
will take ε < 1/2 for simplicity. We will define a linear functional φ : R[Y ]d → R satisfying
the following:

φ[ε− y1] = −ε
φ[p2] ≥ 0 for any p2 of degree at most d
φ[σi(y2

i − yi+1)] = 0 for any i ≤ n− 1 and σi of degree at most d− 2
|φ[λy2

n]| ≤ (2ε)2n−1
nd‖λ‖.

If such a φ exists, then for any degree d SoS proof of non-negativity

ε− y1 =
∑
i

hi(y)2 +
n−1∑
i=1

σi(y2
i − yi+1) + λ · y2

n,

apply φ to both sides. We obtain −ε ≤ P + 0 + φ[λy2
n], where P ≥ 0. Because |φ[λy2

n]| ≤
(2ε)2n−1

nd‖λ‖, λ must contain a coefficient of size at least Ω( 1
nd

( 1
2ε
)2n).

To show that such a φ exists, we define it as follows. By the constraints, every monomial
is equivalent to some power of y1. For example, y1y2y3 ≡ y7

1 . More generally, the constraints

imply that
∏n
i=1 y

βi
i = y

∑n

j=1
2j−1βj

1 . Define φ by,

φ

(
n∏
i=1

yβii

)
= (2ε)

∑
i

2i−1βi .

One can easily check that this φ satisfies the above. Note that none of the variables yi in the
above system are Boolean, which we achieve in the upcoming section.
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5.2 A Boolean System
One simple way to try to make the system Boolean is to just add the constraints y2

i = yi to
the system. Unfortunately, in that case it is easy to prove that yi − yj = 0 for each i and j,
and of course yn = y2

n = 0. It is too easy for SoS to figure out what each yi should look like.
Previously, the variables were unconstrained in any way, and we want to imitate that. We
draw inspiration from the Knapsack problem, and we instead replace each instance of the
variable yi with a sum of 2k Boolean variables

yi →
∑
j

wij − k,

and we consider the non-negative polynomial ε− (
∑
j w1j − k). Clearly there is a degree two

proof of non-negativity for this polynomial since we can just replace each instance of yi with∑
j wij − k in (∗).
It remains to show that there are no other proofs that have only small coefficients. Here,

we use the fact that the Knapsack problem is hard for SoS: there is no SoS proof of degree
less than Ω(k) that

∑
j wij−k is not equal to any number r ∈ (0, 1) [8]. This allows us to use

the Knapsack pseudodistribution to "pretend" that
∑
j wij − k = (2ε)2i−1 . Specifically, for

each r ∈ (0, 1), there is a linear functional φr defined on polynomials of 2k Boolean variables
which satisfies

φr[σij(w2
ij − wij)] = 0 for any σij up to degree O(k)

φr[λ · ((
∑
j wij − k)− r)] = 0 for any polynomial λ up to degree O(k)

φr[p2] ≥ 0 for any polynomial p2 of degree at most O(k).
Now, take the linear functional Φ defined on each polynomials of 2kn variables defined in
the following way: Let T = T1 ∪ T2 ∪ · · · ∪ Tn where Ti is a multiset that contains only the
variables corresponding to yi, and let wT denote the associated monomial. Then define

Φ[wT ] = φ2ε(wT1)φ(2ε)2(wT2) . . . φ(2ε)2n−1 (wTn).

Clearly Φ is non-negative on squares and Φ[σij(w2
ij −wij)] = 0 for any σij up to degree Ω(k).

Because Φ[λ(
∑
j wij − k)] = Φ[(2ε)2i−1

λ], Φ also satisfies Φ[λ((
∑
j wij − k)2 − (

∑
j wi+1,j −

k))] = 0 for each λ and 1 ≤ i ≤ n− 1. Finally, because each variable is Boolean, Φ of any
monomial is at most one, so for any monomial wM , Φ[wM (

∑
j wnj −k)2] = Φ[(2ε)2n−1

wM ] ≤
(2ε)2n−1 . There are at most (nk)d monomials, so Φ[λ(

∑
j wnj − k)2] ≤ (nk)d(2ε)2n−1‖λ‖.

Just as before, the existence of Φ implies that any degree d proof of non-negativity for
ε− (

∑
j w1j − k) must contain coefficients of size at least Ω( 1

(nk)d ·
( 1

2ε
)2n). If we set k = n,

then there are n2 variables and no proof of non-negativity with coefficients smaller than
doubly-exponential until degree n. This proves Theorem 2.

6 Max-Bisection Constraints

In this section, we prove our earlier claim that the Max-Bisection constraints admit rich
solutions. Recall the constraints:

P(n) =
{
x2
i − xi|i ∈ [2n]

}
∪

{∑
i

xi − n

}
.

Recall that to prove S is rich, we have to prove that it is spectrally rich, robust, and complete.
Since the solution space lies in the hypercube, it is spectrally rich by Lemma 7, and it is
clearly robust since Q is empty. It remains to prove that it is complete for some k. This
proof follows a very similar path to [5], due to the similar symmetry of the constraints.
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I Lemma 11. P(n) is d-complete for any d ≤ n.

I Remark. A reviewer has pointed out that this is already essentially known by combining
Corollary B.6 of [14] with Theorem 3.5 of [6]. We include a proof here for completeness.

Proof. Let S(n) denote the solution space of P(n), and let M = Eα∈S [v(α)v(α)T ]. Any zero
eigenvector c of M can be associated with a polynomial cTv. Since cTMc = Eα∈S [(cT v(α))2]
and cTMc = 0, we must have cT v(α) = 0 for each α ∈ S. We argue that any degree d
polynomial which is identically zero on S(n) must have a degree d derivation from P(n).

We proceed by induction on d. If d = 0, the only constant polynomial zero on S(n) is the
zero polynomial, which has the trivial derivation. Now consider the case of d = c+ 1. We
proceed in two parts. First, if r is fully symmetric, we show that it has a degree d derivation.
Secondly, for any polynomial p which is zero on S(n), we prove that p− 1

(2n)!
∑
σ∈Sn σp has

a degree d derivation from P, where σ acts on p by permuting the labels of the variables.
Taken together, these two facts imply that r has a degree d derivation from P(n).

To prove the first part, note that a symmetric polynomial r is a linear combination of the
elementary symmetric polynomials e1, . . . , ec, and it is clear that ek(x) can be derived by
taking the polynomial (

∑
i xi − n)k, reducing it to multilinear using the Boolean constraints,

and then reducing by el(x) for each l < k. This will result in a constant polynomial, which
must be the zero polynomial since we are only adding polynomials which are zero on S(n),
so the resulting polynomial must be zero on S(n).

To prove the second part, let σij be the transposition of labels i and j, and consider the
polynomial r − σijr. Writing r = rixi + rjxj + rijxixj + qij , where none of ri,rj ,rij , nor qij
depend on xi or xj , we can rewrite

r − σijr = (ri − rj)(xi − xj).

Now because r − σijr evaluates to zero on any Boolean string with exactly n ones, if we
set xi = 1 and xj = 0, we know that ri − rj is a polynomial that must evaluate to zero on
any Boolean string with exactly n− 1 ones. Because deg(ri − rj) = d− 1, by the inductive
hypothesis, ri− rj has a degree d− 1 proof from P(n− 1) (since d ≤ n, clearly d− 1 ≤ n− 1).
This implies that (ri − rj)(xi − xj) has a degree d− 1 proof from P(n):

(ri − rj)(xi − xj) =

∑
t 6=i,j

λt(x2
t − xt) + λ

∑
t 6=i,j

xt − (n− 1)

 (xi − xj)

=
∑
t

λ′t(x2
t − xt) + λ

∑
t 6=i,j

xt − (n− 1) + (xi + xj − 1)

 (xi − xj)

=
∑
t

λ′t(x2
t − xt) + λ′

(∑
t

xt − n

)

where we used the fact that (xi+xj−1)(xi−xj)−(x2
i −xi)+(x2

j−xj) = 0. The degree of this
derivation is at most d because each λt has degree at most d− 3, and λ′t = λt(xi − xj), and
similarly for λ. Thus the inductive hypothesis implies that r− σijr has a degree d derivation,
and since transpositions generate the symmetric group, this implies that r − 1

(2n)!
∑
σ∈Sn σr

has a degree d proof from P(n). J

I Remark. In this example, P is not a Gröbner basis for its ideal 〈P〉. Indeed, the Gröbner
basis for this ideal has exponential size. This is an example where our framework is applicable,
even though Gröbner bases are intractable to compute.
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Abstract
We introduce the dependent doors problem as an abstraction for situations in which one must
perform a sequence of possibly dependent decisions, without receiving feedback information on
the effectiveness of previously made actions. Informally, the problem considers a set of d doors
that are initially closed, and the aim is to open all of them as fast as possible. To open a door,
the algorithm knocks on it and it might open or not according to some probability distribution.
This distribution may depend on which other doors are currently open, as well as on which
other doors were open during each of the previous knocks on that door. The algorithm aims
to minimize the expected time until all doors open. Crucially, it must act at any time without
knowing whether or which other doors have already opened. In this work, we focus on scenarios
where dependencies between doors are both positively correlated and acyclic.

The fundamental distribution of a door describes the probability it opens in the best of condi-
tions (with respect to other doors being open or closed). We show that if in two configurations of
d doors corresponding doors share the same fundamental distribution, then these configurations
have the same optimal running time up to a universal constant, no matter what are the dependen-
cies between doors and what are the distributions. We also identify algorithms that are optimal
up to a universal constant factor. For the case in which all doors share the same fundamental
distribution we additionally provide a simpler algorithm, and a formula to calculate its running
time. We furthermore analyse the price of lacking feedback for several configurations governed
by standard fundamental distributions. In particular, we show that the price is logarithmic in d
for memoryless doors, but can potentially grow to be linear in d for other distributions.

We then turn our attention to investigate precise bounds. Even for the case of two doors,
identifying the optimal sequence is an intriguing combinatorial question. Here, we study the case
of two cascading memoryless doors. That is, the first door opens on each knock independently
with probability p1. The second door can only open if the first door is open, in which case it will
open on each knock independently with probability p2. We solve this problem almost completely
by identifying algorithms that are optimal up to an additive term of 1.
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81:2 The Dependents Doors Problem

1 Introduction

Often it is the case that one must accomplish multiple tasks whose success probabilities are
dependent on each other. In many cases, failure to achieve one task will tend to have a more
negative affect on the success probabilities of other tasks. In general, such dependencies
may be quite complex, and balancing the work load between different tasks becomes a
computational challenge. The situation is further complicated if the ability to detect whether
a task has been accomplished is limited. For example, if task B highly depends on task A
then until A is accomplished, all efforts invested in B may be completely wasted. How should
one divide the effort between these tasks if feedback on the success of A is not available?

In this preliminary work we propose a setting that captures some of the fundamental
challenges that are inherent to the process of decision making without feedback. We
introduce the dependent doors problem, informally described as follows. There are d ≥ 2
doors (representing tasks) which are initially closed, and the aim is to open all of them as
fast as possible. To open a door, the algorithm can “knock” on it and it might open or
not according to some governing probability distribution, that may depend on other doors
being open or closed1. We focus on settings in which doors are positively correlated, which
informally means that the probability of opening a door is never decreased if another door is
open. The governing distributions and their dependencies are known to the algorithm in
advance. Crucially, however, during the execution, it gets no direct feedback on whether or
not a door has opened unless all d doors have opened, in which case the task is completed.

This research has actually originated from our research on heuristic search on trees [4].
Consider a tree of depth d with a treasure placed at one of its leaves. At each step the
algorithm can “check” a vertex, which is child of an already checked vertex. Moreover, for
each level of the tree, the algorithm has a way to compare the previously checked vertices on
that level. This comparison has the property that if the ancestor of the treasure on that level
was already checked, then it will necessarily be considered as the “best” on that level. Note,
however, that unless we checked all the vertices on a given level, we can never be sure that
the vertex considered as the best among checked vertices in the level is indeed the correct
one. With such a guarantee, and assuming that the algorithm gets no other feedback from
checked vertices, any reasonable algorithm that is about to check a vertex on a given level,
will always choose to check a child of the current best vertex on the level above it. Therefore,
the algorithm can be described as a sequence of levels to inspect. Moreover, if we know the
different distributions involved, then we are exactly at the situation of the dependent doors
problem. See the full version for more details on this example.

Another manifestation of d dependent doors can arise in the context of cryptography.
Think about a sequence of d cascading encryptions, and separate decryption protocols to
attack each of the encryptions. Investing more efforts in decrypting the i’th encryption would
increase the chances of breaking it, but only if previous encryptions where already broken.
On the other hand, we get no feedback on an encryption being broken unless all of them are.

The case of two doors can serve as an abstraction for exploration vs. exploitation problems,
where it is typically the case that deficient performances on the exploration part may result
in much waste on the exploitation part [10, 17]. It can also be seen as the question of balance
between searching and verifying in algorithms that can be partitioned thus [1, 15]. In both

1 Actually, the distribution associated with some door i may depend on the state of other doors (being
open or closed) not only at the current knock, but also at the time of each of the previous knocks on
door i.
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examples, there may be partial or even no feedback in the sense that we don’t know that the
first procedure succeeded unless the second one also succeeds.

For simplicity, we concentrate on scenarios in which the dependencies are acyclic. That is,
if we draw the directed dependency graph between doors, then this graph does not contain
any directed cycles. The examples of searching and verifying and the heuristic search on
trees can both be viewed as acyclic. Moreover, despite the fact that many configurations are
not purely acyclic, one can sometimes obtain a useful approximation that is.

To illustrate the problem, consider the following presumably simple case of two dependent
memoryless doors. The first door opens on each knock independently with probability 1/2.
The second door can only open if the first door is open, in which case it opens on each knock
independently, with probability 1/2. What is the sequence of knocks that minimizes the
expected time to open both doors, remembering that we don’t know when door 1 opens? It is
easy to see that the alternating sequence 1, 2, 1, 2, 1, 2, . . . results in 6 knocks in expectation.
Computer simulations indicate that the best sequence gives a little more than 5.8 and starts
with 1, 1, 2, 2, 1, 2, 1, 2, 2, 1, 2, 2, 1, 2, 1, 2. Applied to this particular scenario, our theoretical
lower bound gives 5.747, and our upper bound gives a sequence with expected time 5.832.

1.1 Context and Related Work
This paper falls under the framework of decision making under uncertainty, a large research
subject that has received significant amount of attention from researchers in various disciplines,
including computer science, operational research, biology, sociology, economy, and even
psychology and cognition, see, e.g., [2, 3, 5, 6, 7, 8, 9, 16].

Performing despite limited feedback would fit the framework of reinforced learning [17]
and is inherent to the study of exploration vs. exploitation type of problems, including
Multi-Armed Bandit problems [10]. In this paper we study the impact of having no feedback
whatsoever. Understanding this extreme scenario may serve as an approximation for cases
where feedback is highly restricted, or limited in its impact. For example, if it turns out that
the price of lacking feedback is small, then it may well be worth to avoid investing efforts in
complex methods for utilizing the partial feedback.

Of particular interest is the case of two doors. As mentioned, difficulties resulting from
the lack of feedback can arise when one aims to find a solution by alternating between
two subroutines: Producing promising candidate solutions and verifying these candidates.
Numerous strategies are based on this interplay, including heuristics based on brute force or
trail and error approaches [1, 15], sample and predict approaches [11, 14, 17], iterative local
algorithms [12, 13], and many others. Finding strategies for efficiently balancing these two
tasks can be therefore applicable.

1.2 Setting
There are d ≥ 2 doors and each door can be either open or closed. Doors start closed, and
once a door opens it never closes. To open a door, an algorithm can knock on it and it might
open or not according to some probability distribution. The goal is to minimize the expected
number of knocks until all doors open. Crucially, the algorithm has no feedback on whether
or not a door has opened, unless all doors have opened, in which case the task is completed.

The probability that a door opens may depend on the state of other doors (being open or
closed) at the time of the current knock as well as on their state during each of the previous
knocks on the door. For example, the probability that a certain knock at door i succeeds
may depend on the number of previous knocks on door i, but counting only those that were
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made while some other specific door j was open. The idea behind this definition is that the
more time we invest in opening a door the more likely it is to open, and the quality of each
knock depends on what is the state of the doors it depends on at the time of the knock.

Below we provide a semi-formal description of the setting. The level of detail is sufficient
to understand the content of the main text, which is mainly concerned with independent and
cascading configurations. The reader interested in a more formal description of the model is
referred to the full version.

A specific setting of doors is called a configuration (normally denoted C). This includes
a description of all dependencies between doors and the resulting probability distributions.
In this paper we assume that the dependency graph of the doors is acyclic, and so we may
assume that a configuration describes an ordering of the doors, such that each door depends
only on lower index doors. Furthermore, we assume that the correlation between doors is
positive, i.e., a door being open can only improve the chances of other doors to open.

Perhaps the simplest configuration is when all doors are independent of each other. In this
case, door i can be associated with a function pi : N→ [0, 1], where pi(n) is the probability
that door i is not open after knocking on it n times. Another family of acyclic configurations
are cascading configurations. Here, door i cannot open unless all doors of lower index are
already open. In this case, the configuration can again be described by a set of functions
{pi}di=1, where pi(n) describes the probability that door i is not open after knocking on it n
times, where the count starts only after door i− 1 is already open.

In general, given a configuration, each door i defines a non-decreasing function pi : N→
[0, 1], called the fundamental distribution of the door, where pi(n) is the probability that the
door is not open after knocking on it n times in the best of conditions, i.e., assuming all
doors of lower index are open. In the case of independent and cascading configurations, the
fundamental distribution pi coincides with the functions mentioned above. Two doors are
similar if they have the same fundamental distribution. Two configurations are similar if for
every i, door i of the first configuration is similar to door i of the second.

When designing an algorithm, we will assume that the configuration it is going to run in
is known. As there is no feedback, a deterministic algorithm can be thought of as a possibly
infinite sequence of door knocks. A randomized algorithm is therefore a distribution over
sequences, and as all of them will have expected running time at least as large as that of
an optimal sequence (if one exists), the expected running time of a randomized algorithm
cannot be any better. Denote by TC(π), the expected time until all doors open when running
sequence π in configuration C. We define TC = minπ TC(π). As proved in the full version of
the paper, there exists a sequence achieving this minimum. Therefore, by the aforementioned
arguments, we can restrict our discussion to deterministic algorithms only.

If we had feedback we would knock on each door until it opens, and then continue to
the next. Denoting by Ei =

∑∞
n=0 pi(n) the expected time to open door i on its own, the

expected running time then does not depend on the specific dependencies between doors
at all, and is

∑
iEi. Also, this value is clearly optimal. To evaluate the impact of lacking

feedback for a configuration C, we therefore define:

Price(C) = TC∑
iEi

.

Obviously Price(C) ≥ 1, and for example, if all doors start closed and open after just 1 knock,
it is in fact equal to 1. In the full version of this paper we also show that Price(C) ≤ d.
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1.3 Our Results
We have two main results. The first one, presented in Section 2, states that any two similar
configurations have the same optimal running time up to a constant factor. We stress
that this constant factor is universal in the sense that it does not depend on the specific
distributions or on the number of doors d.

Furthermore, given a configuration, we identify an algorithm that is optimal for it up to a
constant factor. We then show that for configurations where all doors are similar, there is a
much simpler algorithm which is optimal up to a constant factor, and describe a formula that
computes its approximate running time. We conclude Section 2 by analysing the price of
lacking feedback for several configurations governed by standard fundamental distributions.
In particular, we show that the price is logarithmic in d for memoryless doors, but can
potentially grow to be linear in d for other distributions.

We then turn our attention to identify exact optimal sequences. Perhaps the simplest
case is the case of two cascading memoryless doors. That is, the first door opens on each
knock independently with probability p1. The second door can only open if the first door is
open, in which case it opens on each knock independently, with probability p2. In Section 3
we present our second main result: Algorithms for these configurations that achieve the
precise optimal running time up to an additive term of 1.

On the technical side, to establish such an extremely competitive algorithm, we first
consider a semi-fractional variant of the problem and find a sequence that achieves the precise
optimal bound. We then approximate this semi-fractional sequence to obtain an integer
solution losing only an additive term of 1 in the running time. A nice anecdote is that in the
case where p1 = p2 and are very small, the ratio of 2-knocks over 1-knocks in the sequence
we get approaches the golden ratio. Also, in this case, the optimal running time approaches
3.58/p1 as p1 goes to zero. It follows that in this case, the price of lacking feedback tends to
3.58/2 and the price of dependencies, i.e., the multiplicative gap between the cascading and
independent settings, tends to 3.58/3.

2 Near Optimal Algorithms

The following important lemma is proved in the full version using a coupling argument:

I Lemma 1. Consider similar configurations C,X and I, where X is cascading and I
is independent. For every sequence π, TI(π) ≤ TC(π) ≤ TX (π). This also implies that
TI ≤ TC ≤ TX .

The next theorem presents a near optimal sequence of knocks for a given configuration. In
fact, by Lemma 1, this sequence is near optimal for any similar configuration, and so we
get that the optimal running time for any two similar configurations is the same up to a
universal multiplicative factor.

I Theorem 2. There is a polynomial algorithm2, that given a configuration C generates a
sequence π such that TC(π) = Θ(TI). In fact, TC(π) ≤ 2 + 4TI ≤ 2 + 4TC.

Proof. Denote by p1, . . . , pd the fundamental distributions of the doors of C. For a finite
sequence of knocks α, denote by SCC(α) the probability that after running α in configuration

2 A polynomial algorithm in our setting generates the next knock in the sequence in polynomial time in
the index of the knock and in d, assuming that reading any specific value of any of the fundamental
distributions of a door takes constant time.
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C, some of the doors are still closed. Note that if α is sorted, that is, if all knocks on door 1
are done first, followed by the knocks on doors 2, etc., then SCX (α) = SCI(α).

We start by showing that for any T , we can construct in polynomial time a finite sequence
αT of length T that maximizes the probability that all doors will open, i.e., minimizes
SCI(αT ). As noted above, if we sort the sequence, this is equal to SCX (αT ).

The algorithm follows a dynamic programming approach, and calculates a matrix A,
where A[i, t] holds the maximal probability that a sequence of length t has of opening all of
the doors 1, 2, . . . , i. All the entries A[0, ·] are just 1, and the key point is that for each i and
t, knowing all of the entries in A[i, ·], it is easy to calculate A[i+ 1, t]:

A[i+ 1, t] = tmax
k=0

A[i, t− k] · (1− pi+1(k)) .

Calculating the whole table takes O(dT 2) time, and A[d, T ] will give us the highest probability
a sequence of length T can have of opening all doors. Keeping tabs on the choices the max
in the formula makes, we can get an optimal sequence αT , and can take it to be sorted.

Consider the sequence π = α2 ·α4 · · ·α2n · · · . The complexity of generating this sequence
up to place T is O(dT 2), and so this algorithm is polynomial. Our goal will be to compare
TX (π) with TI(π?), where π? is the optimal sequence for I.

The following observation stems from the fact that for any natural valued random variable
X, E [X] =

∑∞
n=0 Pr [X > n] and Pr [X > n] is a non-increasing function of n.

I Observation 3. Let {an}∞n=1 be a strictly increasing sequence of natural numbers, and X
be some natural valued random variable. Then:

∞∑
n=1

(an+1 − an)Pr [X > an+1] ≤ E [X] ≤ a1 +
∞∑
n=1

(an+1 − an)Pr [X > an] .

For a sequence π, denote by π[n] the prefix of π of length n. In this terminology, TC(π) =∑∞
n=0 SCC(π[n]). Setting an = 2 + 4 + . . .+ 2n in the right side of Observation 3, and letting

X be the number of rounds until all doors open when using π, we get:

TX (π) ≤ 2 +
∞∑
n=1

2n+1 · SCX (π[2 + . . .+ 2n]) ≤ 2 +
∞∑
n=1

2n+1 · SCX (α2n)

= 2 +
∞∑
n=1

2n+1 · SCI(α2n) ≤ 2 +
∞∑
n=1

2n+1 · SCI(π?[2n]) ≤ 2 + 4TI(π?)

The last step is using Observation 3 with an = 2n−1. Theorem 2 concludes. J

2.1 Configurations where all Doors are Similar
In this section we focus on configurations where all doors have the same fundamental
distribution p(n). We provide simple algorithms that are optimal up to a universal constant,
and establish the price of lacking feedback with respect to a few natural distributions.
Corresponding proofs appear in the full version of the paper.

2.1.1 Simple Algorithms
Let us consider the following very simple algorithm Asimp. It runs in phases, where in
each phase it knocks on each door once, in order. As a sequence, we can write Asimp =
(1, 2, . . . , d)∞. Let X1, . . . , Xd be i.i.d. random variables taking positive integer values,
satisfying Pr [Xi > n] = p(n). The following is straightforward:
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I Claim 4. TI(Asimp) = Θ (d · E [max {X1, . . . , Xd}])

This one is less trivial:

I Claim 5. If all doors are similar then TI(Asimp) = Θ(TI)

The claim above states that Asimp is optimal up to a multiplicative constant factor in the
independent case, where all doors are similar. As a result, we can also show:

I Claim 6. Denote by αn the sequence 12n

, . . . , d2n . If all doors are similar then for any
configuration C, TC (α0 · α1 · α2 · · ·) = Θ(TC).

In plain words, the above claim states that the following algorithm is optimal up to a universal
constant factor for any configuration where all doors are similar: Run in phases where phase
n consists of knocking 2n consecutive times on each door, in order.

2.1.2 On the Price of Lacking Feedback

By Claims 4 and 5, investigating the price of lacking feedback when all doors are similar
boils down to understanding the expected maximum of i.i.d. random variables.

Price = Θ
(

E [max {X1, . . . , Xd}]
E [X1]

)
(1)

Note that we omitted dependency on the configuration, as by Theorem 2, up to constant
factors, it is the same price as in the case where the doors are independent. Let us see a few
examples of this value. First:

I Lemma 7. If X1, . . . , Xd are i.i.d. random variables taking natural number values, then:

E [max(X1, . . . , Xd)] = Θ
(
κ+ d

∞∑
n=κ

Pr [Xi > n]
)

Where κ = min {n ∈ N | Pr [X1 > n] < 1/d}

I Example 8. After the first knock on it, each door opens with probability 1− 1/d and if it
doesn’t, it will open at its d+ 1’st knock. The expected time to open each door on its own is
2. By Lemma 7, as κ = d+ 1, we get that Price = Ω(κ) = Ω(d). Since always Price ≤ d,
Price = Θ(d).

I Example 9. If p(n) = qn for some 1/2 < q < 1, then Price = Θ(log(d)).

I Example 10. If for some c > 0 and a > 1, p(n) = min(1, c/na), then Price = Θ(d 1
a ).

Sometimes we know a bound on some moment of the distribution of opening a door. If
E [X1] < M , since Price ≤ d, then T = O(d2M). Also,

I Example 11. If E [Xa
1 ] < M for some a > 1, then T = O

(
d1+ 1

aM1/a(1 + 1
a−1 )

)
.

For example, if the second moment of the time to open a door on its own is bounded, we get
an O(d3/2) algorithm.
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3 Two Memoryless Cascading Doors

One can say that by Theorem 2 we solved much of the dependent doors problem. There
is an equivalence of the independent and cascading models, and we give an up to constant
factor optimal algorithm for any situation. However, we still find the question of finding the
true optimal sequences for cascading doors to be an interesting one. What is the precise cost
of having no feedback, in numbers? Even the simple case of two doors, each opening with
probability 1/2 on each knock, turns out to be quite challenging and has a not so intuitive
optimal sequence.

In this section, we focus on a very simple yet interesting case of the cascading door
problem, and solve it almost exactly. We have two doors. Door 1 opens with probability
p1 each time we knock on it, and door 2 opens with probability p2. We further extend the
setting to consider different durations. Specifically, we assume that a knock on door 1 takes
one time unit, and a knock on door 2 takes c time units. Denote q1 = 1− p1 and q2 = 1− p2.
For brevity, we will call a knock on door 1 a 1-knock, and a knock on door 2 a 2-knock.

The Semi-Fractional Model. As finding the optimal sequence directly proved to be difficult,
we introduce a relaxation of our original model, termed the semi-fractional model. In this
model, we allow 1-knocks to be of any length. A knock of length t, where t is a non-negative
real number, will have probability of 1 − qt1 of opening the door. In this case, a sequence
consists of the alternating elements 1t and 2, where 1t describes a knock of length t on door 1.
We call sequences in the semi-fractional model semi-fractional sequences, and to differentiate,
we call sequences in the original model integer sequences.

As our configuration C will be clear from context, for a sequence π, we define E [π] = TC(π)
to be the expected running time of the sequence. Clearly, every integer sequence has a similar
semi-fractional sequence with the same expected running time. As we will see, the reverse is
not far from being true. That being so, finding the optimal semi-fractional sequence will
give an almost optimal integer sequence.

3.1 Equivalence of Models
I Theorem 12. Every semi-fractional sequence π has an integer sequence π′, s.t., E [π′] ≤
E [π] + 1.

For this purpose, in this subsection only, we describe a semi-fractional sequence π as a
sequence of non-decreasing non-negative real numbers: π0, π1, π2, . . ., where π0 = 0. This
sequence describes the following semi-fractional sequence (in our original terms):

1π1−π0 · 2 · 1π2−π1 · 2 · · ·

This representation simplifies our proofs considerably. Here are some observations:
1-knocks can be of length 0, yet we still consider them in our indexing.
The sequence is an integer sequence iff for all i, πi ∈ N.
The i-th 2-knock starts at time πi + c(i− 1) and ends at πi + ci.
The probability of door 1 being closed after the completion of the i-th 1-knock is qπi

1 ,
and so the probability it opens at 1-knock i is qπi−1

1 − qπi
1

I Lemma 13. For two sequences π = (π0, π1, . . .) and π′ = (π′1, π′2, . . .), if for all i, πi ≤
π′i ≤ πi + 1 then E [π′] ≤ E [π] + 1.
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Lemma 13 is the heart of our theorem. Indeed, once proven, Theorem 12 follows in a
straightforward manner. Given a semi-fractional sequence π, define π′i = dπie. Then, π′
is an integer sequence, and it satisfies the conditions of the lemma, so we are done. The
lemma makes sense, as the sequence π′ in which for all i > 0, π′i = πi + 1, can be thought
of as adding a 1-knock of length one in the beginning of the sequence. Even if this added
1-knock did nothing, the running time would increase by at most 1. However, the proof is
more involved, since in the lemma, while some of the 2-knocks may have an increased chance
of succeeding, some may actually have a lesser chance.

Proof. Given a sequence π and an event X, we denote by E [π |X] the expected running
time of π given the event X. Let Xi denote the event that door 1 opens at its i-th 1-knock.
As already said:

Pr [Xi] = q
πi−1
1 − qπi

1 =
∫ πi

πi−1

qx1 ln(q1) dx

Where the last equality comes as no surprise, as it can be seen as modelling door 1 in a
continuous fashion, having an exponential distribution fitting its geometrical one. Now:

E [π] =
∞∑
i=1

Pr [Xi] E [π |Xi] =
∞∑
i=1

∫ πi

πi−1

qx1 ln(q1) dx·E [π |Xi] =
∫ ∞

0
qx1 ln(q1)·E

[
π
∣∣Xi(x)

]
dx

Where i(x) = maxi {x ≥ πi−1}, that is, the index of the 1-knock that x belongs to when
considering only time spent knocking on door 1. Defining X ′i and i′(x) in an analogous way
for π′, we want to show that for all x,

E
[
π′
∣∣∣X ′i′(x)

]
≤ 1 + E

[
π
∣∣Xi(x)

]
as using it with the last equality will prove the lemma. We need the following three claims:
1. If j ≤ i, then E [π |Xj ] ≤ E [π |Xi]
2. For all x, i′(x) ≤ i(x)
3. For all i, E [π′ |X ′i] ≤ 1 + E [π |Xi]
Together they give what we need:

E
[
π′
∣∣∣X ′i′(x)

]
≤ 1 + E

[
π
∣∣Xi′(x)

]
≤ 1 + E

[
π
∣∣Xi(x)

]
The first is actually true trivially for all sequences, as the sooner the first door opens, the
better the expected time to finish. For the second, since for all i, π′i ≥ πi, then x ≥ π′i implies
that x ≥ πi, and so:

i′(x) = max
i

{
x ≥ π′i−1

}
≤ max

i
{x ≥ πi−1} = i(x)

For the third, denote by Yj the event that door 2 opens at the j’th 2-knock. Then:

E [π |Xi] =
∞∑
j=i

(πj + cj)Pr [Yj |Xi]

Let us consider this same expression as it occurs in π′. First note that Pr [Yj |Xi] =
Pr
[
Y ′j
∣∣X ′i], as all that matters for its evaluation is j − i. Therefore:

E [π′ |X ′i] =
∞∑
j=i

(π′j + cj)Pr
[
Y ′j
∣∣X ′i] ≤ ∞∑

j=i
(πj + 1 + cj)Pr [Yj |Xi]

= E [π |Xi] +
∞∑
j=i

Pr [Yj |Xi] ≤ E [π |Xi] + 1 . J
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3.2 The Optimal Semi-Fractional Sequence
A big advantage of the semi-fractional model is that we can find an optimal sequence for it.
For that we need some preparation:

I Definition 14. For a semi-fractional sequence π, and some 0 ≤ x ≤ 1, denote by Ex [π]
the expected running time of π when started with door 1 being closed with probability x. In
this notation, E [π] = E1 [π].

I Lemma 15. Let y = x/(q2 + p2x). Then:

Ex
[
1t · π

]
= t+ Eqt

1x
[π] Ex [2 · π] = c+ x

y
Ey [π]

Proof. The first equation is clear, since starting with door 1 being closed with probability x,
and then knocking on it for t rounds, the probability that this door is closed is qt1x.

As for the second equation, if door 1 is closed with probability x, then knocking on door 2,
we have a probability of p2(1− x) of terminating, and so the probability we did not finish is:

1− p2(1− x) = 1− p2 + p2x = q2 + p2x = x

y

It remains to show that conditioning on the fact that we indeed continue, the probability
that door 1 is closed is y. It is the following expression, evaluated after a 2-knock:

Pr [door 1 is closed]
Pr [door 1 is closed] + Pr [door 1 is open but not door 2] = x

x+ (1− x)q2
= y . J

Applying Lemma 15 iteratively on a finite sequence w, we get:

Ex [wπ] = a(x,w) + b(x,w)Eδ(x,w) [π] (2)

Of specific interest is δ(x,w). It can be thought of as the state3 of our algorithm after
running the sequence w, when we started at state x. Lemma 15 and Equation (2) give us
the behaviour of δ(x,w):

δ(x, 1t) = qt1x , δ(x, 2) = x

q2 + p2x
, δ(x, aw) = δ(δ(x, a), w) .

We start with the state being 1, since we want to calculate E1 [π]. Except for this first
moment, as we can safely assume any reasonable algorithm will start with a 1-knock, the
state will always be in the interval (0, 1). A 1-knock will always decrease the state and a
2-knock will increase it.

Our point in all this, is that we wish to exploit the fact that our doors are memoryless,
and if we encounter a state we’ve already been at during the running of the sequence, then
we should probably make the same choice now as we did then. The following definition and
lemma capture this point.

I Definition 16. We say a non-empty finite sequence w is x-invariant, if δ(x,w) = x.

The following Lemma is proved in the full version of this paper, and formalizes our intuition
about how an optimal algorithm should behave.

I Lemma 17. If w is x-invariant, and Ex [wπ] ≤ Ex [π] then Ex [w∞] ≤ Ex [wπ].

3 There is an intuitive meaning behind this. Going through Lemma 15, we can see that δ(1, w) is actually
the probability that after running w, door 1 is closed conditioned on door 2 being closed. Indeed, After
running some finite sequence, the only feedback we have is that the algorithm did not finish yet. We
can therefore calculate from our previous moves what is the probability that door 1 is closed, and that
is the only information we need for our next steps.
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Figure 1 How the state evolves as a function of time. 1-knocks decrease the state, and 2-knocks
increase it. Note that r = logq1 (y) and s = logq1 (x).

3.2.1 The Actual Semi-Fractional Sequence
I Theorem 18. There is an optimal semi-fractional sequence π? of the form 1s(21t)∞, for
some positive real values s and t, and its running time is:

E [π?] = min
z∈[0,1]

(
logq1(1− z) +

c+ (1− p2z) logq1(1− p2z)
p2z

)
.

Proof. In the full version of this paper, we prove that there is an optimal semi-fractional
sequence π. It clearly starts with a non-zero 1-knock, and so we can write π = 1s2π′.
Intuitively, in terms of its state, this sequence starts at 1, goes down for some time with
a 1-knock, and then jumps back up with a 2-knock. The state it reaches now was already
passed through on the first 1-knock, and so as this is an optimal sequence we can assume it
will choose the same as it did before, and keep zig-zaging up and down.

We next prove that indeed there is an optimal sequence following the zig-zaging form
above. Again, take some optimal π, and write π = 1s2π′. Denote x = δ(1, 1s) and
y = δ(1, 1s2) = δ(x, 2) > x (see Figure 1). Taking r = logq1(y) < s, we get δ(1, 1r) = y.
Denoting t = s− r, this means that 1t2 is y-invariant. Since π is optimal, then:

E [π] = E
[
1r(1t2)π′

]
≤ E [1rπ′] which implies: Ey

[
1t2π′

]
≤ Ey [π′] .

So by Lemma 17:

Ey
[
(1t2)∞

]
≤ Ey

[
1t2π′

]
which implies: E

[
1r(1t2)∞

]
≤ E

[
1r1t2π′

]
= E [π] .

Therefore, 1r(1t2)∞ = 1s(21t)∞ is optimal. We denote this sequence π?.
Now for the analysis of the running time of this optimal sequence. We will use Lemma 15

many times in what follows.

E1
[
1s(21t)∞

]
= s+ Ex

[
(21t)∞

]
.

Denote α = (21t)∞.

Ex [α] = Ex
[
21tα

]
= c+ x

y
Ey
[
1tα
]

= c+ x

y
(t+ Ex [α]) .

Since t = s− r = logq1(x/y):

Ex [α] = c

1− x
y

+
x
y

1− x
y

logq1(x/y) .
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By Lemma 15, as our y is the state resulting from a 2-knock starting at state x, it follows
that y = x/(q2 + p2x). Since x/y = q2 + p2x, then 1− x/y = p2(1− x) and then we get:

c

p2(1− x) + q2 + p2x

p2(1− x) logq1(q2 + p2x) .

And in total:

E1
[
1s(21t)∞

]
= logq1(x) +

c+ (q2 + p2x) logq1(q2 + p2x)
p2(1− x) .

Changing variable to z = 1− x, results in q2 + p2x = 1− p2z, and we get the expression in
the statement of the theorem. J

3.3 Actual Numbers
Theorem 18 gives the optimal semi-fractional sequence and a formula to calculate its expected
running time. This formula can be approximated as accurately as we wish for any specific
values of p1, p2 and c, but it is difficult to obtain a closed form formula from it. In the full
version, we show an approximation with an additive error term p2/ log(1/q1). This is pretty
close to p2/p1, and so when p1 ≥ p2 it is just an additive error of 1.

In general, when p1 is small, then the running time is shown to depend on θ ≈ cp1/p2,
which is the expected time to open door 2 on its own, divided by the time to open door 1 on
its own - a natural measure of the system. Then, ignoring the additive mistake, we show there
that the lower bound is approximately F(θ)/p1, where F is some function not depending
on the parameters of the system. For example F(1) = 3.58. So opening two similar doors
without feedback when p is small takes about 3.58 times more time than opening one door
as opposed to the case with feedback, where the factor is only 2.

We also note, that when the two doors are independent and similar, it is quite easy to
see that the optimal expected running time is at most 3/p. As a last interesting point, if
c = 1 and p = p1 = p2 approaches zero, then the ratio between the number of 2-knocks and
the number of 1-knocks approaches 1

2 (1 +
√

5), which is the golden ratio. These last two
points are also shown in the full version of the paper.

3.4 Examples
For p1 = p2 = 1/2 and c = 1, the lower bound is 5.747. Simulations show that the best
algorithm for this case is slightly more than 5.8, so the lower bound is quite tight, but our
upper bound is 6.747 which is pretty far. However, the sequence we get from the upper
bound proof starts with:

1, 1, 2, 1, 2, 2, 1, 2, 1, 2, 2, 1, 2, 2, 1, 2, 1, 2, 2, 1, 2, 1, 2, 2, 1, 2, 2, 1, 2, 1, 2, . . .

The value it gives is about 5.832, which is very close to optimal. For p1 = p2 = 1/100 and
c = 1, the sequence we get is:

197, 2, 2, 1, 2, 2, 1, 2, 1, 2, 2, 1, 2, 1, 2, 2, 1, 2, 2, 1, 2, 1, 2, 2, 1, 2, 2, 1, 2, 1, 2, . . .

And the value it gives is about 356.756, while the lower bound can be calculated to be
approximately 356.754. As we see this is much tighter than the +1 that our upper bound
promises.
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Abstract
For the game of Cops and Robbers, it is known that in 1-cop-win graphs, the cop can capture
the robber in O(n) time, and that there exist graphs in which this capture time is tight. When
k ≥ 2, a simple counting argument shows that in k-cop-win graphs, the capture time is at most
O(nk+1), however, no non-trivial lower bounds were previously known; indeed, in their 2011
book, Bonato and Nowakowski ask whether this upper bound can be improved. In this paper,
the question of Bonato and Nowakowski is answered on the negative, proving that the O(nk+1)
bound is asymptotically tight for any constant k ≥ 2. This yields a surprising gap in the capture
time complexities between the 1-cop and the 2-cop cases.
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1 Introduction

The game of Cops and Robbers is a perfect information two-player zero-sum game played
on an undirected n-vertex graph G = (V,E), where the first player is identified with k ≥ 1
cops, indexed by the integers 0, . . . , k − 1, and the second player is identified with a single
robber. In round 0, the cop player chooses the initial (not necessarily distinct) cop locations
c0(0), . . . , ck−1(0) ∈ V and following that, the robber player chooses the initial robber location
r(0) ∈ V . Then, in round t = 1, 2, . . . , the cop player chooses the next (not necessarily
distinct) cop locations c0(t), . . . , ck−1(t) ∈ V under the constraint that ci(t) ∈ N +(ci(t− 1))
for every 0 ≤ i ≤ k − 1, where N +(v) denotes the neighborhood of vertex v in G including v
itself; following that, the robber player chooses the next robber location r(t) ∈ N +(r(t− 1)).

The goal of the cop player is to ensure that r(t− 1) ∈ {c0(t), . . . , ck−1(t)} for some finite
round t, referred to as capturing the robber. Conversely, the goal of the robber player is to

∗ A full version of this paper can be found at http://www.disco.ethz.ch/publications/
icalp2017-copsandrobbers.pdf.
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avoid being captured indefinitely. Graph G is said to be a k-cop-win graph if it admits a cop
strategy S that guarantees capture. The capture time of S is defined to be the maximum
number of rounds until capture is achieved, assuming optimal play by the robber. The
capture time of graph G is then defined to be the minimum capture time of any cop strategy
over G (notice that in this definition, it is assumed that k is clear from the context).

Bonato et al. [7] studied the capture time in single cop games and proved that every 1-cop-
win graph admits a cop strategy that captures the robber in O(n) rounds. By considering
a path, it is straightforward to verify that this bound is asymptotically tight. A simple
configuration-counting argument (see, e.g., [5, 7]) shows that for any constant k ≥ 2, if G
is a k-cop-win graph, then its capture time is O(nk+1). One may suspect that this simple
upper bound can be improved as it does not generalize the tight O(n) bound in the 1-cop
setting. Answering an open question from Bonato and Nowakowski’s book [9, Chapter 8],
the main result of our paper is that perhaps surprisingly, this is not the case.

I Theorem 1. There exist a universal positive constant α such that for every k ≥ 2, there
exists an infinite family G of k-cop-win graphs such that the capture time of any n-vertex
graph G ∈ G is at least (n/ (αk))k+1. Moreover, the smallest graph in G has n = O(k2)
vertices.

Notice that for constant k ≥ 2, this theorem provides an (existential) Ω(nk+1) lower
bound on the capture time in k-cop-win graphs. Furthermore, it can be extended to non-
constant values of k = k(n) up to the conjectured maximum of k(n) = Θ(

√
n) (see the

related literature discussion), stating that in some k-cop-win graphs, the capture time is
exponential in k and stretched exponential in n.

Related Literature

The Cops and Robbers game with a single cop was introduced by Quilliot [21] and independ-
ently by Nowakowski and Winkler [19] who also provided a full characterization of 1-cop-win
graphs. This was generalized to the multiple cop setting by Aigner and Fromme [2] who
defined the cop number of graph G to be the minimum number of cops that guarantees
that the robber can be captured (that is, the minimum k for which G is a k-cop-win graph).
Cast in this terminology, Aigner and Fromme proved that the cop number of any planar
graph is at most 3. An upper bound of O(r2) on the cop number of graphs excluding Kr

as minor was established by Andreae [4]; this result lies at the heart of the recent graph
decomposition technique of Abraham et al. [1] for the same family of graphs. For general
graphs, the maximum possible cop number is still an open question: the famous Meyniel’s
Conjecture [14, 6] states that this number is Θ(

√
n), where the state of the art is that it

is bounded between Ω(
√
n) [20] and O(n/2(1−o(1))

√
log n) [17]. Several characterizations of

graphs with cop number k are presented in [11].
As mentioned earlier, Bonato et al. [7] established a tight linear bound on the capture time

in 1-cop-win graphs. For k > 1 cops, non-trivial bounds on the capture time in k-cop-win
graphs were obtained mainly in the context of special graph classes, e.g., hypercubes [8] and
Cartesian products of trees [18]. To the best of our knowledge, the linear lower bound of [7]
is the (asymptotically) best previously known lower bound on the capture time in any class
of graphs for any k ≥ 1.

The capture time has been studied also for variants of the classic Cops and Robbers
game. For example, the multiple robber setting was investigated by Förster et al. [13] who
showed that the capture time may increase linearly with the number of robbers. Kehagias
and Pralat [16] analyzed the expected capture time of a drunk robber whose strategy is
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simply a random walk on the graph. For a broader overview of the results on the game of
Cops and Robbers, the reader is referred to the book of Bonato and Nowakowski [9] and
recent surveys [3, 10, 12, 15].

Techniques

Our lower bound proof relies on designing a bad (from the perspective of the cops) graph
G that consists of several components, of which each has a different role (see the overview
in Section 2.1). Here, we provide a glimpse into this design from an alternative (strictly
informal and somewhat inaccurate) angle that may shed additional light on the techniques
we use. At the heart of our construction lies the concept of forcing each entity (cop or
robber) to follow a designated (non-simple) path in G, where in the scope of this discussion,
we assume that every vertex in G admits a self-loop so that these paths may include null
moves. Specifically, graph G contains equally long paths χ0, . . . , χk−1 and ρ, referred to in
this discussion as the canonical paths of the cops and robber, respectively. The best strategy
of the cop player is then to assign one cop, say Cop i, to each path χi so that ci(t) = χi(t)
for every t; in response to that, the best strategy of the robber is to play r(t) = ρ(t). This
induces a sequence σ of (distinct) configurations and the analysis is completed by showing
that σ is sufficiently long and that the robber is captured only at its end.

The most challenging part in the design of such canonical paths is to prove that the
aforementioned strategies are indeed optimal. To that end, we show that if the robber
deviates from her canonical path at time t, then she is either captured immediately or the
game shifts forward to a more advanced configuration σ(t′) for some t′ > t. Conversely, if
some cop deviates from her canonical path at time t, then the game shifts backwards to a
less advanced configuration σ(t′) for some t′ < t. The main feature in the latter argument is
an exit component X ; if the robber manages to reach X , then she can force the game to shift
backwards to the beginning, i.e., to σ(0). This threat is the key ingredient in the analysis of
the cop strategy: we construct the cops’ components so that they must strictly follow their
canonical paths in order to cover all exits in X .

Due to the verbosity of our construction and to the space limitations, we defer all the
proofs and the discussion of the case of more than 2 cops to the full version.

Technical Terminology

We call the set {c0(t), c1(t), . . . , ck−1(t)}, for some t, a cop combination. We say that Cop i
covers node v at time t if v ∈ N +(ci(t)). We may omit t if it is clear from the context. We
extend this covering notion to more than one cop and more than one node, e.g., we say that
the cops cover a set of nodes {v1, v2, . . . , vj} if each of the vi is covered by at least one of the
cops. Also, we say that a node is covered, resp. uncovered, if at least one cop covers it, resp.
if no cop covers it.

2 The Case of 2 Cops

2.1 Overview
In this section, we construct a family {Gn̂}n̂≥3,n̂≡0 (mod 3) of 2-cop-win graphs, where
n̂ ∈ Θ(n).1 Then, we show that the capture time for 2 cops in Gn̂ is Ω(n3) by giving an

1 Throughout the paper, we denote the number of nodes of a graph by n.
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R0

· · · · · ·

· · ·

· · ·

S0

S1
U

T D

P

C

A X
R

Figure 1 The graph Gn̂ with its different components.

explicit strategy for the robber that achieves this capture time against any cop strategy.
We conclude by presenting a cop strategy for 2 cops that achieves a capture time of O(n3)
against any robber strategy, which also serves as a proof that the graphs are indeed 2-cop-win.
The other reason for explicitly specifying such a cop strategy (which must exist in 2-cop-win
graphs, by the aforementioned simple configuration-counting argument) is that it forms the
basis for a generalized cop strategy in the case of k ≥ 2 cops. For a simplified overview of
our graph construction, please refer to Figure 1.

The general idea behind the graph construction and the specified strategies for the cops
and the robber is as follows: Our graph Gn̂ contains a U component, where the robber
cannot be captured, simply because each node in U has enough neighbors so that 2 cops
cannot cover all of these neighbors simultaneously. Moreover, the robber can always stay in
U (because each node in U has enough neighbors in U) except if the cops go to two special
nodes S0 and S1 which together cover all of U .

When the robber is thereby flushed out of U , she has to go to the R component of the
graph. Note that the nodes of R induce a simple path on Gn̂ and that after being flushed
out of U , the robber is located in the middle of this path. Now, the cops will continuously
prevent the robber from escaping R and slowly force the robber to one end of the path
where they will finally capture her. In order for this to take a long time, each node in R is
connected to a set of so-called exits which are nodes that together form the X component
of the graph. If the robber should manage to get to some exit, then she will be able to go
back to her preferred U component, unless the cops go again to the special S0 and S1 nodes,
in which case the robber can go back to the middle of the R path and thereby revert to a
previous configuration. Hence, in order to capture the robber, the cops have to continuously
cover these exits.

Unfortunately for the cops, there are only a few cop combinations that actually cover
all exits of a node in R. Moreover, only some of these cop combinations are proper in the
sense that they also prevent the robber from moving back on the R path towards the middle
which is essential for the cops in order to capture the robber. These proper exit-covering
cop combinations are described in the following. For an illustration of the underlying graph
structure, we refer to Figure 2.
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Figure 2 A part of the structure of Gn̂ around the X nodes. A C node and a D node together
cover the exits of an R node if and only if they have the same color.

One cop, say Cop 0, has to be in the C component of Gn̂ and the other one (Cop 1) in
the D component. The nodes in the C (resp., D) component induce a simple cycle on Gn̂.
Assume for simplicity that the number of nodes in these two cycles are both multiples of 3.
Now, we can imagine that the nodes in the C cycle are consecutively colored 0, 1, 2, 0, 1, 2, . . .
and that the nodes in the D cycle are colored 0, . . . , 0, 1, . . . , 1, 2, . . . , 2, resulting in three
equally-sized monochromatic blocks. Now, the nodes in C and D are connected to the nodes
in X in so that Cop 0 (in C) and Cop 1 (in D) cover all exits of an R node if and only if the
nodes the two cops are occupying have the same color. Thus, if Cop 0 wants to move, e.g.,
clockwise, in her C cycle, then between any two consecutive steps, she has to wait for Cop 1
to travel roughly a third of her D cycle.

Similarly, using an independent color pallet, we color the nodes along the R path
3, 4, 5, 3, 4, 5, . . . and color the nodes along the C cycle 3, . . . , 3, 4, . . . , 4, 5, . . . , 5. To prevent
the robber from moving back towards the middle of her R path, we construct Gn̂ so that
a C node covers an R node if and only if they do not have the same color. Thus, if Cop
0 proceeds along her C cycle, then as soon as the color of the C node changes, the robber
is forced to move one step forward along the R path. This accounts for Cop 0 traversing
roughly a third of the C cycle for each step of the robber along the R path. The direction of
the robber’s movement (towards either end of the R path) is determined by the direction
(clockwise or counterclockwise) of the movement of Cop 0 along the C cycle. We refer to
Figure 3 for an illustration of how the robber is pushed along the R by a cop residing in C.

Now, we design the graph Gn̂ so that the C, D, and R components consist of roughly n̂
nodes. Thus, the robber takes Ω(n̂) steps until she is captured, for each of her steps Cop 0
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R−1 R0 R1 R2R−2

· · · · · ·

C3

C0

C1
C2

C4

C5

C8
C7

C6

Figure 3 The edge structure between the C nodes and the R nodes. If a cop is in a C node and
the robber in an R node, then the robber has to make sure that that these two nodes have the same
color in order to avoid capture in the next move. By circling clockwise in C, the cop can force the
robber towards one end of the R path, by circling counterclockwise towards the other.

has to take Ω(n̂) steps, and for each step of Cop 0, Cop 1 has to take Ω(n̂) steps, resulting
in a total capture time of Ω(n̂3). Since every component of the Gn̂ except R, C and D is
of constant size, n̂ is linear in the number n of nodes. Hence, we obtain a capture time of
Ω(n3) for the graph class {Gn̂}n̂≥3,n̂≡0 (mod 3).

Before proceeding to the exact details of the graph construction, four remarks are in order.
Firstly, when the robber is flushed out of U to R, there is an intermediate step between
leaving U and arriving in R for technical reasons: Flushed out of U , the robber actually has
to go to a graph component called A. Then, one cop moves to another graph component
denoted T from which she covers all of A while ensuring that all nodes in U the robber could
go to are covered. Thus, the robber is flushed out of A and is forced to go to R so that we
can proceed as explained above.

Secondly, since Cop 0 has to be able to cover nodes from R when she is in C, there have
to be edges between R and C. To prevent the robber from escaping R by going to a node in
C via one of these edges, we augment the graph with a special P node. If, after the robber
indeed moves to the C component, Cop 1 moves to P and Cop 0 moves to S0, then together
they cover all C nodes and all their neighbors, ensuring that the robber will be captured in
the next round.

Thirdly, the robber does not have to start in U , but in fact it is best for her if she does
(in the sense of increasing the capture time against the best cop strategy), provided that she
cannot be captured immediately. In turn, this means that the cops should start in S0 and S1
in order to force the robber to start elsewhere. Even if the robber starts elsewhere, the cop
strategy explained above forces the robber to the R component. Moreover, the robber can
simply start in the middle of the R path and the cops cannot avoid having to go through
the exit-covering routine explained above.

Fourthly, while the cop strategy explained above chases the robber from the middle of
the R path to one of its ends, for simplicity, we will formally present a slightly simplified
version where the end of the path the robber is chased to is fixed in advance (so the robber
will be chased from one end of the path to the other end in the worst case for the cops).
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(10, 10)
(0, 0)

(0, 1)

(0, 2) ···
···
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(0, 1)
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(0, 10)
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Figure 4 The construction of U . On the left side, we see the 11 × 11 grid constituting E and
three example lines L0,0, L0,1 and L2,0 from L. On the right side, we see the nodes of the bipartite
graph GE,L where the left-hand column of nodes constitutes (a part of) one side of the bipartition,
L, and the right-hand grid the other side, E . The edges between E and L are determined by the
incidence relation of the nodes and lines in the left-hand 11× 11 grid.

2.2 The Graph Construction
As explained above, the graphs Gn̂ we are about to construct contain a component U in
which the robber cannot be captured and from which the robber can only be flushed out by
a specific cop combination outside of U . Hence, the subgraph of any Gn̂ induced by (the
respective) U cannot be a 2-cop-win graph. As we want to generalize our graph construction
to the case of more than 2 cops, we thus need a way to construct a graph where k cops
cannot capture the robber. For this, inspired by the use of projective planes for constructing
graphs with high cop numbers in [20], we will use incidence graphs of objects resembling
affine planes. An explicit construction (for the case of 2 cops) is given in the following. For
an illustration of the construction, we refer to Figure 4.

Let E = {Ei,j | 0 ≤ i ≤ 10 ∧ 0 ≤ j ≤ 10} be a set of elements which we can imagine as
arrayed in an 11× 11 grid. Let L = {Li,j | 0 ≤ i ≤ 9 ∧ 0 ≤ j ≤ 10} be a set of lines where
each Li,j is defined as Li,j = {Eh,h(i+1)+j (mod 11) | 0 ≤ h ≤ 10}. Thus, each line Li,j may
be considered as a “line modulo 11” in our grid which goes through the element E0,j and
whose slope is determined by the parameter i (or more precisely i+ 1).

Now consider the incidence graph GE,L for E and L which is defined as follows: The
nodes of GE,L are exactly the elements and lines defined above, i.e., V (GE,L) = E ∪ L, and
there is an edge between some node Ei,j and some node Li′,j′ if and only if Ei,j is contained
in the set Li′,j′ (i.e., if and only if Ei,j lies on the line Li′,j′). There are no other edges, hence
GE,L is bipartite where one side of the bipartition is given by E and the other side by L.

I Lemma 2. In GE,L, any two nodes in E have at most one common neighbor in L. Also,
any two nodes in L have at most one common neighbor in E.

I Lemma 3. Let i ∈ {0, . . . , 10} be fixed. Any node from L has exactly one neighbor in GE,L
of the form Ei,j and exactly one neighbor in GE,L of the form Ej,i.

I Lemma 4. Let i ∈ {0, . . . , 9} be fixed. Any node from E has exactly one neighbor in GE,L
of the form Li,j.

For the construction of Gn̂, we will borrow nodes from GE,L and we will assume that the
borrowed nodes take along their relationship concerning edges between them, i.e., there is an

ICALP 2017



82:8 A Tight Lower Bound for the Capture Time of the Cops and Robbers Game

edge between two borrowed nodes in our graph construction if and only if there is an edge
between those two nodes in GE,L.

We construct Gn̂ as given in the following. The vertex set of Gn̂ is defined as the (disjoint)
union of smaller vertex sets that constitute different parts of the graph with different purposes:

V (Gn̂) = E ∪ L∗ ∪ S ∪ A ∪ T ∪R ∪ C ∪ D ∪ {P} ∪ X , where
L∗ = {Li,j | 0 ≤ i ≤ 3 ∧ 0 ≤ j ≤ 10}
S = {S0,S1}
A = {A0, . . . ,A3}
T = {T0, . . . , T3}
R = {R−n̂, . . . ,Rn̂}
C = {C0, . . . , Cn̂−1}
D = {D0, . . . ,Dn̂−1}
X = X 0 ∪ X 1 ∪ X 2

X j = {X j
0 , . . . ,X

j
5 } for all 0 ≤ j ≤ 2

The edges of Gn̂ are specified in Table 1. Moreover, we set U = E ∪L∗. Furthermore, we call
the nodes in X exits, and for each node Ri ∈ R we call the nodes from X , that are connected
to Ri, the exits of Ri.

The node subsets E and L∗ are borrowed from GE,L, but also the (renamed) nodes in X
are borrowed from GE,L: We consider X as a subset of L \ L∗. To ensure that no node in E
covers too many exits of some R node, the exits of any R node are borrowed (disjointly)
from a set of L \ L∗ nodes of the same slope. More precisely,

X 0 is borrowed from {L4,j | 0 ≤ j ≤ 10} ,
X 1 is borrowed from {L5,j | 0 ≤ j ≤ 10} ,
X 2 is borrowed from {L6,j | 0 ≤ j ≤ 10} .

As long as the above conditions are met, we do not care about the explicit choice of X as a
subset of L \ L∗. We obtain the following corollary from Lemma 2:

I Corollary 5. Any two nodes in E have at most one common neighbor in L∗. Any two
nodes in L∗ ∪ X have at most one common neighbor in E.

2.3 Observations
Before specifying asymptotically best strategies for the robber and the cops in Gn̂, we gather
some useful observations about the structure of Gn̂. In particular, we examine which cop
combinations cover certain neighbors of certain nodes. We start by showing that the cops
have to be in S0 and S1 in order to flush the robber out of U .

I Lemma 6. Consider any u ∈ U . The only cop combination not containing u that covers
all neighbors of u in U is {S0,S1}.

We proceed by showing that if the robber has been flushed out of U to some node Ai,
then the cops can only make progress by going to {S0, Ti} because otherwise the robber can
go back to U (or there is no progress if the cops simply stay in {S0,S1}).

I Lemma 7. Consider any Ai. The only cop combinations not containing Ai that cover all
neighbors of Ai in U are {S0,S1} and {S0, Ti}.
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Table 1 A listing of the edges of Gn̂. In each block, the nodes listed in the right column are the
neighboring nodes of the node listed in the left column. For simplicity, we omit a separate block for
specifying the neighbors of the X nodes. They can be inferred from the other blocks. The X nodes
do not have any edges connecting them to each other since they are borrowed from the L part of
GE,L.

Node Neighbors
Ei,j L∗ nodes as determined by GE,L

Si (mod 2)
Aj (mod 4)
Tj (mod 4) if i (mod 2) = 1
X nodes as determined by GE,L

Li,j E nodes as determined by GE,L

Si (mod 2)
Ai (mod 4)
Ti (mod 4)

Node Neighbors
Ri Aj for all j if i = 0

Rj for j = i− 1 and j = i + 1
Cj for all 0 ≤ j ≤ n̂/3 if i (mod 3) = 0
Cj for all n̂/3 ≤ j ≤ 2n̂/3 if i (mod 3) = 1
C0 and Cj for all 2n̂/3 ≤ j ≤ n̂− 1 if i (mod 3) = 2
P
X j

h where j = i (mod 3) and h ∈ {0, 1, 2, 3, 4, 5}
Ci S0

Rj for all j (mod 3) = 0 if 0 ≤ i ≤ n̂/3
Rj for all j (mod 3) = 1 if n̂/3 ≤ i ≤ 2n̂/3
Rj for all j (mod 3) = 2 if i = 0 or 2n̂/3 ≤ i ≤ n̂− 1
Cj for j ≡ i− 1 (mod n̂) and j ≡ i + 1 (mod n̂)
X j

h where j ∈ {0, 1, 2} and h ∈ {0, 1, 3} if i (mod 3) = 0
X j

h where j ∈ {0, 1, 2} and h ∈ {0, 2, 3} if i (mod 3) = 1
X j

h where j ∈ {0, 1, 2} and h ∈ {1, 2, 3} if i (mod 3) = 2
Di Aj for all j

Tj for all j

Dj for j ≡ i− 1 (mod n̂) and j ≡ i + 1 (mod n̂)
P
X j

h where j ∈ {0, 1, 2} and h ∈ {2, 4, 5} if 0 ≤ i ≤ n̂/3− 1
X j

h where j ∈ {0, 1, 2} and h ∈ {1, 4, 5} if n̂/3 ≤ i ≤ 2n̂/3− 1
X j

h where j ∈ {0, 1, 2} and h ∈ {0, 4, 5} if 2n̂/3 ≤ i ≤ n̂− 1
P Ti for all i

Ri for all i

Di for all i

X j
i where j ∈ {0, 1, 2} and i = 3

Node Neighbors
S0 Ci for all i

X j
i , where j ∈ {0, 1, 2} and i ∈ {0, 1, 2}

every Ei,j with i (mod 2) = 0
every Li,j with i (mod 2) = 0

S1 Ti for all i

X j
i , where j ∈ {0, 1, 2} and i ∈ {3, 4, 5}

every Ei,j with i (mod 2) = 1
every Li,j with i (mod 2) = 1

Ai Tj for all j

R0

Dj for all j

Ej,h for all h (mod 4) = i

Lj,h for all j (mod 4) = i

Ti S1

Aj for all j

Tj for all j 6= i

Dj for all j

P
X j

h , where j ∈ {0, 1, 2} and h ∈ {3, 4, 5}
Ej,h for all j (mod 2) = 1 and h (mod 4) = i

Lj,h for all j (mod 4) = i

The following lemma shows that if the cops allow the robber to go to an exit of some R
node, then they have to go back to {S0,S1} in order to prevent the robber from going to U .

I Lemma 8. Consider any X j
i . The only cop combination not containing X j

i that covers all
neighbors of X j

i in U is {S0,S1}.

As Lemma 8 already indicates, the cops do not want the robber to be able to go to an
exit from an R node. The next lemma characterizes the cop combinations from where they
can prevent the robber from doing that.

I Lemma 9. Consider any Ri. The only cop combinations not containing any Rj with j ≡ i
(mod 3) that cover all exits of Ri are {S0,S1}, {S0, Tj} for any j, and {Cj ,Dh} for any pair
(j, h) satisfying one of the following three conditions:
1. j (mod 3) = 0 and 0 ≤ h ≤ n̂/3− 1,
2. j (mod 3) = 1 and n̂/3 ≤ h ≤ 2n̂/3− 1,
3. j (mod 3) = 2 and 2n̂/3 ≤ h ≤ n̂− 1.

Observe that the cop combinations from Lemma 9 are independent of the choice of the
considered Ri which implies that these cop combinations cover all nodes in X . We call such
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Table 2 The robber’s strategy.

{c0(t), c1(t)} r(t− 1) r(t)

6= {S0,S1} some node in U some uncovered node in U
{S0,S1} some node in U some node in A

{S0,S1} or {S0, Ti} Ai R0

6= {S0,S1} and 6= {S0, Ti} Ai some uncovered node in U
not covering all exits of Ri Ri some uncovered exit of Ri

covering all exits of Ri Ri the uncovered node from {Ri−1,Ri,Ri+1}
with smallest absolute index; if all are

covered, stay in Ri

6= {S0,S1} X j
i some uncovered node in U

{S0,S1} X j
i some node from {R−1,R0,R1}

a cop combination exit-blocking. Furthermore, we call an exit-blocking cop combination
proper if it does not contain a node from S (i.e., it consists of a node from C and a node
from D). Lastly, we call a proper exit-blocking cop combination {Ci,Dj} forcing if there
exist h, h′ ∈ {−1, 0, 1}, h 6= h′, such that the cops cover all Rh (mod 3) and all Rh′ (mod 3).
A close look at the construction of Gn̂ shows that a proper exit-blocking cop combination
{Ci,Dj} is forcing if and only if i ∈ {0, n̂/3, 2n̂/3}.

Proper exit-blocking cop combinations prevent the robber from going back (too much)
towards the middle of the R path since they contain a C node which by its nature is connected
to every third R node. Thus, in order to be able to chase the robber towards one end of the
R path, the cops have to stay in proper exit-blocking cop combinations.

The C node in a forcing proper exit-covering cop combination covers more R nodes than
the C node in a usual proper exit-covering cop combination and thereby forces the robber to
move one step towards the end of her R path. In order to chase the robber another step, the
cops have to go to a forcing proper exit-covering cop combination containing a different C
node. The following lemma shows a lower bound on the time it takes the cops to go from
one forcing proper exit-covering cop combination to another with a different C node, while
using only proper exit-covering cop combinations on the way. Refer to Figures 2 and 3 for
illustrations of the underlying idea.

I Lemma 10. Let ({Ci,Dj} = {c0(t), c1(t)}, {c0(t+ 1), c1(t+ 1)}, . . . , {c0(t+h), c1(t+h)} =
{Ci′ ,Dj′}) be a sequence of proper exit-blocking cop combinations describing the combined
movement of the two cops from time t to time t+ h. If {Ci,Dj} and {Ci′ ,Dj′} are forcing
and i 6= i′, then h ≥ n̂/3 · (n̂/3− 1) ∈ Ω(n̂2).

2.4 The Robber’s Strategy
Here, we explicitly specify a strategy for the robber that ensures that 2 cops need time Ω(n3)
to capture the robber in Gn̂:

If the cops are in S0 and S1 in round 0, then the robber starts in R0, otherwise the robber
starts in some node in U that is not covered by any of the cops (which exists by Lemma 6).
Depending on where the cops are, the robber moves as specified in Table 2 (as long as she is
not captured yet).

We show now that the specified strategy is well-defined, i.e., that the robber can perform
any step in the strategy and that no other situations than the specified ones can occur if the
robber follows the strategy. For the first part, we go through the table line by line:
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Table 3 The cops’ strategy.

r(t− 1) (c0(t− 1), c1(t− 1)) (c0(t), c1(t))

Ai (S0,S1) (S0, Ti)
6= Ai for all i (S0,S1) (S0, Tj) for some j

arbitrary (S0, Ti) (C0,D0)
6= Ch for all h (Ci,Dj)

(
Ci+1 (mod n̂),Dj+1 (mod n̂)

)
if this covers all nodes in X(

Ci,Dj+1 (mod n̂)
)
otherwise

Ch (Ci,Dj) (S0,P)

By Lemma 6, if the robber is in some node u ∈ U , then she can always go to some
uncovered node in U , provided the cops are not in S0 and S1. She can also go from u to
some node in A since any node in U has some node in A as a neighbor, by the construction
of Gn̂. Similarly, the robber can go from any node in A to R0. By Lemma 7, if the robber is
in some node Ai, then she can always go to some uncovered node in U , provided the cops
are not in S0 and S1 or in S0 and Ti. The instructions where to go to from Ri are trivially
satisfiable. From X j

i , the robber can always go to some uncovered node in U if the cops are
not in S0 and S1, by Lemma 8. She can also go to either R−1, R0 or R1 from X j

i since each
X j

i is connected to exactly one of those three R nodes, by the construction of Gn̂.
Moreover since the robber starts in a node in U or R, Table 2 covers all situations where

the robber is in some node in U , A, R or X , and each instruction ends with the robber being
in one of those nodes, the presented strategy specifies what the robber has to do for every
possibly occurring situation.

2.5 The Cops’ Strategy
Now, we explicitly specify a strategy for the cops that ensures that the robber is captured in
time O(n3) in Gn̂:

Cop 0 starts in S0 and Cop 1 starts in S1 in round 0. Depending on where the robber is,
the cops move as specified in Table 3. There is one exception however: If a cop can capture
the robber immediately, then she does so, overriding any possible instruction from the table.

We show now that the specified strategy is well-defined, i.e., that the cops can actually
perform any step in the strategy and that no other situations than the specified ones can
actually occur2 if the cops follow the strategy:

The construction of Gn̂ ensures that the cops can actually move from the cop combinations
at time t− 1 given in Table 3 to the cop combinations at time t. Since the cops start in S0
and S1, the only thing that is left to show is that from (S0,P) (which is the only output
combination that is not dealt with on the input side) the cops can capture the robber at
time t+ 1, provided that the robber is in some Ch at time t− 1. For that, it is sufficient to
observe that any neighbor of Ch, and Ch itself, is covered by S0 or P.

2.6 A Lower Bound for the Robber’s Strategy
Here, we show that the strategy for the robber specified in Table 2 ensures that the cops
need time Ω(n3) to capture the robber in Gn̂. For convenience, we assume throughout the

2 More precisely, if a situation occurs that is not specified in Table 3, then the cops can capture the
robber immediately.
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following lower bound considerations that if a cop can capture the robber immediately, then
she does so. This certainly cannot worsen any strategy the cops follow.

We start by observing that the set of R nodes can be partitioned into three roughly
equally-sized sets such that the R nodes in each such set have exactly the same exits. As the
following lemma shows, if the robber is in an R node, then she does not need to worry about
a cop being in another R node that has (and therefore covers) the same exits, since such a
situation cannot occur if the robber follows the specified strategy.

We proceed by determining the nodes the robber can be captured in. Then, using
Lemma 11 and Lemma 12, we give a lower bound on the capture time of Gn̂.

I Lemma 11. If the robber follows the strategy specified in Section 2.4, then the following
holds: If the robber is in some node Ri at time t and is not captured at time t + 1, then
neither of the 2 cops can be in some node Rj with j ≡ i (mod 3) at time t+ 1.

I Lemma 12. If the robber follows the strategy specified in Section 2.4, then she can only be
captured in Rn̂ or R−n̂.

I Lemma 13. If the robber follows the strategy specified in Section 2.4, then 2 cops need
time Ω(n̂3) to capture the robber in Gn̂.

2.7 An Upper Bound for the Cops’ Strategy
While the aim of this work is a lower bound, we need to show that 2 cops can actually
capture the robber in Gn̂, in order to use Gn̂ as a lower bound graph for the capture time
for 2 cops in 2-cop-win graphs. We start by showing that from a proper exit-blocking cop
combination the cops can always go to another proper exit-blocking cop combination by
doing one of the following: Both cops move to the next node in their respective cycle or only
the cop in the D cycle moves to the next node.

I Lemma 14. If (Ci,Dj) is an exit-blocking cop combination, then it holds that at least one
of (Ci,Dj+1 (mod n̂)) and (Ci+1 (mod n̂),Dj+1 (mod n̂)) is an exit-blocking cop combination.

The following lemma shows that, once the cops reach C0 and D0, the robber cannot
ever leave R without being captured in the next two moves. Then, using Lemma 14 and
Lemma 15, we give an upper bound on the capture time of Gn̂.

I Lemma 15. Let r(t) ∈ R and (c0(t+ 1), c1(t+ 1)) = (C0,D0) for some point in time t. If
the robber leaves R at some later point in time t′, i.e., if r(t′) /∈ R for some t′ > t, then the
robber will be captured at time t′′ ≤ t′ + 2, provided the two cops follow the strategy specified
in Section 2.5.

I Lemma 16. If the two cops follow the strategy specified in Section 2.5, then they capture
the robber in time O(n̂3) in Gn̂.

Finally, by Lemma 13 we get that for the case of 2 cops, the capture time of the graph
family {Gn̂}n̂≥3,n̂≡0 (mod 3) is Ω(n̂3) ⊆ Ω(n3) and by Lemma 16 we get that every graph in
{Gn̂}n̂≥3,n̂≡0 (mod 3) is 2-cop-win. Together, these lemmas yield Theorem 1 for 2 cops.

The Case of k > 2

Our graph construction and the corresponding lower bound proofs follow closely the design
of the case of two cops. To accommodate a third cop, Cop 2, we essentially copy the D
component and ensure, that for every step of Cop 1, Cop 2 has to perform Ω(n̂) steps. For
the case of k > 3 cops, we simply apply this trick inductively. Due to space limitations, we
defer the detailed discussion of the case of k > 2 cops to the full version.
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Abstract
Consider an agent trying to bring a system to an acceptable state by repeated probabilistic action.
Several recent works on algorithmizations of the Lovász Local Lemma (LLL) can be seen as
establishing sufficient conditions for the agent to succeed. Here we study whether such stochastic
control is also possible in a noisy environment, where both the process of state-observation and
the process of state-evolution are subject to adversarial perturbation (noise). The introduction
of noise causes the tools developed for LLL algorithmization to break down since the key LLL
ingredient, the sparsity of the causality (dependence) relationship, no longer holds. To overcome
this challenge we develop a new analysis where entropy plays a central role, both to measure the
rate at which progress towards an acceptable state is made and the rate at which noise undoes
this progress. The end result is a sufficient condition that allows a smooth tradeoff between the
intensity of the noise and the amenability of the system, recovering an asymmetric LLL condition
in the noiseless case.
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1 Introduction

Consider a system with a large state space Ω, hidden from view inside a box. On the outside
of the box there are lightbulbs and buttons. Each lightbulb corresponds to a set fi ⊆ Ω and
is lit whenever the current state of the system is in fi. We think of each set fi as containing
all states sharing some negative feature i ∈ [m] and refer to each such set as a flaw, letting
F = {f1, f2, . . . , fm}. For example, if the system corresponds to a graph G with n vertices
each of which can take one of q colors, then Ω = [q]n, and we can define for each edge ei of
G the flaw fi to contain all assignments of colors to the vertices of G that assign the same
color to the endpoints of ei. Following linguistic convention, instead of mathematical, we will
say that flaw f is present in state σ whenever f 3 σ and that state σ is flawless if no flaw
is present in σ. The buttons correspond to actions, i.e., to mechanisms for state evolution.
Specifically, taking action a while in state σ moves the system to a new state τ , selected
from a probability distribution that depends on both σ and a.

∗ A full version of this paper appears as [1], https://arxiv.org/abs/1607.06494.
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Outside the box, an agent called the controller observes the lightbulbs and pushes buttons,
in an effort to bring the system to a flawless state. Specifically, if O(σ) ∈ {0, 1}m denotes the
lightbulb bitvector, with 1 corresponding to lit, the controller repeatedly applies a function P ,
called a policy, that maps O(σ) to a distribution over actions. Thus, overall, state evolution
proceeds as follows: if the current (hidden) state is σ ∈ Ω, the controller observes O(σ) and
samples an action from P (O(σ)); after she takes the chosen action, the system, internally
and probabilistically, moves to a new (hidden) state τ , selected from a distribution that
depends on both σ and the action taken.

Our work begins with the observation that several recent results [23, 24, 18, 14, 3, 15, 2, 19]
on LLL algorithmization can be seen as giving sufficient conditions for a controller as above
to be able to bring the system to a flawless state quickly, with high probability. Motivated
by this viewpoint we ask if conditions for LLL algorithmizations can be seen as stability
criteria and give results for more general settings, e.g., Partially Observable Markov Decision
Processes (POMDPs). Given the capacity of LLL algorithmization arguments to establish
convergence in highly non-convex domains, a major pain point in control theory, we believe
that bringing such arguments to stochastic control is a first step in a fruitful direction. In
order to move in that direction we generalize the setting described so far in two ways:

The mapping O from states to observations is stochastic: the lightbulbs are unreliable,
exhibiting both false-positives and false-negatives.
Both the environment surrounding the system and the implementation of actions are
noisy: the controller is not the only agent affecting state evolution and flaws may be
introduced into the state for reasons unrelated to her actions, even spontaneously.

Naturally, the question is whether sufficient conditions for quick convergence to flawless
states can still be established in this setting. We answer the question affirmatively and show,
in a precise mathematical sense, that the less internal conflict there is in the system, the
more noise the controller can tolerate. In order to prove this we require the controller to
be focused and to prioritize. That is, we will assume that the flaws are ordered by priority
according to an arbitrary but fixed permutation π of F , and we will ascribe the action taken
by the controller in each step to the present flaw (focus) of highest priority (prioritization).
The analysis will then take into account both how good the actions are at ridding the state
of that flaw and how damaging they are in terms of introducing new flaws. In particular,
with this attribution mechanism in place, and similarly to LLL algorithmization arguments,
we will say that flaw fi can cause flaw fj if there exists a state transition with non-zero
probability under the policy, from a state in which fi is the highest priority flaw and fj is
absent, to a state in which fj is present.

The main challenge we face is that in the presence of noise the causality relationship
becomes dense. To overcome this we develop a new analysis in which causality is not a
binary relationship, but one weighted by the frequency of interactions. In particular, our
condition guaranteeing that the controller will succeed within a reasonable amount of time
allows the causality graph to become arbitrarily dense, if the frequency of interactions is
sufficiently small. Turning the sparsity of the causality relationship into a soft requirement
is a major departure from the LLL setting and our main technical contribution. We do this
by developing an entropy compression argument, in which we carefully amortize the entropy
injected into the system to encode the effect of noise on the state trajectory. It is worth
pointing out that even though our technique applies to the far more general noisy setting, in
the absence of noise it recovers the main result of [3], thus providing a smooth relationship
between lack of internal conflict and robustness to noise.
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2 Formal Setting and Statement of Results

In the absence of observational and environmental noise we can think of the state evolution
under a policy P as a random walk on a certain digraph on Ω. Specifically, at each flawed
state σ ∈ Ω, for each action in the support of P (O(σ)), there is a bundle of outgoing arcs
of total probability 1, corresponding to the state-transitions from σ under this action. The
convolution of P (O(σ)) with the distribution inside each bundle yields the state-transition
probability distribution from each flawed state σ.

The presence of observational and environmental noise both distorts the transition
probabilities and introduces new transitions. For example, whenever observational noise
causes O(σ) to differ from the set of flaws truly present in σ, the controller may chose an
action (from the support of P (O(σ))) under which there are transitions from σ that were not
present in the noise-free digraph. We model the overall distortion induced by noise by taking
the noise-free digraph, which we think of as the principal mechanism for state evolution,
reducing the probabilities on all its edges uniformly by a factor of 1− p, and allowing the
leftover probability mass to be distributed arbitrarily, in order to form the noise. More
precisely:

Let Dpo be the digraph on Ω of possible state-transitions under policy P , with a self-loop
added at every flawless state. Let ρpo be the P -induced state-transition probability
distribution, augmented so that all self-loops at flawless states have probability 1.
Let Dns be an arbitrary digraph on Ω. For each vertex σ in Dns, let ρns(σ, ·) be an
arbitrary probability distribution on the arcs leaving σ.
We will analyze the Markov chain on Ω which at every σ ∈ Ω, with probability p follows
an arc in Dns and with probability 1− p follows an arc in Dpo. Formally, for every σ ∈ Ω,

ρ(σ, ·) = (1− p) · ρpo(σ, ·) + p · ρns(σ, ·) .

We assume that the system starts at a state σ1, according to some unknown probability
distribution θ.

Requiring that the effect of noise is captured by a mixture of the original (principal)
chain and an arbitrary chain is the only assumption that we make. In particular, by allowing
Dns and ρns to be arbitrary we forego the need to posit specific models of observational and
environmental noise, lending greater generality to our results. To see this, let U(σ) denote
the set of flaws actually present in σ (and, slightly abusing notation, also the characteristic
vector of U(σ) ⊆ F ). In any step where the state transition distribution is not the principal
one, we can think of this as occurring because O(σ) 6= U(σ) and the distribution corresponds
to P (O(σ)), or because O(σ) 6= U(σ) and the distribution does not even correspond to
P (O(σ)), or because O(σ) = U(σ) but, silently, the distribution followed is different from
P (O(σ)). In particular, notice that whenever O(σ) = 0, the controller thinks she has arrived
at a flawless state and, thus, authorizes a self-loop with probability 1. In such a case, the
fact that the system will follow ρns with probability p means that we are allowing the noise
not only to trick the controller to inactivity but also to silently move the system to a new
state. Similarly, after the system arrives at a flawless state, i.e., U(σ) = 0, with probability
p it will then follow an arc in Dns, potentially to a flawed state. We allow this to occur
to be consistent with (i) the idea that observational noise can occur at any state, even a
flawless one, thus causing unneeded, potentially detrimental action, and (ii) with the idea
that flaws can be introduced spontaneously from the environment at any state. Our goal
is, thus, to prove that from any initial state, after a small number of steps, the system will
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reach a flawless state, despite the noise. As we will see, what will matter about the noise is
the extent to which noise-induced transitions introduce flaws in the state.

Let D = Dpo ∪ Dns. To avoid certain trivialities we will assume that there exists a
constant B < ∞ such that 2−B < ρ(σ, τ) < 1 − 2−B for every arc (σ, τ) ∈ D. For each
state σ, we denote the highest priority flaw present in σ by π(σ); if π(σ) = fi, we label all
arcs leaving σ as σ i−→ ·, i.e., with the index of the flaw to which we attribute the transition
(we use i instead of fi as the label to lighten notation). We will refer to π(σ) as the flaw
addressed at σ.

I Causality. For an arc σ i−→ τ in D and a flaw fj present in τ we say that fi causes fj if
fj 63 σ. The digraph on [m] where i→ j iff D contains an arc such that fi causes fj is the
causality digraph C(D).

I Neighborhood. The neighborhood of a flaw fi in C = C(D) is Γ(fi) = {fi} ∪ {fj : i→
j exists in C}.

For our condition we will need to bound from below the entropy injected into the system
in each step. To that end we define the potential of each flaw fi to be

Potential(fi) = min
σ:π(σ)=fi

H[ρ(σ, ·)] . (1)

We extend the definition to sets of flaws i.e., Potential(S) =
∑
f∈S Potential(f), where

Potential(∅) = 0.
In the absence of noise, Potential(fi) expresses a lower bound on the diversity of ways

to address flaw fi, by bounding from below the “average number of random bits consumed”
whenever fi is addressed. Thus, it bounds from below the rate at which the controller
explores the state space locally. The presence of noise may decrease or may increase the
potential. For example, if all arcs in Dns are self-loops, then the noise is equivalent to the
action-buttons “sometimes not working” and its only (and very benign) effect is to slow
down the exploration by a constant factor. At the other extreme, if Dns is the complete
digraph on Ω and ρns is uniform, then (unless p is extremely small) the situation is, clearly,
hopeless. Correspondingly, even though the potential has been greatly increased, the causality
relationship is complete. We note that, trivially, the potential of each flaw is bounded from
below by the minimum entropy injected by the principal alone whenever the flaw is addressed,
i.e., Potential(fi) ≥ (1− p) minσ:π(σ)=fi H[ρpo(σ)].

The other important characteristic of each flaw fi is its congestion, i.e., the maximum
number of arcs with label i that lead to the same state. For the same reason we would
like the potential of a flaw to be big, we would like its congestion to be small: if arcs from
different states in fi lead to the same state, then exploration slows down and the entropy
injected into the system must be appropriately discounted in order to yield a good measure
of the rate of state space exploration. To see this observe that Potential(fi) is independent
of the destinations of the arcs leaving fi and compare the case where these destinations are
all distinct with the case where they all lie in a small (bottleneck) set. As the congestion
due to the principal and the congestion due to noise will have different effects, we need to
account for them separately. Let Apo(σ) denote the support of ρpo(σ, ·) and Ans(σ) denote
the support of ρns(σ, ·).

I Congestion. For any flaw fi ∈ F , let

Congestionpo(fi) = max
τ∈Ω
|{σ ∈ fi : τ ∈ Apo(σ)}|

Congestionns(fi) = max
τ∈Ω
|{σ ∈ fi : τ ∈ Ans(σ)}| .
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Let bfipo = log2 Congestionpo(fi). Let bfins = log2 Congestionns(fi). Let bns = maxfi∈F bfins.

Let Cpo and Cns be the causality graphs of Dpo and Dns, respectively, and let Γpo(fi)
and Γns(fi) be the corresponding neighborhoords. Let ∆i = |Γns(fi)|. Recall that h(p) =
−p log2 p− (1− p) log2(1− p) is the binary entropy of p ∈ [0, 1]. To express the lost efficiency
due to noise in addressing flaw fi, we let

qi(p) = p

(
∆i

(
bns + 5

2 + h(p)
)
− 2− h(p)

)
≤ p∆i(bns + 4) .

Observe that qi(p) is independent of the policy and that its leading term is p∆i. This
means that, unlike the LLL, the number, ∆i, of different flaws that may be introduced when
addressing a flaw can be arbitrarily large if the frequency of interactions between flaws,
captured by p, is sufficiently small. Our main result establishes a condition under which
the probability of not reaching a flawless state within O(log2 |Ω|+m) steps is exponentially
small. To state it define for each flaw fi,

Amenability(fi) = Potential(fi)− bfipo .

I Theorem 1. If for every flaw fi ∈ F ,∑
fj∈Γpo(fi)

2−Amenability(fj)+qj(p) < 2−(2+h(p)) , (2)

then there exists a constant R > 0 depending on the slack in (2), such that for every s > 1/2,
the probability of not reaching a flawless state after Rs(log2 |Ω| + m) steps is less than
exp(−s).

I Remark. In the noiseless case, i.e., when p = 0, equation (2) becomes an asymmetric LLL
criterion. In particular, the main result of [3] is that if bfipo = 0 and all distributions ρpo(σ, ·)
are uniform over their support Apo(σ), then, a sufficient condition for reaching a flawless state
quickly is that for every fi ∈ F ,

∑
fj∈Γpo(fi) 1/aj < 1/e, where aj = minσ∈fj :π(σ)=fj |Apo(σ)|.

We see that in this setting our condition (2) recovers this, up to the constant on the right
hand side, i.e., 1/4 vs. 1/e.

3 Related Work

3.1 POMDPs and the Reachability Problem
Markov Decision Processes (MDPs) are widely used models for describing problems in
stochastic dynamical systems [13, 28, 7], where an agent repeatedly takes actions to achieve
a specific goal while the environment reacts to these actions in a stochastic way. In an MDP
the agent is assumed to be able to perfecty observe the current state of the system and
take action based on her observations. In a partially observable Markov Decision Process
(POMDP) the agent only receives limited, and possibly inaccurate, information about the
current state of the system. POMDPs have been used to model and analyze problems in
artificial intelligence and machine learning such as reinforcement learning [9, 17], planning
under uncertainty [16], etc.

Formally, a discrete POMDP is defined by the following primitives (all sets are assumed
finite): (i) a state space Ω, (ii) a finite alphabet of actions A, (iii) an observation space
O, (iv) an action-conditioned state transition model Pr(τ |σ, a), where σ, τ ∈ Ω and a ∈ A,
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(v) an observation model Pr(o|σ), where σ ∈ Ω and o ∈ O, (vi) a cost function c : Ω 7→ R
(or more generally a map from state-action pairs to the reals), and (vii) a desired criterion
to minimize, e.g., expected total cumulative cost

∑∞
t=0 E [c(σt)], where σt is the random

variable that equals the t-th state of the trajectory of the agent. Finally, various choices
of controllers are possible. For instance, a stochastic memoryless controller is a map from
the current observation to a probability distribution over actions, whereas a belief-based
controller conditions its actions on probability distributions over the state space (i.e., beliefs)
that are sequentially updated (using Bayes rule or some approximation of it) while the agent
is interacting with the environment.

Unfortunately, the problem of computing an optimal policy for a POMDP, i.e., designing
a controller that minimizes the expected cost, is highly intractable [27, 25] and, in general,
undecidable [21]. Notably, the problem remains hard even if we severely restrict the class of
controllers over which we optimize [27, 20, 12, 31]. As far as we know, the only tractable
case [31] requires both the cost function and the class of controllers over which we optimize to
be extremely restricted. In particular, the controller can not observe or remember anything
and must apply the same distribution over actions in every step.

An important special case that has motivated our work is the reachability problem for
POMPDs. Here, one has a set of target states T ⊆ Ω, and the goal is to design a controller
that starting from a distribution θ over Ω, guides the agent to a state in T (almost surely)
with the optimal expected total cumulative cost. As shown in [8], the problem is undecidable
in the general case. In the same work, for the case where the costs are positive integers and
the observation model is deterministic, i.e., the observations induce a partition of the state
space, the authors give an algorithm which runs in time doubly-exponential in |Ω| and returns
doubly-exponential lower and upper bounds for the optimal expected total cumulative cost,
using a belief-based controller. On the other hand, our work establishes a sufficient condition
for a stochastic memoryless controller to reach the target set T rapidly (in time logarithmic
in |Ω| and linear in |F |), in the case where each individual observation is binary valued (set
membership) and the observation model is arbitrarily stochastic. To our knowledge, this is
the first tractability result for a nontrivial class of POMDPs under stochastic memoryless
controllers.

3.2 Focusing and Prioritization
To achieve our results the controller must be focused and prioritize. The idea of focusing was
introduced by Papadimitriou [26] in the context of satisfiability algorithms, and amounts
to “if it ain’t broken don’t fix it”, i.e., state evolution should only happen by changing the
values of variables that participate in at least one violated constraint. One way to implement
this idea is to always first select a violated constraint (flaw) and then take actions that
tend to get rid of it. This has been an extremely successful idea in practice [29, 4] and it is
often materialized by selecting a random flaw to address in each step. We remark that our
methods allow, in fact, also the analysis of controllers that address a random flaw in each
step, but for simplicity of exposition we chose to only present the case of a fixed permutation
(prioritization).

Focusing is not only a good algorithmic idea, but also enables proofs of termination.
Specifically, at the foundation of the argument of Moser and Tardos [24] is the following
observation: whenever an algorithm (focused or not) takes t or more steps to reach a flawless
state, say through flawed states σ1, σ2, . . . , σt, there exists, by definition, a sequence of flaws
w1, w2, . . . , wt such that σi ∈ wi. Therefore, by establishing a (potentially randomized) rule
for selecting a flaw present in the state at each step, we can construct a random variable
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Wt = w1, w2, . . . , wt to act as a witness of the fact that the algorithm took at least t steps.
While, though, prima facie all constructions are equivalent, our capacity to bound the set
of all possible such sequences is not. In particular, if the algorithm is focused and in each
step we report the flaw on which the algorithm focused, then we can take advantage of
the following observation: each appearance of a flaw fi in the witness sequence, with the
potential exception of the very first, must be preceded by a distinct appearance of a flaw fj
that causes fi. This allows us to bound the rate at which the entropy of the set of t-witness
sequences grows with t. Of course, in a general setting, there is good reason to believe that
prioritization, i.e., focusing on the flaw determined by a fixed permutation, will be not be
the best one can do. In particular, observe that for the same Dpo, different permutations π
give rise to different causality graphs. On the other hand, at the level of generality of this
work, i.e., without any assumptions about the system at hand, we can not really hope for a
more intelligent choice.

3.3 LLL algorithmization
The Lovász Local Lemma (LLL) [11] is a non-constructive method for proving the existence
of flawless states that has served as a cornerstone of the probabilistic method. To use the
LLL one provides a probability measure µ on Ω, often the uniform measure, transforming
flaws to (“bad”) events, so that the existence of flawless states is equivalent to µ(

⋃m
i=1 fi) < 1.

The key quantity to control in order to prove this is negative dependence, i.e., the extent
to which the probability of a bad event may be increased (boosted) by conditioning on the
non-occurrence of other bad events. Roughly speaking, the LLL requires that for each bad
event f , only a small number of other bad events should be able to boost µ(f) in this manner,
whereas conditioning on the non-occurrence of all other bad events should not increase µ(f).
Representing the boosting relationship in a graphical manner, with vertices corresponding to
bad events pointing to their potential boosters, at a high level, the LLL requirement is that
this digraph is sparse.

As one can imagine, whenever one proves that Ω contains flawless objects via the LLL
it is natural to then ask if some such object can be found efficiently. Making the LLL
constructive has been a long quest, starting with the work of Beck [6], with subsequent works
of Alon [5], Molloy and Reed [22], Czumaj and Scheideler [10], Srinivasan [30] and others.
Each of these works established a method for finding flawless objects efficiently, but with
additional conditions relative to the LLL. A breakthrough was made by Moser [23] who gave
a very elegant algorithmization of the LLL for satisfiability via entropy compression. Very
shortly afterwards, Moser and Tardos in a landmark paper [24] made the LLL constructive
for every product measure µ. Specifically, they proved that if one starts by sampling an
initial state according to µ, and in every step selects an arbitrary occurring bad event and
resamples its variables according to µ, then with high probability a flawless state will be
reached within O(m) steps.

Following [24], several works [18, 14, 3, 15, 2, 19] have extended the scope of LLL
algorithmization beyond product measures. In these works, unlike [24], one has to also
provide either an explicit algorithm [18, 14], or an algorithmic framework [3, 2, 15, 19], along
with a way to capture the compatibility between the algorithm’s actions for addressing each
flaw fi and the measure µ. As was shown in [15, 2, 19], one can capture compatibility by
letting

di = max
τ∈Ω

νi(τ)
µ(τ) ≥ 1 , (3)
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where νi(τ) is the probability of ending up at state τ at the end of the following experiment:
sample σ ∈ fi according to µ and address flaw fi at σ. An algorithm achieving di = 1 is
a resampling oracle for flaw fi. If di = 1 for every i ∈ [m], then it was proven in [15] that
the causality digraph equals the boosting digraph mentioned above and the condition for
success is identical to that of the LLL (observe that the resampling algorithm of Moser
and Tardos [24] is trivially a resampling oracle for every flaw). More generally, ascribing to
each flaw fi the charge γ(fi) = di · µ(fi), yields the following user-friendly algorithmization
condition [2], akin to the asymmetric Local Lemma: if for every flaw fi ∈ F ,∑

fj∈Γ(fi)

γ(fj) <
1
4 , (4)

then with high probability the algorithm will reach a sink after O(log |Ω|+m) steps.
Even though the noiseless case is only tangential to the main point of this work, as

an indication of the sharpness of our analysis, we point out that in the noiseless case, our
condition (2) is identical to (4) with γ(fi) replaced by χ(fi) := 2−Potential(fi)+b

fi
po . In general,

γ(fi) and χ(fi) are incomparable. Roughly speaking, settings where bfipo is small and di is
large favor χ(fi) over γ(fi) and vice versa, while the two meet when bfipo = 0, µ is uniform,
and the transition probabilities are uniform, as in [3].

In terms of techniques, as hinted in Section 3.2, proofs of LLL algorithmizations consist
of two independent parts. In one part, one bounds from above the probability of any witness
sequence occurring, or in the case of Moser’s entropic argument, bounds from below the
entropy injected to the system while addressing the sequence. In the other part, one has to
estimate the [entropy of the] set of possible witness sequences, using syntactic properties
mandated by causality: roughly speaking every occurrence of a flaw in a witness sequence,
with the potential exception of the very first, must be preceded by an occurrence of some flaw
that causes it. Finally, one compares the rate at which the probability of a t-step witness
sequence decreases (or the rate at which entropy is increased) with the rate at which the
[entropy of the] set of possible witness sequences increases, to establish that their product
tends to 0 with t.

In this paper, exactly because we aim to capture the intensity of interactions between
flaws under adversarial noise, we need to take a different approach. In particular, our proof
can be thought of as entangling the two parts described above in order to establish that, while
adversarial noise can make the imposed syntactic requirements inherited by the causality
graph very weak (by making the graph extremely dense), the fact that the intensity of the
noise is low, suffices to control the growth rate of the entropy of the set of witness sequences.
The result is a carefully tuned argument that amortizes the entropy injected into the system
against its effect on the entropy of the set of Break Forests. Key to the capacity to perform
this amortization is the use of so-called Break Forests, introduced in [3], which localize in
time the introduction of new flaws in the state. This property of Break Forests was not used
in earlier works [3, 2] and allows us to use a different amortization for the flaws introduced
by the principal vs. those introduced by noise.

4 Termination via Compression

Our analysis will not depend in any way on the distribution θ of the initial state. As a
result, without loss of generality, we can assume that the process starts at an arbitrary but
fixed state σinit. We let A(σ) denote the support of ρ(σ, ·), i.e., A(σ) is the set of all states
reachable by the process in a single step from σ.
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I Definition 2. We refer to the (random) sequence σinit = σ1, . . . , σt+1, entailing the first t
steps of the process, as the t-trajectory. A t-trajectory is bad iff σ1, . . . , σt+1 are all flawed.

We model the set of all possible trajectories as an infinite tree whose root is labelled by
σ1 = σinit. The root has |A(σinit)| children corresponding to (and labelled by) each possible
value of σ2. More generally, a vertex labeled by σ has |A(σ)| children, each child labeled by
a distinct element of A(σ), i.e., a distinct possible value of σi+1. Every edge of this infinite
vertex-labelled tree is oriented away from the root and labelled by the probability of the
corresponding transition, i.e., ρ(σ, τ), where σ is the parent and τ is the child vertex. By our
assumption, every such edge label is at least 2−B .

We call the above labelled infinite tree the process tree and note that it is nothing but
the unfolding of the Markov chain corresponding to the state-evolution of the process. In
particular, for every vertex v of the tree, the probability, pv, that an infinite trajectory will
go through v equals the product of the edge-labels on the root-to-v path. In visualizing the
process tree it will be helpful to draw each vertex v at Euclidean distance − log2 pv from
the root. This way all trajectories whose last vertex is at the same distance from the root
are equiprobable, even though they may entail wildly different numbers of steps (this also
means that sibling vertices are not necessarily equidistant from the root). Finally, we color
the vertices of the process tree as follows. For every infinite path that starts at the root
determine its maximal prefix forming a bad trajectory. Color the vertices of the prefix red
and the remaining vertices of the path blue.

In terms of the above picture, our goal will be to prove that there exist a critical radius
x0 and δ > 0, such that the proportion of red states at distance x0 from the root is at most
1− δ. Crucially, x0 will be polynomial, in fact linear, in m = |F | and log2 |Ω|. Since we will
prove this for every possible initial state and the process is Markovian, it follows that the
probability that the process reaches distance x from the root while going only through red
states is at most (1− δ)bx/x0c.

To prove that red vertices thin out as we move away from the root we stratify the process
tree as follows. Fix any real number x > 0 and on each infinite path from the root mark
the first vertex of probability 2−x or less, i.e., the first vertex that has distance at least x
from the root. Truncate the process tree so that the marked vertices become leaves of a
finite tree. Let L(x) be the set of all root-to-leaf paths (trajectories) in this finite tree and let
B(x) ⊆ L(x) consist of the bad trajectories. Now, let I be the random variable equal to an
infinite trajectory of the process and let Σ = Σ(x) be the random variable equal to the prefix
of I that lies in L(x). By definition,

∑
`∈L(x) Pr[Σ = `] = 1, while Pr[`] ∈ (2−x−B , 2−x]

for every ` ∈ L(x), since − log2 ρ ≥ B. Let P = P (Σ) be the maximal red prefix of Σ and
observe that if Σ ∈ B(x) then P = Σ. Therefore,

H[P ] ≥
∑

`∈B(x)

Pr[Σ = `](− log2 Pr[Σ = `]) ≥ x
∑

`∈B(x)

Pr[Σ = `] = xPr[Σ ∈ B(x)] . (5)

Assume now that there exist M0 > 0 and λ < 1, such that H[P ] ≤ λx+M0, for every x > 0.
Then (5) implies that for x0 = 2M0/(1− λ),

Pr[Σ ∈ B(x0)] ≤ H[P ]
x0

≤ λx0 +M0

x0
= λ+ 1− λ

2 = 1 + λ

2 < 1 . (6)

If Σ ∈ B(x0), we treat the reached state as the root of a new finite tree and repeat the
same analysis, as it is independent of the starting state. It follows in this manner that for
every integer T ≥ 1, the probability that the process reaches a state at distance T (x0 +B)
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or more from the root by going only through red states is at most ((1 + λ)/2)T . Thus, for
any s > 1/2, the probability that the process reaches a state at distance

E =
⌈

2s
1 + λ

⌉
(x0 +B) = O

(
sM0

1− λ2

)
or more from the root by going only through red states is at most ((1 + λ)/2)d

2s
1+λe < exp(−s).

Since ρ(σ, τ) < 1−2−B , it follows that − log2 ρ(σ, τ) > 2−B , for every arc inD. Thus, after
2BE steps the process is always at distance E or more from the root. Thus, the probability of
not reaching a flawless state after 2BE = O

(
sM0
1−λ2

)
steps is exp(−s). Therefore Theorem 1

follows from the following.

I Theorem 3. Let Ξ = max{bns, bpo} and ∆ = maxj∈F ∆j. If there exists λ < 1 such that
for all j ∈ [m],∑

fi∈Γpo(fj)

2−(λPotential(fi)−bfipo−qi(p)) < 2−(2+h(p)) ,

then H[P ] ≤ λx+M0 for every x > 0, where M0 = log2 |Ω|+m(∆ + 1)(Ξ + 4) + λB.

The proof of Theorem 3 can be found in the full version of the paper [1]. To bound the
entropy H[P ] we show how to represent trajectories as break sequences, described in the
next section, and then show how to bound the entropy of break sequences by showing that
they can be compressed in fewer bits, on average, than those consumed by the algorithm.

5 Break Sequences

Recall that π is an arbitrary but fixed ordering of the set of flaws F and that the highest
flaw present in each state σ is denoted by π(σ). We will refer to π(σ) as the flaw addressed
at state σ, i.e., as in the noiseless case, even though the action distribution P (O(σ)) may be
“misguided” whenever O(σ) 6= U(σ).

I Definition 4. Given a bad t-trajectory Σ, its witness sequence is W (Σ) = w1, . . . , wt =
{π(σi)}ti=1.

To prove Theorem 3, i.e., to gain control of bad trajectories and thus of H[P ], we introduce
the notion of break sequences (see also [3, 2]). Recall that U(σ) denotes the set of flaws
present in σ.

I Definition 5. Let B0 = U(σ1). For 1 ≤ i ≤ t− 1, let Bi = U(σi+1) \ (U(σi) \ wi).

Thus, Bi is the set of flaws “introduced” during the i-th step, where if a flaw is addressed
in a step but remains present in the resulting state we say that it “introduced itself”. Each
flaw f ∈ Bi may or may not be addressed during the rest of the trajectory. For example,
f may get fixed “collaterally” during some step taken to address some other flaw, before
the controller had a chance to address it. Alternatively, it may be that f remains present
throughout the rest of the trajectory, but in each step i < j ≤ t − 1 some other flaw has
greater priority than f . It will be crucial to identify and focus on the subset of flaws B∗i ⊆ Bi
that do get addressed during the t-trajectory, causing entropy to enter the system. Per the
formal Definition 6 below, the set of such flaws is B∗i = Bi \ {Oi ∪Ni}, where Oi comprises
any flaws in Bi that get eradicated collaterally, while Ni comprises any flaws in Bi that
remain present in every subsequent state after their introduction without being addressed.
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I Definition 6. The Break Sequence of a t-trajectory is B∗0 , B∗1 , . . . , B∗t , where for 0 ≤ i ≤ t,

B∗i = Bi \ {Oi ∪Ni} ,where
Oi = {f ∈ Bi | ∃j ∈ [i+ 1, t] : f /∈ U(σj+1) ∧ ∀` ∈ [i+ 1, j] : f 6= w`} ,
Ni = {f ∈ Bi | ∀j ∈ [i+ 1, t] : f ∈ U(σj+1) ∧ ∀` ∈ [i+ 1, t] : f 6= w`} .

Given B∗0 , B∗1 , . . . , B∗i−1 we can determine the sequence w1, w2, . . . , wi of flaws addressed
inductively, as follows. Define E1 = B∗0 , while for i ≥ 1, let

Ei+1 = (Ei − wi) ∪B∗i . (7)

Observe that, by construction, Ei ⊆ U(σi) and wi ∈ Ei. Therefore, for every i, the highest
flaw in Ei is wi.
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Abstract
We consider the following generalization of the binary search problem. A search strategy is
required to locate an unknown target node t in a given tree T . Upon querying a node v of
the tree, the strategy receives as a reply an indication of the connected component of T \ {v}
containing the target t. The cost of querying each node is given by a known non-negative weight
function, and the considered objective is to minimize the total query cost for a worst-case choice
of the target. Designing an optimal strategy for a weighted tree search instance is known to
be strongly NP-hard, in contrast to the unweighted variant of the problem which can be solved
optimally in linear time. Here, we show that weighted tree search admits a quasi-polynomial
time approximation scheme (QPTAS): for any 0 < ε < 1, there exists a (1 + ε)-approximation
strategy with a computation time of nO(logn/ε2). Thus, the problem is not APX-hard, unless
NP ⊆ DTIME(nO(logn)). By applying a generic reduction, we obtain as a corollary that the
studied problem admits a polynomial-time O(

√
logn)-approximation. This improves previous

Õ(logn)-approximation approaches, where the Õ-notation disregards O(poly log logn)-factors.
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1 Introduction

In this work we consider a generalization of the fundamental problem of searching for an
element in a sorted array. This problem can be seen, using graph-theoretic terms, as a
problem of searching for a target node in a path, where each query reveals on which ‘side’
of the queried node the target node lies. The generalization we study is two-fold: a more
general structure of a tree is considered and we assume non-uniform query times. Thus,

∗ The full version can be found at https://arxiv.org/abs/1702.08207.
† Partially supported by ANR DESCARTES and by National Science Centre (Poland) grant number

2015/17/B/ST6/01887.

EA
T

C
S

© Dariusz Dereniowski, Adrian Kosowski, Przemysław Uznański, and Mengchuan Zou;
licensed under Creative Commons License CC-BY

44th International Colloquium on Automata, Languages, and Programming (ICALP 2017).
Editors: Ioannis Chatzigiannakis, Piotr Indyk, Fabian Kuhn, and Anca Muscholl;
Article No. 84; pp. 84:1–84:14

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

http://dx.doi.org/10.4230/LIPIcs.ICALP.2017.84
https://arxiv.org/abs/1702.08207
http://creativecommons.org/licenses/by/3.0/
http://www.dagstuhl.de/lipics/
http://www.dagstuhl.de


84:2 Approximation Strategies for Generalized Binary Search in Weighted Trees

Table 1 Computational complexity of the search problem in different graph classes, including
our results for weighted trees. Completeness results refer to the decision version of the problem. In
the case of unweighted paths, the solution is the classical binary search algorithm.

Graph class Unweighted Weighted

Paths: exact in O(n) time exact in O(n2) time [4]

Trees: exact in O(n) time [26, 28]

strongly NP-complete [9]

(1 + ε)-approx. in nO(log n/ε) time (Thm. 3.3)

O(
√

log n)-approx. in poly-time (Thm. 3.4)

Undirected:
exact in nO(log n) time [10] PSPACE-complete [10]

O(log n)-approx. in poly-time [10] O(log n)-approx. in poly-time [10]

Directed: PSPACE-complete [10] PSPACE-complete [10]

our problem can be stated as follows. Given a node-weighted input tree T (in which the
query time of a node is provided as its weight), design a search strategy (sometimes called
a decision tree) that locates a hidden target node x by asking queries. Each query selects
a node v in T and after the time that equals the weight of the selected node, a reply is
given: the reply is either ‘yes’ which implies that v is the target node and thus the search
terminates, or it is ‘no’ in which case the search strategy receives the edge outgoing from v

that belongs to the shortest path between u and v. The goal is to design a search strategy
that locates the target node and minimizes the search time in the worst case.

The vertex search problem is more general than its ‘edge variant’ that has been more
extensively studied. In the latter problem one selects an edge e of an edge-weighted tree
T = (V,E,w) in a query and learns in which of the two components of T − e the target node
is located. Indeed, this edge variant can be reduced to our problem as follows: first assign a
‘large’ weight to each node of T (for example, one plus the sum of the weights of all edges in
the graph) and then subdivide each edge e of T giving to the new node the weight of the
original edge, w(e). It is apparent that an optimal search strategy for the new node-weighted
tree should never query the nodes with large weights, thus immediately providing a search
strategy for the edge variant of T .

We also point out that the considered problem, as well as the edge variant, being quite
fundamental, were historically introduced several times under different names: minimum
height elimination trees [27], ordered colourings [15], node and edge rankings [13], tree-depth
[25] or LIFO-search [11]. Table 1 summarizes the complexity status of the node-query model
and places our result in the general context.

1.1 State-of-the-Art
In this work we focus on the worst case search time for a given input graph and we only
remark that other optimization criteria has been also considered [3, 16, 17, 30]. For other
closely related models and corresponding results see e.g. [1, 12, 19, 21, 29].

The node-query model. An optimal search strategy can be computed in linear-time for an
unweighted tree [26, 28]. The number of queries performed in the worst case may vary from
being constant (for a star one query is enough) to being at most log2 n for any tree [26] (by
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always querying a node that halves the search space). Several following results have been
obtained in [10]. First, it turns out that log2 n queries are always sufficient for general simple
graphs and this implies a O(mlog2 nn2 logn)-time optimal algorithm for arbitrary unweighted
graphs. The algorithm which performs log2 n queries also serves as a O(logn)-approximation
algorithm, also for the weighted version of the problem. On the other hand, it is shown
in the same work that an optimal algorithm (for unweighted case) with a running time
of O(no(logn)) would be in contradiction with the Exponential-Time-Hypothesis. When
weighted graphs are considered, the problem becomes PSPACE-complete.

The edge-query model. In the case of unweighted trees, an optimal search strategy can
be computed in linear time [20, 24]. (See [7] for a correspondence between edge rankings
and the searching problem.) The computational complexity of the problem on weighted
trees attracted a lot of attention. On the negative side, it has been proved that it is strongly
NP-hard to compute an optimal search strategy [6] for bounded diameter trees, which has
been improved by showing hardness for several specific topologies: trees of diameter at most
6, trees of degree at most 3 [4] and spiders [5] (trees having at most one node of degree
greater than two). On the other hand, polynomial-time algorithms exist for weighted trees
of diameter at most 5 and weighted paths [4]. We note that for weighted paths there exists
a linear-time but approximate solution given in [16]. For approximate polynomial-time
solutions, a simple O(logn)-approximation has been given in [6] and a O(logn/ log log logn)-
approximate solution is given in [4]. Then, the best known approximation ratio has been
further improved to O(logn/ log logn) in [5].

Some bounds on the number of queries for unweighted trees have been developed. Observe
that an optimal search strategy needs to perform at least log2 n queries in the worst case.
However, there exist trees of maximum degree ∆ that require ∆ log∆+1 n queries [2]. On
the other hand, Θ(∆ logn) queries are always sufficient for each tree [2], which has been
improved to (∆ + 1) log∆ n [18], ∆ log∆ n [8] and 1 + ∆−1

log2(∆+1)−1 log2 n [10].

1.2 Organization of the Paper
The aim of Section 2 is to give the necessary notation and a formal statement of the problem
(Sections 2.1 and 2.2) and to provide two different but equivalent problem formulations that
will be more convenient for our analysis. As opposed to the classical problem formulation in
which a strategy is seen as a decision tree, Section 2.3 restates the problem in such a way
that with each vertex v of the input tree we associate a sequence of vertices that need to be
iteratively queried when v is the root of the current subtree that contains the target node.
In Section 2.4 we extend this approach by associating with each vertex a sequence of not
only vertices to be queried but also time points of the queries.

The latter problem formulation is suitable for a dynamic programming algorithm provided
in Section 3.1. In this section we introduce an auxiliary, slightly modified measure of the cost
of a search strategy. First we provide a quasi-polynomial time dynamic programming scheme
that provides an arbitrarily good approximation of the output search strategy with respect
to this modified cost (the analysis is deferred to Section 4), and then we prove that the new
measure is sufficiently close to the original one (the analysis is deferred to Section 5). These
two facts provide the quasi-polynomial time scheme for the tree search problem, achieving a
(1 + ε)-approximation with a computation time of nO(logn/ε2), for any 0 < ε < 1.

In Section 3.2 we observe how to use the above algorithm to derive a polynomial-time
O(
√

logn)-approximation algorithm for the tree search problem. This is done by a divide
and conquer approach: a sufficiently small subtree T ∗ of the input tree T is first computed
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so that the quasi-polynomial time algorithm runs in polynomial (in the size of T ) time for
T ∗. This decomposes the problem: having a search strategy for T ∗, the search strategies for
T − T ∗ are computed recursively.

2 Preliminaries

2.1 Notation and Query Model
We now recall the problem of searching of an unknown target node x by performing queries
on the vertices of a given node-weighted rooted tree T = (V,E,w) with weight function
w : V → R+. Each query selects one vertex v of T and after w(v) time units receives an
answer: either the query returns true, meaning that x = v, or it returns a neighbor u of
v which lies closer to the target x than v. Since we assume that the queried graph T is a
tree, such a neighbor u is unique and is equivalently described as the unique neighbor of v
belonging to the same connected component of T \ {v} as x.

All trees we consider are rooted. Given a tree T , the root is denoted by r(T ). For a node
v ∈ V , we denote by Tv the subtree of T rooted at v. For any subset V ′ ⊆ V (respectively,
E′ ⊆ E) we denote by T [V ′] (resp., T [E′]) the minimal subtree of T containing all nodes
from V ′ (resp., all edges from E′). For v ∈ V , N(v) is the set of neighbors of v in T .

For U ⊆ V and a target node x /∈ U , there exists a unique maximal subtree of T \U that
contains x; we will denote this subtree by T 〈U, x〉.

We denote |V | = n. We will assume w.l.o.g. that the maximum weight of a vertex is
normalized to 1. (This normalization is immediately obtained by a proportional scaling of all
units of cost.) We will also assume w.l.o.g. that the weight function satisfies the following star
condition: for all v ∈ V , w(v) ≤

∑
u∈N(v) w(u). Observe that if this condition is not fulfilled,

i.e., for some vertex v will have w(v) >
∑
u∈N(v) w(u), then vertex v will never be queried by

any optimal strategy in v, since a query to v can then be replaced by a sequence of queries to
all neighbors of v, obtaining not less information at strictly smaller cost. In general, given an
instance which does not satisfy the star condition, we enforce it by performing all necessary
weight replacements w(v)← min{w(v),

∑
u∈N(v) w(u)}, for v ∈ V . Replacements terminate

definitely since no vertex will be replaced more than once.
For a, ω ∈ R≥0, we denote the rounding of a down (up) to the nearest multiple of ω as

bacω = ωba/ωc and daeω = ωda/ωe, respectively.

2.2 Definition of a Search Strategy
A search strategy A for a rooted tree T = (V,E,w) is an adaptive algorithm which defines
successive queries to the tree, based on responses to previous queries, with the objective of
locating the target vertex in a finite number of steps. Note that search strategies can be
seen as decision trees in which each node represents a subset of vertices of T that contains x,
with leaves representing singletons consisting of x.

Let QA(T, x) be the time-ordering (sequence) of queries performed by strategy A on tree
T to find a target vertex x, with QA,i(T, x) denoting the i-th queried vertex in this time
ordering, 1 ≤ i ≤ |QA(T, x)|.

We denote by COSTA(T, x) =
∑|QA(T,x)|
i=1 w(QA,i(T, x)) the sum of weights of all vertices

queried by A with x being the target node, i.e., the time after which A finishes. Let
COSTA(T ) = maxx∈V COSTA(T, x) be the cost of A. We define the cost of T to be OPT(T ) =
min{COSTA(T )

∣∣ A is a search strategy for T}. We say that a search strategy is optimal for
T if its cost equals OPT(T ).
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Algorithm 2.1 Search strategy AS for a query sequence assignment S.
1: v ← r(T ) // stores current root
2: U ← ∅
3: while |T 〈U, x〉| > 1 do
4: for u ∈ S(v) do
5: if u ∈ T 〈U, x〉 then // u is the first vertex in S(v) that belongs to T 〈U, x〉
6: QueryVertex(u)
7: U ← U ∪ {u}
8: if v 6= r(T 〈U, x〉) then // query reply is ‘down’
9: v ← r(T 〈U, x〉)
10: break // for loop

As a consequence of normalization and the star condition, we have the following bound.

I Observation 2.1. For any tree T , we have 1 ≤ OPT(T ) ≤ dlog2 ne.

All omitted proofs are provided in the full version.
We also introduce the following notation. If the first |U | queried vertices by a search

strategy A are exactly the vertices in U , U = {QA,i(T, x) : 1 ≤ i ≤ |U |}, then we say that A
reaches T 〈U, x〉 through U , and w(U) is the cost of reaching T 〈U, x〉 by A. We also say that
we receive an ‘up’ reply to a query to a vertex v if the root of the tree remaining to be searched
remains unchanged by the query, i.e., r(T 〈U, x〉) = r(T 〈U ∪ {v}, x〉), and we call the reply a
‘down’ reply when the root of the remaining tree changes, i.e., r(T 〈U, x〉) 6= r(T 〈U ∪ {v}, x〉).

2.3 Query Sequences and Stable Strategies
By a slight abuse of notation, we will call a search strategy polynomial-time if it can be
implemented using a dynamic (adaptive) algorithm which computes the next queried vertex
in polynomial time.

We give most of our attention herein to search strategies in trees which admit a natural
(non-adaptive, polynomial-space) representation called a query sequence assignment. Formally,
for a rooted tree T , the query sequence assignment S is a function S : V → V ∗, which assigns
to each vertex v ∈ V an ordered sequence of vertices S(v), known as the query sequence of v.
The query sequence assignment directly induces a strategy AS , presented as Algorithm 2.1.
Intuitively, the strategy processes successive queries from the sequence S(v), where v is the
root vertex of the current search tree, v = r(T 〈U, x〉), where U is the set of queries performed
so far. This processing is performed in such a way that the strategy iteratively takes the first
vertex in S(v) that belongs to T 〈U, x〉 and queries it. As soon as the root of the search tree
changes, the procedure starts processing queries from the sequence of the new root, which
belong to the remaining search tree. The procedure terminates as soon as T 〈U, x〉 has been
reduced to a single vertex, which is necessarily the target x.

In what follows, in order to show that our approximation strategies are polynomial-
time, we will confine ourselves to presenting a polynomial-time algorithm which outputs an
appropriate sequence assignment.

A sequence assignment is called stable if the replacement of line 9 in Algorithm 2.1 by any
assignment of the form v ← v′′, where v′′ is an arbitrary vertex which is promised to lie on
the path from r(T 〈U, x〉) to the target x, always results in a strategy which performs a (not
necessarily strict) subsequence of the sequence of queries performed by the original strategy
AS . Sequence assignments computed on trees with a bottom-up approach usually have the
stability property; we provide a proof of stability for one of our main routines in Section 4.
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Without loss of generality, we will also assume that if v ∈ S(v), then v is the last element
of S(v). Indeed, when considering a subtree rooted at v, after a query to v, if v was not the
target, then the root of the considered subtree will change to one of the children of v, hence
any subsequent elements of S(v) may be removed without changing the strategy.

2.4 Strategies Based on Consistent Schedules
Intuitively, we may represent search strategies by a schedule consisting of some number of
jobs, with each job being associated to querying a node in the tree (cf. e.g. [14, 22, 23]). Each
job has a fixed processing time, which is set to the weight of a node. Formally, in this work
we will refer to the schedule Ŝ only in the very precise context of search strategies AS based
on some query sequence assignment S. The schedule assignment Ŝ is the following extension
of the sequence assignment S, which additionally encodes the starting time of any search
query job. If the query sequence S of a node v is of the form S(v) = (v1, . . . , vk), k = |S(v)|,
then the corresponding schedule for v will be given as Ŝ(v) = ((v1, t1), . . . , (vk, tk)), with
ti ∈ R≥0 denoting the starting time of the query for vi. We will call Ŝ(v) the schedule of
node v. We will call a schedule assignment Ŝ consistent with respect to search in a given
tree T if the following conditions are fulfilled:
(i) No two jobs in the schedule of a node overlap: for all v ∈ V , for two distinct jobs

(u1, t1), (u2, t2) ∈ Ŝ(v), we have |[t1, t1 + w(u1)] ∩ [t2, t2 + w(u2)]| = 0.
(ii) If v is the parent of v′ in T and (u, t) ∈ Ŝ(v′), then we either also have (u, t) ∈ Ŝ(v), or

the job (v, tv) ∈ Ŝ(v) completes before the start of job (u, t): tv + w(v) ≤ t.
It follows directly from the definition that a consistent schedule assignment (and the underlying
query sequence assignment) is uniquely determined by the collection of jobs {(v, tv) : (v, tv) ∈
Ŝ(u), u ∈ V }. Note that not every vertex has to contain a query to itself in its schedule; we
will occasionally write tv =⊥ to denote that such a job is missing.

By extension of notation for sequence assignments, we will denote a strategy following a
consistent schedule assignment Ŝ (i.e., executing the query jobs of schedule Ŝ at the prescribed
times) as AŜ . We will then have: COSTAŜ

(T ) = |Ŝ|, where |Ŝ| is the duration of schedule
assignment Ŝ, given as: |Ŝ| = maxv∈V |Ŝ(v)|, with: |Ŝ(v)| = max(u,t)∈Ŝ(v)(t+ w(u)).

We remark that there always exists an optimal search strategy which is based on a
consistent schedule. By a well-known characterization (cf. e.g. [6]), tree T satisfies OPT(T ) =
τ ∈ R if and only if there exists an assignment I : V → Iτ of intervals of time to nodes before
deadline τ , Iτ = {[a, b] : 0 ≤ a < b ≤ τ}, such that |I(v)| = w(v) and if |I(u) ∩ I(v)| > 0
for any pair of nodes u, v ∈ V , then the u − v path in T contains a separating vertex z
such that max I(z) ≤ min(I(u) ∪ I(v)). The corresponding schedule assignment of duration
τ is obtained by adding, for each node u ∈ V , the job (u,min I(u)) to the schedule of all
nodes on the path from u towards the root, until a node v such that max I(v) ≤ min I(u)
is encountered on this path. The consistency and correctness of the obtained schedule is
immediate to verify.

I Observation 2.2. For any tree T , there exists a query sequence assignment S and a
corresponding consistent schedule Ŝ on T such that |Ŝ| = OPT(T ).

3 The Results

3.1 (1 + ε)-Approximation in nO(log n/ε2) Time
We first present an approximation scheme for the weighted tree search problem with nO(logn)

running time. The main difficulty consists in obtaining a constant approximation ratio for
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the problem with this running time; we at once present this approximation scheme with
tuned parameters, so as to achieve (1 + ε)-approximation in nO(logn/ε2) time.

Our construction consists of two main building blocks. First, we design an algorithm
based on a bottom-up (dynamic programming) approach, which considers exhaustively
feasible sequence assignments and query schedules over a carefully restricted state space
of size nO(logn) for each node. The output of the algorithm provides us both with a lower
bound on OPT(T ), and with a sequence assignment-based strategy AS for solving the tree
search problem. The performance of this strategy AS is closely linked to the performance
of OPT(T ), however, there is one type of query, namely a query on a vertex of small weight
leading to a ‘down’ response, due to whose repeated occurrence the eventual cost difference
between COSTAS

(T ) and OPT(T ) may eventually become arbitrarily large. To alleviate this
difficulty, we introduce an alternative measure of cost which compensates for the appearance
of the disadvantageous type of query.

We start by introducing some additional notation. Let ω ∈ R+, be an arbitrarily
fixed value of weight and let c ∈ N. The choice of constant c ∈ N will correspond to an
approximation ratio of (1 + ε) of the designed scheme for ε = 168/c.

We say that a query to a vertex v is a light down query in some strategy if w(v) < cω

and x ∈ V (Tv), i.e., it is also a ‘down’ query, where x is the target vertex.
For any strategy A, we denote by COST(ω,c)

A (T, x) its modified cost of finding target x,
defined as follows. Let dx be the number of light down queries when searching for x: dx =∣∣∣{i : w(QA,i(T, x)) < cω and x ∈ V (TQA,i(T,x))}

∣∣∣ . Then, the modified cost COST(ω,c)
A (T, x) is:

COST(ω,c)
A (T, x) = COSTA(T, x)− (2c+ 1)ωdx. (1)

and by a natural extension of notation: COST(ω,c)
A (T ) = maxx∈V COST(ω,c)

A (T, x).
The technical result which we will obtain in Section 4 may now be stated as follows.

I Proposition 3.1. For any c ∈ N, L ∈ N, there exists an algorithm running in time (cn)O(L),
which for any tree T constructs a stable sequence assignment S and computes a value of ω
such that ω ≤ 1

LCOST(ω,c)
AS

(T ) and: COST(ω,c)
AS

(T ) ≤
(
1 + 12

c

)
OPT(T ).

In order to convert the obtained strategy AS with a small value of COST(ω,c) into a strategy
with small COST, we describe in Section 5 an appropriate strategy conversion mechanism.
The approach we adopt is applicable to any strategy based on a stable sequence assignment
and consists in concatenating, for each vertex v ∈ V , a prefix to the query sequence S(v)
in the form of a separately computed sequence R(v), which does not depend on S(v). The
considered query sequences are thus of the form R(v) ◦S(v), where the symbol “◦” represents
sequence concatenation. Intuitively, the sequences R, taken over the whole tree, reflect the
structure of a specific solution to the unweighted tree search problem on a contraction of tree
T , in which each edge connecting a node to a child with weight at least cω is contracted. We
recall that the optimal number of queries to reach a target in an unweighted tree is O(logn),
and the goal of this conversion is to reduce the number of light down queries in the combined
strategy to at most O(logn).

I Proposition 3.2. For any fixed ω > 0 there exists a polynomial-time algorithm which for a
tree T computes a sequence assignment R : V → V ∗, such that, for any strategy AS based on
a stable sequence assignment S, the sequence assignment S+, given by S+(v) = R(v) ◦ S(v)
for each v ∈ V , has the following property:

COSTAS+ (T ) ≤ COST(ω,c)
AS

(T ) + 4(2c+ 1)ω log2 n.
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The proof of Proposition 3.2 is provided in Section 5.
We are now ready to put together the two bounds. Combining the claims of Proposition 3.1

for L = dc2 log2 ne (with ω ≤ 1
LCOST(ω,c)

AS
(T ) ≤

COST(ω,c)
AS

(T )
c2 log2 n

) and Proposition 3.2, we obtain:

COSTAS+ (T ) ≤ COST(ω,c)
AS

(T ) + 4(2c+ 1)ω log2 n ≤ COST(ω,c)
AS

(T ) + 12cω log2 n ≤

≤ COST(ω,c)
AS

(T ) + 12c log2 n
COST(ω,c)

AS
(T )

c2 log2 n
≤
(

1 + 12
c

)
COST(ω,c)

AS
(T ) ≤

≤
(

1 + 12
c

)2
OPT(T ) ≤

(
1 + 168

c

)
OPT(T ).

After putting ε = 168
c and noting that in stating our result we can safely assume

c = O(poly(n)) (beyond this, the tree search problem can be trivially solved optimally in
O(nn) time using exhaustive search), we obtain the main theorem of the section.

I Theorem 3.3. There exists an algorithm running in nO( log n

ε2 ) time, providing a (1 + ε)-
approximation solution to the weighted tree search problem for any 0 < ε < 1.

3.2 Extension: A Poly-Time O(
√

log n)-Approximation Algorithm
We now present the second main result of this work. By recursively applying the previously
designed QPTAS (Theorem 3.3) with ε = 1, we obtain a polynomial-time O(

√
logn)-

approximation algorithm for finding search strategy for an arbitrary weighted tree. We start
by informally sketching the algorithm – we follow here the general outline of the idea from [5].
The algorithm is recursive and starts by finding a minimal subtree T ∗ of an input tree whose
removal disconnects T into subtrees, each of size bounded by n/2

√
logn. The tree T ∗ will be

processed by our QPTAS algorithm described in Section 3.1. This results either in locating
the target node, if it belongs to T ∗, or identifying the component of T − T ∗ containing the
target, in which case the search continues recursively in the component. Subtrees considered
at each level of recursion are disjoint, thus factors of approximation add up over recursion
levels. However, for the final algorithm to have polynomial running time, the tree T ∗ needs
to be of size 2O(

√
logn). This is obtained by contracting paths in T ∗ (each vertex of the path

has at most two neighbors in T ∗) into single nodes having appropriately chosen weights.
Since T ∗ has 2O(

√
logn) leaves, this narrows down the size of T ∗ to the required level and we

argue that an optimal search strategy for the ‘contracted’ T ∗ provides a search strategy for
the original T ∗ that is within a constant factor from the cost of T ∗.

A formal exposition and analysis of the obtained algorithm is provided in the full version.

I Theorem 3.4. There is a O(
√

logn)-approximation polynomial time algorithm for the
weighted tree search problem.

4 Quasi-Polynomial Computation of Strategies with Small COST(ω,c)

4.1 Preprocessing: Time Alignment in Schedules
We adopt here a method similar but arguably more refined than rounding techniques in
scheduling problems of combinatorial optimization, showing that we could discretize the
starting and finishing time of jobs, as well as weights of vertices, in a way to restrict the size
of state space for each node to nO(logn), without introducing much error.
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Fix c ∈ N and ω = a
cn for some a ∈ N. (In subsequent considerations, we will have

c = Θ(1/ε), a = O( n
logn ) and ω = Ω(ε/ logn).) Given a tree T = (V,E,w), let T ′ = (V,E,w′)

be a tree with the same topology as T but with weights rounded up as follows:

w′(v) =
{
dw(v)eω, if w(v) > cω,

dw(v)e 1
cn
, otherwise.

(2)

We will informally refer to vertices with w(v) > cω (equivalently w′(v) > cω) as heavy
vertices and vertices with w(v) ≤ cω (equivalently w′(v) ≤ cω) as light vertices. (Note that
w(v) ≤ cω if and only if w′(v) ≤ cω.)

When designing schedules, we consider time divided into boxes of duration ω, with the
i-th box equal to [iω, (i+ 1)ω]. Each box is divided into a identical slots of length 1

cn .
In the tree T ′, the duration of a query to a heavy vertex is an integer number of boxes,

and the duration of a query to a light vertex is an integer number of slots. We next show
that, without affecting significantly the approximation ratio of the strategy, we can align
each query to a heavy vertex in the schedule so that it occupies an interval of full adjacent
boxes, and each query to a light vertex in the schedule so that it occupies an interval of full
adjacent slots (possibly contained in more than one box).

We start by showing the relationship between the costs of optimal solutions for trees T
and T ′.

I Lemma 4.1. OPT(T ) ≤ OPT(T ′) ≤ (1 + 2
c )OPT(T ).

I Lemma 4.2. There exists a consistent schedule assignment Ŝ for tree T ′ such that
COSTAŜ

(T ′) ≤ (1 + 3
c )OPT(T ′) and for all v ∈ V we have that

if w′(v) > cω, (v is heavy), then the starting time t of any job (v, t) in the schedule Ŝ(u)
of any u ∈ V is an integer multiple of ω (aligned to a box),
if w′(v) ≤ cω, (v is light), then the starting time t of any query (v, t) in the schedule Ŝ(u)
of any u ∈ V is an integer multiple of 1

cn (aligned to a slot).

A schedule on tree T ′ satisfying the conditions of Lemma 4.2, and the resulting search
strategy, are called aligned. Subsequently, we will design an aligned strategy on tree T ′, and
compare the quality of the obtained solution to the best aligned strategy for T ′.

The intuition between the separate treatment of heavy vertices (aligned to boxes) and light
vertices (aligned to slots) in aligned schedules is the following. Whereas the time ordering of
boxes is essential in the design of the correct strategy, in our dynamic programming approach
we will not be concerned about the order of slots within a single box (i.e., the order of queries
to light vertices placed in a single box). This allows us to reduce the state space of a node.
Whereas the ordering of slots in the box will eventually have to be repaired to provide a
correct strategy, this will not affect the quality of the overall solution too much (except for
the issue of light down queries pointed out earlier, which are handled separately in Section 5).

4.2 Dynamic Programming Routine for Fixed Box Size
Let the values of parameter c and box size ω be fixed as before. Additionally, let L ∈ N be a
parameter representing the time limit for the duration of the considered vertex schedules
when measured in boxes, i.e., the longest schedule considered by the procedure will be of
length Lω (we will eventually choose an appropriate value of L = O(logn) as required when
showing Theorem 3.3).

In order to lower-bound the duration of the consistent aligned schedule assignment with
minimum cost, we perform an exhaustive bottom-up evaluation of aligned schedules which
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satisfy constraints on the occupancy of slots. However, instead of considering individual
slots of a schedule which may be empty or full, for reasons of efficiency we consider the load
sv[p] of each box, 0 ≤ p < L, in the same schedule, defined informally as the proportion of
the duration of the occupied slots within the box to the duration ω of the box. In the full
version, we formally show the following claim.

I Lemma 4.3. Assume that the data structure (sv, tv)v∈V corresponds to a consistent
schedule. Let v ∈ V be an arbitrarily chosen node with set of children {v1, . . . , vl}. Then the
set of queried nodes forms an edge cover of the tree:

If tv =⊥, then tvj
6=⊥, for all 1 ≤ j ≤ l. (3)

Moreover, let completion time tvend of the query to v given as:

tvend =
{
tv + w′(v), if tv 6=⊥,
+∞, if tv =⊥.

Let ap be the contribution to the load of the p-th time box of the query job for vertex v, i.e.

ap =
{

1
ω |[tv, t

v
end] ∩ [pω, (p+ 1)ω]| if tv 6=⊥,

0 if tv =⊥.

Then, for any box [pω, (p+ 1)ω], 0 ≤ p < L, we have the following bounds on the amount of
load which can be packed into the box:

sv[p] = ap +
l∑

j=1
svj

[p] ∈ [0, 1], when tvend ≥ (p+ 1)ω,

sv[p] ≥ ap, when pω < tvend < (p+ 1)ω,
sv[p] = 0, when tvend ≤ pω.


(4)

Moreover, for any box [pω, (p+ 1)ω], 0 ≤ p < L, we have that the total load of a query to v
and queries propagated from any of the subtrees cannot exceed 1:

For all 1 ≤ j ≤ l, the following bound holds: svj [p] + ap ≤ 1. (5)

We now show that the shortest schedule assignments satisfying the set of constraints (3),
(4), and (5) can be found in nO(logn) time. This is achieved by using the procedure
BuildStrategy, presented in Algorithm 4.1, which returns for a node v a non-empty
set of schedules Ŝ[v], such that each sv ∈ Ŝ[v] can be extended into the sought assignment of
schedules in its subtree, (su, tu)u∈V (Tv). In the statement of Algorithm 4.1, we recall that,
given a tree T = (V,E,w), tree T ′ = (V,E,w′) is the tree with weights rounded up to the
nearest multiple of the length of a slot (see Equation (2)).

The subsequent steps taken in procedure BuildStrategy can be informally sketched as
follows. The input tree T ′ is processed in a bottom-up manner and hence, for an input vertex
v, the recursive calls for its children v1, . . . , vl are first made, providing schedule assignments
for the children (see lines 3–4). Then, the rest of the pseudocode is responsible for using
these schedule assignments to obtain all valid schedule assignments for v. Lines 10–14 merge
the schedules of the children in such a way that a set Ŝ∗i , i ∈ {1, . . . , l}, contains all schedule
assignments computed on the basis of the schedules for the children v1, . . . , vi. Thus, the set
Ŝ∗l is the final product of this part of the procedure and is used in the remaining part. Note
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Algorithm 4.1 Dynamic programming routine BuildStrategy for a tree T ′. L, c ∈ N are
global parameters. Subroutines MergeSchedules and InsertVertex are provided in the
full version.
1: procedure BuildStrategy(vertex v, box size ω ∈ R)
2: l← number of children of v in T ′ // Denote by v1, . . . , vl the children of v.
3: for i = 1..l do
4: Ŝ[vi]← BuildStrategy(vi, ω);
5: s← 0L

6: s.max_child_load← 0L

7: s.must_contain_v ← false

8: Ŝ0 ← {s} // Ŝ0 contains the schedule with no queries.
9: // Inductively, Ŝ∗i is based on merging schedules at v1, . . . , vi.
10: for i = 1..l do
11: Ŝ∗i ← ∅
12: for each schedule s ∈ Ŝ∗i−1 do
13: for each schedule sadd ∈ Ŝ[vi] do
14: Ŝ∗i ← Ŝ∗i ∪ MergeSchedules(s, sadd, ω);
15: Ŝ[v]← ∅
16: for each s ∈ Ŝ∗l do
17: if w′(v) > cω then // v is heavy
18: for p = 0..L−1 do //attempt to insert (into s) query to v starting from time-box p

19: Ŝ[v]← Ŝ[v]∪ InsertVertex(s, v, ω, p · ω)
20: else //v is light
21: for real t = 0..L · ω step 1

cn
do

22: //attempt to insert (into s) query to v at a slot from time t

23: Ŝ[v]← Ŝ[v]∪ InsertVertex(s, v, ω, t)
24: if s.must_contain_v = false then
25: Ŝ[v]← Ŝ[v]∪ InsertVertex(s, v, ω,⊥)
26: return Ŝ[v]

that a schedule assignment in Ŝ∗l may not be valid since a query to v is not accommodated
in it – the rest of the pseudocode is responsible for taking each schedule s ∈ Ŝ∗l and inserting
a query to v into s. More precisely, the subroutine InsertVertex is used to place the
query to v at all possible time points (depending whether v is heavy or light). We note
that the subroutine MergeSchedules, for each schedule s it produces, sets a Boolean ‘flag’
s.must_contain_v that whenever equals false, indicates that querying v is not necessary
in s to obtain a valid schedule for v (this happens if s queries all children of v). A detailed
analysis of procedure BuildStrategy can be found in the full version.

I Lemma 4.4. For fixed constants L, c ∈ N, calling procedure BuildStrategy(r(T ), ω),
where r(T ) is the root of the tree, determines if there exists a tuple (sv, tv)v∈V which satisfies
constraints (3), (4), and (5), or returns an empty set otherwise.

It follows directly from Lemma 4.4 that, for any value ω∗, tree T may only admit an
aligned schedule assignment of duration at most ω∗L if a call to procedure BuildStrategy
(r(T ), ω∗) returns a non-empty set. Taking into account Lemmas 4.1 and 4.2, we directly
obtain the following lower bound on the length of the shortest aligned schedule in tree T ′.

I Lemma 4.5. If BuildStrategy(r(T ), ω∗) = ∅, then:

ω∗L <

(
1 + 3

c

)
OPT(T ′) ≤

(
1 + 3

c

)(
1 + 2

c

)
OPT(T ) ≤

(
1 + 11

c

)
OPT(T ).
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I Lemma 4.6. The running time of procedure BuildStrategy(r(T ), ω) is at most O((cn)γL),
for some absolute constant γ = O(1), for any ω ≤ n.

To complete the proof of Proposition 3.1, we can now provide a strategy which achieves a
small value of COST(ω,c). This relies on procedure BuildStrategy(r(T ), ω) as an essential
subroutine, first determining the minimum value of ω = i

cn , i ∈ N, for which BuildStrategy
produces a schedule. Details of the approach are provided in the full version.

5 Reducing the Number of Down-Queries

We start with defining a function ` : V → {1, . . . , dlog2 ne} which in the following will be
called a labeling of T and the value `(v) is called the label of v. We say that a subset of
nodes H ⊆ V is an extended heavy part in T if H = {v} ∪H ′, where all nodes in H ′ are
heavy, no node in H ′ has a heavy neighbor in T that does not belong to H ′ and v is the
parent of some node in H ′. Let H1, . . . ,Hl be all extended heavy parts in T . Obtain a tree
TC = (VC , EC) by contracting, in T , the subgraph Hi into a node denoted by hi for each
i ∈ {1, . . . , l}. In the tree TC , we want to find its labeling `′ : VC → {1, . . . , dlog2 |VC |e} that
satisfies the following condition: for each two nodes u and v in VC with `′(u) = `′(v), the
path between u and v has a node z satisfying `′(z) < `′(u). One can obtain such a labeling
by a following procedure that takes a subtree T ′C of TC and an integer i as an input. Find a
central node v in T ′C , set `′(v) = i and call the procedure for each subtree T ′′C of T ′C − v with
input T ′′C and i+ 1. The procedure is initially called for input T and i = 1. We also remark
that, alternatively, such a labeling can be obtained via vertex rankings [13, 28].

Once the labeling `′ of TC is constructed, we extend it to a labeling ` of T in such a way
that for each node v of T we set `(v) = `′(v) if v /∈ H1 ∪ · · · ∪Hl and `(v) = `′(hi) if v ∈ Hi,
i ∈ {1, . . . , l}.

Having the labeling ` of T , we are ready to define a query sequence R(v) for each node
v ∈ V . R(v) contains all nodes u from Tv such that `(u) < `(v) and each internal node z of
the path connecting v and u in T satisfies `(z) > `(u). Additionally, the nodes in R(v) are
ordered by increasing values of their labels.

By x we refer to the target node in T . Fix S to be a stable sequence assignment in the
remaining part of this section and by R we refer to the sequence assignment constructed
above. Then, we fix S+ to be S+(v) = R(v) ◦S(v) for each v ∈ V . A query made by AS+ to
a node that belongs to R(v) for some v ∈ V is called an R-query; otherwise it is an S-query.
In the full version we show that, in AS+ , the total number of R-queries does not exceed
2 log2 n. Moreover, since S is stable, for each target node x, the S-queries performed by AS+

are a subsequence of the queries performed by AS . Therefore, the potentially additional
queries made by AS+ with respect to AS are R-queries. We then formally show that each
R-query is made on a light node and that any R-query increases the value of COST(ω,c) of
AS+ with respect to the value of COST(ω,c) of AS by at most (2c + 1)ω. Hence we have:
COST(ω,c)

AS+
(T ) ≤ COST(ω,c)

AS
(T ) + 2(2c+ 1)ω log2 n.

Moreover, we show in the full version that the total number of queries in strategy AS+

to light nodes receiving ‘down’ replies can be likewise bounded by 2 log2 n. Since each such
query introduces a rounding difference of at most (2c+ 1)ω when comparing cost functions
COST and COST(ω,c), we thus obtain: COSTAS+ (T ) ≤ COST(ω,c)

AS+
(T ) + 2(2c+ 1)ω log2 n.

Combining the above observations gives the claim of the Proposition.
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Abstract
We construct uniquely satisfiable k-CNF formulas that are hard for the PPSZ algorithm, the
currently best known algorithm solving k-SAT. This algorithm tries to generate a satisfying
assignment by picking a random variable at a time and attempting to derive its value using
some inference heuristic and otherwise assigning a random value. The “weak PPSZ” checks
all subformulas of a given size to derive a value and the “strong PPSZ” runs resolution with
width bounded by some given function. Firstly, we construct graph-instances on which “weak
PPSZ” has savings of at most (2 + ε)/k; the saving of an algorithm on an input formula with n
variables is the largest γ such that the algorithm succeeds (i.e. finds a satisfying assignment) with
probability at least 2−(1−γ)n. Since PPSZ (both weak and strong) is known to have savings of at
least π2+o(1)

6k , this is optimal up to the constant factor. In particular, for k = 3, our upper bound
is 20.333...n, which is fairly close to the lower bound 20.386...n of Hertli [SIAM J. Comput.’14]. We
also construct instances based on linear systems over F2 for which strong PPSZ has savings of at
most O

(
log(k)
k

)
. This is only a log(k) factor away from the optimal bound. Our constructions

improve previous savings upper bound of O
(

log2(k)
k

)
due to Chen et al. [SODA’13].
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1 Introduction

The k-SAT problem is one of the most fundamental NP-complete problems: given a k-CNF
formula decide if there is an assignment to the variables that satisfies all the clauses. While
a simple exhaustive search algorithm solves the problem, attempting to beat this trivial
approach remains an active direction (see e.g. [11, 12, 4, 10]). Formalizing the true hardness
of k-SAT, Impagliazzo and Paturi [7] presented two hypotheses: Exponential Time Hypothesis
(ETH) which rules out any 2o(n) time algorithm for k-SAT where n is the number of variables
and Strong Exponential Time Hypothesis (Strong ETH) which says that for any ε > 0 there
exists k > 0 such that k-SAT cannot be solved in time 2(1−ε)n. Both ETH and Strong ETH
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have successfully been used to explain the hardness of many other problems; under ETH
one can prove tight lower bounds for many fixed parameter tractable problems (see [8]), and
under Strong ETH several lower bounds for polynomial time solvable problems are proved
(see e.g. [1]). However the validity of both these hypotheses remains a matter of mystery and
in particular regarding Strong ETH no consensus seems to be within reach any time soon.

In this paper we focus on Strong ETH and the problem of constructing hard instances
for known classes of algorithms for k-SAT. Paturi, Pudlák, Saks and Zane [10] presented
the currently best known randomized algorithm for k-SAT. The algorithm roughly does the
following: pick uniformly at random a variable x from the input formula. Try to infer the
value of x using some sound heuristic. If this check fails, pick a random value for x. Set x to
be this value and repeat. A sound heuristic is an algorithm P that receives a formula F and
a variable x such that P (F, x) = 0 implies F |= (x = 0) and P (F, x) = 1 implies F |= (x = 1).
We will consider two heuristics, Pweak

w amd P strong
w , where Pweak

p checks if the value of x can
be derived from any set of w clauses of F , and P strong

w checks if the value of x can be derived
by a width-w resolution derivation from F . Note that if F is O(1)-CNF then both Pweak

w

and P strong
w run in subexponential time as long as w = o( n

logn ). The first result showing that
even simple sound heuristics can yield non-trivial savings over exhaustive search was proved
by Paturi, Pudlák and Zane.

I Theorem 1 ([11]). Let F be a k-CNF formula on n variable. Then

Pr[ppsz(F, Pweak
1 ) ∈ sat(F )] ≥ 2−(1− 1

k )n.

Naturally one can ask if stronger heuristics can improve the success probability. It was
indeed shown in the following theorem that using ω(1)-width resolution yields improvements.

I Theorem 2 ([10]). Let F be a k-CNF formula on n variables. Then

Pr[ppsz(F, P strong
ω(1) ) ∈ sat(F )] ≥ 2−(1−π2

6k−o(1))n.

Later Hertli [6] showed among other things that even Pweak
ω(1) yields the same improvement

over the trivial Pweak
1 .

I Theorem 3 ([6]). Let F be a k-CNF formula on n variables. Then

Pr[ppsz(F, Pweak
ω(1) ) ∈ sat(F )] ≥ 2−(1−π2

6k−o(1))n.

The first construction of hard instances for PPSZ was given by Chen, Scheder, Talebanfard
and Tang [3]. These instances are hard even for P strong

ω(1) .

I Theorem 4 ([3]). For any large enough k, n > 0 there are k-CNF formulas F such that

Pr[ppsz(F, P strong
n/k ) ∈ sat(F )] ≤ 2−(1−O(log2 k/k))n.

In this paper we improve this upper bound. For Pweak
ω(1) we give completely different construc-

tions for which we can show that the success probability of PPSZ is essentially tight. For
P strong
ω(1) we can improve the asymptotics of k from O(log2 k/k) to O(log k/k).

I Theorem 5. For every k ≥ 3 and every large enough n there exists a uniquely satisfiable
k-CNF formula F on n variables such that
1. Pr[ppsz(F, Pweak

w ) ∈ sat(F )] ≤ 2−(1− 2
k )n for some w = Θ(logn),

2. for any ε > 0, Pr[ppsz(F, Pweak
w ) ∈ sat(F )] ≤ 2−(1− 2(1+ε)

k )n for some w = nΘ(ε) .
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In particular, for k = 3, our upper bound is 20.333...n, which is fairly close to the lower
bound 20.386...n of [6].

I Theorem 6. For every k ≥ 3 and every large enough n, there exists a k-CNF formula F
on n variables with a unique satisfying assignment such that ppsz(F, P strong

n/k ) is successful

with probability at most 2(−1+ε)n, where ε = O
(

log(k)
k

)
.

Unfortunately we fail to obtain 2−(1−O(1/k))n upper bounds for strong PPSZ. Is this
possible at all or indeed strong PPSZ succeeds with probability at least 2−(1−ω(1/k))n?

The analysis of our hard instances is based on an encoding view of PPSZ. Given a formula
F on variables x1, . . . , xn and a satisfying assignment b, PPSZ produces an encoding of the
assignment with respect to a given permutation π of the variables in the following way.

encode(b, π, F, P )
c := empty string
for i = 1, . . . , n do

if P (F, xπ(i)) 6∈ {0, 1} then
append bπ(i) to c;

end
F := F |xπ(i)→bπ(i) ;

end

It is not hard to see that we can express the success probability of PPSZ in terms of expected
code lengths as follows.

I Lemma 7 ([10]). Let F be a k-CNF and let P be a sound heuristic. We have Pr[ppsz(F, P ) ∈
sat(F )] =

∑
b∈sat(F ) Eπ 2−|encode(b,π,F,P )|.

Thus our goal is to construct instances having a few satisfying assignments, all of which
admitting only long encodings. Defining the optimal encoding length a satisfying assignment
b to be codelength(F, P,b) := minπ |encode(b, π, F, P )| we get

Pr[ppsz(F, P ) ∈ sat(F )] ≤
∑

b∈sat(F )

2−codelength(b,F,P ) .

The formulas in Theorem 5 and Theorem 6 have the unique satisfying assignment 0. Thus
our goal will be to prove a lower bound on codelength(F, P,0).

2 Notation and Preliminaries

Let F be a CNF formula with variable set V . A restriction (or partial assignment) is a
partial function ρ : V → {0, 1}. For b ∈ {0, 1}n, the notation S 7→ b is the restriction that
maps x ∈ S to bx and is undefined on V \ S. By F |ρ we denote the formula arising from
fixing the variables according to ρ and then simplifying the resulting formula by removing
unsatisfied literals and satisfied clauses. For a matrix A ∈ Fm×n2 and U ⊆ [n] we denote by
AU the (m× |U |) submatrix formed by taking all columns indexed by some i ∈ U . By 0 we
denote the all-0-assignment as well as the null vector in Fn2 .

We will identify a vector a ∈ Fn2 with its support {i ∈ [n] | ai = 1}. Thus we will liberally
write things like a ∪ b, a \ b, |a|, and so on.

We list some key observations relating PPSZ and resolution. The (easy) proofs can be
found in the appendix.

ICALP 2017
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I Definition 8. Let F be a formula with a unique satisfying assignment, which without loss
of generality is 0, and let P be a proof heuristic. We say F collapses under P if there is
an ordering x1, . . . , xn of the variables in F such that F |(x1,...,xi−1 7→0) `P (xi = 0) for all
1 ≤ i ≤ n.

I Proposition 9. If codelength(F, P,b) ≤ m then there is a set S of m variables such that
F |S 7→b collapses under P .

The next lemma states that if F collapses “sequentially” under bounded-width resolution,
then it collapses “simultaneously” as well.

I Proposition 10. Let F be a k-CNF formula with the unique satisfying assignment 0, and
let w ≥ k. If F collapses under P strong

w then F `strong
w (x = 0) for all variables x of F .

The next proposition connects logical implication and collapse under Pweak to linear
algebra.

I Proposition 11. Let A ∈ Fm×n2 and FA be its linear formula. If `weak
w (F, xi) ∈ {0, 1}

then there is a row vector r ∈ Fm2 of Hamming weight at most w such that r ·A = ei.

3 Hard Instances for Weak PPSZ: Proof of Theorem 5

The construction in this section is based on a modification of satisfiable Tseitin formulas.
Unsatisfiable Tseitin formulas are extensively studied in proof complexity (see e.g. [13, 14]).
Given a graph G = (V,E), the girth of G is defined as the size of the shortest cycle in
G. We denote this by g(G). For every pair e, e′ ∈ E(G) of edges we define the distance
between e and e′ by minu∈e,v∈e′{d(u, v)}. We will need graphs of bounded degree with
large girth. According to a well-known result of Erdős and Sachs [5], for every k ≥ 3 and
every sufficiently large n, there exists a k-regular graph with n vertices and girth > logk−1 n.
Explicit constructions for infinitely many values of k with a better constant are also known [9].

Given a degree-k graph G = (V,E), the Tseitin formula T (G) is defined as follows. For
each edge e ∈ E, there is a propositional variable xe. For each vertex v ∈ V we add the
constraint

∑
e3v xe = 0 (mod 2), which can be written as a conjunction of 2k−1 k-clauses. 1

In our formulas we assume that the girth of the graph is at least logk−1 n, where n denotes
the number of vertices. Furthermore, we add a clause ¬xe ∨ ¬xe′ for each pair of edges e, e′
of distance at least g(G)

2 − 1 (which is ≥ 1
2 logk−1 n− 1). We call these clauses bridges and

we denote the conjunction of all of them by B. Define FG := T (G) ∧B. Note that FG has
N = kn/2 variables.

The following proposition follows readily.

I Proposition 12. FG has the unique satisfying assignment 0.

Proof. For an assignment α let Gα denote the spanning subgraph of G containing the edges
e with α(e) = 1. Note that α satisfies T (G) if and only if Gα is even, i.e., every vertex has
even degree. There are two cases: either Gα is the empty graph, in which case α = 0 and
satisfies FG, too. Or Gα contains a cycle C, which has length at least g(G) and therefore
contains a bridge. In this case, α violates B. J

1 The original Tseitin tautologies express the fact that the system
∑

e3v
xe = av (mod 2) is unsatisfiable

if
∑

v
av = 1 (mod 2).



P. Pudlák, D. Scheder, and N. Talebanfard 85:5

We will consider PPSZ with Pweak
w when w = O(logn)

I Lemma 13. In FG any encoding of the all-0 assignment has length at least (1 − 2
k )N

under w ≤ 1
2 logk−1 n− 1.

Proof. Suppose for contradiction that codelength(F, Pweak
w ) ≤

(
1− 2

k

)
N collapses. Then

there is a restriction ρ that sets some
(
1− 2

k

)
N variables to 0 such that FG|ρ collapses

under Pweak
w . Note that ρ leaves at least 2

kN = n variables (i.e., edge) unset. Obviously this
set of edges contains a cycle C. Let σ := (E \ C 7→ 0). Clearly FG|σ also collapses. This
contradicts the next lemma:

I Lemma 14. Let C ⊆ E be a cycle and σ := (E \ C 7→ 0). Then FG|σ does not collapse
under Pweak

w .

Proof. Suppose it does collapse. Then there exists an edge e ∈ C and a set F ′ ⊆ F |σ of at
most w clauses such that F ′ |= ¬xe.

The clauses in F ′ are either coming from the Tseitin part or from the bridges. Consider
a path P = v1, . . . , vs of maximum length on which e appears and the vertices of P are
mentioned by Tseitin clauses in F ′. Note that P cannot contain the whole cycle, since
otherwise there would be too many clauses in F ′. Let v0 and vs+1 be vertices on C \ P
connected to v1 and vs, respectively. We extend P by v0 and vs+1. Since w ≤ 1

2 logk−1 n− 1,
there is no bridge between any pair of edges appearing on P . We can now simply set all the
variables in P to 1 and all other variables to 0. This would satisfy F ′ and yet it sets xe to 1,
contradicting that F ′ |= ¬xe. J

This concludes the proof of Lemma 13. J

Below we show that it is possible to obtain similar lower bounds even when w is some
function in nO(ε).

I Lemma 15. For every ε > 0 and every sufficiently large n, any encoding of the all-0
assignment with w < n

ε
8(k−1) has length at least (1− 2(1+ε)

k )N .

Proof. Let S be the set of edges appearing in any encoding of the all-0 assignment. We will
show that |E \ S| < (1 + ε)n. Assume for a contradiction that |E \ S| ≥ (1 + ε)n. We will
show that E \ S contains a large subgraph which is expanding in a certain sense.

I Definition 16. In a graph G we say that a path P = v1, . . . , vt is slender if for all 1 ≤ i ≤ t
we have d(vi) ≤ 2.

I Lemma 17. Let G = (V,E) be a graph on n vertices such that |E| ≥ (1 + ε)n for some
ε > 0. There exists an induced subgraph H ⊆ G on at least Ω(ε3/4n1/4) vertices with δ(G) ≥ 2
with no slender path of length ≥ 2/ε.

Proof. Let r = 2/ε. We first find a subgraph of minimum degree at least 2 on at least
Ω(
√
n/r) vertices with many edges. To do this we can remove vertices of degree at most 1

at a time. Having removed t vertices we are left with a graph on n− t vertices and at least
(1 + 2

r )n− t edges. It holds that (1 + 2
r )n− t ≥ (1 + 2

r )(n− t). As the remaining graph has
at most

(
n−t

2
)
edges we have (1 + 2/r)n ≤

(
n−t

2
)

+ t. This implies t ≤ n − Ω(
√
n/r). Let

n′ = n− t. We thus have n′ ≥ Ω(
√
n/r).

If the remaining graph has no slender path of length r we are done. Otherwise let
v1, . . . , vt1 be a maximal slender path, i.e., d(vi) = 2 for all 1 ≤ i ≤ t1 and v1 and vt1 have a
neighbor (possibly the same) outside P of degree at least 3. We remove v1, . . . , vt1 from the

ICALP 2017
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graph. If there are any vertices of degree 1 we remove them one at a time until there are
no more such vertices. Let the total number removed vertices be t′1. We repeat this for d
rounds until there are no more slender paths of length r and all vertices have degree at least
2. Let ti and t′i be defined similarly for the ith iteration. We have t′i ≥ r and thus d ≤ n′/r.
Note that the total number of removed edges is t′1 + . . .+ t′d + d and hence at most n′ + n′/r.
We are left with a graph with at least n′/r edges and hence at least Ω(

√
n′/r) = Ω(ε3/4n1/4)

vertices. J

Applying Lemma 17 on E \ S we obtain a subgraph H with minimum degree at least
2 which does not contain any slender path of length ≥ 2/ε. Setting all edges outside of H
to 0, we obtain that there exists a set of at most w clauses F ′ in the restricted formula
which implies xe = 0 for some e ∈ H. Let e = (u, v). We will construct a tree Tuv in H by
growing two disjoint rooted trees Tu and Tv, starting at u and v, respectively. The crucial
requirement is that in both Tu and Tv any path of length ≥ 2/ε that goes downwards in the
rooted tree there exists a vertex of degree ≥ 3. We call such a vertex a branching vertex.
Furthermore, in Tuv the distance between the first branching vertices in Tu and Tv is at most
2/ε. Using the fact that the minimum degree in H is at least 2 and it does not contain any
slender path of length 2/ε and that the girth is at least logk−1 n, we can easily construct Tuv
so that each root to leaf path in both Tu and Tv has ε

8 logk−1 n branching vertices. Since
the horizon w < n

ε
8(k−1) , there are vertices u′ and v′ in Tu and Tv, respectively, that are not

mentioned in F ′. Consider the unique path between u′ and v′ in Tuv. Note that this path
has length at most 1

2 logk−1 n. However, since we put bridges only between edges of distance
more that 1

2 logk−1 n, there is no bridge between any pair of edges on this path. Setting all
edges on the path including e to 1 and everything else to 0 satisfies F ′, contradicting to
F ′ |= ¬xe. J

Lemma 13 implies that codelength(FG, Pweak
w ) ≥ (1 − 2

k )N for w ≤ 1
2 logk−1 n − 1.

Similarly, Lemma 15 implies that codelength(FG, Pweak
w ) ≥ (1 − 2(1+ε)

k )N for w < n
ε

8(k−1) .
This completes the proof of Theorem 5.

4 Hard Linear Formulas for Strong PPSZ: Proof of Theorem 6

Suppose A ∈ Fm×n is a matrix in which every row has Hamming weight at most k. Then
the system A · x = 0 consists of m linear equations over n variables, each of which involves
at most k variables. One can encode it as a k-CNF formula with 2k−1 ·m clauses. Let us
denote this formula by FA. A CNF formula which in this way encodes a system of linear
equations will be called a linear CNF formula.

4.1 Robust Expanding Matrices

As often in the realm of resolution, our proof of hardness relies on a certain notion of
expansion. Loosely speaking, a matrix A is a robust expander if for every “sufficiently
large” submatrix AU and every “sufficiently diverse” set of row vectors u1, . . . ,u` at least
one of the vectors ui · AU has “large” Hamming weight. We will now define this notion
formally. Throughout this section, let k ∈ N be arbitrary but fixed (this is the k for which
we want to construct hard k-CNF formulas). A sequence u1, . . . ,u` ∈ Fn2 is well-increasing
if n/k ≤ |ui \ (u1 ∪ · · · ∪ ui−1)| ≤ 4n/k for every 1 ≤ i ≤ `. This is what we mean by
“sufficiently diverse”.
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I Definition 18 (Robust Expanders). A matrix A ∈ Fn×n2 is called a t-robust (`, w)-expander
if for every U ⊆ [n] of size t and well-increasing sequence u1 . . . ,u`, there is some 1 ≤ i ≤ `
such that |ui ·AU | > w.

I Theorem 19 (Robust Expanders Are Hard). Let t, w ∈ N, w ≥ 2n/k, and ` :=
⌊
k·t
4n
⌋
. If A

is a t-robust (`, w)-expander, then codelength(F, P strong
w ,0) ≥ n− t.

I Theorem 20 (Robust Expanders Exist). For every sufficiently large n, there is a matrix
A ∈ Fn×n2 such that (1) every row of A has Hamming weight at most k + 1; (2) the rank of
A is at least n− 2 log(n); (3) A is a t-robust (`, w)-expander for t = 60·log(k)

k · n, ` =
⌊
k·t
4n
⌋
,

and w = 2n/k.

With these theorems we can prove Theorem 6 for strong PPSZ. Write t = 60·log(k)
k ·

n and let A be a matrix as promised by Theorem 20. By Theorem 19 we know that
codelength(FA, P strong

2n/k ,0) ≥ n− t. The Steinitz exchange lemma from linear algebra gives us
2 log(n) unit row vectors that we can add to A to obtain a matrix A′ ∈ F (n+2 log(n))×n

2 of row
rank n. This means that FA′ has the unique satisfying assignment 0. Each added unit row
vector in A′ is a unit clause in FA′ . It can easily be verified that adding a unit clause reduces
codelength by at most 1. Therefore codelength(FA′ , Pweak

n/k ,0) ≥ codelength(FA, Pweak
n/k ,0)−

2 log(n) ≥ n− t− 2 log(n). This proves Theorem 6.

Proof of Theorem 19. Let P be the strong proof heuristic which performs resolution of
width up to w. We assume that codelength(FA, P,0) ≤ n− t and will derive a contradiction
to the assumption that A is a robust expander.

By Proposition 9 and 10, codelength(FA, P,0) ≤ n − t means that there is a partition
[n] = U ] S with |U | = t such that F ′ `P (xi = 0) for every i ∈ U , where F ′ := FA|S 7→0 is
the formula obtained from F by setting every variable in S to 0. For notational simplicity
assume U = {1, . . . , t}. By a connection between resolution and linear algebra which is
folklore by now (see e.g. [2]), the fact that F ′ `P (xi = 0) means the following:

I Proposition 21 (Connection Between Resolution and Linear Algebra). For every i ∈ U

there exists a binary tree Ti in which every node v is labeled with a row vector rv ∈ Fn2 such
that:
1. for a leaf v, the label rv is a unit vector,
2. if v is an inner node and v0, v1 are its children then rv = rv0 + rv1 .
3. |rv ·AU | ≤ w for every node v of Ti,
4. rroot ·AU = ei.
We call Ti the resolution tree of xi.

For i ∈ {1, . . . , t} let ri be the root labels of the tree Ti. Since ri ·AU = ei we conclude that
the vectors r1, . . . , rt are linearly independent. In particular this means that |r1∪· · ·∪rt| ≥ t.
Equipped with these observations and the previous proposition, we can now construct a
well-increasing sequence u1, . . . ,u`∗ with `∗ :=

⌊
k·t
4n
⌋
and |ui · AU | ≤ w for all 1 ≤ i ≤ `∗.

This will be a contradiction to the assumption that A is a robust expander.
Start with the empty sequence and ` = 0. While ` < `∗, we try to extend the current well-

increasing sequence u1, . . . ,u` by considering two cases. For convenience let u = u1∪· · ·∪u`.
Note that `·n

k ≤ |u| ≤
4`·n
k .

Case 1. Suppose some vector ri among r1, . . . , rt satisfies |ri \ u| > 2n/k. Recall that ri is
the root label of the tree Ti. We walk from the root of Ti to a leaf by always choosing the
child v for which the “weight” |rv \ u| is largest. Note that this weight is more than 2n/k at
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the root and at most 1 at a leaf. Also, in every step the weight decreases by at most a factor
of 2. Thus we find a node v on the path for which n/k ≤ |rv \ u| ≤ 2n/k. We set u`+1 := rv
and see that the sequence u1, . . . ,u`+1 is well-increasing by the choice of u`+1. Also, since
u`+1 is the label of a node in a resolution tree, it holds that |u`+1 ·AU | ≤ w.

Case 2. Suppose |ri \ u| ≤ 2n/k for all 1 ≤ i ≤ t. Since |(r1 ∪ · · · ∪ rt) \ u| ≥ t − |u| ≥
t − 4`·n

k ≥ t − 4`∗·n
k + 4n

k ≥
4n
k , we can find a subset I ⊆ [t] with |I| ≤ 2n/k such that

2n/k ≤
∣∣⋃

i∈I ri \ u
∣∣ ≤ 4n/k. If we let v be a random linear combination of the ri, i ∈ I,

we see that E[|v \ u|] ≥ n/k. Thus, there is some vector v which is a linear combination
of the ri, i ∈ I and n/k ≤ |v \ u| ≤ 4n/k. Furthermore, since |ri · AU | = |ei| = 1 we get
|v · AU | ≤

∑
i∈I |ri · AU | = |I| ≤ 2n/k ≤ w. We can extend the sequence u1, . . . ,u` by

setting u`+1 = v.
To summarize, this iteratively constructs a well-increasing sequence u1, . . . ,u`∗ with

|ui · AU | ≤ w. We obtain a contradiction to the assumption that A is a robust expander,
which completes the proof. J

4.2 Robust Kernel Expanders Exist – Proof of Theorem 20
Proof of Theorem 20. We will show that a matrix A sampled from a suitable probability
distribution is a t-robust (`, w) expander with high probability, for t = 60·log(k)

k ·n, ` = 5 log(k),
and w = 2n/k. Note that by definition, this will also be a t-robust (`′, w)-expander for every
`′ ≥ `, thus also for `′ =

⌊
k·t
4n
⌋

=
⌊ 60

4 · log(k)
⌋
≥ 5 log(k) = `.

Take a step k random walk in the Hamming cube {0, 1}n and let X be its endpoint. We
view X as a row vector in Fn2 . Repeating this experiment n times independently gives n row
vectors that form a matrix B ∈ Fn×n2 . Surely each row of B has Hamming weight at most
k, and B turns out to be a robust expander. Unfortunately its kernel will have dimension
Θ
(

log2(k)n
k

)
on expectation—too large for our purposes. We introduce a nice trick that

boosts the rank of B.

I Lemma 22. Let B ∈ Fn×n2 be a matrix and let P be a random permutation matrix. Then
E[| ker(B + P )|] ≤ n+ 1.

Proof. The kernel of a matrix A ∈ Fn×n2 is the set {x ∈ Fn2 | A · x = 0}. With linearity of
expectation we calculate:

E[| ker(B + P )|] =
∑
x∈F2

Pr[(B + P ) · x = 0]

=
∑
x∈F2

Pr[B · x = P · x]

Note that B · x is a fixed vector whereas P · x is a uniformly distributed over all vectors of
weight |x|. Thus, the probability that this happens to be B ·x is exactly

(
n
|x|
)−1 if |B ·x| = |x|

and 0 otherwise. Thus the above is at most
n∑

w=0

∑
x∈Fn2 :|x|=w

(
n

w

)−1
= n+ 1 . J

We set A := B + P . By Markov’s inequality, | ker(A)| ≤ n2 with high probability, and
therefore also rank(A) ≥ n−2 log(n) with high probability. Also, each row of A has Hamming
weight at most k + 1.
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It remains to show that A has the desired expansion properties. First we fix a set U of size
t and a well-increasing sequence u1, . . . ,u` and estimate the probability that |ui ·AU | ≤ w
for all i. For this we need the following fact about random walks in the Hamming cube which
we will prove later.

I Lemma 23 (Hamming Cube Mixing Lemma). Let U ⊆ [n] and z ∈ {0, 1}U . Let x be the
endpoint of a length d random walk in {0, 1}n starting at 0. Then

Pr[xU = z] ≤ 2
(

1 + (1− 2/n)d

2

)|U |
.

In particular if d ≥ n and |U | = t is sufficiently large, then this probability is at most 2−2t/3.
From this lemma it is easy to show the following:

I Lemma 24. Let u1, . . . ,u` be a well-increasing sequence. Then the probability that
|ui ·AU | ≤ w for all i is at most 2− 2·`·t

3 ·
(
t
≤w
)`.

Proof. Let Ej be the event that |ui · AU | ≤ 2n/k for all 1 ≤ i ≤ j. We want to bound
Pr[E`] =

∏`
j=1 Pr[|uj ·AU | ≤ 2n/k | Ej−1]. We claim that for each 1 ≤ j ≤ ` the probability

Pr[|uj ·AU | ≤ 2n/k | Ej−1] is at most 2−2t/3 ·
(

t
≤2n/k

)
.

We divide ui into an “old part” vi and a “new part” wi. Formally, we write vi =
ui ∩ (u1 ∪ . . .ui−1) and wi = ui \ (u1 ∪ . . .ui−1). We know that |wi| ≥ n/k since the
sequence is well-increasing. Also, ui = vi + wi. Let y ∈ Ft2 be a fixed vector. Note that

Pr[uj ·AU = y | Ej−1] = Pr[wj ·AU = vj ·AU + y | Ej−1]

Now vj · AU and Ej−1 both only depend on the rows ah of A with h ∈ vj , and wj · AU is
independent these. Thus, it suffices to bound Pr[wj ·AU = z] for some unknown but fixed
vector z. Remember that A = B + P where P is a random n× n permutation matrix.

Pr[wj ·AU = z] = Pr[wj ·BU = z + PU ·wj ]

What is the distribution of wj ·BU? It is the sum of |wj | rows of BU and thus distributed like
the endpoint of a |wj | ·k ≥ n step random walk in {0, 1}n starting at 0 and then projected to
the coordinates in U . By the Hamming Cube Mixing Lemma (Lemma 23) with d = n we get

Pr[wj ·AU = z] ≤ 2
(

1 +
(
1− 2

n

)n
2

)t
≤ 2−2t/3 .

We conclude that Pr[uj ·AU = y | Ej−1] ≤ 2−2t/3 for every fixed y ∈ Ft2. Therefore

Pr[|uj ·AU | ≤ 2n/k | Ej−1] ≤ 2−2t/3 ·
(

t

≤ 2n/k

)
.

This proves the claim. Via the chain rule, the claim immediately implies the lemma. J

To prove the theorem, it remains to do a union bound over the choices of U ⊆ [n] and the
well-increasing sequence. The number of ways to choose U ⊆ [n] of size t is

(
n
t

)
≤
(
en
t

)t ≤ kt.
Bounding the number of well-increasing sequences is more subtle.

I Lemma 25. The number of well-increasing sequences is at most k 4`n
k · 2 4`2

k ·n.
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Proof. First, write u := u1 ∪ · · · ∪ u` and note that |u| ≤ 4`n
k . Thus, the number of possible

u is at most
(

n
≤ 4`n

k

)
≤ k 4`n

k Once we have chosen u, there are at most 2|u| choices for each

individual ui and at most 2`·|u| ≤ 2 4`2
k ·n well-increasing sequences. J

Let us now multiply (1) the number of choices for U , (2) the number of well-increasing
sequences, and (3) for a fixed U and well-increasing sequence u1, . . . ,u`, the probability that
|ui ·AU | ≤ w. We see that this is at most

kt · k 4`n
k · 2 4`2

k ·n · 2− 2·`·t
3 ·

(
t

≤ w

)`
= 2

log2(k)·n
k ·(60+4·5+4·52− 2

3 5·60+2·5) = o(1) .

Here we used
(
t
≤w
)
≤
(
et
w

)w ≤ k2n/k. We conclude that A has the desired expansion
properties with high probability. In addition, it has rank at least n− 2 log(n), and every row
has Hamming weight at most k + 1. This concludes the proof. J

5 Proof of Lemma 23

Let Q be the random walk matrix of the n-dimensional Hamming cube. That is, Qx,y = 1/n
if x and y have Hamming distance 1, and 0 otherwise. Note that Q is a (2n × 2n)-matrix,
i.e., it takes as input vectors of dimension 2n, or equivalently, functions from Fn2 to R. If
f : Fn2 → [0, 1] is a probability distribution over Fn2 , then Qdf is the distribution that we get
when sampling x ∼ f and performing a random walk of length d. Let f be the function that
is 1 at 0 and 0 elsewhere. For X being the endpoint of an d-step random walk starting at 0,
it holds that

Pr[X = y] = (Qtf)(y) .

Fortunately, we can understand Qtf , since we know the eigenvalues of Q: The Hamming
cube is the Cayley graph of the additive group of Fn2 with generating set {e1, . . . , en}. The
reader who could not make sense of this last sentence may read the next couple of paragraphs.
The reader who is familiar with Cayley graphs and the discrete Fourier transform can skip
them.

I Definition 26. For S ⊆ [n], define χS : Fn2 → R by

χS(x) := (−1)
∑

i∈S
xi .

One checks that the χS form an orthonormal basis of the space of functions Fn2 → R when
we choose the following inner product:

〈f, g〉 := E
x∈Fn2

[f(x)g(x)] .

Each χS is an eigenvector of Q:

(Q · χS)(x) =
∑

y
Qx,yχS(y) =

∑
y:dH(x,y)=1

1
n
χS(y)

=
n∑
i=1

1
n
χS(x + ei) =

n∑
i=1

1
n
χS(x)χS(ei)

= χS(x) 1
n

n∑
i=1

χS(ei) .
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So λS := 1
n

∑n
i=1 χS(ei) is the eigenvector of χS . Let us evaluate λS :

λS = 1
n

n∑
i=1

χS(ei) = 1
n

n∑
i=1

(−1)[i∈S] = 1
n

(n− 2|S|) = 1− 2|S|
n

.

Let f : Fn2 → R be the function that is 1 on 0 and 0 otherwise. To understand Qtf , we
write f in the basis of the eigenvectors of Q. Since the χS are orthonormal under the scalar
product 〈·, ·〉, we can write

f =
∑
S⊆[n]

f̂SχS ,

where the coefficients f̂S are

f̂S := 〈f, χS〉 = E
x∈Fn2

[f(x)χS(x)] = 2−n,

since x = 0 is the only element that contributes to the expectation. Thus,

Qtf = Qt

(∑
S

f̂SχS

)
= Qt

(∑
S

2−nχS

)
= 2−n

∑
S

λtSχS .

For y ∈ Fn2 , let us bound the probability Pr[X = y]: With the above equation, we get

(Qtf)(y) = 2−n
∑
S

λtSχS(y) = 2−n
∑
S

(
1− 2|S|

n

)t
χS(y)

≤ 2−n
n∑
s=0

(
n

s

) ∣∣∣∣1− 2s
n

∣∣∣∣t (since |χS(y)| = 1)

≤ 2−n
bn/2c∑
s=0

(
n

s

) ∣∣∣∣1− 2s
n

∣∣∣∣t + 2−n
n∑

s=dn/2e

(
n

s

) ∣∣∣∣1− 2s
n

∣∣∣∣t

= 2−n
bn/2c∑
s=0

(
n

s

) ∣∣∣∣1− 2s
n

∣∣∣∣t + 2−n
bn/2c∑
r=0

(
n

n− r

) ∣∣∣∣1− 2(n− r)
n

∣∣∣∣t

= 2 · 2−n
bn/2c∑
s=0

(
n

s

)(
1− 2s

n

)t

≤ 2 · 2−n
bn/2c∑
s=0

(
n

s

)(
1− 2

n

)st
≤ 2 · 2−n

n∑
s=0

(
n

s

)(
1− 2

n

)st

= 2
(

1 +
(
1− 2

n

)t
2

)n
.

This proves the lemma for U = [n]. In general, however, we are interested in the
distribution of XU , i.e., X projected to the coordinates in U .

I Observation 27. Perform a “lazy” random walk on {0, 1}|U | as follows: Start at 0. At
each step, take each edge with probability 1/n. With the remaining probability 1 − |U |/n,
don’t move in this step. Then the end point of this walk after t steps has distribution XU .

Let Q be transition matrix of the random walk on {0, 1}|U |. Then

Q̃ := |U |
n
Q+ n− |U |

n
I
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is the transition matrix of the lazy random walk described above. For each S ⊆ U , χS is an
eigenvector of Q, and the corresponding eigenvalue is λS = 1− 2|S|

|U | . The matrix Q̃ has the
same eigenvectors as Q, and its eigenvalues are

λ̃S = |U |
n
λS + n− |U |

n
· 1 = 1− 2|S|

n
.

Let f : {0, 1}|U | → R be the function that is 1 at 0 and 0 elsewhere. We write f =
∑
S⊆U f̂SχS .

Let u := |U |. By the same calculation as above, f̂S = 2−u. Thus, for y ∈ {0, 1}u we get

(Q̃tf)(y) = 2−u
∑
S

λtSχS(y) = 2−u
∑
S

(
1− 2|S|

n

)t
χS(y)

≤ 2−u
u∑
s=0

(
u

s

) ∣∣∣∣1− 2s
n

∣∣∣∣t (siuce |χS(y)| = 1) .

If u ≤ n/2, we observe that all eigenvalues 1 − 2s/n are non-negative.2 In this case we
continue:

2−u
u∑
s=0

(
u

s

)(
1− 2s

n

)t
≤ 2−u

u∑
s=0

(
u

s

)(
1− 2

n

)st
=
(

1 +
(
1− 2

n

)t
2

)u
(1)

and we are done. If u > n/2, things get more tricky. We split the sum in two parts:

2−u
bn/2c∑
s=0

(
u

s

)(
1− 2s

n

)t
+ 2−u

u∑
s=bn/2c+1

(
u

s

)(
2s
n
− 1
)t

. (2)

We can bound the first sum exactly similar as in (1):

2−u
bn/2c∑
s=0

(
u

s

)(
1− 2s

n

)t
≤ 2−u

bn/2c∑
s=0

(
u

s

)(
1− 2

n

)st
≤ 2−u

u∑
s=0

(
u

s

)(
1− 2

n

)st

=
(

1 +
(
1− 2

n

)t
2

)u
.

Let us bound the second sum in (2). For notational convenience, we let it run from dn/2e to
u, only making it larger. We change the parameter s to r := u− s. Thus

2−u
u∑

s=dn/2e

(
u

s

)(
2s
n
− 1
)t

= 2−u
u−dn/2e∑
r=0

(
u

u− r

)(
2(u− r)

n
− 1
)t

= 2−u
u−dn/2e∑
r=0

(
u

r

)(
2u− n
n

− 2r
n

)t

≤ 2−u
u−dn/2e∑
r=0

(
u

r

)(
1− 2r

n

)t
(since u ≤ n)

≤ 2−u
u−dn/2e∑
r=0

(
u

r

)(
1− 2

n

)rt

≤ 2−u
u∑
r=0

(
u

r

)(
1− 2

n

)rt
=
(

1 +
(
1− 2

n

)t
2

)u
.

Thus, both sums in (2) are bounded by (1) and the lemma follows.

2 The reader might observe that in our application indeed |U | � n/2.
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Subspace designs are a (large) collection of high-dimensional subspaces {Hi} of Fmq such that
for any low-dimensional subspace W , only a small number of subspaces from the collection have
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1 Introduction

An emerging theory of “linear-algebraic pseudorandomness” studies the linear-algebraic
analogs of fundamental Boolean pseudorandom objects where the rank of subspaces plays the
role of the size of subsets. A recent work [4] studied the interrelationships between several
such algebraic objects such as subspace designs, dimension expanders, rank condensers, and
rank-metric codes, and highlighted the fundamental unifying role played by subspace designs
in this web of connections.

Informally, a subspace design is a collection of subspaces of a vector space Fmq (throughout
we denote by Fq the finite field with q elements) such that any low-dimensional subspace W
intersects only a small number of subspaces from the collection. More precisely:

I Definition 1. A collection H1, H2, . . . ,HM of b-dimensional subspaces of Fmq form an (s, L)-
(strong) subspace design, if for every s-dimensional subspace W ⊂ Fmq ,

∑M
i=1 dim(W ∩Hi) 6

L.

In particular, this implies that at most L subspaces Hi have non-trivial intersection with
W . A collection meeting this weaker requirement is called a weak subspace design; unless
we mention otherwise, by subspace design we always mean a strong subspace design in this
paper. One would like the dimension b of each subspace in the subspace design to be large,
typically Ω(m) for applications of interest, L to be small, and the number of subspaces M to
be large.

Subspace designs were introduced by the first two authors in [11], where they used them
to improve the list size and efficiency of list decoding algorithms for algebraic-geometric
codes, yielding efficiently list-decodable codes with optimal redundancy over fixed alphabets
and small output list size. A standard probabilistic argument shows that a random collection
of subspaces forms a good subspace design with high probability. Subsequently, Guruswami
and Kopparty [7] gave an explicit construction of subspace designs, nearly matching the
parameters of random constructions, albeit over large fields.

Intriguingly, the construction in [7] was based on algebraic list-decodable codes (specifically
folded Reed-Solomon codes). Recall that improving the list-decodability of such codes was
the motivation for the formulation of subspace designs in the first place! This is yet another
compelling example of the heavily intertwined nature of error-correcting codes and other
pseudorandom objects. The following states one of the main trade-offs achieved by the
construction in [7].

I Theorem 2 (Folded Reed-Solomon based construction [7]). For every ε ∈ (0, 1), positive
integers s,m with s 6 εm/4, and a prime power q > m, there exists an explicit1 collection
of M = qΩ(εm/s) subspaces in Fmq , each of dimension at least (1 − ε)m, which form a
(s, 2s

ε )-(strong) subspace design.

Note the requirement of the field size q being larger than the ambient dimension m in
their construction. To construct subspace designs over small fields, they use a construction
over a large extension field Fqr , and view b-dimensional subspaces of Fm′qr as br-dimensional
subspaces of Frm′q . However, this transformation need not preserve the “strongness" of
the subspace design, and an (s, L)-subspace design over the extension field only yields an
(s, L)-weak subspace design over Fq.

1 By explicit, we mean a deterministic construction that runs in time poly(q, m, M) and outputs a basis
for each of the subspaces in the subspace design.
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The strongness property is crucial for all the applications of subspace designs in [4]. In par-
ticular, the strongness is what drives the construction of dimension expanders (defined below)
of low degree. The weak subspace design property does not suffice for these applications.

I Definition 3. A collection of linear maps A1, A2, . . . , Ad : Fn → Fn is said to be a (b, α)-
dimension expander if for every subspace V of Fn of dimension at most b, dim(

∑d
i=1Ai(V )) >

(1+α)·dim(V ). The number of maps d is the “degree" of the expander, and α is the expansion
factor.

Using the subspace designs constructed in Theorem 2 in a black-box fashion, Forbes
and Guruswami [4] gave explicit (Ω(n),Ω(1))-dimension expanders of O(1) degree when
|F| > poly(n). Here explicit means that the maps Ai are specified explicitly, say by the
matrix representing their action with respect to some fixed basis. Extending Theorem 2 to
smaller fields will yield constant-degree (Ω(n),Ω(1))-dimension expanders over all fields. The
only known constructions of such dimension expanders over finite fields rely on monotone
expanders [3, 2], a rather complicated (and remarkable) form of bipartite vertex expanders
whose neighborhood maps are monotone. Even the existence of constant-degree monotone
expanders does not follow from standard probabilistic methods, and the only known explicit
construction is a sophisticated one using the group SL2(R) by Bourgain and Yehudayoff [1].
(Earlier, Dvir and Shpilka [2] constructed monotone expanders of logarithmic degree using
Cayley graphs over the cyclic group, yielding logarithmic degree (Ω(n),Ω(1))-dimension
expanders.)

In light of this, it is a very interesting question to remove the field size restriction
in Theorem 2 above, as it will yield an arguably simpler construction of constant-degree
dimension expanders over every field, and which might also offer a quantitatively better
trade-off between the degree and expansion factor. We note that probabilistic constructions
achieve similar parameters (in fact a slightly larger sized collection with qΩ(εm) subspaces)
with no restriction on the field size (one can even take q = 2).

Our construction. The large field size in Theorem 2 was inherited from Reed-Solomon
codes, which are defined over a field of size at least the code length. Our main contribution
in this work is a construction of subspace designs based on algebraic function fields, which
permits us to construct subspace designs over small fields. By instantiating this approach
with a construction based on cyclotomic function fields, we are able to prove the following
main result in this work:

I Theorem 4 (Main Theorem). For every ε ∈ (0, 1), a prime power q and positive integers
s,m such that s ≤ εm/4, there exists an explicit construction of M = Ω(qbεm/(2s)c/ε)
subspaces in Fmq , each of dimension at least (1− ε)m, which form an

(
s′,

2s′dlogq(m)e
ε

)
-strong

subspace design for all s′ 6 s.

Note that we state a slightly stronger property that the bound on intersection size
improves for subspaces of lower dimension s′ 6 s. This property also holds for Theorem 2
and in fact is important for the dimension expander construction in [4], and so we make it
explicit.

The bound on intersection size we guarantee above is worse than the one from the random
construction by a factor of logqm. The result of Theorem 2 can be viewed as a special case
of Theorem 4 since logqm 6 1 when q > m. The factor logqm comes out as a trade-off
of the explicit construction vs the random construction given in [11]. The extension field
based construction using Theorem 2 would yield an (s,O(s2/ε))-subspace design (since an
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(s, L)-weak subspace design is trivially an (s, sL)-(strong) subspace design). The bound we
achieve is better for all s = Ω(logqm). In the use of subspace designs in the dimension
expander construction of [4], s governs the dimension of the subspaces which are guaranteed
to expand, which we would like to be large (and ideally Ω(m)). The application of subspace
designs to list decoding [11, 9] employs the parameter choice m = O(s) in order keep the
alphabet size qm small. Therefore, our improvement applies to a meaningful setting of
parameters that is important for the known applications of (strong) subspace designs.

Application to dimension expanders over small fields. By plugging in the subspace designs
of Theorem 4 into the dimension expander construction of [4], we can get the following:

I Theorem 5. For every prime power q and positive integer n > q, there exists an explicit
construction of a

(
b = Ω

(
n

logq logq n

)
, 1/3

)
-dimension expander with O(logq n) degree.

For completeness, let us very quickly recap how such dimension expanders may be obtained
from the subspace designs of Theorem 4, using the “tensor-then-condense" approach in [4].
We begin with linear maps T1, T2 : Fn → F2n, where T1(v) = (v; 0) and T2(v) = (0; v) – these
trivially achieve expansion factor 2 by doubling the ambient dimension. Then we take the
subspace design of Theorem 4 with m = 2n, ε = 1/2, s = 2b, and M = 12dlogqme subspaces
Hi (if b = βn/(logq logq n) for small enough absolute constant β > 0, Theorem 4 guarantees
these many subspaces). Let Ei : F2n → Fn be linear maps such that Hi = ker(Ei). The
dimension expander consists of the 2M composed maps Ei◦Tj for i = 1, 2, . . . ,M and j = 1, 2.
Briefly, the analysis of the expansion in dimension proceeds as follows. Let V be a subspace
of Fn with dim(V ) = ` 6 b, and let W = T1(V ) + T2(V ) be the 2`-dimensional subspace of
F2n after the tensoring step. The strong subspace design property implies that the number
of maps Ei for which dim(EiW ) < 4`/3 – which is equivalent to dim(W ∩Hi) > 2`/3 – is
less than 12dlogqme = M . So there must be an i for which dim(EiW ) > 4`/3, and this Ei
when composed with T1 and T2 will expand V to a subspace of dimension at least 4

3 dim(V ).
By using a method akin to the conversion of Reed-Solomon codes over extension fields to

BCH codes over the base field, applied to the large field subspace designs of Theorem 2, Forbes
and Guruswami [4] constructed (Ω(n/ logn),Ω(1))-dimension expanders of O(logn) degree.
In contrast, our construction here guarantees expansion for dimension up to Ω(n/(log logn)).
The parameters offered by Theorem 5 are, however, weaker than both the construction given
in [2], which has logarithmic degree but expands subspaces of dimension Ω(n), as well as the
one in [1], which further gets constant degree. However, we do not go through monotone
expanders which are harder to construct than vertex expanders, and our construction works
fully within the linear-algebraic setting. We hope that the ideas in this work pave the way for
a subspace design similar to Theorem 2 over small fields, and the consequent construction of
constant-degree (Ω(n),Ω(1))-dimension expanders over all fields. In fact, all that is required
for this is an (s,O(s))-subspace design with a sufficiently large constant number of subspaces,
each of dimension Ω(m).

Construction approach. The generalization of the polynomials-based subspace design from
[7] to take advantage of more general algebraic function fields is not straightforward. The
natural approach would be to replace the space of low-degree polynomials by a Riemann-Roch
space consisting of functions of bounded pole order ` at some place. We prove that such a
construction can work, provided the degree ` is less than the degree of the field extension
(and some other mild condition is met). However, this degree restriction is a severe one,
and the dimension of the associated Riemann-Roch space will typically be too small (as
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the “genus" of the function field, which measures the degree minus dimension “defect," will
be large), unless the field size is large. Therefore, we don’t know an instantiation of this
approach that yields a family of good subspace designs over a fixed size field.

Let us now sketch the algebraic crux of the polynomial based construction in [7], and
the associated challenges in extending it to other function fields. The core property of a
dimension s subspace W of polynomials underlying the construction of Theorem 2 is the
following: If f1, f2, . . . , fs ∈ Fq[X] of degree less than q − 1 are linearly independent over
Fq (these s polynomials being a basis of the subspace W ), then the “folded Wronskian,"
which is the determinant of the matrix M(f1, f2, . . . , fs) whose i, j’th entry is fj(γi−1X), is
a nonzero polynomial in Fq[X]. Here γ is an arbitrary primitive element of Fq. One might
compare this with the classical Wronskian criterion for linear dependence over characteristic
zero fields (and also holds when characteristic is bigger than the degree of the fi’s), based on
the singularity of the s× s matrix whose i, j’th entry is di−1fj

dXi−1 .
One approach is to prove this claim about the folded Wronskian is via a “list size" bound

from list decoding: one can prove that for any A1, . . . , As ∈ Fq[X], not all 0, the space of
solutions f ∈ Fq[X]<(q−1) to

A1(X)f(X) +A2(X)f(γX) + · · ·+As(X)f(γs−1X) = 0 (1)

has dimension at most s − 1. (This was the basis of the linear-algebraic list decoding
algorithm for folded Reed-Solomon codes [6, 8].) Stating the contrapositive, if f1, f2, . . . , fs
are linearly independent over Fq[X], then the rows of the matrix M(f1, f2, . . . , fs) are
linearly independent, and therefore its determinant, the folded Wronskian, is a nonzero
polynomial. On the other hand, being the determinant of an s × s matrix whose entries
are degree m polynomials, the folded Wronskian has degree at most ms. To prove the
subspace design property, one then establishes that for each subspace Hi in the collection
that intersects W = span(f1, . . . , fs), the determinant picks up a number of distinct roots
each with dim(W ∩Hi) multiplicity, the set of roots for different intersecting Hi being disjoint
from each other. The total intersection bound then follows because the folded Wronskian
has at most ms roots, counting multiplicities.

One can try to mimic the above approach for folded algebraic-geometric (AG) codes,
with fσ for some suitable automorphism σ playing the role of the shifted polynomial f(γX).
This, however, runs into significant trouble, as the bound on number of solutions f to the
functional equation analogous to (1), A1f +A2f

σ + · · ·+Asf
σs−1 = 0, is much higher. The

list of solutions is either exponentially large and needs pruning via pre-coding the folded AG
codes with subspace-evasive sets [10], or it is much bigger than qs−1 in the constructions
based on cyclotomic function fields and narrow ray class fields where the folded AG codes
work directly [5, 12].

Let F/K be a function field where the extension is Galois with Galois group generated
by an automorphism σ. We choose the m-dimensional ambient space V ∼= Fmq to be a
carefully chosen subspace of a Riemann-Roch space in F of degree `� m (specifically, we
require ` > m + 2g where g is the genus). We then establish that if f1, f2, . . . , fs ∈ V are
linearly independent over Fq, a certain “automorphism Moore matrix" Mσ(f1, f2, . . . , fs) is
non-singular. The determinant of this Moore matrix is thus a non-zero function in F , and
this generalizes the folded Wronskian criterion for polynomials mentioned above.

This non-singularity result is proved in two steps. First, we show that for functions in
V, linear independence over Fq implies linear independence over K. Then we show that
for any f1, . . . , fs ∈ F that are linearly independent over K = Fσ, the automorphism
Moore matrix associated with σ is non-singular. With our hands on the non-zero function
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∆ = det(Mσ(f1, f2, . . . , fs)), we can proceed as in the folded Reed-Solomon case – the
part about ∆ picking up many zeroes whenever a subspace in the collection intersects
span(f1, . . . , fs) also generalizes. The pole order of ∆, however, is now `s instead of ms in
the polynomial-based construction. This is the cause for the worse bound on total intersection
dimension in our Theorem 4. The detailed analysis of the above function field generalization
will be presented in a full version of this paper. In the current version, we present only
constructions without proof and hence “automorphism Moore matrix" is not introduced.

Organization. We begin with a quick review of background on algebraic function fields in
general and cyclotomic function fields in particular in Section 2. We presentour constructions
of subspace designs from function fields in Section 3 In Section 4, we instantiate our
construction with specific cyclotomic function fields and derive our main consequence for
subspace designs and establish Theorem 4.

2 Preliminaries on function fields

Background on function fields. Throughout this paper, Fq denotes the finite field of q
elements. A function field F over Fq is a field extension over Fq in which there exists an
element z of F that is transcendental over Fq such that F/Fq(z) is a finite extension. Fq is
called the full constant field of F if the algebraic closure of Fq in F is Fq itself. In this paper,
we always assume that Fq is the full constant field of F , denoted by F/Fq.

Each discrete valuation ν from F to Z∪{∞} defines a local ring O = {f ∈ F : ν(f) > 0}.
The maximal ideal P of O is called a place. We denote the valuation ν and the local ring O
corresponding to P by νP and OP , respectively. The residue class field OP /P , denoted by
FP , is a finite extension of Fq. The extension degree [FP : Fq] is called degree of P , denoted
by deg(P ).

Let PF denote the set of places of F . A divisor D of F is a formal sum
∑
P∈PF

mPP ,
where mP ∈ Z are equal to 0 except for finitely many P . The degree of D is defined to be
deg(D) =

∑
P∈PF

mP deg(P ). We say that D is positive, denoted by D > 0, if mP > 0 for all
P ∈ PF . For a nonzero function f , the principal divisor (f) is defined to be

∑
P∈PF

νP (f)P .
Then the degree of the principal divisor (f) is 0. The Riemann-Roch space associated with a
divisor D, denoted by L(D), is defined by

L(D) := {f ∈ F \ {0} : (f) +D > 0} ∪ {0}. (2)

Then L(D) is a finite dimensional space over Fq. By the Riemann-Roch theorem [15],
the dimension of L(D), denoted by dimFq (D), is lower bounded by deg(D) − g + 1, i.e.,
dimFq

(D) > deg(D)−g+1, where g is the genus of F . Furthermore, dimFq
(D) = deg(D)−g+1

if deg(D) > 2g−1. In addition, we have the following results [15, Lemma 1.4.8 and Corollary
1.4.12(b)]:
(i) If deg(D) < 0, then dimFq

(D) = 0;
(ii) For a positive divisor G, we have dimFq (D)− dimFq (D −G) 6 deg(G), i.e., dimFq (D −

G) > dimFq
(D)− deg(G).

Let Aut(F/Fq) denote the set of automorphisms of F that fix every element of Fq, i.e.,

Aut(F/Fq) = {τ : τ is an automorphism of F and ατ = α for all α ∈ Fq}.

For a place P ∈ PF and an automorphism σ ∈ Aut(F/Fq), we denote by Pσ the set
{fσ : f ∈ P}. Then Pσ is a place and moreover we have deg(Pσ) = deg(P ). The place
Pσ is called a conjugate place of P . σ also induces an automorphsim of Aut(FP /Fq). This
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implies that there exists an integer e > 0 such that ασ = αq
e for all α ∈ FP . σ is called the

Frobenius of P if e = 1, i.e., ασ = αq for all α ∈ FP . For a place P and a function f ∈ OP , we
denote by f(P ) the residue class of f in FP . Thus, we have (f(P ))qe = (f(P ))σ = fσ(Pσ).

Background on cyclotomic function fields. Let x be a transcendental element over Fq and
denote by K the rational function field Fq(x). Let Kac be an algebraic closure of K. Denote
by Fq[x] the polynomial ring Fq[x]. Let End(Kac) be the ring of homomorphisms from Kac

to Kac. We define ρx(z) = zq+xz for all z ∈ Kac. For i > 2, we define ρxi(z) = ρx(ρxi−1(z)).
For a polynomial p(x) =

∑n
i=0 aix

i ∈ Fq[x], we define ρp(x)(z) =
∑n
i=0 aiρxi(z). For

simplicity, we denote ρp(x)(z) by zp(x). It is easy to see that zp(x) ∈ Fq[x][z] is a q-linearized
polynomial in z of degree qd, where d = deg(p(x)).

For a polynomial p(x) ∈ Fq[x] of degree d, define the set

Λp(x) := {α ∈ Kac : αp(x) = 0}. (3)

Then Λp(x) ' Fq[x]/(p(x)) is an Fq[x]-module and it has exactly qd elements. Furthermore,
Λp(x) is a cyclic Fq[x]-module. For any generator λ of Λp(x), one has Λp(x) = {λA : A ∈
Fq[x]/(p(x))} and λA is a generator of Λp(x) if and only if gcd(A, p(x)) = 1. The extension
K(λ) = K(Λp(x)) is a Galois extension over K with Gal(K(Λp(x))/K) ' (Fq[x]/p(x))∗,
where (Fq[x]/p(x))∗ is the unit group of the ring Fq[x]/(p(x)). We use σA to denote
the automorphism of Aut(K(λ)/K) corresponding to A, i.e., λσA = λA. The size of
(Fq[x]/p(x))∗ is denoted by Φ(p(x)). If p(x) is an irreducible polynomial of degree d over
Fq, we have Φ(p(x)) = qd − 1. In this case, the extension K(Λp(x))/K is cyclic and
Gal(K(Λp(x))/K) ' (Fq[x]/p(x))∗ ' F∗qd .

3 Construction of subspace design

Let σ ∈ Aut(F/Fq) be an automorphism of a finite order. Denote by Fσ the fixed field by
〈σ〉, i.e., Fσ = {x ∈ F : xσ = x}. By the Galois theory, F/F σ is a Galois extension and
Gal(F/F σ) = 〈σ〉. Let D be a divisor of F such that Dσ = D. Assume that Q′ is a place of
F lying above a rational place Q of Fσ and Q′ 6∈ supp(D). Furthermore, assume that V is
an Fq-subspace of L(D) such that V ∩ L(D −Q′) = {0}.

For each place P ∈ PF such that P 6∈ supp(D) and P, P σ−1
, . . . , P σ

−(t−1) are distinct, we
define the subspace HP :

HP = {f ∈ V : f(Pσ
−i

) = 0 for each i ∈ {0, . . . , t− 1}} = V ∩ L
(
D −

t−1∑
i=0

Pσ
−i

)
. (4)

Recall that f(P ) is defined to be the residue class of f in the residue field OP /P . Hence, it
is clear that

dimFq (HP ) > dimFq (V) + dimFq

(
D −

t−1∑
i=0

Pσ
−i

)
− dimFq (D) > dimFq (V)− t deg(P ).

Let f(P )σ = f(P )qe for some integer e > 0. Thus, we have fσi(Pσi) = f(P )σi = f(P )qei for
all integers i > 0.

Define SP = {Pσ−i : i ∈ {0, . . . , t− 1}}, and denote by Fr a set of places P with degree
r such that SP are disjoint and |SP | = t.
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I Theorem 6. For any integers s, t with 1 6 s 6 t, the collection (HP )P∈Fr of subspaces
of V, each of codimension at most rt, is an

(
s, `s
r(t−s+1)

)
strong subspace design, where

` = deg(D).

In the above construction, there is no upper bound on the degree of the divisor D. This
makes it possible to compute the dimension of the Riemann-Roch space L(D). The next
construction is for the case when the degree of D is upper bounded by [F : Fσ]. This
construction works for function fields of small genus.

Suppose that there exists a rational place Q in Fσ such that there is only one place Q′ of
F lying above Q. Let D be a positive divisor of F with Q′ 6∈ supp(D) and deg(D) < n. For
each place P ∈ PF such that P 6∈ supp(D) and P, P σ−1

, . . . , P σ
−(t−1) are distinct, we define

the subspace IP :

IP = {f ∈ L(D) : f(Pσ
−i

) = 0 for each i ∈ {0, . . . , t− 1}}. (5)

I Theorem 7. For any integers s, t with 1 6 s 6 t, the collection (IP )P∈Fr of subspaces
of L(D), each of codimension at most rt, is an

(
s, `s
r(t−s+1)

)
strong subspace design, where

` = deg(D).

4 Subspace design from cyclotomic function fields

In this section, we will present subspace design from the construction given in Section 3 by
applying cyclotomic function fields. We start with the subspace design in an ambient space
of smaller dimension.

The small dimension case. If deg(D) is smaller than n = [F : Fσ] and n is smaller than
the genus g(F ) of F , in general it is hard to compute dimension of the Riemann-Roch space
L(D). Therefore, we cannot use the construction given in Theorem 7. In this subsection, we
apply Theorem 7 to the case where we can estimate the dimension of L(D).

Let F be the rational function field Fq(x). Let σ ∈ Aut(F/Fq) be given by x 7→ γx, where
γ is a primitive element of F∗q . By Theorem 7, one can obtain the subspace design given in
[7]. Below we show that the subspace design given in [7] can be realized by using cyclotomic
function fields.

Put K = Fq(x). Let p1(x) be a monic linear polynomial. For instance, we can simply
take p1(x) = x. Then the cyclotomic function field F1 := K(Λp1) is a cyclic extension over
K with Gal(F1/K) ' F∗q . In fact, F1 = K(λ) = Fq(λ) with λ satisfying λq−1 + x = 0.
Thus, K = Fq(λq−1). Let γ be a primitive root of Fq and let σ ∈ Gal(F/K) be defined by
λσ = λγ = γλ. This gives the exactly the same function fields and automorphism σ as in [7].
Therefore, we conclude that this cyclotomic function field also realizes the subspace design
given in [7].

Next we consider a monic primitive quadratic polynomial p2(x) = x2 + αx + β with
α, β ∈ Fq. Then the cyclotomic function field F2 := K(Λp2) is a cyclic extension over K with
Gal(F2/K) ' (Fq[x]/(p2)∗. In fact, F2 = K(λ) with λ satisfying λq2−1 + λq−1(xq + x+ α) +
x2 + αx+ β = 0. (see [14]). Let σ be a generator of Gal(F2/K). Then by the Galois theory,
the fixed field Fσ2 is the rational function field K = Fq(x). The genus of the function field F2
is g(F2) = (q−2)(q+1)

2 [13, 14].
The zero of p2(x) is the unique ramified place in Fq(x) and it is totally ramified. Let P ′

be the unique place of F2 that lies over the zero of p2(x). Let ` be an even positive integer
with ` < q2 − 1 and let D = (`/2)P ′. Then deg(D) = ` and Dσ = D. Furthermore, we know
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that the the zero of (x − α) is fully inert in F2/K. By Theorem 7, we have the following
result.

I Theorem 8. For all positive integers s, r, t,m and prime powers q satisfying s ≤ t ≤ m =
ζq2 for some ζ ∈ (0, 1/2], the above construction yields a collection of M = Ω( q

r

rt ) spaces
I1, . . . , IM ⊂ Fmq , each of codimension rt, which forms an

(
s′, (1+1/(2ζ))ms′

r(t−s′+1)

)
strong subspace

design for all s′ 6 s.

Proof. Choose ` such that the dimension of L((`/2)P ′) is m = ζq2. By the Riemman-Roch
Theorem, we have ζq2 > deg((`/2)P ′)− g(F2) + 1, i.e., ` ≤ ζq2 + g − 1 ≤ (1/2 + ζ)q2. The
desired result follows from Theorem 7. J

The large dimension case. In this subsection, we will make use of Theorem 6 due to large
genus. Let p(x) ∈ Fq[x] be a monic primitive polynomial of degree d > 2. Consider the
cyclotomic function field F := K(Λp(x)), where K is the rational function field Fq(x). Then
F/K is a Galois extension with Gal(F/K) ' (Fq[x]/(p(x)))∗. Thus, Gal(F/K) is a cyclic
group of order qd − 1. Let σ be a generator of this group. Then by the Galois theory, the
fixed field Fσ is the rational function field Fq(x).

The zero of p(x) is the unique ramified place in Fq(x) and it is totally ramified. Let P ′
be the unique place of F lying over the zero of p(x). Let Q′ be the unique place of F that
lies over the zero of x. Since Q′ is totally inert, we have deg(Q′) = [F : Fσ] = qd − 1 := m.

The genus of the function field F is g = 1
2

(
d− 2 + q−2

q−1

)
(qd − 1) + 1. Put D =⌈ 2g+m−1

d

⌉
P ′. Then ` = deg(D) > 2g +m and hence, dimFq

(D −Q′) = deg(D −Q′)− g + 1.
Choose V ⊆ L(D) such that V and L(D − Q′) are a direct sum of L(D). Thus, we have
V ∩ L(D −Q′) = {0} and dimFq

(V) = dimFq
(D)− dimFq

(D −Q′) = qd − 1 = m.
By Theorem 6, we have the following.

I Theorem 9. For all positive integers s, r, t, d,m and prime powers q satisfying gcd(r,m) = 1
and s ≤ t ≤ m/r = (qd − 1)/r, there is an explicit collection of M = Ω(m·q

r

rt ) spaces
H1, . . . ,HM ⊂ Fmq , each of codimension at most rt, which forms an (s′, (d−1/(q−1))ms′

r(t−s′+1) )-
strong subspace design for all s′ 6 s. Furthermore, the subspace design can be constructed in
poly(q,m, r) time.

Proof. The subspace design property follows from Theorem 6 since ` = deg(D) 6 (d −
1/(q − 1))m. The construction of the subspace design mainly involves finding a basis of V
and evaluations of functions at places of degree r which can be computed in poly(q,m, r).
We can enumerate over all degree r irreducible polynomials R ∈ Fq[x] by brute-force in qO(r)

time. None of these places are ramified, and each of these places R splits completely into m
places of degree r, say {Pσi−1 | 1 6 i 6 m}, in F . So we can pick b = bmt c of these places
P, P σ

t

, . . . , P σ
(b−1)t , and define a particular subspace of co-dimension rt associated with each

of them as in (4). J

By setting t ≈ 2s and r ≈ b εm2s c in Theorem 9, we obtain the Main Theorem 4.
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Abstract
We present a pseudo-deterministic NC algorithm for finding perfect matchings in bipartite graphs.
Specifically, our algorithm is a randomized parallel algorithm which uses poly(n) processors,
poly(log n) depth, poly(log n) random bits, and outputs for each bipartite input graph a unique
perfect matching with high probability. That is, on the same graph it returns the same matching
for almost all choices of randomness. As an immediate consequence we also find a pseudo-
deterministic NC algorithm for constructing a depth first search (DFS) tree. We introduce a
method for computing the union of all min-weight perfect matchings of a weighted graph in RNC
and a novel set of weight assignments which in combination enable isolating a unique matching
in a graph.

We then show a way to use pseudo-deterministic algorithms to reduce the number of random
bits used by general randomized algorithms. The main idea is that random bits can be reused by
successive invocations of pseudo-deterministic randomized algorithms. We use the technique to
show an RNC algorithm for constructing a depth first search (DFS) tree using only O(log2 n) bits
whereas the previous best randomized algorithm used O(log7 n), and a new sequential randomized
algorithm for the set-maxima problem which uses fewer random bits than the previous state of
the art.

Furthermore, we prove that resolving the decision question NC = RNC, would imply an
NC algorithm for finding a bipartite perfect matching and finding a DFS tree in NC. This is not
implied by previous randomized NC search algorithms for finding bipartite perfect matching, but
is implied by the existence of a pseudo-deterministic NC search algorithm.
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1 Introduction

Perfect Matching: Computing a maximum matching in a graph is a paradigm-setting
algorithmic problem whose understanding has paved the way to formulating some of the
central themes of theoretical computer science. In particular, Edmonds [6] proposed the
definition of tractable polynomial-time solvable problems versus intractable non-polynomial
time solvable problems following the study of the graph matching problem versus the graph
clique problem.
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A distinction of importance to our work is between the decision version of the perfect
matching problem, which asks whether a perfect matching exists, and the search version,
which asks to return a perfect matching if any exist. Lovász [15] showed that using random-
ization, determining the decision problem is reducible to testing that certain integer matrices
are non-singular1. Since the latter can be done in NC, an RNC algorithm for deciding if a
perfect matching in a graph exists follows. The search version was subsequently shown to
be in RNC by Karp, Upfal, and Wigderson [14] via a Monte-Carlo algorithm and by Karloff
[13] via a Las-Vegas algorithm.

The next breakthrough was the RNC algorithm of Mulmuley, Vazirani, and Vazirani
[16]. They assigned random weights to the edges of the graph and proved the elegant
isolation lemma which states that with high probability such a random assignment induces
(isolates) a unique min-weight perfect matching if at least one exists. Subsequently, the
unique minimum weight perfect matching can be determined in parallel by assigning each
edge to a different processor whose task is to essentially determine if the edge participates in
the unique min-weight perfect matching. However, we emphasize that for the same graph
and different isolating weight assignments it is highly likely that different perfect matchings
will be found.

Quite recently, a significant step forward has been made by Fenner, Gurjar, and Thierauf
[7] who showed how to remove randomization but increase the number of processors, for both
the decision and the search variants of the perfect matching problem in bipartite graphs.
They show a quasi-NC algorithm: that is, a deterministic poly(log n) time algorithm which
uses quasi-polynomially many processors. A main idea of their work was to construct a
set of weight assignments and analyze the union of min-weight matchings with respect to
these weight assignments. In their algorithm, the union of min-weight perfect matchings is
never explicitly constructed, but is only used in the analysis. Indeed, it is not known how
to deterministically construct the union of min-weight matchings, and our algorithm uses
randomness to construct the union of min-weight matchings. Their algorithm to find the
matching follows from applying the procedure of Mulmuley et al [16] to the graph with each
of the weight functions they construct until an isolating one is found. Furthermore, the
weight assignments used by [7] are different from ours. See the discussion in Section 3 after
Lemma 8 of its relation to Lemma 2.3 of [7].

Pseudo-determinism: In a different line of work, initiated by Goldwasser and Gat, [8, 5,
11, 12] the class of search problems which can be solved by pseudo-deterministic polynomial
time algorithms was introduced – these are probabilistic polynomial-time algorithms for
search problems that produce a unique output for each given input except with small
probability. That is, they return the same output for all but few of the possible random
choices. Algorithms that satisfy the aforementioned condition are named pseudo-deterministic
(for a formal definition, see Section 2), as they essentially offer the same functionality as
deterministic algorithms: from the point of view of a computationally bounded observer,
pseudo-deterministic and deterministic algorithms behave the same, since they always output
the same answer.

Efficient pseudo-deterministic algorithms have been shown [5, 8, 12, 11] for several search
problems for which no efficient deterministic algorithms are known. These problems include
number theoretic search problems [12, 8, 5], multi-variate polynomial non-zero findings [8],

1 The decision problem is equivalent to testing whether the determinant of the Tutte matrix of the graph
(or a simplified version of it in the bipartite case) is identically 0.
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and several sub-linear algorithms [11]. The latter work of Goldwasser, Goldreich and Ron [11]
shows separations between deterministic, randomized and pseudo-deterministic sub-linear
algorithms in accordance with the (asymptotic) number of queries they must require.

The larger question of whether the class of pseudo-deterministic polynomial time search
problems is strictly contained in the class of probabilistic polynomial time search problems
remains open (see the discussion by Goldreich [10] and in [8, 11] and the discussion below).
However, the significance of showing a pseudo-deterministic algorithm in lieu of deterministic
ones is amply illustrated by the following observation: If P = BPP then any pseudo-
deterministic polynomial time algorithm for a search problem implies a polynomial time
deterministic algorithm for the problem.2 In contrast, the randomized versus deterministic
complexity of search problems may not be settled by all proofs of P = BPP . That is, certain
proofs of P = BPP may not generalize to the search setting. A similar situation emerges for
the question of randomized versus deterministic parallel complexity of search problems.

We remark that the study of pseudo-deterministic algorithms seems particularly relevant
in the parallel and distributed settings: if two parties invoke a pseudo-deterministic algorithm
on the same input, they would be guaranteed to obtain the same result with high probability,
regardless of the randomness used. In the distributed setting, pseudo-determinism has been
used for scheduling algorithms [9].

1.1 Our Results
In this work we initiate the study of pseudo-deterministic algorithms in the context of NC. In
particular, in lieu of deterministic NC algorithms for both the decision and search versions of
perfect matching in a graph, we ask the following question: Does a pseudo-deterministic NC
algorithm exist for the perfect matching search problem? We settle this question affirmatively
for bipartite graphs.

We present a pseudo-deterministic NC algorithm for finding perfect matchings in bipartite
graphs. Namely, we present a randomized NC algorithm which on input a bipartite graph
G outputs a unique (canonical) perfect matching with high probability, if at least one
perfect matching exists. All previous RNC algorithms (including [16]) would output different
matchings on different executions.

I Theorem 1 (Main Theorem). There exists a pseudo-deterministic NC algorithm that, given
a bipartite graph G, returns a perfect matching of G, or states that none exist. The algorithm
uses O(log2(n)) random bits.

Aggarwal, Anderson, and Kao [1] present an RNC algorithm for constructing a depth
first search tree for directed graphs. Their algorithm’s only use of randomization is to solve
bipartite min-weight perfect matching as a subroutine. We can adapt our algorithm to find
a unique min-weight perfect matching. Hence, our results imply a pseudo-deterministic NC
algorithm for computing depth first search (DFS) in general directed graphs.

I Corollary (DFS). There exists a pseudo-deterministic NC algorithm that, given a directed
graph G, returns a depth first search tree of G.

In the full version of the paper, we show a general method for using pseudo-determinism
to reducing the number of random bits used by general randomized algorithms. The main

2 This follows from the characterization of Gat and Goldwasser [8] showing that search problems solvable
by polynomial time pseudo-deterministic algorithms are exactly the problems solvable by a polynomial
time algorithm with access to a BP P oracle for an analogous decision problem.
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idea is that random bits used to solve problems pseudo-deterministically can later be reused,
thus avoiding the need to sample more random bits. We then show applications of the
technique, including the following Theorem:

I Theorem (DFS With Few Random Bits). There exists an RNC algorithm that, given a
directed graph G, returns a depth first search tree of G using only O(log2(n)) random bits.
Furthermore, the algorithm is pseudo-deterministic.

Previously, the best known algorithm for computing a DFS in RNC used O(log7(n))
random bits (and, furthermore, was not pseudo-deterministic).

It is possible to show, as stated below, that the set of problems solvable by NC pseudo-
deterministic algorithms are exactly the set of problems solvable by an NC algorithm with
an oracle to RNC decision problems. Thus, our main result implies the existence of a
deterministic NC algorithm for finding a bipartite perfect matching if NC = RNC. Prior
works on the perfect matching search problem in bipartite or general graphs do not imply a
deterministic NC solution for the perfect matching search problem, even if an NC algorithm
were found for the decision version of the problem. More generally, even if NC = RNC, it
does not generally imply that every search problem that is solvable by an RNC algorithm
has a deterministic NC solution.

I Lemma (Pseudo-deterministic NC). The class of search problems with pseudo-deterministic
NC algorithms is the class of search problems solvable by an NC machine given access to an
oracle for RNC decision problems.

Combining the above lemma with Theorem 1, we prove the following:

I Corollary. If NC = RNC, then there exists a deterministic NC algorithm that given a
bipartite graph G, outputs a perfect matching of G (or states that none exists).

Combining with the reduction of Aggarwal, Anderson, and Kao [1], we also obtain the
following:

I Corollary. If NC = RNC, then given a graph G, there exists an NC algorithm that returns
a depth first search tree of G.

1.2 High Level Ideas of the Algorithm
We now present an overview of the algorithm and proof of Theorem 1.

Let G be the given bipartite graph. At a high level the algorithm will proceed as follows.
1. In deterministic NC we construct a weight assignment w to the edges of G for which the

union graph of all min-weight perfect matchings with respect to w (i.e., the union of
all edges participating in at least one minimum weight matching) is significantly smaller
than G.

2. In randomized NC we construct the union graph of all min-weight perfect matchings
with respect to w.

3. We repeat steps 1 and 2 above, and every so often we contract some edges of the graph,
until we arrive at a graph small enough that we can deterministically construct a perfect
matching using brute force.

4. We then “uncontract" to arrive at a matching of the original graph.
Note that the only randomized step of the algorithm is step (2): the construction of the
union graph of min-weight perfect matchings. Because the union graph of min-weight perfect
matchings is unique (i.e., there is only one union of min-weight perfect matchings), this step
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of the algorithm is pseudo-deterministic. As all steps in the algorithm are either deterministic
or pseudo-deterministic, the resulting algorithm will be in pseudo-deterministic.

Constructing the union of all min-weight perfect matchings of G with respect to w will be
an important step in our solution, as it will allow us to prune the graph (removing the edges
which participate in no min-weight perfect matching) while maintaining the property that
the graph has a perfect matching. We will next show how to use randomization to construct
the union.

We remark that it remains an open problem to deterministically compute the union of
min-weight perfect matchings in NC. Whereas the analysis of the union graph with respect
to a particular set of weight assignments plays an important role in the recent quasi-NC
result of [7], they do not explicitly construct it as part of their decision or search algorithms.

I Lemma (Union of min-weight perfect matchings). Let G(V, E) be a bipartite graph with a
polynomially bounded weight assignment w to the edges. Let E1 be the union of all min-weight
perfect matchings in G. There exists an RNC algorithm for finding the set E1.

The Lemma appears in Section 3 as Lemma 9. We outline the proof below.
We compute the union of min-weight perfect matchings by creating a process, for each

edge ei, whose goal is to determine whether ei participates in some min-weight perfect
matching. To this end, the process creates a new weight assignment wi which lowers the
weight of ei by a small amount. The new weight assignment is picked so that if ei is in some
w-minimal perfect matching, then ei must be in all wi-minimal perfect matchings; whereas
if ei is not in any w-minimal perfect matching, then it must be in none of the wi-minimal
perfect matchings. By finding any (not necessarily unique) wi-minimal perfect matching
(which can be done in RNC using techniques in [16], and is the only randomized step of our
algorithm) and checking whether ei participates in the matching, we can determine whether
ei is in the union of min-weight matchings with respect to w. We can then return the union
of all ei which are in some min-weight matching.

Recall that the goal of constructing the union graph is to reduce the problem to a smaller
graph by removing many edges. To apply the above procedure so as to effectively reduce
the size of the graph, we deterministically construct a set of weight assignments with the
property that constructing the union of all min-weight perfect matchings in G with respect to
these assignments (by going through the weight assignments in sequence and removing edges
in each iteration) leaves G with many vertices of degree at most 2. We can then contract
all vertices of degree at most 2 with their neighbors to get a smaller graph in which we
recursively run our algorithm until we remain with only a constant number of vertices. At
this point, we can deterministically compute a unique perfect matching in O(1) time. We
note that although performing the contraction procedure in NC takes some care, if it is done
properly it is easy to extend a perfect matching in the contracted graph to the original graph.

The construction of weight assignments with the above property proceeds as follows. By a
theorem in [2], we learn that if the girth (length of the shortest cycle) of G is at least 4 log n,

then at least 1
10 of the vertices have degree at most 2. Therefore, if our weight assignments

w1, . . . , wt can make all small cycles disappear (when we construct the union of w1-minimal
matchings, then construct the union of w2-minimal matchings on this new graph, etc., then
at the end are left with a graph with no small cycles), we will be able to reduce our problem
to a smaller graph by contracting vertices of degree up to 2. It was shown in [7] that for any
weight assignment w, every cycle with nonzero circulation (the sum of the weights of the
odd edges of a cycle minus the sum of the weights of the even edges of the cycle) disappears
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when we look at the union of w-minimal perfect matchings 3. We thus need to show how to
construct a set of weight functions which will ensure that each small (containing fewer than
4 log n vertices) cycle will have nonzero circulation with respect to at least one of the weight
functions.

I Lemma (Non-Zero Circulation for Small Cycles). Let G be a bipartite graph on n vertices.
Then one can construct in NC a set of O(log n) weight assignments with weights bounded by
poly(n) such that every cycle of length up to 4 log n has nonzero circulation for at least one
of the weight assignments.

This Lemma appears in Section 3 as Lemma 8. We remark that the weight assignments
used by [7] are different from ours. We point the reader to a discussion following Lemma 8
for its relation to Lemma 2.3 of [7].

To prove this Lemma we first note that if a cycle of length up to 2k = 4 log n has
circulation 0, then the sum of the weights of the odd edges equals the sum of the weights of
the even edges. That means that there are two subsets of E(G) of size up to k that have the
same sum of weights. If we could construct weight functions such that no two sets of size up
to k have the same sum of weights with respect to all of the weight functions, we will have
proved the Lemma.

The idea of the construction in the Lemma’s proof is to have k + 1 weight assignments,
and let the mth edge have weight

wi(m) = [mi]p

with respect to the ith weight function, where [x]p denotes the number between 1 and p

which is equal to x modulo p, and where p is an arbitrary prime greater than n2.
Then, given the sum of the weights (with respect to each of the wi) of k elements labeled

m1 through mk, we can retrieve the sums
∑k

j=1 mi
j (mod p), for all 1 ≤ i ≤ k + 1. Using

these sums, we can use Newton’s identities to find the minimal polynomial over Fp with
roots m1, m2, . . . , mk, which uniquely determines the set of elements m1, m2, . . . , mk,. Thus,
no two distinct subsets of size up to k can have the same sum of weights.

We note that the weights in the Lemma (where k = 2 log n) are of polynomial size.
We now can construct the union of min-weight matchings with respect to w1 to get a

graph G1. Then, we can construct the union of min-weight matchings in G1, with respect to
w2, and so on until wk. When we are done, we have a graph of high girth, so we can contract
many vertices of degree up to 2 (recall that a graph of girth greater than 4 log n has at least
one tenth of its vertices of degree up to 2). We now have a smaller graph, and we recurse,
completing the proof’s outline.

1.3 Pseudo-Determinism and Search vs Decision Derandomization
Understanding the role of randomness in computation is one of the main problems in
complexity theory. In the context of decision problems the separation between P and BPP

indeed captures the gap between randomized and deterministic polynomial time algorithms.
However, in the context of search problems, it does not. Even if we assume P = BPP,

there may exist search problems solvable by known randomized polynomial time algorithms

3 We note that in [7] the authors do not construct the union of w-minimal perfect matchings, but only use
the union in their analysis of the algorithm. The algorithm in this paper, on the other hand, constructs
the union of w-minimal perfect matchings.
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which may not succumb to deterministic polynomial time algorithms. In other words, there
exist polynomial time search problems whose randomized vs deterministic complexity may
not be settled by a proof of P = BPP (it is worth noting that many approaches towards
P = BPP , such as pseudorandom generators, may generalize to show that search-P =
search-BPP , for certain definitions of search-BPP . In particular, any proof of P = BPP

strong enough to prove that promise-P = promise-BPP would generalize to the search
setting as shown by Goldreich [10]). For example, the problem of generating primes (given
1n, output a prime with n bits) has an efficient randomized algorithm. However, even under
the assumption P = BPP , it is not known if there exists a polynomial time deterministic
algorithm. A similar situation is the case for the primitive root problem (given a prime
p, output a primitive root modulo p). In [8], the authors prove that a problem admits a
pseudo-deterministic polynomial time algorithm (i.e., a randomized search algorithm which
outputs the same result for all but few random seeds, formally defined in Section 2) if and
only if it is polynomial time reducible to a decision problem in BPP . Thus, any pseudo-
deterministic algorithm one demonstrates for a search problem would immediately provide a
derandomized algorithm for the problem if P = BPP . Our understanding of the randomized
complexity for search problems in the parallel setting is quite similar to the polynomial time
setting. The NC vs RNC question does not capture the full power of randomization in the
parallel setting, since resolving the question for decision problems has no direct bearing on
the search-NC vs search-RNC question. We remark that the leading derandomization effort
in complexity theory, the so called “hardness vs randomness" paradigm, applies to search
problems as well. In a nutshell, the tool of the paradigm is to construct pseudo-random
generators or hitting-set generators to derandomize. However, other proofs of NC = RNC

may have no direct implication about the relationship of NC and RNC in the context of
search. The existence of a pseudo-deterministic algorithm for a problem has direct bearing
on the derandomization question under the assumption NC = RNC. We show in the full
version of the paper that if NC = RNC, then the set of problems with NC search algorithms
equals the set of problems with NC pseudo-deterministic algorithms (i.e., search algorithms in
RNC which output the same solution for all but few random seeds). Our argument is similar
to the argument shown in [8] regarding the polynomial time setting. Viewed in this light,
our main theorem is that if NC = RNC, then there exists a deterministic NC algorithm for
finding a perfect matching in a bipartite graph. While it would be interesting to find general
implications about derandomization of search problems under the assumption that decision
problems are derandomized, our paper is specifically about the bipartite perfect matching
problem.

1.3.1 Organization
In Section 2, we discuss useful definitions and lemmas from prior works. In Section 3, we
prove the main lemmas used in the algorithm. In Section 4, we describe the algorithm, and
prove its correctness In the full version of the paper, we show a general method for saving
random bits using pseudo-determinism, and apply it to save bits in the matching algorithm,
as well as in a depth first search algorithm. Furthermore, in the full version we show that if
NC = RNC, then all pseudo-deterministic NC algorithms can be fully derandomized. In
the full version of the paper, we show how to reduce the number of random bits used by our
matching algorithm.

2 Background and Preliminaries

We begin with a formal definition of pseudo-deterministic:
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I Definition 2 (Pseudo-deterministic). An algorithm A for a relation R is pseudo-deterministic
if there exists some function s such that A, when executed on input x, outputs s(x) with
high probability, and s satisfies (x, s(x)) ∈ R.

To contrast the definition with that of a standard randomized algorithm, we note that a
standard randomized algorithm may output a different y on different executions, as long as
(x, y) ∈ R.

I Definition 3 (Pseudo-Deterministic NC). We call an algorithm pseudo-deterministic NC if
it is in RNC, and is pseudo-deterministic.

We now present some lemmas from previous work.

I Lemma 4 (Theorem 2 in [16]). Given a graph G with a weight function w : E → Z, with
polynomially bounded weights, it is possible to construct a w-minimal perfect matching of G

in RNC.

I Definition 5 (Circulation). Let G(V, E) be a graph with weight assignment w. The
circulation cw(C) of an even length cycle C = (v1, v2, . . . , vk) is defined as the alternating
sum of the edge weights of C,

cw(C) = |w(v1, v2)− w(v2, v3) + w(v3, v4)− · · · − w(vk, v1)|.

Circulation has been used for an NC algorithm for perfect planar bipartite matching [4]
and for a quasi-NC algorithm for bipartite matching [7].

I Lemma 6 (Lemma 3.2 in [7]). Let G be a bipartite graph, and let C be a cycle in G. Let
w be a weight function such that the cycle C has nonzero circulation. Then the graph G1
obtained by taking the union of all min-weight perfect matchings on G does not contain the
cycle C.

The proof in [7] relies on the matching polytope. We present a combnatorial proof found
by Anup Rao, Amir Shpilka, and Avi Wigderson, based on Hall’s Theorem:

Proof. Let G′ be the multigraph obtained by taking the disjoint union of all min-weight
perfect matchings (i.e., if an edge e appears in k min-weight perfect matchings of G, then G′

contains k copies of e).
Suppose that there exists a cycle C of nonzero circulation in G′. Then suppose without

loss of generality that the sum of weights of the odd edges of C is larger than the sum of the
weights of the even edges. Then we remove a single copy of each odd edge of C from G′, and
add a single copy of each even edge of C to G′. Call this new graph G′′.

We note that G′ is a regular graph since it is the disjoint union of matchings, and
matchings are regular graphs of degree 1. We also see that every vertex has the same degree
in G′′ as in G′. Hence, G′′ is regular.

We know that every regular bipartite graph is a union of perfect matchings (to prove
this, we can induct on the degree. A regular bipartite graph must satisfy Hall’s condition.
Therefore, it has a perfect matching, which we can remove. We now obtain a new regular
graph of lower degree, which by induction must be a union of perfect matchings).

If we let M be the minimal weight of a matching in G, and we suppose G has d min-weight
matchings, then the sum of the weights of edges of G′ is Md. However, the total weight of all
edges in G′′ is lower than the total weight of all edges in G′. We know that G′′ is regular of
degree d, and therefore is a union of d perfect matchings. If we decompose G′′ into d perfect
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matchings, it is impossible that they all have weight at least M , because G′′ had total weight
less than Md. Therefore, G′′ has a matching of weight less than M, which corresponds to a
matching of weight less than M in G. This contradicts the assumption that M is the minimal
weight of a matching in G. J

The following lemma originates in [2].

I Lemma 7. Let H be a graph with girth (length of shortest cycle) g ≥ 4 log n. Then H

has average degree < 2.5. In particular, at least 1
10 (a constant fraction) of the vertices have

degree at most 2.

3 Key Lemmas

We present some definitions, as well as key lemmas from previous work, in Section 2.
In [16], a weight assignment is chosen at random such that with high probability there is

a unique min-weight perfect matching. Our goal will be to deterministically construct weight
assignments with similar properties. Specifically, we will construct weight assignments which
give nonzero circulation to small cycles.

I Lemma 8 (Non-Zero Circulation for Small Cycles). Let G be a bipartite graph on n vertices.
Then one can construct in NC a set of O(log n) weight assignments with weights bounded by
poly(n) such that every cycle of length up to 4 log n has nonzero circulation for at least one
of the weight assignments.

We would like to point out the differences between this Lemma and Lemma 2.3 of [7]
(which originates in [3]). At heart, the two Lemmas are quite different, but they seem similar
at first glance. Lemma 2.3 of [7] proves that for any number t, one can construct a set of
O(n2t) weight assignments with weights bounded by O(n2t), such that for any set of t cycles,
one of the weight assignments gives nonzero circulation to each of the t cycles.

Since the number of length s cycles is at most ns, their theorem implies a set of O(ns+2)
weight assignments with weights bounded by O(ns+2) (note that this is quasi-polynomial
for s = 4 log n, which will be our setting of parameters) such that at least one of the weight
assignments gives non-zero circulation to all small cycles.

We can think about the Lemma as an assignment which isolates all small subsets of S.

We will later use this Lemma to construct a weight assignment for the graph G.

Proof. Let S = {s1, . . . , sm} be the edges of G. Consider the following weight assignments
w1, w2, . . . , w2 log n+1, where we write wi(m) as shorthand for wi(sm):

wi(m) = [mi]p,

where [x]p denotes the number between 1 and p which is equal to x modulo p, and where p

is an arbitrary prime greater than n2. We can find such a prime by having n2 processes each
check a different number between n2 and 2n2. Each of these processes initiate 2n2 processes
which each test divisibility by an integer up to 2n2. (Note that this has no implications
regarding generating primes in NC since our input is of size n instead of log n).

We will show that there exist no two subsets of size up to 2 log n which have the same sum
of weights. Then, in particular, there exists no cycle of length up to 4 log n with circulation
0.

Suppose there exist two distinct subsets of size up to k = 2 log n with equal sums of weights
with respect to each of the wi. We can add zeroes to both subsets such that the sizes of the
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sets are exactly k. Suppose that the sums of the weights of two subsets A = {a1, a2, . . . , ak}
and B = {b1, b2, . . . , bk} are the same. This gives us the following equivalences modulo p:

a1 + a2 + · · ·+ ak ≡ b1 + b2 + · · ·+ bk (mod p)
a2

1 + a2
2 + · · ·+ a2

k ≡ b2
1 + b2

2 + · · ·+ b2
k (mod p)

· · ·
ak+1

1 + ak+1
2 + · · ·+ ak+1

k ≡ bk+1
1 + bk+1

2 + · · ·+ bk+1
k (mod p).

We claim that this implies that A = B. We note that if ai ≡ bj modulo p, then ai = bj

because p is larger than n2 which is larger than the maximal size of ai or bj . Therefore, it
will suffice to show that the set A and the set B are equivalent in Fp.

Given the sums of the ith powers of the aj for i between 1 and k + 1, Newton’s identities
uniquely determine the values of the fundamental symmetric polynomials in the aj . Therefore,
Newton’s identities also uniquely determine the minimal polynomial which has as roots all of
the aj (with multiplicity). We know that this polynomial will be of degree k and therefore
since the bj share this polynomial, the set of the ai and the set of the bj must be equal (they
are both the set of roots of the same polynomial), completing the proof that the weight
assignment has no two distinct subsets of size up to k with the same sum of weights with
respect to all of the weight assignments. J

The following lemma shows that in RNC we can construct the union of min-weight perfect
matchings of a graph G with a weight assignment w.

I Lemma 9 (Union of min-weight perfect matchings). Let G(V, E) be a bipartite graph with a
polynomially bounded weight assignment w to the edges. Let E1 be the union of all min-weight
perfect matchings in G. There exists an RNC algorithm for finding the set E1.

The idea behind the proof is that for each edge ei, we run a process whose goal is to
tell whether ei is part of a min-weight perfect matching. To do so, the process creates a
new weight function which lowers the weight of ei so that if ei was in a min-weight perfect
matching, under the new weight assignment ei is in every min-weight perfect matching (but
if ei was not in any min-weight perfect matching, it should still not be in any min-weight
matching). Then, we use Lemma 4 to find a min-weight perfect matching, and we check if
ei is in the matching. ei will be in the matching if and only if it is part of a min-weight
matching with respect to the original weight function w.

Proof. For each edge ei ∈ E, consider the weight function wi defined by

wi(ej) =
{

2w(ej)− 1 if i = j,

2w(ej) if i 6= j.

Suppose that M is the minimum weight for a matching with respect to w. Then with
respect to wi, the min-weight matching will have weight 2M if ei is in no w-minimal matching.
Otherwise, the min-weight matching will have weight 2M − 1. By finding a wi-minimal
perfect matching (which we can do in RNC by Lemma 4) and checking its weight (or whether
ei participates in the matching), we can determine whether ei is in a w-minimal matching.

Note that this is highly parallelizable: we can run the above for each edge in parallel.
Then, we return the set of all ei which are part of some w-minimal matching. J

4 The Algorithm

We now put everything together to construct an algorithm:
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Perfect-Matching(G)
1 Check if G has a matching in RNC using the algorithm of [16].
2 If G does not have a perfect matching, return ⊥.
3 If |E(G)| ≤ 100 :
4 Find and return a perfect matching of G using brute force.
5 Let {w1, . . . , wt} be the weight assignments from Lemma 8 with t = O(log n).
6 Let G0 = G.

7 For i = 1, 2, . . . , t:
8 Let Gi be the union of wi-minimal perfect matchings of Gi−1 (use Lemma 9).
9 Contract vertices of degree up to 2 in Gt to create G′

(see full version of paper for details).
10 Let M ′ = Perfect-Matching(G′).
11 Extend the matching M ′ in G′ to a matching M in Gt

(see full version of paper for details).
12 Return M .

We first argue that the algorithm returns a perfect matching with high probability. To
do so, we first note that since Gt and G have the same vertices, it is enough to find a perfect
matching on Gt. It is therefore enough to show that G′ has a perfect matching, and that
in step 11 we can extend the perfect matching M ′ in G′ to a perfect matching M in Gt.

This requires analyzing the contraction procedure of step 9. The contraction procedure takes
some care, but its ideas are non-central to our proof.

The main idea behind the contraction step is that if we contract both edges adjacent to
a vertex of degree 2 and find a matching in the new contracted graph, it is easy to turn a
perfect matching in the contracted graph to a perfect matching in the original graph. If v is
the vertex of degree 2, and its two neighbors are u1 and u2, then once we contract the three
vertices we can call the new vertex u′. A perfect matching in the contracted graph will have
an edge (v′, u′) adjacent to u′. That edge, in the original graph, must either be of the form
(v′, u1) or of the form (v′, u2) (note that it cannot be of the form (u′, v), with v being the
vertex of degree 2). Suppose without loss of generality that the edge is (v′, u1). Then we can
add the edge (v, u2) to the matching to form a perfect matching M in Gt from the matching
M ′ in G′. Doing this for multiple vertices in parallel leads to some complications which we
elaborate on in the full version of the paper.

Note that we can amplify the success probability of step 8 so that the probability of
failure is at most 1

n . Since the step gets executed a total of O(log2 n) times (O(log n) times
on each of the O(log(n)) steps of the recursion), by the union bound the probability that
step 8 ever fails is at most log2(n)

O(n) , which can be further amplifies through repetition.
We now argue the algorithm is pseudo-deterministic. We note that randomization is only

used in step 8 to construct the union of min-weight matchings. We use the randomization in
the following context: given a weight assignment on a graph, construct the union of min-
weight perfect matchings of the graph. Since this has a unique correct answer, correctness
implies uniqueness. Therefore, our algorithm returns the same output with high probability,
and is therefore pseudo-deterministic.

We will now show the algorithm lies in RNC. We note that step 4 takes O(1) time and
step 5 is in NC by Lemma 8. The number of iterations of the loop in step 7 is of length
O(log(n)2), by Lemma 8, and taking the union of min-weight perfect matchings within the
loop in step 8 is in RNC by Lemma 9. Note that if Gi−1 has a perfect matching, then so
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does Gi, since Gi is a non-empty union of perfect matchings of Gi−1. Therefore, the loop
iterations can be performed in RNC.

By Lemma 8 and Lemma 6, we see that after completing the loop, Gt has no cycles of
length up to 4 log n. By Lemma 7, in step 9 we contract a constant fraction of the vertices, so
G′ has a constant fraction of the number of vertices of Gt. Therefore, the number of recursive
calls of step 10 is O(log n).

This completes the algorithm’s analysis, proving the following theorem:

I Theorem 10. There exists a pseudo-deterministic NC algorithm that, given a bipartite
graph G on n vertices, returns a perfect matching of G, or states that none exist.

We note that as a consequence of Theorem 10 and a result appearing in the full version
of the paper (the result that if NC = RNC, then every pseudo-deterministic NC algorithm
can be fully derandomized), if NC = RNC then the bipartite perfect matching search
problem can be solved in NC. In the full version, we improve upon Theorem 10 by showing a
pseudo-deterministic NC algorithm for bipartite perfect matching which uses only O(log4 n)
random bits. In the full version of the paper, we further improve upon that by showing a
pseudo-deterministic NC algorithm using only O(log2 n) random bits.

5 Discussion

We can adapt our algorithm to bipartite maximum matching. Given a bipartite graph G,

we add edges such that we have a complete graph, and give weight 1 to each edge of G

and weight 0 to each edge not in G. Now, we take the union of max-weight matchings. We
know that any matching on this graph will have the same maximal weight (the symmetric
difference of two matchings of different weights will contain a cycle of non-zero circulation).
We now pseudo-deterministically find a perfect matching in this new graph, and restrict it to
G to output a maximum matching.

The above also implies pseudo-deterministic NC algorithms for some network flow problems
such as max-flow approximation, which was shown in [17] to be NC-reducible to maximum
bipartite matching. In addition, as an immediate corollary we get a pseudo-deterministic
algorithm for max flow, where capacities are expressed in unary (this problem was shown to
be NC-reducible to bipartite perfect matching in [14])

It remains open to find a pseudo-deterministic NC algorithm for perfect matching in
general (non-bipartite) graphs.

In the context of polynomial time pseudo-determinism, there are many fundamental
problems with polynomial time randomized algorithms where the existence of pseudo-
deterministic polynomial time algorithms remains open. These problems include generating
primes (given 1n, output a prime with n bits); given a prime p and 1d, finding an irreducible
degree d polynomial over Fp; and finding a primitive root modulo p given a prime p and
the factorization of p− 1. We hope for more progress towards finding pseudo-deterministic
polynomial time algorithms for these problems.

Acknowledgments. Thanks to Anup Rao for communicating to us his proof with Amir
Shpilka and Avi Wigderson of Lemma 6 (also Lemma 3.2 in [7]). We are very grateful to
Oded Goldreich for many helpful discussions on this paper and on the connections between
the questions of decision versus search derandomization and pseudo-determinism.
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Abstract
We present the first linear lower bound for the number of bits required to be accessed in the
worst case to increment an integer in an arbitrary space-optimal binary representation. The best
previously known lower bound was logarithmic. It is known that a logarithmic number of read
bits in the worst case is enough to increment some of the integer representations that use one
bit of redundancy, therefore we show an exponential gap between space-optimal and redundant
counters.

Our proof is based on considering the increment procedure for a space optimal counter as a
permutation and calculating its parity. For every space optimal counter, the permutation must be
odd, and implementing an odd permutation requires reading at least half the bits in the worst case.
The combination of these two observations explains why the worst-case space-optimal problem is
substantially different from both average-case approach with constant expected number of reads
and almost space optimal representations with logarithmic number of reads in the worst case.
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1 Introduction

We consider the problem of representing integers in a certain range by binary codes to support
efficient increment operations in the bit-probe model. Our main interest is representing
integers in the range 0, . . . , 2n − 1 by exactly n bits.

Most computational tasks require storing integers, and in some cases special encodings
are better suited to the task. Probably the first encodings used in bit-based memory are
the standard positional binary notation and binary coded decimal. We will consider the
task of incrementing an integer counter in the bit probe model. Following [5], an increment
algorithm is defined as a decision assignment tree (DAT), a binary tree where each inner
node specifies a bit of the code that has to be read to make a decision, and every leaf node
contains a set of changes to the code to perform. In this model the number of bits read by
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Table 1 A summary of best known results.

Number of bits read
to increment

Space-optimal Single extra bit

Average Θ(1) (binary notation)
Worst-case > log2 n [4]

6 n − 1 [2]

> n
2 our contribution

> log2 n [4]
6 log2 n + O(1) [8]

an increment is the depth of the corresponding leaf, and the number of bits written is the
number of changes in the leaf.

The standard binary notation with n bits reads and writes only 2 bits on average, but has
to read and write n bits in the worst case. It is also space-optimal, i.e. every combination of
bits represents a unique integer. Gray codes [6] allow writing only one bit for each increment
operation, but they still require reading all n bits. In the article [5] Fredman introduces the
notion of DAT and considers codes that can use more bits than necessary but still require
writing only a single bit per update. A logarithmic lower bound is proven for the number of
bits read in the worst case for such a code. This bound is sometimes cited in connection with
the codes that write a constant number of bits per increment; while the bound is correct, the
proof in [5] does use the fact that only one bit is written. Fredman also gave a construction of
a code such that the increment procedure needs to read only O(logn) bits in the worst case,
but the code length is worse than for the standard notation by a large multiplicative factor.
Frandsen, Miltersen and Skyum consider a more general problem of encoding elements of
a generic monoid; their article [4] provides a general lower bound for the number of bits
read by an increment procedure for integers in the worst case and a construction of a code
with an increment procedure that needs to read log2 n+ 1 bits in the worst case. This code
needs log2 n extra bits. Constructions developed by Bose et al. in [1] and Rahman and
Munro [8] require a single extra bit or less and achieve logarithmic number of bits read by
the corresponding increment procedures. Rahman and Munro also prove a lower bound of
Ω(
√
n) bits read in the worst case for the special case when increment reads a different subset

of bits for every input or at least each subset of bits is read only for a constant number
of inputs (this is a strong condition; for example, the standard binary notation reads only
the last bit for half of all the inputs). Elmasry and Katajainen provide a code [3] that uses
a logarithmic number of extra bits and requires the increment procedure to read only a
logarithmic number of bits in the worst case while ensuring efficient implementation on a
word-based RAM machine.

For the space-optimal case there is a code [2] that allows reading n− 1 bits in the worst
case and writes no more than 3 bits for each increment operation. This code has been found
by brute force search. The best previously known lower bound on the number of bits to read
in the worst case given in [4] is logarithmic in n.

In this paper we close the exponential gap and settle the complexity of the problem up
to a multiplicative factor of 2 by proving that every representation of integers from 0 to
2n − 1 using n bits require the increment operation to read at least n

2 bits in the worst
case. The proof uses properties of permutations to explain why the space-optimal codes
and the redundant codes are qualitatively different from the point of view of the worst-case
complexity of the increment operation.

In the next section we give the standard definitions related to permutations and cite their
standard properties. Then we define our model of computation. In the section 3 we give an
overview of the core ideas and an outline of the proof.
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The Section 4 contains the detailed definitions of the constructions and the proofs of
their basic properties. The Section 5 contains the combinatorial details and the final part of
the proof. The purpose of the Sections 4 and 5 is to remove any remaining uncertainty after
the brief presentation of the proof in the Section 3.

2 Preliminaries

2.1 Algebraic preliminaries
In this subsection we recall algebraic notions and the standard theorems about permutations
required by our proof. We follow the definitions from [7], but equivalent definitions can be
found in many other abstract algebra books. This subsection can be skipped at the reader’s
discretion.

I Definition 1. A group is a pair (G, ◦) consisting of a set G and a function ◦ : G×G→ G,
such that the following conditions hold:

Associativity: ∀a, b, c ∈ G : a ◦ (b ◦ c) = (a ◦ b) ◦ c.
Neutral element: ∃e ∈ G : ∀a ∈ G : e ◦ a = a ◦ e = a.
e is called a neutral element of a group
Inverse element: ∀a ∈ G : ∃b ∈ G : a ◦ b = b ◦ a = e.
b is called an inverse element of a.

I Theorem 2. There can be only one neutral element in a group G. Let e denote the unique
neutral element in the group. Also, for every a ∈ G there can be only one inverse element.
Let a−1 denote the unique inverse element of a. The inverse element of a composition a ◦ b
is b−1 ◦ a−1.

I Definition 3. The symmetric group Sn is the group of all bijections (one-to-one corres-
pondences) from the set {1, 2, 3, . . . , n} to itself. The group operation ◦ is the composition
of functions. Each bijection in the symmetric group is called a permutation. The neutral
element in the symmetric group is the identity permutation σ(x) = x. The inverse element
of a permutation σ is the inverse function σ−1, also called the inverse permutation of σ.
A permutation σ ∈ Sn can be denoted by

(
1

σ(1)
2

σ(2)
3

σ(4) · · ·
n

σ(n)

)
. In the present paper ◦ will

always be written explicitly.

I Definition 4. Suppose we are given k 6 n different elements x1, . . . , xk ∈ {1, . . . , n}. A
permutation σ given by

σ(x1) = x2, σ(x2) = x3, σ(x3) = x4, . . . , σ(xk−1) = xk, σ(xk) = x1

and σ(x) = x if x /∈ {x1, . . . , xk} is called a k-cycle. It is denoted σ = (x1 x2 . . . xk). A
2-cycle is also called a transposition.

I Definition 5. Let σ ∈ Sn be a permutation. A pair of indices (i, j) where 1 6 i < j 6 n is
called an inversion (of the permutation σ) if σ(i) > σ(j) (i.e. if the permutation inverts the
order in which i and j go).

I Definition 6. A permutation is called even if it has an even number of inversions; otherwise
it is called odd.

I Theorem 7. The composition of two even permutations or two odd permutations is an
even permutation. The composition of an even permutation and an odd permutation in any
order is an odd permutation. A k-cycle is an odd permutation if k is even and an even
permutation if k is odd. The inverse of a permutation has the same parity.
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2.2 The model
I Definition 8. A space-optimal code is an encoding function Enc from {0, 1, 2, . . . , 2n−1}
to the set of bit sequences of length n. Each code implicitly defines the decoding function
Dec = Enc−1 and the increment function Inc(x) = Enc(Dec(x) + 1). We will also call
such codes counters.

I Definition 9. A decision assignment tree (DAT) is a binary tree where each inner
node specifies a single position in the code and every leaf node contains a set of changes
(assignments) in the code. Execution of a DAT on an input bit sequence starts in the root
node and then the next node is the left child of the current node if the bit in the specified
position of the input code is 0 and the right child of the current node otherwise. When a
leaf node is reached, the output is calculated by taking the input and setting the bits in the
positions specified for this leaf node to the specified values.

Each DAT defines a function from bit sequences of some length to bit sequences of the
same length. We will say that all the nodes visited during execution of DAT on some input
(including the root and the leaf node) handle this input. The number of bits read is the
depth of the corresponding leaf, and the number of bits written to the code is the number of
assignments in the leaf.

I Definition 10. The set {0, 1}n is called an n-dimensional hypercube. An element of
a hypercube is called a vertex. Every vertex has n coordinates. A k-dimensional face is
a subset of the n-dimensional hypercube defined by specifying the values of some n − k
coordinates (we will call these coordinates fixed) and allowing all the possible combinations
of values of the remaining k coordinates (we will call these coordinates free). Each vertex of
a hypercube is a bit sequence; we will identify each vertex with the integer it represents in
the standard binary notation. The order on the hypercube vertices given by comparing the
vertices as integers is called the lexicographic order.

3 The bound and the proof outline

The main result of the present paper is: the increment function for every space-optimal code
representing integers from 0 to 2n − 1 must read at least n

2 bits in the worst case. In other
words, there is no space optimal code such that the corresponding increment function never
reads more than L(n) := n

2 − 1 bits.
In this section we present an informal outline of the proof. The core idea of the proof

is representing the permutation specified by Inc as a composition of two permutations,
Before and After , defined in terms of vertices handled by the same leaf node in the DAT
implementing Inc.

Assume that for some n there is a way to encode integers such that the corresponding
increment function Inc can be implemented by a DAT that reads at most L(n) bits in the
worst case. Without loss of generality we can consider an implementation that always reads
exactly L(n) bits. The increment function maps the n-dimensional hypercube into itself and
can be considered as a permutation. This permutation is a cycle of length 2n, and, therefore,
an odd permutation.

We will use a representation of the increment function as a composition of two permuta-
tions, Before and After . Each leaf of the DAT implementing Inc handles some (n− L(n))-
dimensional face of the n-dimensional hypercube. By definition, the restriction of Inc on
each of these faces changes some of the bits in the same way for all the vertices in the face.
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We also know that Inc is a bijection, therefore only the fixed bits can be changed. This
can be interpreted as a parallel translation of the face. The image of each of the faces in
F under Inc is again a (n − L(n))-dimensional face. Let F denote the set of all the faces
handled by any leaf of the DAT. The set of their images, Inc(F ), is also a set of faces.
Every vertex lies in exactly one face from F and in exactly one face from Inc(F ). Let’s
fix some order of enumeration of F , i.e. F = {F0, F1, . . . , F2n−L(n)−1}. This also defines
an order on Inc(F ), namely, Inc(F ) = {Inc(F0), . . . , Inc(F2n−L(n)−1)}. We can consider
three orders on the hypercube: the standard lexicographic ordering; the ordering where
we compare two vertices by first compare their corresponding faces in F and fall back to
lexicographic order inside each face; and the ordering where we first compare the containing
faces from Inc(F ). We can enumerate all the vertices of the hypercube according to these
three orders. Enumeration in the lexicographic order is the identity permutations. The
remaining two orders give non-trivial permutations; we will call them Before and After . Note
that Inc = After ◦ Before−1, because the i-th vertex in the j-th face of F is by definition of
F mapped to the i-th vertex of the j-th face of Inc(F ).

We prove that Before and After are both even. The proof is the same for both per-
mutations. We need to calculate the number of inversions. Every face is enumerated in
lexicographic order, so there can be no inversion including two vertices from the same face.
When we consider two different faces, they do not intersect and therefore have to have a
coordinate which is fixed in both the faces and has a different value. There have to be at
least two common free coordinates between the faces if each of them has L(n) < n

2 fixed bits
and at least one fixed bit position is shared. Faces with two common free coordinates have
an even number of inversions using one vertex from each of the faces, because inversions
where the less significant common free coordinate doesn’t affect the comparison come in
multiples of four (two bits in the less significant common position can be flipped at will), and
those where the bits in the less significant common position matter come in the multiples of
two (the coordinates in the more significant common position must match, and it doesn’t
matter if both are equal to zero or to one). Therefore the total number of inversions in the
permutation Before (the same holds for the permutation After) is even.

But if Before and After are both even, Inc = After ◦ Before−1 has to be even. The
contradiction proves that our initial assumption was wrong and the implementation of Inc
has to read at least n

2 bits in the worst case.

4 Defining the constructions used in the proof

To illustrate some of the notation, we will use the space-optimal integer representation from
[2]. This representation was initially found by a brute-force search. Its increment function
was presented as a decision assignment tree (Figure 1).

4.1 The cycle defined by the increment function
I Observation 11. If the increment function can be described by a decision assignment tree
(DAT), it can be represented by a DAT of the same depth with all the leaves having the same
depth.

I Lemma 12. For a space-optimal representation of integers in the range {0, . . . , 2n − 1}
the increment function is a bijection of the set of bit strings of length n. By interpreting these
strings as integers using standard binary notation, we can represent the increment function
as a permutation of {0, 1, 2, . . . , 2n − 1}. This permutation is a cycle of length 2n. This cycle
is an odd permutation.
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x0

x1 x2

x3 x3 x1 x3

x0 ← 1; x1 ← 1; x0 ← 1; x3 ← 0; x0 ← 0,
x2 ← 1;

x0 ← 0,
x1 ← 0;

x3 ← 1; x2 ← 0;

Figure 1 The decision tree from [2].

0000 [ 0]
0001 [ 1]

0100 [ 4]

0101 [ 5]

1101 [13]

1001 [ 9]

1100 [12]

1110 [14]
0110 [ 6]

0111 [ 7]

1111 [15]

1011 [11]

1000 [ 8]

1010 [10]

0010 [ 2]

0011 [ 3]

Figure 2 The cycle corresponding to the example from [2].

Proof. The increment function Inc maps Enc(2n − 1) to Enc(0), Enc(0) to Enc(1), Enc(1)
to Enc(2), etc. Enc(0), . . . ,Enc(2n − 1) are all the different binary strings of length n with
each string used exactly once, so Inc is a bijection. If we interpret the bit strings as integers
we get the cycle ( Enc(0) Enc(1) . . . Enc(2n − 1) ). The cycle is an odd permutation because
its length is even.

In the example from [2] the cycle is as shown in the figure. The “first” (x0) bit from the
algorithm’s explanation is used as the least significant bit. We can also write this cycle as a
table of Inc function values:

code Inc(code) code Inc(code) code Inc(code) code Inc(code)
0000 [ 0] 0001 [ 1] 0100 [ 4] 0101 [ 5] 1000 [ 8] 1010 [10] 1100 [12] 1110 [14]
0001 [ 1] 0100 [ 4] 0101 [ 5] 1101 [13] 1001 [ 9] 1100 [12] 1101 [13] 1001 [ 9]
0010 [ 2] 0011 [ 3] 0110 [ 6] 0111 [ 7] 1010 [10] 0010 [ 2] 1110 [14] 0110 [ 6]
0011 [ 3] 0000 [ 0] 0111 [ 7] 1111 [15] 1011 [11] 1000 [ 8] 1111 [15] 1011 [11]

The standard notation for this permutation is
( 0

1
1
4

2
3

3
0

4
5

5
13

6
7

7
15

8
10

9
12

10
2

11
8

12
14

13
9

14
6

15
11

)
, the cycle

notation is (0 1 4 5 13 9 12 14 6 7 15 11 8 10 2 3). This permutation has 39 inversions, so it is an
odd permutation. J
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4.2 Decision assignment trees and the corresponding faces
I Lemma 13. Given a DAT for a n-bit integer representation and a node of depth k, the set
of all inputs handled (in the sense of Definition 9) by the chosen node is an (n−k)-dimensional
face.

Proof. The proof goes by induction. The root has depth 0 and handles all the hypercube,
which can be considered an n-dimensional face. A child of node of depth k has depth k + 1;
the set of vertices handled by the child node can be obtained from the set of vertices handled
by the parent node by fixing the coordinate inspected in the parent node to one of the two
possible values. This coordinate was a free coordinate, so we get an (n− k − 1)-dimensional
face out of a (n− k)-dimensional one. J

I Lemma 14. If a DAT implements a bijection, every coordinate in every assignment in
the leaf nodes is a fixed coordinate of the face handled by the corresponding node, i.e. this
coordinate is inspected in one of the ancestor nodes of the leaf node.

Proof. All the vertices need to have different images. Assume a leaf node handled two
vertices which differ in the assigned coordinate. This leaf node would handle some face
containing both vertices, and this face would also contain some two vertices that differ only
in the assigned coordinate. But these two latter vertices would have the same image, and
this is not allowed. J

I Lemma 15. If a DAT implements a bijection, the image of the face handled by a leaf node
is a translation of this face. In particular, the image is also a face of the hypercube.

Proof. Changing some of the fixed coordinates of a face performs a parallel translation. J

We will now illustrate how the faces are moved. The 4-bit counter using 3 reads for
every increment corresponds to a 4-dimensional hypercube. It is more convenient to draw it
as two 3-dimensional cubes side by side (so the extra coordinate is projected to the vector
proportionate to the projection of the first coordinate). In this case the faces corresponding
to the decision assignment tree (DAT) leaves are 1-dimensional faces. We will represent
the faces corresponding to the DAT leaves by solid lines. Both pictures use the same set of
arrows to represent the movement of the faces. The top picture shows the faces before the
moves, and the bottom picture shows the faces after the moves.

We can list the vertices by face. Initially they are split in the following way:

face vertices vertices (decimal) face vertices vertices (decimal)
a 0000 and 0100 0 and 4 e 0001 and 1001 1 and 9
b 1000 and 1100 8 and 12 f 0011 and 1011 3 and 11
c 0010 and 0110 2 and 6 g 0101 and 0111 5 and 7
d 1010 and 1110 10 and 14 h 1101 and 1111 13 and 15

and after the faces are moved we get a new split:

face vertices vertices (decimal) face vertices vertices (decimal)
a 0001 and 0101 1 and 5 e 0100 and 1100 4 and 12
b 1010 and 1110 10 and 14 f 0000 and 1000 0 and 8
c 0011 and 0111 3 and 7 g 1101 and 1111 13 and 15
d 0010 and 0110 2 and 6 h 1001 and 1011 9 and 11
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Figure 3 The translations corresponding to the counter from [2]; two pictures show the positions
of the 1-dimensional “faces” before and after applying the increment operation.

4.3 Enumerating the faces and the vertices
Assume we have a balanced DAT implementing the increment function Inc for a space-optimal
integer representation. Each leaf handles the vertices forming a face, these faces are disjoint,
have the same dimension and cover the entire hypercube. The Inc-images of these faces are
again disjoint faces of the same dimension covering the entire hypercube. We need to choose
some order on the faces handled by different leaves; it is not important which order we use
so we will use the order of leaves in the DAT.

I Definition 16. Let Fi denote the i-th face in the chosen order.

I Definition 17. Let Inc be a permutation implemented by a balanced DAT of depth l.
The Before permutation is the enumeration of all the vertices in the hypercube by first
enumerating all the vertices in F0 in the lexicographic order, then all the vertices in F1, etc.
In general, the j-th vertex in the lexicographic order on the face Fi will have the number
i× 2l + j. We could write Before(i × 2 l + j) = Fi[j]. The After permutation is defined in a
similar way with the j-th vertex in the face Inc(Fj) having the number i× 2l + j.

I Lemma 18. The Inc permutation is the composition of permutations Before−1 and
After , i.e. Inc = After ◦ Before−1. This can also be written as ∀k ∈ {0, . . . , 2n − 1} :
Inc(Before(k)) = After(k).
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Proof. Let k be represented as i×2l+j. We have Inc(Before(k)) = Inc(Before(i×2l+j)) =
Inc(Fi[j]) = Inc(Fi)[j] = After(i× 2l + j) = After(k) (the j-th element in the i-th face gets
translated together with the entire face).

For the example algorithm the Before(·) numbering is:(
0000
0000

0001
0100

0010
1000

0011
1100

0100
0010

0101
0110

0110
1010

0111
1110

1000
0001

1001
1001

1010
0011

1011
1011

1100
0101

1101
0111

1110
1101

1111
1111

)
in binary, or

( 0
0

1
4

2
8

3
12

4
2

5
6

6
10

7
14

8
1

9
9

10
3

11
11

12
5

13
7

14
13

15
15

)
in decimal notation. The After numbering is(

0000
0001

0001
0101

0010
1010

0011
1110

0100
0011

0101
0111

0110
0010

0111
0110

1000
0100

1001
1100

1010
0000

1011
1000

1100
1101

1101
1111

1110
1001

1111
1011

)
or

( 0
1

1
5

2
10

3
14

4
3

5
7

6
2

7
6

8
4

9
12

10
0

11
8

12
13

13
15

14
9

15
11

)
. We first enumerate the two vertices in the a face, then

the two vertices in the b face, etc. using the positions of the faces before and after the move,
respectively. We can see that the Before permutation is odd and the After permutation
is even. As the example algorithm reads more than a half of all the bits, getting an odd
permutation is possible.

As an illustration, 10 is the first vertex in the d face before the translation of the face
by the increment function, Inc(10) = 2. The first vertex in the face d (the fourth face) has
number 6 in the Before ordering; we see that Before−1(10) = 6. After the shift the first
vertex in the face d is 2. We see that After(6) = 2 and Inc(10) = After(Before−1(10)) =
(After ◦ Before−1)(10) = 2. J

5 Calculating the parity of the permutations

Both of the permutations Before and After are specified in the same way, by cutting the
hypercube into faces and enumerating the faces. It is now sufficient to show that any
permutation specified in that way is even if the faces have no more than L(n) = n

2 − 1 fixed
coordinates. We will prove that the After permutation is even; exactly the same proof will
work for the Before permutation.

5.1 Faces and the inversions
Recall that an inversion of a permutation σ is a pair of numbers x < y such that σ(x) > σ(y).

I Lemma 19. There are no inversions of the permutation After such that After(x) and
After(y) are in the same face.

Proof. If After(x) and After(y) are in the same face and x < y then x has a lower number
inside the face than y. But the face is enumerated in the lexicographic order, so After(x) <
After(y). J

I Lemma 20. Consider two faces, Inc(Fi) and Inc(Fi′) such that i < i′. The number of
inversions such that After(x) ∈ Inc(Fi) and After(y) ∈ Inc(Fi′) is even.

I Note 21. If i > i′ then there are no inversions because x would always be larger than y.

Proof. Note that the vertices are enumerated face-by-face, so the condition that After(x) ∈
Inc(Fi) and After(y) ∈ Inc(Fi′) guarantees x < y. Every vertex in each face has exactly one
number, so we can just count the number of pairs (u, v) where u ∈ Inc(Fi) and v ∈ Inc(Fi′)
and u > v. We will use the assumption that each of the faces has L(n) = n

2 − 1 fixed
coordinates. This means that no more than n− 2 coordinates are fixed in any of the two
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faces. Therefore there are at least two coordinates that are free for both faces. We can
write the faces’ coordinates one on top of the other one: 0

0
0
∗
∗
1 · · · Let us consider the least

significant of the common free coordinates and call it p.
We will split all the pairs (u, v) into two groups based on the number of coordinates that

have to be checked to perform a lexicographic comparison if we read from the most significant
bit. Either it is enough to read only some of the coordinates that are more significant than
p, or we need to to read the coordinate p and maybe some more.

(1) The number of pairs of codes where the comparison can be made without considering
the bits on the position p (and less significant positions) is even, because half of these codes
have 0 in the first face on the position p and the other half have 1.

(2) If we have to consider the bits in the position p, the bits in every more significant
common position must be equal. There is an even number of such pairs because changing a
pair of bits in the same position from 0, 0 to 1, 1 doesn’t affect the comparison.

We have split all the pairs with u > v into two even-sized sets, as we have to consider
either only bits more significant that the position p or the bits including position p. Therefore
the total number of such pairs is even.

This finishes the proof that the number of inversions containing two vertices in the two
given faces is even. J

5.2 Summarizing the inversion counts
I Lemma 22. The After permutation (and the Before permutation) for a Inc function
represented by a DAT of depth less than n

2 are even.

Proof. In the previous subsection we have proven that every inversion of the After permuta-
tion has to include elements from different faces (Lemma 19). We have also proven that for
every pair of faces the number of inversions represented by their elements is even (Lemma 20).
If we sum the inversions for all the pairs of faces we get all the inversions of the permutation.
Therefore the number of inversions of the permutation is even. J

Now we can prove the main theorem.

I Theorem 23. The increment function for every space-optimal binary code representing
integers from 0 to 2n − 1 must read at least n

2 bits in the worst case. In other words, there
is no space optimal binary code such that the corresponding increment function never reads
more than L(n) := n

2 − 1 bits.

Proof. If there is an increment function for a space-optimal binary integer representation
reading at most L(n) bits in the worst case, the corresponding Before and After permutation
would both be even. Then the Inc function would be an even permutation. But the increment
function for a space-optimal binary integer representation has to be a cycle of length 2n, i.e.
an odd permutation. The contradiction proves that our assumption was impossible. J

6 Handling a weaker definition of increment

Our definition of increment assumed that incrementing the largest value always yields zero.
This requirement can be removed from the definition.

I Theorem 24. Consider an increment procedure for a space-optimal integer representation
that correctly handles all the possible values except the maximum and always leaves at least
two bits unread. Such a procedure always maps the encoding of the maximum value to the
encoding of zero.
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Proof. Let n denote the total amount of bits in the code. Let us assume that the increment
procedure applied to the maximum values doesn’t yield zero. Let k denote a position where
the encoding of zero and the result of incrementing the encoding of the maximum value differ.
Without loss of generality we can assume that the encoding of zero has 0 at the position k
and the value a = Inc(Enc(2n − 1)) has 1 at the position k.

Let us count the vertices x such that Inc(x) has the value 1 at the position k. Almost all
vertices have exactly one preimage, Enc(0) has no preimages and a has 2 preimages, so the
answer should be 2n−1 + 1. On the other hand, a face corresponding to a vertex of the DAT
can have no, all or half of its vertices in the set, depending on the orientation; in any case
this is an even number and the total sum has to be an even number.

The contradiction proves that our assumption is false and incrementing the maximum
values has to yield zero as the result. J

7 Future directions

Minor tweaks of the presented proof allow to extend the result to cover nondeterministic
increment procedures. For n > 10 the same bound can be proven even if we allow arbitrary
changes of the inspected bits together with an arbitrary reversible linear transformation of
the unread bits in every leaf node of a DAT.

Closing the gap between the n
2 lower bound and n − 1 upper bound remains an open

problem. Our conjecture is that the true value is n− o(n).
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Abstract
We introduce and investigate reroutable flows, a robust version of network flows in which link
failures can be mitigated by rerouting the affected flow. Given a capacitated network, a path
flow is reroutable if after failure of an arbitrary arc, we can reroute the interrupted flow from
the tail of that arc to the sink, without modifying the flow that is not affected by the failure.
Similar types of restoration, which are often termed “local”, were previously investigated in the
context of network design, such as min-cost capacity planning. In this paper, our interest is
in computing maximum flows under this robustness assumption. An important new feature of
our model, distinguishing it from existing max robust flow models, is that no flow can get lost
in the network.

We also study a tightening of reroutable flows, called strictly reroutable flows, making more
restrictive assumptions on the capacities available for rerouting. For both variants, we devise
a reroutable-flow equivalent of an s-t-cut and show that the corresponding max flow/min cut
gap is bounded by 2. It turns out that a strictly reroutable flow of maximum value can be
found using a compact LP formulation, whereas the problem of finding a maximum reroutable
flow is NP -hard, even when all capacities are in {1, 2}. However, the tightening can be used
to get a 2-approximation for reroutable flows. This ratio is tight in general networks, but we
show that in the case of unit capacities, every reroutable flow can be transformed into a strictly
reroutable flow of same value. While it is NP -hard to compute a maximal integral flow even for
unit capacities, we devise a surprisingly simple combinatorial algorithm that finds a half-integral
strictly reroutable flow of value 1, or certifies that no such solutions exits. Finally, we also give
a hardness result for the case of multiple arc failures.
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1 Introduction

Network infrastructures for transportation, communication, or energy transmission are an
important backbone of our society. However, they are also prone to failure or intentional
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89:2 Rerouting Flows When Links Fail

sabotage, and in such cases it is desirable to quickly recover the service provided through
the network. A crucial frequent requirement of actual network restoration techniques is
that restoration is handled locally [13]. As a motivating example, consider a communication
network in which data packets are routed along paths. When a link in the network fails, it is
desirable to only reroute the traffic that is actually affected by the failure, i.e., those paths
that traverse the failing link, without changing or rerouting any part of the flow that is not
affected by the failure. Note that arbitrary rearrangement of the flow after a failure is in
general more powerful, but it is both undesirable to interrupt customer service and hard to
do so reliably and safely [9, 16].

To cope with such a situation, we introduce the concept of reroutable network flows: A
flow on s-t-paths is reroutable if after failure of any arc ā = (v̄, w̄) in the network, we can
reroute all flow that was traversing ā from v̄ to the sink t, while not changing any flow that
was not affected by the interruption. Similar concepts were previously discussed in a few other
papers [6, 7, 17, 18], but with an emphasis on network design issues, e.g., minimizing the
cost of the installed capacity. In contrast, our interest is in computing maximum flows (but
we point out that a potential application are feasibility/separation subroutines for capacity
reservation). Note that in this setting, we cannot simply send a standard maximum flow, as
we need to leave space for rerouting. Before we discuss our findings and better relate them
to existing literature, let us formalize the definition of our model.

Network flows. Let D = (V,A) be a digraph with source s ∈ V , a sink t ∈ V and arc
capacities u ∈ RA

+. Let P ⊆ 2A be the set of simple1 s-t-paths in D. For arcs a, ā ∈ A, define

Pa := {P ∈ P : a ∈ P} and Pā→a := {P ∈ P : a, ā ∈ P, ā ≺P a},

where ā ≺P a means that P traverses ā before a. An s-t-flow is a vector x ∈ RP+ that assigns a
flow value x(P ) ≥ 0 to each P ∈ P such that the arc flow values x(a) :=

∑
P∈Pa

x(P ) fulfill the
capacity constraint x(a) ≤ u(a) for all a ∈ A. The value of a flow x is val(x) :=

∑
P∈P x(P ).

Reroutable flows. Let x be an s-t-flow. If an arc ā = (v̄, w̄) ∈ A fails, all flow on paths
containing the failing arc gets interrupted when it reaches v̄. For any a ∈ A \ {ā}, we define
the available capacity of a after failure of ā by

ūx,ā(a) := u(a)−
∑

P∈Pa\Pā→a

x(P ).

A rerouting of x for the failing arc ā is a v̄-t-flow xā of value x(ā) in (V,A \ {ā}) with
capacities ūx,ā. The flow x is reroutable if for every failing arc ā ∈ A there is a rerouting xā

of x.

Strictly reroutable flows. A rerouting xā of a flow x for a failing arc ā is strict if xā(a) ≤
ūx(a) := u(a)− x(a) for every a ∈ A \ {ā}. We say that x is strictly reroutable if for every
failing arc ā ∈ A there is a strict rerouting of x.

Strictly reroutable flows are both a helpful tool for computing reroutable flows and
interesting in their own right, in situations where more conservative assumptions have to be

1 All our results also work for the case that P contains non-simple paths, but we restrict to simple paths
for ease of notation.
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made on the capacities available for rerouting. A natural question is what is the maximum
flow value that can be sent by a (strictly) reroutable flow in a given network. We denote the
corresponding optimization problem as Max RF and Max SRF, respectively.

1.1 Our results
Complexity of the problems (Sections 2.1 and 2.2). We observe that Max SRF can be
solved in polynomial time by formulating it as a linear program. In contrast, Max RF is
NP -hard, even when u(a) ∈ {1, 2} for all a ∈ A. On the positive side, by showing that the
maximum value of a reroutable flow is at most twice as large as the maximum value of a
strictly reroutable flow, we obtain a 2-approximation for Max RF for arbitrary capacities.
The problem can further be solved exactly in unit capacity networks (see below).

Max flow/min cut gap (Section 2.3). Max flow/min cut results play a central role in
network flow theory. We devise a combinatorial upper bound for the maximum reroutable
flow value, called R-cut, and prove that the corresponding flow/cut gap for both reroutable
and strictly reroutable flows is bounded by 2. In fact, our proof is constructive and provides
a combinatorial 2-approximation algorithm for the minimum capacity R-cut problem.

Unit capacity networks (Section 3). We consider the case of unit capacities. It turns out
that in this case, Max RF and Max SRF are equivalent. Our proof is based on a careful
uncrossing argument that allows to transform any reroutable flow into a strictly reroutable
flow.

Computing (half-)integral solutions (Section 4). A common property of many flow prob-
lems is the existence of an integral optimal solution when capacities are integral. In the case
of reroutable flows, this property does not hold. In fact, if we require flow to be integral, the
problem becomes NP -hard, even for sending a single unit of flow in a unit capacity network.
However, for this special case, we devise a simple combinatorial algorithm that computes a
half-integral solution or certifies that no flow of value 1 exists. Via our max flow/min cut
analysis we also show how to compute 2-approximate half-integral solutions.

Multiple arc failures (Section 5.2). We consider the natural generalization of our problems
to multiple simultaneous arc-failures. We show that in this case both variants of the problem
are NP -hard, even when only two arcs can fail and all arcs have unit capacity. All hardness
results in this paper are based on reduction from an intermediary problem, called Forbidden
Pairs s-t-Path. They are therefore grouped together in Section 5.

1.2 Related work
As we already pointed out above, “local” rerouting schemes, i.e., schemes that only change
flow affected by the failure, have been investigated in network design. A routing scheme in
which flow has to be sent along arc-disjoint paths was investigated in [6], see also [18]. The
problem of finding a local rerouting from the tail to the head of a failed arc was investigated
in [7] and [17]. However, in all these papers the focus was on min-cost capacity planning.

Concepts that deal with the maximization of flow subject to robustness constraints
commonly fall under the moniker of robust flows. Aggarwal and Orlin [2] studied k-route
flows. Such a flow is a conic combination of elementary flows, each of which consists of a
uniform flow along k disjoint paths. Because of this structure, the failure of any arc can only
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destroy a 1/k fraction of the flow. A maximum k-route flow can be computed in polynomial
time by means of a parametric max flow problem. Another classic model is the maximum
robust flow problem: Here, the goal is to find a path flow that maximizes the surviving flow
after a worst-case failure of k arcs. Aneja et al. [3] showed that for k = 1 both an optimal
fractional and an optimal integral solution can be found in polynomial time. If k is not
bounded by a constant the problem is NP -hard [10], but the complexity for any constant
value k ≥ 2 is open. Bertsimas et al. [4] provide an Ω(1/k)-approximation algorithm for
the maximum robust flow. Robust flows are closely related to network flow interdiction,
which takes a dual perspective: The goal is to find a subset of arcs whose removal minimizes
the maximum flow value in the remaining network; see the recent article by Chestnut and
Zenklusen [8] for an up-to-date overview of this topic.

To the best of our knowledge, the only other flow maximization model that allows for
adjustment after the failure are adaptive flows, first introduced by Bertsimas et al. [5]: In the
first step, an arc flow is specified. After failure of k arcs, a new flow is sent, with the flow
value on every arc being bounded by the original flow value. Note that adaptive flows differ
from reroutable flows in two important aspects: Adaptive flows allow flow to be ‘lost’ (the
flow value after the failure is lower than the original flow value), whereas in reroutable
flows all flow has to reach the sink. Furthermore, adaptive flows can reconfigure the flow
in the entire network, whereas in reroutable flows, only the flow affected by the failure can
be rerouted.

Another model closely related to reroutable flows is the online replacement path prob-
lem (ORP) introduced by Adjiashvili et al. [1]. The ORP is a generalization of the shortest
path problem: Given a digraph with costs on the arcs, we have to specify an s-t-path. Along
the path, we may encounter a failing arc ā = {v̄, w̄}, and we have to find a replacement path
from v̄ to t avoiding ā. The goal is to minimize the total traveled distance, assuming ā is
chosen by an adversary. Adjiashvili et al. [1] show that the ORP can be solved in polynomial
time, even when a constant number of arcs fail.

2 LP formulation, approximation, and max flow/min cut

In this section, we discuss the complexity of the two problems and provide bounds on the
gap between Max RF and Max SRF. We also introduce an analogue to minimum cuts for
reroutable flows and bound the corresponding duality gap. At the end of the section, we
show that all our bounds are tight.

2.1 Complexity of Max RF and Max SRF
We now consider an LP formulation for Max SRF. For ā ∈ A, let R(ā) be the set of all
tail(ā)-t-paths in (V,A \ {ā}), which are exactly the paths that a rerouting for failing arc ā
can use.

[LPstrict] max
∑
P∈P

x(P )

s.t.
∑

P∈Pa

x(P ) +
∑

R∈R(ā) : a∈R

xā(R) ≤ u(a) ∀ a, ā ∈ A

∑
P∈Pā

x(P ) −
∑

R∈R(ā)

xā(R) = 0 ∀ ā ∈ A

x, xā ≥ 0 ∀ ā ∈ A
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The first set of constraints bound the capacities for each rerouting; note in particular
that for ā = a, the second term becomes 0, ensuring x(a) ≤ u(a) for all a ∈ A. The second
set of constraints ensures that the rerouting flow xā has value x(ā). Although [LPstrict] has
an exponential number of variables, it can be solved in polynomial time via dual separation.

I Theorem 1. Max SRF can be solved in polynomial time.

For the special case of unit capacity networks, we show in Section 3 that an optimal
solution to [LPstrict] is also optimal for Max RF.

I Theorem 2. For u ≡ 1, Max RF can be solved in polynomial time.

An LP for Max RF can be obtained by replacing
∑

P∈Pa
x(P ) by

∑
P∈Pā→a

x(P ) in
the capacity constraints of [LPstrict]. Unfortunately, this modification prevents the dual
separation approach from working. In fact, it turns out that Max RF is hard as soon as
two different capacities occur. The proof of this result is discussed in Section 5.1.

I Theorem 3. Max RF is NP -hard, even when u(a) ∈ {1, 2} for all a ∈ A.

2.2 Reroutable flows vs. strictly reroutable flows
As Max SRF is a tightening of Max RF, the optimal value of the former is at most that of
the latter. We show that the gap between the two values cannot be larger than 2. As we can
compute maximum strictly reroutable flows, we obatain a 2-approximation for Max RF.

I Lemma 4. Let x be an s-t-flow. If x is strictly reroutable, then x is reroutable. If x is
reroutable, then 1

2x is strictly reroutable.

I Corollary 5. There is a 2-approximation algorithm for Max RF.

2.3 Max flow/min cut gap for reroutable flows
An s-t-cut is a set of arcs that intersects every s-t-path. Its capacity is the sum of capacities
of its arcs. A fundamental result in network flow theory is that the value of a maximum
s-t-flow is equal to the capacity of a minimum s-t-cut. This result has been successfully
generalized to many variants of network flows, such as abstract flows [14] or flows over
time [11]. However, in other cases, such as multicommodity flows, the equality does not
hold and instead, researchers investigate the worst case ratio between maximum flow and
minimum cut; see, e.g., [15].

We present a counterpart to an s-t-cut for reroutable flows. It turns out that max flow
and min cut are not necessarily equal and we give a tight bound on the corresponding max
flow/min cut gap. An R-cut is a set of arcs R ⊆ A together with a collection of cuts (Ca)a∈R,
where each Ca is a tail(a)-t-cut containing a. We denote (R, (Ca)a∈R) by (R,C) for short.
The capacity of the R-cut (R,C) is

cap(R,C) := φ(R,C) +
∑
a∈R

u(Ca \ {a}),

where φ(R,C) is the capacity of a minimum s-t-cut in (V,A \ ∪a∈RCa).
The intuition behind this definition is the following: For every a ∈ R, all flow that crossed

the cut Ca must cross the Ca \ {a} if a fails. If a flow path does not cross any cut in Ca,
then it crosses the minimum s-t-cut in (V,A \ ∪a∈RCa). Therefore the capacity of an R-cut
is an upper bound on the value of any reroutable flow.
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I Lemma 6. val(x) ≤ cap(R,C) for any reroutable flow x and any R-cut (R,C).

It can be shown that R-cuts correspond to integral solutions to the dual of [LPstrict]. We
now give a constructive proof bounding the duality gap between maximum strictly reroutable
flow and minimum R-cut (or, equivalently, the integrality gap of the dual LP). In Section 2.4
we give an example showing that the bound is tight.

I Theorem 7. Let x be a strictly reroutable flow of maximum value and let (R,C) be an
R-cut of minimum capacity. Then val(x) ≥ 1

2 cap(R,C).

Proof. For a ∈ A, let Ca be minimum tail(a)-t-cut in D containing a and define u′(a) :=
min{u(a), u(Ca \ {a})}. Let C ′ be a minimum s-t-cut in D with respect to the capacities
u′ and let x′ be a corresponding maximum flow. Now define R := {a ∈ C ′ : u′(a) < u(a)}.
Observe that R and (Ca)a∈R define an R-cut and that φ(R,C) ≤ u(C ′ \R). We obtain

cap(R,C) ≤
∑

a∈C′\R

u(a) +
∑
a∈R

u(Ca \ {a}) =
∑

a∈C′

u′(a) = val(x′).

Now let x := x′/2. It is sufficient to show that x is a strictly reroutable flow. By contradiction
assume that there is ā ∈ A for which there is no strict rerouting of x. By the max flow/min
cut theorem, there must be a tail(ā)-t-cut C̄ in (V,A \ {ā}) with

∑
a∈C̄ ūx(a) < x(ā). Note

that x(a) ≤ u′(a)/2 ≤ u(a)/2 for every a ∈ A by construction of x. Thus

1
2

∑
a∈C̄

u(a) ≤
∑
a∈C̄

(u(a)− x(a)) < x(ā) ≤ 1
2u
′(ā) ≤ 1

2u(Cā \ {ā}).

However, this implies that C̄ ∪ {ā} is a smaller tail(ā)-t-cut than Cā, a contradiction. J

Computing a minimum capacity R-cut. Let us denote the problem of finding an R-cut of
minimum capacity by Min R-Cut. The proof of Theorem 7 describes how to compute a
2-approximate solution to this problem.

I Corollary 8. There is a 2-approximation algorithm for Min R-Cut.

2.4 Summary of the bounds and tightness
Putting the bounds from Lemma 4 and Theorem 7 together, we obtain the following corollary.

I Corollary 9. Let (R,C) be a minimum capacity R-cut and let xRF and xSRF be maximal
reroutable and strictly reroutable flows, respectively. Then

val(xRF) ≤ cap(R,C) ≤ 2 val(xSRF) ≤ 2 val(xRF).

The example given in Figure 1 shows that each of the bounds proven in this section is
tight. It also shows that optimal solutions to both Max RF and Max SRF can be fractional,
even when capacities are integral. In the depicted network, and in further examples and
reductions throughout the paper, we use the following gadget.

Backup links. A backup link from v to w is a v-w-path (a′, a′′) of length 2 in which the
intermediate node is incident only to the two arcs of the path and u(a′) := u(a′′) :=
maxa∈A u(a). Note that x(a′) = x(a′′) = 0 for any reroutable flow, because when a′′ fails,
there is no tail(a′′)-t-path for rerouting the flow on that arc. A bidirected backup link between
v and w consists of two distinct backup links, one from v to w and one from w to v.
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s
a1 a2

t
a3

Figure 1 Example showing that the bounds given in Lemma 4 and Theorem 7 are tight. Dashed
arcs correspond to (bidirected) backup links, which can only be used for rerouting. When all arcs
have unit capacities, the maximum (strictly) reroutable flow has a value of 1/2. When changing
the capacity of a1 to 2, the maximum reroutable flow value increases to 1, whereas the maximum
strictly reroutable flow value remains 1/2. The minimum R-cut capacity is 1 in both cases.

I Remark. Note that the worst-case for the bounds in Corollary 9 cannot be attained
simultaneously, i.e., in any given instance either the max flow/min cut gap or the gap
between reroutable and strictly reroutable flow has to be significantly smaller than 2—in
fact, at least one of them has to be within

√
2.

3 Unit capacity networks

Throughout this section, we assume u ≡ 1. We will show that in this case, any reroutable
flow can be transformed into a strictly reroutable flow of the same value. We start by giving
an alternative characterization for strictly reroutable flows in unit capacity networks.

Cuts separating t. For S ⊆ V , let δ+(S) := {a ∈ A : tail(a) ∈ S, head(a) ∈ V \ S} denote
the cut induced by S. We define S := {S ⊂ V \ {t} : S 6= ∅} and let C := {δ+(S) : S ∈ S}
be the set of t-separating cuts. W.l.o.g. we assume δ+(S) 6= ∅ for all S ∈ S, as no vertex in a
set S with δ+(S) = ∅ can be on an s-t-path.

I Lemma 10. Let x be an s-t-flow for capacities u ≡ 1. Then x is strictly reroutable if and
only if

∑
a∈C(1− x(a)) ≥ 1 for all C ∈ C.

In the following, we identify those cuts that might violate the condition given in Lemma 10
for a (non-strictly) reroutable flow. We then show that this class of cuts forms a semi-lattice.
This allows us to apply an uncrossing of the flow paths that iteratively eliminates the
problematic cuts while maintaining reroutability.

Bad cuts. Let x be an s-t-flow and let C ∈ C be a t-separating cut. An arc ā ∈ C is
(x,C)-bad if there is an arc a ∈ C and a path P ∈ Pā→a with x(P ) > 0. A cut C is x-bad if
all arcs ā ∈ C are (x,C)-bad.

I Lemma 11. Let x be a reroutable flow for capacities u ≡ 1. Let C ∈ C be a t-separating
cut. If

∑
a∈C(1− x(a)) < 1 then C is x-bad.

Proof. By contradiction assume C is not x-bad. Then there must be an arc ā ∈ C that is
not (x,C)-bad. This implies that

∑
P∈Pā→a

x(P ) = 0 for every a ∈ C \ {ā}. In particular,
ūx,ā(a) = ūx(a) = 1− x(a) for all a ∈ C \ {ā}. Since all flow in the rerouting of x for failure
of ā needs to cross C \ {ā}, we obtain

∑
a∈C\{ā} ūx,ā(a) ≥ x(ā). Adding 1 − x(ā) to both

sides of this inequality yields a contradiction. J

I Lemma 12. Let x be a flow and let S, S′ ∈ S be such that δ+(S) and δ+(S′) are both
x-bad. Then δ+(S ∪ S′) is an x-bad t-separating cut as well.
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P2 a1

P3
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P ′1 a1

P ′
2 a2

t

Figure 2 Uncrossing of paths on a bad cut.

Uncrossing paths. Let P ∈ P. For two nodes v, w ∈ V visited by P (in that order), we
let P [v, w] denote the subpath of path P starting at v and ending at w. Given another
path Q ∈ P and an arc a ∈ P ∩Q, let P ×a Q be a simple s-t-path in the concatenation of
P [s,head(a)] and Q[head(a), t].

I Theorem 13. Let x be a reroutable flow for capacities u ≡ 1. Then there is a strictly
reroutable flow x′ with val(x′) = val(x) and x′(a) ≤ x(a) for all a ∈ A.

Sketch of Proof. If x is not strictly reroutable, then by Lemmas 10 and 11 there must be
an x-bad cut. By Lemma 12, there is a “rightmost” x-bad cut C∗ := δ+(S∗) where S∗ is
the union of all vertex sets defining x-bad cuts. Because C∗ is bad, we obtain flow-carrying
paths P1, . . . , Pk and arcs a1, . . . , ak such that ai ∈ Pi ∩ Pi+1 is the last arc of Pi that
crosses C∗ for each i ∈ [k] (with Pk+1 := P1). See Figure 2 for an illustration.

We uncross these paths by defining P ′i := Pi+1 ×ai
Pi for i ∈ [k]. We obtain a new flow

x′ by decreasing the flow on all paths Pi by ε := mini x(Pi) and increasing the flow on paths
P ′i by ε for all i ∈ [k]. Observe that val(x′) = val(x) and x′(a) ≤ x(a) for all a ∈ A. We show
that x′ is also a reroutable flow. To this end, let ā ∈ A and let S ⊆ V \ {t} with tail(ā) ∈ S
and define C := δ+(S). If S 6⊆ S∗, then C is not x-bad by construction of S∗. In this case, it
is easy to show that

∑
a∈C\{ā} ūx′,ā(a) ≥ x′(ā). If S ⊆ S∗, then a careful analysis shows that

ūx′,ā(a) ≥ ūx,ā(a) for all a ∈ C. Thus in both cases there is sufficient capacity to reroute
flow when ā fails. We repeat this procedure until we arrive at a strictly reroutable flow. J

I Remark. The proof of Theorem 13 preserves integrality. More specifically, if x(P ) is an
integer multiple of α for every P ∈ P, then x′ can be chosen such that also x′(P ) is an
integer multiple of α for every P ∈ P.

I Remark. The characterization of strictly reroutable flows for unit capacities given in
Lemma 10 can be extended to instances with arbitrary capacities. However, in the general
case, a non-strictly reroutable flow might not have a bad cut.

4 Computing (half-)integral solutions

In some application contexts, flow cannot be split into arbitrarily small pieces. This is the
setting we consider in this section. We say a flow x is integral, if x(P ) ∈ Z for all P ∈ P. We
say that x is half-integral if 2x is integral.

For many fundamental flow problems, such as Max Flow or Min Cost Flow, integrality
comes for free, i.e., as long as capacities are integral, there exists an optimal integral solution.
In the case of reroutable flows, this property does not hold, see, e.g., Figure 3. In fact, it
turns out to be NP -hard to decide whether there is a non-zero integral reroutable flow in a
network.
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s v t

Figure 3 Example network in which no integral or half-integral reroutable flow is optimal. Dashed
arcs represent bidirected backup links (see Section 2.4), all arcs have unit capacities. The maximum
reroutable flow value is 2. This can only be achieved when x(s, v) = 1, the three s-v-paths all carry
1/3 unit of flow, and the three v-t-paths all carry 2/3 unit of flow.

I Theorem 14. It is NP -hard to decide whether there is an integral (strictly) reroutable flow
of value 1, even when restricted to instances with u ≡ 1.

Note that this problem corresponds to sending a unit of flow along a single s-t-path. The
hardness stems from a problem named Forbidden Pairs s-t-Path, which we introduce in
Section 5. While it seems that Theorem 14 does not give much space for positive algorithmic
results, we can do much better if we relax the integrality requirement slightly.

I Theorem 15. Given a network with u ≡ 1, the algorithm given in Listing1 computes
in polynomial time either a half-integral strictly reroutable flow of value 1, or correctly
determines that no reroutable flow of value 1 exists.

In particular, this implies that if we are interested in sending a single unit of flow, we
never need to split our flow in more than two paths. Before we discuss the algorithm from
Theorem 15, let us shortly discuss the case of arbitrary capacities. As a consequence of the
max flow/min cut result proven in Section 2.3, we obtain the following approximation.

I Theorem 16. If u is integral, then there is a strictly reroutable half-integral flow x with
val(x) ≥ OPT /2, where OPT is the value of a maximum reroutable flow. The flow x can be
computed in polynomial time.

Proof. Recall that in the proof of Theorem 7 we computed an s-t-flow x′ that was maximal
with respect to capacities u′(a) := min{u(a), u(Ca \ {a})}. We then showed that the
flow x := x′/2 is strictly reroutable and within a factor of 2 of a corresponding R-cut. In
particular, val(x) is within a factor of 2 of the maximum reroutable flow value. Note that
if u is integral, also u′ is integral, and hence we can choose x′ to be integral, ensuring that x
is half-integral. J

Algorithm for computing a half-integral flow for unit demand

A natural starting point for an algorithm is to identify arcs a ∈ A such that tail(a) is
disconnected from t in (V,A \ {a}). Obviously, no reroutable flow can send a positive amount
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Listing 1 Computing a half-integral reroutable unit demand flow
A0 := ∅, A1 := ∅
while ∃ a ∈ A \A0 : A1 ∪ {a} is a tail(a)-t-cut in D

A0 := A0 ∪ {a}
A1 ← {a′ : a′ is an s-t-bridge in (V, A \A0)}

end while
if A0 is an s-t-cut in D

return ”No reroutable flow of value 1 exists.“
else

Let P1, P2 be two s-t-paths in (V, A \A0) such that P1 ∩ P2 = A1.
Let x be the flow defined by x(P1) = x(P2) = 1/2.
return x

end if

of flow along such arcs, as after failure of a, the flow cannot be rerouted to t. Surprisingly,
this simple preprocessing step can be generalized to an iterative procedure that solves the
problem.

The algorithm, which is formally given in Listing 1, maintains two sets A0 and A1. In
every iteration, it identifies an arc that cannot carry any flow in any reroutable flow and adds
it to A0. The set A1 contains the s-t-bridges in the graph (V,A \ A0), i.e., all arcs whose
removal disconnects s from t in that graph. Clearly, if x(a) = 0 for all a ∈ A0, then every
arc in A1 must carry 1 unit of flow. If at some point A0 becomes an s-t-cut, we know that
no reroutable flow of value 1 exists. On the other hand, if the algorithm finds no more arcs
to add to A0 while s and t are still connected in (V,A \A0), it computes two paths P1, P2
that only intersect at the bridges, and sends 1/2 units of flow along each of them.

Proof of Theorem 15. To see that Algorithm 1 terminates in polynomial time, observe that
|A0| is increased in every iteration of the while-loop and the loop thus terminates after at
most |A| iterations, each of which can be carried out in polynomial time.

Case 1: No flow exists. We now show that if Algorithm 1 denies the existence of a
reroutable flow of value 1, this is indeed correct. By contradiction assume A0 contains an
s-t-cut but there exists a reroutable flow x of value 1. We prove by induction that at any
step of algorithm the set A0 fulfills the property that x(a) = 0 for all a ∈ A0, yielding a
contradiction. The claim is clearly true initially, when A0 = ∅. Now consider any iteration of
the while-loop, considering arc a. By induction hypothesis, every s-t-path P with x(P ) > 0
must be a path in (V,A\A0). Note that there is an order a1, . . . , a` of the set A1 of s-t-bridges
of (V,A \A0) such that every such flow-carrying path contains all of these bridges in exactly
that order. In particular x(a1) = . . . = x(a`) = 1. Now consider the next arc a added
to A0 and assume by contradiction that x(a) > 0. By choice of a there is a tail(a)-t-cut
C ⊆ A1 ∪ {a} in D. Note that if C ∩A1 = ∅, there is no rerouting of x in case of failure of
arc a, as there is no tail(a)-t-path in (V,A \ {a}). Thus, let ak ∈ C ∩A1 be the bridge with
the highest index k on the cut. We distinguish two cases:
(i) Assume a appears before ak on every flow-carrying path. Note that C is a tail(ak)-t-cut

because ak ∈ C and that
∑

a′∈C ūx,ak
(a′) = 1 − x(a) < 1. Therefore, the one unit of

flow on ak cannot be rerouted when ak fails.
(ii) Now assume a occurs after ak on every flow-carrying path. But then, when a fails,

the flow on a cannot be rerouted as all edges in C \ {a} ⊆ A1 occur before a on every
flow-carrying path and thus

∑
a′∈C\{a} ūx,a(a′) = 0.

We thus deduce that x(a) = 0, completing the induction.
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Case 2: Algorithm returns flow. Finally, we show that if (V,A \A0) contains an s-t-path
after completing the while-loop, then the flow x returned by the algorithm is a strictly
reroutable flow. First observe that two s-t-paths P1, P2 in (V,A \ A0) with P1 ∩ P2 = A1
exist by the max flow/min cut theorem, as A1 contains exactly the bridges of (V,A \ A0).
Now consider the failure of any arc ā ∈ A \ A0. Let C be a tail(ā)-t-cut in D minimizing
U(C) :=

∑
a∈C\{ā} ūx(a). We show that U(C) ≥ x(ā), which by max flow/min cut implies

that there is a rerouting of x in case of failure of ā. By termination condition of the while-loop,
there is at least one arc a′ ∈ C \ (A1∪{ā}). Note that x(a′) ∈ {0, 1/2} and thus U(C) ≥ 1/2.
If ā /∈ A1, then x(ā) ≤ 1/2 ≤ U(C). If ā ∈ A1, we distinguish two cases.
(i) If x(a′) = 0 then U(C) ≥ 1 and the one unit of flow on ā can be rerouted.
(ii) If x(a′) = 1/2, then a′ /∈ A0. Note that C is a tail(a′)-t-cut in D and thus there is

a′′ ∈ C \ A1 ∪ {a′} by termination condition of the while-loop. Note that, because
a′′ /∈ A1, we have a′′ 6= a and x(a′′) ≤ 1/2. Thus U(C) ≥ 1 also in this last case.

We conclude that x is indeed strictly reroutable. J

I Remark. Note that our proof of Theorem 15 does not make use of Theorem 13. Instead, it
gives a simple alternative argument for the equivalence of reroutable and strictly reroutable
flows in unit capacity networks, for the special case of unit value flows.

I Remark. Theorem 15 implies that, for networks with u ≡ 1, if there exists any reroutable
flow of value 1, then there exists a half-integral strictly reroutable flow of value 1. The
example given in Figure 3, however, reveals that this is no longer true for flows of higher
value, as the unique maximum reroutable flow uses paths with flow value 1/3.

5 Hardness results

In this section, we give hardness results for Max RF and some variants of the problem.

Paths avoiding forbidden pairs. Our hardness results are based on reductions from For-
bidden Pairs s-t-Path, which is defined as follows: We are given a digraph D′ = (V ′, A′),
two nodes s′, t′ ∈ V ′, and a set of forbidden arc pairs F ⊆ {{a, ā} : a, ā ∈ A}. The task is
to find an s′-t′-path P that does not contain both arcs of any pair, i.e., |S ∩ P | ≤ 1 for all
S ∈ F . It is not hard to see that Forbidden Pairs s-t-Path is NP -hard [12].

5.1 General capacities
I Theorem 3. Max RF is NP -hard, even when u(a) ∈ {1, 2} for all a ∈ A.

Sketch of Proof. We construct a gadget that allows us to introduce forbidden pairs for flow
paths in the network. Starting with an instance of Forbidden Pairs s-t-Path, we append
a sequence of parallel length-2 paths (gi, hi) and (ḡi, h̄i), one pair of paths for each pair
{ai, āi} ∈ F , leading from t′ to the new sink t. For each i, we connect ai and hi, and āi and
h̄i, respectively, with bidirected backup links. The construction is depicted in Figure 4. In a
reroutable s-t-flow of value 2, both hi and h̄i are saturated. When ai fails, the only path for
rerouting leads via hi, hence all flow that traverses ai must be on paths in Pai→hi

. Likewise
all flow that traverses āi must be on paths in Pāi→h̄i

. As Phi
∩ Ph̄i

= ∅, no flow-carrying
path can use both ai and āi for any i. Thus if a reroutable flow of value 2 exists, there is a
path avoiding the forbidden pairs. For the converse of this argument, it is important that
u(ai) = u(āi) = 2. This allows for a rerouting when hi or h̄i fails. J
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Figure 4 Construction for the proof of Theorem 3. The dashed box contains the graph D′ from
the Forbidden Pairs s-t-Path instance. The arcs ai, āi have capacity 2 for all i, all other arcs
have unit capacity. In a reroutable flow of value 2, the arcs hi and h̄i must be saturated for all i.
Any rerouting for ai has to traverse hi and any rerouting for āi has to traverse h̄i.

5.2 Multiple arc failures
A natural generalization of Max RF and Max SRF allows multiple simultaneous arc failures.
When a set of arcs S fails, flow is interrupted where it first encounters an arc from S and
has to be rerouted from that point to the sink. A flow is (strictly) k-reroutable, if there
is a rerouting for any failure of a set S ⊆ A with |S| ≤ k. We denote the corresponding
problem of finding a (strictly) k-reroutable flow of maximum value by Max (Strictly)
k-Reroutable Flow. It turns out that dealing even with only 2 arc failures in unit capacity
networks is NP -hard in both cases.

I Theorem 17. Max (Strictly) k-Reroutable Flow is NP -hard, even when restricted
to instances with k = 2 and u ≡ 1.

Acknowledgments. We thank David Adjiashvili and Marco Senatore for helpful discussions.
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Abstract
We study the parameterized complexity of several positional games. Our main result is that
Short Generalized Hex is W[1]-complete parameterized by the number of moves. This solves
an open problem from Downey and Fellows’ influential list of open problems from 1999. Pre-
viously, the problem was thought of as a natural candidate for AW[*]-completeness. Our main
tool is a new fragment of first-order logic where universally quantified variables only occur in
inequalities. We show that model-checking on arbitrary relational structures for a formula in this
fragment is W[1]-complete when parameterized by formula size.

We also consider a general framework where a positional game is represented as a hypergraph
and two players alternately pick vertices. In a Maker-Maker game, the first player to have picked
all the vertices of some hyperedge wins the game. In a Maker-Breaker game, the first player
wins if she picks all the vertices of some hyperedge, and the second player wins otherwise. In an
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one player has been able to pick, but AW[*]-complete when it depends on which vertices both
players have picked. However, some positional games with highly structured board and winning
configurations are fixed-parameter tractable. We give another example of such a game, Short
k-Connect, which is fixed-parameter tractable when parameterized by the number of moves.

1998 ACM Subject Classification F.2.2 Nonnumerical Algorithms and Problems

Keywords and phrases Hex, Maker-Maker games, Maker-Breaker games, Enforcer-Avoider games,
parameterized complexity theory

Digital Object Identifier 10.4230/LIPIcs.ICALP.2017.90

∗ Serge Gaspers is the recipient of an Australian Research Council (ARC) Future Fellowship (FT140100048).
Abdallah Saffidine is the recipient of an ARC DECRA Fellowship (DE150101351). This work received
support under the ARC’s Discovery Projects funding scheme (DP150101134).

EA
T

C
S

© Édouard Bonnet, Serge Gaspers, Antonin Lambilliotte, Stefan Rümmele,
and Abdallah Saffidine;
licensed under Creative Commons License CC-BY

44th International Colloquium on Automata, Languages, and Programming (ICALP 2017).
Editors: Ioannis Chatzigiannakis, Piotr Indyk, Fabian Kuhn, and Anca Muscholl;
Article No. 90; pp. 90:1–90:14

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

http://dx.doi.org/10.4230/LIPIcs.ICALP.2017.90
http://creativecommons.org/licenses/by/3.0/
http://www.dagstuhl.de/lipics/
http://www.dagstuhl.de


90:2 The Parameterized Complexity of Positional Games

1 Introduction

In a positional game [13], two players alternately claim unoccupied elements of the board of
the game. The goal of a player is to claim a set of elements that form a winning set, and/or
to prevent the other player from doing so.

Tic-Tac-Toe, its competitive variant played on a 15× 15 board, Gomoku, as well as
Hex are the most well-known positional games. When the size of the board is not fixed,
the decision problem, whether the first player has a winning strategy from a given position
in the game is PSPACE-complete for many such games. The first result was established for
Generalized Hex, a variant played on an arbitrary graph [8]. Reisch [15] soon followed
up with results for gomoku [15] and Hex played on a board [16]. More recently, PSPACE-
completeness was obtained for Havannah [4] and several variants of Connect(m, n, k, p,
q) [14], a framework that encompasses Tic-Tac-Toe and Gomoku.

In a Maker-Maker game, also known as strong positional game, the winner is the first
player to claim all the elements of some winning set. In a Maker-Breaker game, also known
as weak positional game, the first player, Maker, wins by claiming all the elements of a
winning set, and the second player, Breaker, wins by preventing Maker from doing so. In an
Enforcer-Avoider game, the first player, Enforcer, wins if the second player claims all the
vertices of a winning set, and the second player, Avoider, wins otherwise.

In this paper, we consider the corresponding short games, of deciding whether the first
player has a winning strategy in ` moves from a given position in the game, and parameterize
them by `. The parameterized complexity of short games is known for games such as
generalized chess [19], generalized geography [1, 2], and pursuit-evasion games [20]. For Hex,
played on a hexagonal grid, the short game is FPT and for Generalized Hex, played on an
arbitrary graph, the short game is W[1]-hard and in AW[*].

When winning sets are given as arbitrary hyperedges in a hypergraph, we refer to
the three game variants as Maker-Maker, Maker-Breaker, and Enforcer-Avoider,
respectively. Maker-Breaker was first shown PSPACE-complete by Schaefer [17] under
the name Gpos(POS DNF). A simpler proof was later given by Byskov [5] who also showed
PSPACE-completeness of Maker-Maker. To the best of our knowledge, the classical
complexity of Enforcer-Avoider has not been established yet.

We will show that the short game for Generalized Hex is W[1]-complete, solving an
open problem stated numerous times [4, 7, 6, 10, 18], we establish that the short game for a
generalization of Tic-Tac-Toe is FPT, and we determine the parameterized complexity of the
short games for Maker-Maker, Maker-Breaker, and Enforcer-Avoider. One of our
main tools is a new fragment of first-order logic where universally-quantified variables only
occur in inequalities and no other relations. After giving some necessary definitions in the
next section, we will state our results precisely, and discuss them. The rest of the paper is
devoted to the proofs, with some parts deferred to the long version [3].

2 Preliminaries

Finite structures. A vocabulary τ is a finite set of relation symbols, each having an
associated arity. A finite structure A over τ consists of a finite set A, called the universe,
and for each R in τ a relation over A of corresponding arity. An (undirected) graph is a
finite structure G = (V,E), where E is a symmetric binary relation. A hypergraph is a finite
structure G = (V ∪E, IN ), where IN ⊆ V ×E is the incidence relation between vertices and
edges. Sometimes it is more convenient to denote a hypergraph instead by a tuple G = (V,E)
where E is a set of subsets of V .
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First-order logic. We assume a countably infinite set of variables. Atomic formulas over
vocabulary τ are of the form x1 = x2 or R(x1, . . . , xk) where R ∈ τ and x1, . . . , xk are
variables. The class FO of all first-order formulas over τ consists of formulas that are
constructed from atomic formulas over τ using standard Boolean connectives ¬,∧,∨ as well
as quantifiers ∃,∀ followed by a variable. Let ϕ be a first-order formula. The size of (a
reasonable encoding of) ϕ is denoted by |ϕ|. The variables of ϕ that are not in the scope of a
quantifier are called free variables. We denote by ϕ(A) the set of all assignments of elements
of A to the free variables of ϕ such that ϕ is satisfied. We call A a model of ϕ if ϕ(A) is not
empty. The class Σ1 contains all first-order formulas of the form ∃x1, . . . ,∃xkϕ where ϕ is a
quantifier free first-order formula.

Parameterized complexity. The class FPT contains all parameterized problems that can
be decided by an FPT-algorithm. An FPT-algorithm is an algorithm with running time
f(k) · nO(1), where f(·) is an arbitrary computable function that only depends on the
parameter k and n is the size of the problem instance. An FPT-reduction of a parameterized
problem Π to a parameterized problem Π′ is an FPT-algorithm that transforms an instance
(I, k) of Π to an instance (I ′, k′) of Π′ such that: (i) (I, k) is a yes-instance of Π if and only
if (I ′, k′) is a yes-instance of Π′, and (ii) k′ = g(k), where g(·) is an arbitrary computable
function that only depends on k. Hardness and completeness with respect to parameterized
complexity classes is defined analogously to the concepts from classical complexity theory,
using FPT-reductions. The following parameterized classes will be needed in this paper:
FPT ⊆ W[1] ⊆ AW[*]. Many parameterized complexity classes can be defined via a version of
the following model checking problem.

MC(Φ)
Instance: Finite structure A and formula ϕ ∈ Φ.

Parameter: |ϕ|.
Problem: Decide whether ϕ(A) 6= ∅.

In particular, the problem MC(Σ1) is W[1]-complete and the problem MC(FO) is AW[*]-
complete (see for example [9]).

Positional games. Positional games are played by two players on a hypergraph G = (V,E).
The vertex set V indicates the set of available positions, while the each hyperedge e ∈ E
denotes a winning configuration. For some games, the hyperedges are implicitly defined,
instead of being explicitly part of the input. The two players alternatively claim unclaimed
vertices of V until either all elements are claimed or one player wins. A position in a positional
game is an allocation of vertices to the players, who have already claimed these vertices. The
empty position is the position where no vertex is allocated to a player. The notion of winning
depends on the game type. In a Maker-Maker game, the first player to claim all vertices of
some hyperedge e ∈ E wins. In a Maker-Breaker game, the first player (Maker) wins if she
claims all vertices of some hyperedge e ∈ E. If the game ends and player 1 has not won, then
the second player (Breaker) wins. In an Enforcer-Avoider game, the first player (Enforcer)
wins if the second player (Avoider) claims all vertices of some hyperedge e ∈ E. If the game
ends and player 1 has not won, then the second player wins. A positional game is called an
`-move game, if the game ends either after a player wins or both players played ` moves. A
winning strategy for player 1 is a move for player 1 such that for all moves of player 2 there
exists a move of player 1. . . such that player 1 wins.
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3 Results

The first game we consider is a Maker-Maker game that generalizes well-known games
Tic-Tac-Toe, Connect6, and Gomoku (also known as Five in a Row). In Connect(m,
n, k, p, q), the vertices are cells of an m× n grid, each set of k aligned cells (horizontally,
vertically, or diagonally) is a winning set, the first move by player 1 is to claim q vertices,
and then the players alternate claim p unclaimed vertices at each turn. Tic-Tac-Toe
corresponds to Connect(3, 3, 3, 1, 1), Connect6 to Connect(19, 19, 6, 2, 1), and Gomoku
to Connect(19, 19, 5, 1, 1). Variations with different board sizes are also common. In the
Short k-Connect problem, the input is the set of m · n vertices, an assignment of some
of these vertices to the two players, the integer p, and the parameter `. The winning sets
corresponding to the k aligned cells are implicitly defined. The question is whether player 1
has a winning strategy from this position in at most ` moves. We omit q from the problem
definition of Short k-Connect since we are modeling games that advanced already past
the initial moves. Our first result (proved in Section 4) is that Short k-Connect is
fixed-parameter tractable for parameter `. (In all our results, the parameter is the number
of moves, `.)

I Theorem 1. Short k-Connect is FPT.

The main reason for this tractability is the rather special structure of the winning sets.
It helps reducing the problem to model checking for first-order logic on locally bounded
treewidth structures, which is FPT [11].

A similar strategy was recently used to show that Short Hex is FPT [4]. The Hex game
is played on a parallelogram board paved by hexagons, each player owns two opposite sides
of the parallelogram. Players alternately claim an unclaimed cell, and the first player to
connect their sides with a path of connected hexagons wins the game. Note that we may
view Hex as a Maker-Breaker game: if the second player manages to disconnect the first
players sides, he has created a path connecting his sides. Bonnet et al. [4] also considered a
well-known generalization to arbitrary graphs. The Generalized Hex game is played on a
graph with two specified vertices s and t. The two players alternately claim an unclaimed
vertex of the graph, and player 1 wins if she can connect s and t by vertices claimed by her,
and player 2 wins if he can prevent player 1 from doing so. The Short Generalized Hex
problem has as input a graph G, two vertices s and t in G, an allocation of some of the
vertices to the players, and an integer `. The parameter is `, and the question is whether
player 1 has a winning strategy to connect s and t in ` moves.

The Short Generalized Hex problem is known to be in AW[*] and was conjectured to
be AW[*]-complete [4, 7, 6, 10, 18]. In fact, AW[*] is thought of as the natural home for most
short games [7], playing a similar role in parameterized complexity as PSPACE in classical
complexity for games with polynomial length. However, Bonnet et al. [4] only managed to
show that Short Generalized Hex is W[1]-hard, leaving a complexity gap between W[1]
and AW[*]. Our next result is to show that Short Generalized Hex is in W[1]. Thus,
Short Generalized Hex is in fact W[1]-complete.

I Theorem 2. Short Generalized Hex is W[1]-complete.

Our main tool is a new fragment of first-order logic for which model-checking on arbitrary
relational structures is W[1]-complete parameterized by the length of the formula. This
fragment, which we call ∀6=-FO, is the fragment of first-order logic where universally-quantified
variables appear only in inequalities.
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I Theorem 3. MC(∀6=-FO) is W[1]-complete.

This result is proved by reducing a formula in ∀6=-FO to a formula in Σ1. The ∀6=-FO
logic makes it convenient to express short games where we can express that player 1 can reach
a certain configuration without being blocked by player 2, no matter what configurations
player 2 reaches. This is indeed the case for Generalized Hex, where we are merely
interested in knowing if player 1 can connect s and t without being blocked by player 2.

More generally, this is the case for Short Maker-Breaker, where the input is a
hypergraph G = (V,E), a position, and an integer `, and the question is whether player 1
has a winning strategy to claim all the vertices of some hyperedge in ` moves.

I Theorem 4. Short Maker-Breaker is W[1]-complete.

The fact that Short Maker-Breaker is PSPACE-complete and W[1]-complete (and not
AW[*]-complete) may challenge the intuition one has on alternation. Looking at the classical
complexity (PSPACE-completeness), it seems that both players have comparable expressivity
and impact over the game. As the game length is polynomially bounded, if the outcome could
be determined by only guessing a sequence of moves from one player, then the problem would
lie in NP. Now from the parameterized complexity standpoint, Short Maker-Breaker is
equivalent under FPT reductions to guessing the k vertices of a clique (as in the seminal
W[1]-complete k-Clique problem); no alternation there. Those considerations may explain
why it was difficult to believe that Generalized Hex is not AW[*]-complete as conjectured
repeatedly [18, 6, 7].

This is also in contrast to Short Maker-Maker, where the input is a hypergraph
G = (V,E), a position, and an integer `, and the question is whether player 1 has a strategy
to be the first player claiming all the vertices of some hyperedge in ` moves.

I Theorem 5. Short Maker-Maker is AW[*]-complete.

For the remaining type of positional games, the Short Enforcer-Avoider problem has
as input a hypergraph G = (V,E), a position, and an integer `, and the question is whether
player 1 has a strategy to claim ` vertices that forces player 2 to complete a hyperedge.
Again, player 1 can only block some moves of player 2, and the winning condition for player
1 can be expressed in ∀6=-FO.

I Theorem 6. Short Enforcer-Avoider is co-W[1]-complete.

Our results suggest that a structured board may suggest that a positional game is FPT,
but otherwise, the complexity depends on how the winning condition for player 1 can be
expressed. If it only depends on what positions player 1 has reached, our results suggest that
the problem is W[1]-complete, but when the winning condition for player 1 also depends on
the position player 2 has reached, the game is probably AW[*]-complete.

4 Short k-Connect is FPT

Graph G represents an m× n board in the following sense. Every board cell is represented
by a vertex. Horizontal, vertical and diagonal neighbouring cells are connected via an edge.
Vertex sets V1 and V2 represent the vertices already occupied by Player 1 and Player 2. While
integer p, the number of stones to be placed during a move, is part of the input, we restrict
it to values below constant k as games with p ≥ k are trivial.
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Short k-Connect
Instance: A graph G = (V, E) representing an m×n board, occupied vertices V1, V2 ⊆ V ,

and integer p and `.
Parameter: `.

Problem: Decide whether Player 1 has a winning strategy with at most ` moves.

I Theorem 1. Short k-Connect is FPT.

Proof. We reduce Short k-Connect to first-order model checking MC(FO) on a bounded
degree graph. Using a result by Seese [21], it follows that Short k-Connect is FPT.
Let (G,V1, V2, p, `) be an instance of Short k-Connect, where G = (V,E). We con-
struct instance (A, ϕ) of MC(FO) as follows. Let EDGE be a binary relation symbol
and let V1 and V2 be unary relation symbols. Then A is the {EDGE ,V1 ,V2}-structure
(V,EDGEA,V1A,V2A) with EDGEA := E, V1A := V1, and V2A := V2. FO-formula ϕ is
defined as ϕ ≡ ∃x1

1∃x2
1 . . . ∃x

p
1∀y1

1 . . . ∀y
p
1∃x1

2 . . . ∃x
p
2∀y1

2 . . . ∃x
p
`∃u1∃u2 . . . ∃uk∀v1∀v2 . . . ∀vkψ,

ψ ≡
∨̀
i=0

[
legalP1 i(x1

1, . . . , x
p
1, y

1
1 , . . . , x

p
` ) ∧

(
¬legalP2 i(x1

1, . . . , x
p
1, y

1
1 , . . . , x

p
` )∨

(
configP1 i(x1

1, . . . , x
p
` , u1, . . . , uk) ∧

k−2∧
j=1

aligned(uj , uj+1, uj+2)∧

(
¬configP2 i(y1

1 , . . . , y
p
` , v1, . . . , vk) ∨ ¬

k−2∧
j=1

aligned(vj , vj+1, vj+2)
)))]

,

path(u, v, w) ≡EDGE(u, v) ∧ EDGE(v, w),
hor_vert(u, v, w) ≡∃x∃y path(u, v, w) ∧ path(u, x, w) ∧ path(u, y, w) ∧ path(x, v, y)∧

∀z
[(
z 6= v ∧ z 6= x ∧ z 6= y

)
→ ¬path(u, z, w)

]
,

diag(u, v, w) ≡ path(u, v, w) ∧ ∀x
[
x 6= v =⇒ ¬path(u, x, w)

]
,

aligned(u, v, w) ≡ hor_vert(u, v, w) ∨ diag(u, v, w).

Variables xj
i represent the jth stone in Player 1’s ith move and variables yj

i represent the
jth stone in Player 2’s ith move. The sequences u1 . . . uk and v1 . . . vk represent possible
winning configurations for Player 1 and Player 2. The structure of ψ is the following. The
first disjunction ranging from i = 0 to i = ` represents the number of moves Player 1
needs to win the game. We then ensure that the x variables represent legal moves by
Player 1. Further, either variables y do not represent legal moves by Player 2, or Player 1
achieved a winning configuration. For the latter, we assure that variables u represent aligned
vertices occupied by Player 1. Finally, we check that Player 2 did not achieve a winning
configuration before, that is vertices v do not represent aligned vertices occupied by Player
2. Formula path(u, v, w) expresses that there is a path of length 2 between vertices u and
w via v (configP1 i and configP2 i ensure that the arguments are disjoint vertices). Formula
hor_vert(u, v, w) expresses that vertices u, v, and w are aligned horizontally or vertically in
this order. A case analysis shows that u, v and w are horizontally or vertically aligned if and
only if there are exactly three nodes at distance 1 of u and w, and that v is in the middle
of the other two. In case u, v and w are located on one of the border lines of the board,
there are exactly two nodes at distance 1. Formula diag(u, v, w) expresses that vertices u, v,
and w are diagonally aligned in this order. This is the case if there exists no other length
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2 path between u and w. Formula aligned(u, v, w) expresses that vertices u, v, and w are
aligned (in that order). Formula legalP1 i (see [3]) ensures that variables xj

i represent legal
moves of Player 1, that is vertices not contained in V1 or V2 or previously played vertices.
Analogously, legalP2 i ensures that variables y

j
i represent legal moves of Player 2. Formula,

configP1 i (see [3]) expresses that variables u1, . . . , uk form a valid configuration of exactly k
vertices out of the set of V1 or vertices played by Player 1. Analogously, configP2 i states
that variables v1, . . . , vk form a valid configuration of exactly k vertices out of the set of
V2 or vertices played by Player 2. The size of ϕ is polynomial in `, k, and p. Since k is a
constant and p is bounded by k, we have an FO formula polynomial in our parameter `.
Graph G represents a grid with diagonals. Hence, G has maximum degree 8. It follows from
Seese [21] that Short Connect is FPT. J

5 MC(∀6=-FO) is W[1]-complete

The class ∀6=-FO contains all first-order formulas of the form Q1x1Q2x2Q3x3 . . . Qkxkϕ, with
Qi ∈ {∀,∃} and ϕ being a quantifier free first-order formula such that every ∀-quantified
variable xi only occurs in inequalities, that is in relations of the form xi 6= xj for some
variable xj . Furthermore, ϕ does not contain any other variables besides x1, . . . , xk.

I Theorem 3. MC(∀6=-FO) is W[1]-complete.

Proof. Hardness: Every Σ1 formula is contained in the class ∀6=-FO. Hence, W[1]-hardness
follows from W[1]-completeness of MC(Σ1).

Membership: By reduction to MC(Σ1). Let (A, ϕ) be an instance of MC(∀6=-FO). If ϕ
contains only existential quantifiers then (A, ϕ) is already an instance of MC(Σ1). Hence,
let ϕ = Q1x1Q2x2 . . . Qi−1xi−1∀xi∃xi+1∃xi+2 . . . ∃xkψ with Qj ∈ {∀,∃} for 1 ≤ j < i, ψ is
in negation normal form and |ϕ| = `. That is, xi is the rightmost of the universal quantified
variables. In order to reduce (A, ϕ) to an instance of MC(Σ1), we need a way to remove all
universal quantifications. We will show how to eliminate the universal quantification of xi.
This technique can then be used to iteratively eliminate all the universal quantifiers. Let
ϕ1(x1, . . . , xi−1) be the subformula ϕ1(x1, . . . , xi−1) = ∀xi∃xi+1 . . . ∃xkψ. We will show that
we can replace ϕ1(x1, . . . , xi−1) by

ϕ2(x1, . . . , xi−1) =∃yi∃yi+1 . . . ∃yk

(
ψ[yi/xi, yi+1/xi+1, . . . , yk/xk]∧ (1)

i−1∧
j=1
∃yj

i+1∃y
j
i+2 . . . ∃y

j
kψ[xj/xi, y

j
i+1/xi+1, y

j
i+2/xi+2, . . . , y

j
k/xk]∧ (2)

k∧
j=i+1

∃yj
i+1∃y

j
i+2 . . . ∃y

j
kψ[yj/xi, y

j
i+1/xi+1, y

j
i+2/xi+2, . . . , y

j
k/xk]

)
. (3)

This reduction is an FPT-reduction, since the size of formula ϕ2 is a function of the size of for-
mula ϕ1. Let c1, . . . , ci−1 be arbitrary but fixed elements of the universe A of A. We will show
that ϕ1(x1, . . . , xi−1) ≡ ϕ2(x1, . . . , xi−1) by proving (a) ϕ1(c1, . . . , ci−1)→ ϕ2(c1, . . . , ci−1)
and (b) ϕ2(c1, . . . , ci−1) → ϕ1(c1, . . . , ci−1). For (a) assume that ϕ1(c1, . . . , ci−1) is true.
This means, ϕ1[ci/xi] is true for all ci ∈ A, that is for all ci ∈ A there exists an assignment
to xi+1, . . . , xk such that ψ is true. Part (1) of ϕ2(c1, . . . , ci−1) asks for some ci ∈ A such
that there exists an assignment to xi+1, . . . , xk such that ψ is true. Part (2) asks for the
existence of an assignment to xi+1, . . . , xk such that ψ is true for each of the cases where
xi is one of the elements c1, . . . , ci−1. Part (3) asks for the existence of an assignment to
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xi+1, . . . , xk such that ψ is true for each of the cases where xi is one of the elements that are
assigned to xi+1, . . . , xk in the model of Part (1). All these are special cases of the universal
quantification over xi, hence ϕ2(c1, . . . , ci−1) is true.

For direction (b) assume towards a contradiction that ϕ1(c1, . . . , ci−1) is false and that
ϕ2(c1, . . . , ci−1) is true. Since ϕ1 is false, there exists ci ∈ A such that ϕ1[ci/xi] is false. We
perform a case distinction on the value ci. First let ci = cj for some j ∈ {1, . . . , i− 1}. Then
let ci+1, . . . , ck be the assignments to variables yj

i+1, . . . , y
j
k in the model of ϕ2. The jth

conjunct of Part (2) of ϕ2 states that ψ holds for xi = xj using the assignment ci+1, . . . , ck.
Hence, assigning ci+1, . . . , ck to variables xi+1, . . . , xk in ϕ1 is a model for ϕ1[ci/xi], which
contradicts our assumption. As the next case, let ci+1, . . . , ck be the assignment to variables
yi+1, . . . , yk in the model of ϕ2 and let ci = cj for some j ∈ {i+ 1, . . . , k}. Let c′i+1, . . . , c

′
k

be the assignments to variables yj
i+1, . . . , y

j
k in the model of ϕ2. The conjunct with index

j of Part (3) of ϕ2 states that ψ holds for xi = xj = cj using the assignment c′i+1, . . . , c
′
k.

Hence, assigning c′i+1, . . . , c
′
k to variables xi+1, . . . , xk in ϕ1 is a model for ϕ1[ci/xi], which

contradicts our assumption. For the last case, let ci be one of the remaining values. Let
`1, . . . , `m be all the literals in ψ that contain xi. All of them are inequalities of the form
xi 6= xj for j 6= i. Let c′i be the assignment to yi in the model of ϕ2. Let `′1, . . . , `′m be the
literals in ψ[yi/xi, yi+1/xi+1, . . . , yk/xk] in Part (1) of ϕ2 that correspond to `1, . . . , `m. We
have no knowledge about the truth value of these literals `′j with 1 ≤ j ≤ m, but all of
the literals `j in ψ evaluate to true when assigning ci+1, . . . , ck to the variables xi+1, . . . , xk.
Since ψ is in negation normal form and the literals `1, . . . , `m never occur in unnegated
form, that is as equalities, changing the truth value of these literal from false to true will
never result in changing the truth value of the whole formula from true to false. But since
c′i together with ci+1, . . . , ck is a model of Part (1) of ϕ2, it holds that for all values of ci

that we consider in this case, that ϕ1[ci/xi] is true, which contradicts our assumption. This
completes the case distinction and we have ϕ1(x1, . . . , xi−1) ≡ ϕ2(x1, . . . , x2). J

6 Short Generalized Hex is W[1]-complete

Short Generalized Hex
Instance: Graph G = (V, E), vertices s, t ∈ V , vertex sets V1, V2 ⊆ V with V1 ∩ V2 = ∅,

and integer `.
Parameter: `.

Problem: Decide whether Player 1 has a winning strategy with at most ` moves in the
generalized Hex game (G, s, t, V1, V2).

A generalized Hex game (G, s, t, V1, V2) is a positional game (V ′, E′), where the positions V ′
and the winning configurations E′ are defined as follows. Set V ′ contains all vertices of G,
that is V ′ = V . Set E′ contains a set of vertices {v1, . . . , vk} if and only if {v1, . . . , vk}∪{s, t}
form an s− t path in G. Additionally, vertices in V1 and V2 are already claimed by player 1
and player 2, respectively. Since the set of winning configurations of Short Generalized
Hex is only defined implicitly, the input size of Short Generalized Hex can be exponential
smaller than the number of winning configurations.

I Theorem 2. Short Generalized Hex is W[1]-complete.

Proof. Hardness is already known [4]. For membership, we reduce Short Generalized
Hex to MC(∀6=-FO). Let (G, s, t, V1, V2, `) be an instance of Short Generalized Hex,
where G = (V,E). Claimed vertices V1 and V2 can be preprocessed: (i) every v ∈ V1 and
its incident edges are removed from G and the neighbourhood of v is turned into a clique;
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(ii) every v ∈ V2 and its incident edges are removed from G. Hence, w.l.o.g. we assume
that V1 = V2 = ∅. We construct an instance (A, ϕ) of MC(∀6=-FO) as follows. Let EDGE
be a binary relation symbol and let S and T be unary relation symbols. Then A is the
{EDGE , S, T}-structure (V,EDGEA, SA, TA) with EDGEA := E, SA := {s}, and TA := {t}.
The ∀6=-FO-formula ϕ is defined as ϕ = ∃s∃t∃x1∀y1∃x2∀y2 . . . ∀y`−1∃x`∃z1∃z2 . . . ∃z`ψ, with

ψ ≡ S(s) ∧ T (t) ∧
(

EDGE(s, t)∨
∨̀
i=1

i∨
j=1

(
EDGE(s, z1) ∧ EDGE(zj , t)∧

pathi,j(x1, . . . , xi, z1, . . . , zj) ∧ diff i(x1, y1, . . . , yi−1, xi)
))
,

pathi,j(x1, . . . , xi, z1, . . . , zj) ≡
j−1∧
h=1

EDGE(zh, zh+1) ∧
j∧

h=1

i∨
k=1

zh = xk,

diff i(x1, y1, . . . , xi−1, yi−1, xi) ≡
∧

1≤j<k≤i

xj 6= xk ∧
∧

1≤j<k≤i

yj 6= xk.

The intuition of ϕ is the following. The variables xi, yi, and zi represent the moves of
Player 1, the moves of Player 2, and the ordered (s, t)-path induced by Player 1’s moves,
respectively. The variables s and t represent the vertices of the same name. Formula ϕ
expresses that there is either a direct edge between s and t or a s-t path of length j was
played. The main disjunctions (

∨
) ensure that we consider wins that take up to ` moves, and

build s-t path of length up to `. Subformula pathi,j will be true if and only if the z variables
form a path using only values of the selected values for the x variables. Subformula diff i

ensures that all x variables are pairwise distinct and they are distinct from all y variables
with smaller index.

We have |ϕ| = O(`4), so this is indeed an FPT-reduction and W[1]-membership follows. J

7 Short Maker-Breaker is W[1]-complete

Short Maker-Breaker
Instance: Hypergraph G = (V, E), vertex sets V1, V2 ⊆ V with V1 ∩V2 = ∅, and integer `.

Parameter: `.
Problem: Decide whether Player 1 has a winning strategy with at most ` if vertices V1

and V2 are already claimed by Player 1 and Player 2, respectively.

I Theorem 4. Short Maker-Breaker is W[1]-complete.

Proof. For showing membership, we reduce Short Maker-Breaker to MC(∀6=-FO). Let
(G,V1, V2, `) be an instance of Short Maker-Breaker, where G = (V,E) is a hypergraph.
Claimed vertices V1 and V2 can be preprocessed: (i) every v ∈ V1 is removed from V

and every hyperedge e ∈ E; (ii) every v ∈ V2 is removed from V and every hyperedge
e ∈ E with v ∈ e is removed from E. Hence, w.l.o.g. we assume that V1 = V2 = ∅.
We construct an instance (A, ϕ) of MC(∀6=-FO) as follows. Let IN and SIZE be binary
relation symbols. Then A is the {IN ,SIZE}-structure (V ∪ E ∪ {1, . . . , |V |}, INA,SIZEA)
with INA := {(x, e) | x ∈ V, e ∈ E, x ∈ e} and SIZEA := {(e, i) | e ∈ E, |e| = i}.
Hence, the universe of A consists of the vertices of G, an element for each hyperedge, and
an element for some bounded number of integers. The ∀6=-FO-formula ϕ is defined as
ϕ ≡ ∃x1∀y1 . . . ∀y`−1∃x`∃e∃z1∃z2 . . . ∃z`ψ, with

ψ ≡
∨

1≤j≤i≤`

(
diff i(x1, y1, . . . , xi) ∧ SIZE(e, j) ∧

j∧
k=1

i∨
h=1

zk = xh ∧
∧

1≤k<h≤j

zk 6= zh ∧
j∧

k=1
IN (zk, e)

)
.
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The subformula diff i(x1, y1, . . . , xi) refers to the subformula with same name used in the
proof of Theorem 2. That is, it ensures that all x variables are pairwise distinct and that
they are distinct from all y variables with smaller index. The intuition of ϕ is the following.
The variables xi and yi represent the moves of Maker and the moves of Breaker, respectively.
The variables zi represent the vertices forming the winning configuration of Maker and e
represents the hyperedge of this winning configuration. The first disjunction ensures that
we consider wins that take up to ` moves. The second disjunction ensures that we consider
winning configurations that consist of up to i vertices. After checking that e has the correct
size (SIZE(e, j)), we encode that the values of the z variables are contained in the hyperedge
represented by e and that these variables are pairwise disjoint and selected among the moves
of Maker (the x variables).

We have |ϕ| = O(`4), so this is indeed an FPT-reduction and W[1]-membership follows.
For hardness, we reduce k-Multicolored Clique to Short Maker-Breaker. The

reduction is essentially the same as the reduction used for showing W[1]-hardness of Gener-
alized Hex [4]. The crucial observation is that the construction of Bonnet et al. [4] contains
only a polynomial number of possible s− t paths. Hence, we can encode every such s− t-path
as a unique hyperedge denoting a winning configuration in Short Maker-Breaker. J

8 Short Maker-Maker is AW[*]-complete

Short Maker-Maker
Instance: Hypergraph G = (V, E), vertex sets V1, V2 ⊆ V with V1 ∩V2 = ∅, and integer `.

Parameter: `.
Problem: Decide whether Player 1 has a winning strategy with at most ` if vertices V1

and V2 are already claimed by Player 1 and Player 2.

I Theorem 5. Short Maker-Maker is AW[*]-complete.

Proof. For membership, we reduce Short Maker-Maker to MC(FO). Let (G,V1, V2, `)
be an instance of Short Maker-Maker, where G = (V,E) is a hypergraph. We construct
an instance (A, ϕ) of MC(FO) as follows. Let V1 , V2 , and EDGE be unary relation
symbols. Let IN be a binary relation symbol. Then A is the {V1 ,V2 ,EDGE , IN}-structure
(V ∪ E,V1A,V2A,EDGEA, INA) with V1A := V1, V2A := V2, EDGEA := E, and INA :=
{(x, e) | x ∈ V, e ∈ E, x ∈ e}. Hence, the universe of A consists of the vertices and the
hyperedges of G. The FO-formula ϕ is defined as ϕ ≡ ∃x1∀y1 . . . ∀y`−1∃x`ψ, with

ψ ≡
∨̀
i=0

legalP1 i(x1, y1, . . . , x`) ∧
(
¬legalP2 i−1(x1, y1, . . . , x`)∨

(
winP1 i(x1, y1, . . . , x`) ∧ ¬winP2 i−1(x1, y1, . . . , x`)

))
.

winP1 i(x1, y1, . . . , x`) ≡ ∃e∀zEDGE(e) ∧
(
¬IN (z, e) ∨V1 (z) ∨

i∨
j=1

z = xj

)
,

winP2 i(x1, y1, . . . , x`) ≡ ∃e∀zEDGE(e) ∧
(
¬IN (z, e) ∨V2 (z) ∨

i∨
j=1

z = yj

)
.

Variable xj represent Player 1’s jth move and variable yj represent Player 2’s jth move.
The first disjunction represents the number of moves i that Player 1 needs to win the game.
Formula legalP1 i (see [3]) ensures that variables (xj)1≤j≤i represent legal moves of Player 1,
that is vertices not contained in V1 or V2 or previously played vertices. Analogously, legalP2 i

ensures that variables (yj)1≤j≤i represent legal moves of Player 2. Formula winP1 i ensures
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that Player 1 has won within the i first moves, that is, it has completed a hyperedge with
V1 and variables up to xi. Analogously, winP2 i ensures that Player 2 has won within the i
first moves. We have |ϕ| = O(`3) and |A| = O(|G|2), so this is indeed an FPT-reduction and
AW[*]-membership follows.

For hardness, we reduce from the AW[*]-complete problem Short Generalized Geo-
graphy on bipartite graphs. The reduction is deferred to the long version [3]. J

9 Short Enforcer-Avoider is co-W[1]-complete

Short Enforcer-Avoider
Instance: Hypergraph G = (V, E), vertex sets V1, V2 ⊆ V with V1 ∩V2 = ∅, and integer `.

Parameter: `.
Problem: Decide whether Player 1 has a winning strategy with at most ` moves if vertices

V1 and V2 are already claimed by Player 1 and Player 2, respectively.

I Theorem 6. Short Enforcer-Avoider is co-W[1]-complete.

Proof. We show that the co-problem of Short Enforcer-Avoider is W[1]-complete. The
co-problem of Short Enforcer-Avoider is to decide whether for all strategies of Enforcer,
there exists a strategy of Avoider such that during the first ` moves, Avoider does not
claim a hyperedge. Again, vertices V1 and V2 are already claimed by Enforcer and Avoider,
respectively. We prove W[1]-hardness by a parameterized reduction from Independent Set
and W[1]-membership by reduction to MC(∀6=-FO).

In the W[1]-complete Independent Set problem [6], the input is a graph G = (V,E)
and an integer parameter k, and the question is whether G has an independent set of size k,
i.e., a set of k pairwise non-adjacent vertices. We construct a positional game G′ = (V ′, E′)
by replacing each vertex of G by a clique of size k + 1. The vertex set V ′ has vertices
v(1), . . . , v(k + 1) for each vertex v ∈ V , and hyperedges are E′ = {{v(i), v(j)} : v ∈
V and 1 ≤ i < j ≤ k + 1} ∪ {{u(i), v(j)} : uv ∈ E and 1 ≤ i, j ≤ k + 1}. We claim
that G has an independent set of size k if and only if Avoider does not claim a hyperedge
in the first k moves in the positional game G′ starting from the empty position, that is
V1 = V2 = ∅. For the forward direction, suppose I = {v1, . . . , vk} is an independent set of
G of size k. Then, a winning strategy for Avoider is to claim an unclaimed vertex from
{vi(1), . . . , vi(k + 1)} at round i ∈ {1, . . . , k}. We note that Enforcer cannot claim all the
vertices from {vi(1), . . . , vi(k + 1)}, since there are not enough moves to do so, and Avoider
does not complete a hyperedge with this strategy. On the other hand, suppose Avoider has
a winning strategy in k moves. For an arbitrary play by Enforcer, let {v1(i1), . . . , vk(ik)}
denote the vertices claimed by Player 1. Then, vi 6= vj and vivj /∈ E for any 1 ≤ i < j ≤ k,
since Player 1 would otherwise claim all the vertices of a hyperedge. Therefore, {v1, . . . , vk}
is an independent set of G of size k.

For membership, we reduce to MC(∀6=-FO). Let (G,V1, V2, `) be an instance of the
co-problem of Short Enforcer-Avoider where G = (V,E) is a hypergraph. First we do
some preprocessing. We remove all vertices from G that are contained in V2, that is the
vertices already claimed by Avoider. If this results in an empty hyperedge, the instance
is a no-instance. Otherwise, we remove all hyperedges that contain a vertex in V1, that
is the vertices already claimed by Enforcer, since Avoider will never lose via these edges
anymore. Finally, we remove all vertices from G that are contained in V1. Let G = (V,E)
now refer to the outcome of this preprocessing. By construction all vertices of G are
unoccupied and some vertices might not be contained in any hyperedge. If G contains
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less than 2` vertices we can solve the problem via brute force in FPT time. Hence, in
what follows we assume that there are at least 2` unoccupied vertices in G. We construct
an instance (A, ϕ) of MC(∀6=-FO) as follows. Let EDGEi be a i-ary relation symbol for
1 ≤ i ≤ `. Then A is the {EDGE1 , . . . ,EDGE`}-structure (V,EDGE1

A, . . . ,EDGE`
A) with

EDGEi
A := {(v1, . . . , vi) | e ∈ E, |e| = i, e = {v1, . . . , v`}}, that is EDGEi

A contains every
permutation of all hyperedges of cardinality i. The ∀6=-FO-formula ϕ is defined as

ϕ ≡ ∀y1∃x1∀y2∃x2 . . . ∃x` diff `(y1, x1, . . . , x`)∧
∧

1≤i≤`

∧
{z1,...,zi}⊆{x1,...,x`}

¬EDGEi(z1, . . . , zi),

where diff i(y1, x1, . . . , xi) ≡
∧

1≤j<k≤i xj 6= xk ∧
∧

1≤j≤k≤i yj 6= xk.

Subformula diff i(y1, x1, . . . , xi) ensures that all x variables are pairwise distinct and they
are distinct from all y variables with index less or equal theirs. The intuition of ϕ is the
following. The variables xi and yi represent the moves of Avoider and the moves of Enforcer,
respectively. Avoider wins if the x variables do not cover a whole hyperedge after ` moves.
We only have to check hyperedges of size up to `. Hence, for each cardinality i ≤ `, we check
for all subsets z1, . . . , z` of the x variables that they do not form a hyperedge. Formula ϕ
does not pose any restrictions on the y variables, that is we do not force Enforcer to pick
unoccupied vertices. We call a move by Enforcer that picks an already occupied vertex
cheating. To prove correctness, we need to show that whenever Enforcer has a winning
strategy σE that involves cheating, Enforcer also has a winning strategy σ′E without cheating.
We construct σ′E as follows. We follow strategy σE while σE does not perform a cheating
move. If the next move would be a cheating move, we play a random unoccupied vertex
instead and keep track of this vertex in a new set Vr. The next time we need to select a
move, we construct a board state s by removing all vertices in Vr from the picks of Enforcer
and query strategy σE on this state s. If the answer is an unoccupied vertex, we perform
this move normally. If instead the answer is a previously played vertex (which might be in
Vr), we play a random unoccupied vertex instead and add it to Vr. Since σE was a winning
strategy, so is σ′E . Hence, formula ϕ does not need to check if the y variables correspond
to unoccupied vertices. The construction can be done by an FPT algorithm since for each
hyperedge e ∈ E of cardinality i, we create i! ≤ `! entries in the EDGEi relation. We have
|ϕ| = O(``), so this is indeed an FPT reduction and W[1]-membership follows. J

10 Conclusion

We have seen that the parameterized complexity of short positional games depends crucially
on whether both players compete for achieving winning sets, or whether the game can be
seen as one player aiming to achieve a winning set and the other player merely blocking the
moves of the first player. Naturally, blocking moves correspond to inequalities in first-order
logic, and our ∀6=-FO fragment of first-order logic therefore captures that the universal player
can only block moves of the existential player. Our W[1]-completeness of MC(∀6=-FO) has
been used several times in this paper, but our transformation of ∀6=-FO formulas into Σ1
formulas may have other uses. As a concrete example related to positional games, Bonnet et
al. [4] established that Short Hex is FPT by expressing the problem as a FO formula, and
making use of Frick and Grohe’s meta-theorem [11], similarly as we did in Section 4. This
establishes that the problem is FPT but the running time is non-elementary in `. However,
we remark that their FO formula is actually a ∀6=-FO formula of size polynomial in `. Our
transformation gives an equivalent Σ1 formula whose length is single-exponential in `, and
the meta-theorem of Grohe and Wöhrle [12] then gives a running time for solving Short
Hex that is triply-exponential in `.
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modulo pb(1−λ) n3p c in expected time less than cn for a constant c < 2 that depends only on
p and λ. Such an algorithm was previously known only for the case of counting modulo
two [Björklund and Husfeldt, FOCS 2013].

2. We show that we can detect a Hamiltonian cycle in O∗(3n−α(G)) time and polynomial
space, where α(G) is the size of the maximum independent set in G. In particular, this
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can capture through evaluation of determinants of Laplacian-like matrices, inspired by the
Matrix–Tree Theorem for directed graphs. In addition to the novel algorithms for directed
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ing out-branchings with at least k internal vertices, improving upon the algorithms of [Zehavi,
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1 Introduction

The Hamiltonian cycle problem has played a prominent role in development of techniques
for the design of exact algorithms for hard problems. The early O∗(2n) algorithms based on
dynamic programming and inclusion-exclusion [1, 20, 19], remained un-challenged for several
decades. In 2010, Björklund [3], gave a randomized algorithm running in O(1.657n) time for
the case of undirected graphs. The algorithm taps into the power of algebraic combinatorics,
and in particular determinants that enumerate cycle covers.

Despite this progress in the undirected Hamiltonian cycle problem, a substantial improve-
ment in the more general directed version of the problem remains an open problem and a
key challenge in the area of exact algorithms. The currently best known general algorithm
runs in O∗(2n−Θ(

√
n/ logn)) time [4], and there are no known connections with the theory of

SETH-hardness [18] that would – at least partly – dash the hope for a faster algorithm.
A number of recent works have attempted to crack directed Hamiltonicity, revealing that

the problem is indeed easier in certain restricted settings. Cygan and Pilipczuk [13] showed
that the problem admits an O∗(2(1−εd)n) time algorithm for graphs with average degree
bounded by d, where εd is a constant with a doubly exponential dependence on d. Cygan
et al. [12] showed that the problem admits an O∗(1.888n) time randomized algorithm for
bipartite graphs and that the parity of directed Hamiltonian cycles can also be computed
within the same time bound. Björklund and Husfeldt [6] showed that the parity of Hamiltonian
cycles can be computed in O∗(1.619n) randomized time in general directed graphs. Finally,
Björklund et al. [5] showed that the problem can be solved in O∗((2−Θ(1))n) time when the
graph contains less than 1.038n Hamiltonian cycles, via a reduction to the parity problem.
In this paper we improve or generalize all of these works.

Our results. As one would expect, all recent “below-2n” algorithm designs for the Hamilton-
icity problem rely on algebraic combinatorics and involve formulas that enumerate Hamilto-
nian cycles. But somewhat surprisingly, none of these approaches employs the directed
version of the Matrix–Tree Theorem (see e.g. Gessel and Stanley [17, §11]), one of the most
striking and beautiful results in algebraic graph theory. The theorem enables the enumeration
of spanning out-branchings, that is, rooted spanning trees with all arcs oriented away from
the root, via a determinant polynomial. Our results in this paper derive from a detailed
combinatorial understanding and generalization of this classical setup.

The combinatorial protagonist of this paper is the following notion that enables a “two-way”
possibility to view each arc in a directed graph:

I Definition 1 (Incidence assignment). Let G be a directed graph with vertex set V and arc
set E. For a subset W ⊆ V we say that a mapping µ : W → E is an incidence assignment if
for all u ∈W it holds that µ(u) is incident with u.

In particular, looking at a single arc uv ∈ E, an incidence assignment µ can assign uv in
two1 possible ways: as an out-arc µ(u) = uv at u, or as an in-arc µ(v) = uv at v.

From an enumeration perspective the serendipity of this “two-way” possibility to assign
an arc becomes apparent when one considers how an incidence assignment µ can realize a

1 Strictly speaking we are here assuming that both u ∈ W and v ∈ W . To break symmetry in our
applications we do allow also situations where uv has only one possible assignment due to either u /∈ W
or v /∈ W .
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directed cycle in its image µ(W ). Indeed, let

u1u2, u2u3, . . . , u`−1u`, u`u1 ∈ E

be the arcs of a directed cycle C of length ` ≥ 2 in G with V (C) ⊆W . It is immediate that
there are now exactly two2 ways to realize C in the image µ(W ). Namely, we can realize C
either (i) using only in-arcs with

µ(u1) = u`u1, µ(u2) = u1u2, µ(u3) = u2u3, . . . , µ(u`) = u`−1u` , (1)

or (ii) using only out-arcs with

µ(u1) = u1u2, µ(u2) = u2u3, µ(u3) = u3u4, . . . , µ(u`) = u`u1 . (2)

Incidence assignments thus enable two distinct ways to realize a directed cycle. Furthermore,
it is possible to switch between (1) and (2) so that only the images of u1, u2, . . . , u` under
µ are affected. The algebraization of this combinatorial observation is at the heart of the
directed Matrix–Tree Theorem (which we will review for convenience of exposition in Sect. 2)
and all of our results in this paper.

Our warmup result involves a generalization of the directed Hamiltonian path problem,
namely the k-Internal Out-Branching problem, where the goal is to detect whether a given
directed graph contains a spanning out-branching that has at least k internal vertices. This is
a well-studied problem on its own, with several successive improvements the latest of which is
an O∗(3.617k) algorithm by Zehavi [24] and an O∗(3.455k) algorithm by Björklund et al. [9]
for the undirected version of the problem.

Using a combination of the directed Matrix–Tree Theorem and a monomial-sieving idea
due to Floderus et al. [15], in Sect. 3 we show the following:

I Theorem 2 (Detecting a k-Internal Out-Branching). There exists a randomized algorithm
that solves the k-internal out-branching problem in time O∗(2k) and with negligible probability
of reporting a false negative.

In the full version of the paper [10] we give a further application for the k-Leaf problem, that
is, detecting a spanning out-branching with at least k leaves. We note that Gabizon et al. [16]
have recently given another application of the directed Matrix–Tree Theorem for the problem
of detecting out-branchings of bounded degree.

Proceeding to our two main results, in Sect. 4 we observe that the directed Matrix–Tree
Theorem leads to a formula for computing the number of Hamiltonian paths in arbitrary
characteristic by using a standard inclusion–exclusion approach, which leads to a formula
that involves the summation of 2n determinants. To obtain a below-2n design, we present a
way to randomize the underlying Laplacian matrix so that the number of Hamiltonian paths
does not change but in expectation most of the summands vanish modulo a prime power.
Furthermore, to efficiently list the non-vanishing terms, we use a variation of an algorithm of
Björklund et al. [8] that was used for a related problem, computing the permanent modulo a
prime power. This leads to our first main result:

I Theorem 3 (Counting directed Hamiltonian cycles modulo a prime power). For all 0 < λ < 1
there exists a randomized algorithm that, given an n-vertex directed graph and a prime p
as input, counts the number of Hamiltonian cycles modulo pb(1−λ)n/(3p)c in expected time
O∗
(
2n(1−λ2/(19p log2 p))

)
. The algorithm uses exponential space.

2 Again strictly speaking it will be serendipitous to break symmetry so that certain cycles will have only
one realization instead of two.
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A corollary of Theorem 3 is that if G has at most dn Hamiltonian cycles, we can detect
one in time O(cnd ), where d is any fixed constant and cd < 2 is a constant that only depends
on d. As a further corollary we obtain a randomized algorithm for counting Hamiltonian
cycles in graphs of bounded average (out-)degree d in O(2(1−εd)n) time. The constant εd has
a polynomial dependency in d. Previous algorithms had a constant εd with an exponential
dependency on d [7, 13]. (The proofs of these results are relegated to the full version of the
paper [10].)

Returning to undirected Hamiltonicity, a key to the algorithm in [3] was the observation
that determinants enumerate all non-trivial cycle covers an even number of times. This is
due to the fact that each undirected cycle can be traversed in both directions. By picking a
special vertex, one can break symmetry and force this to happen only for non-Hamiltonian
cycle covers, so that the corresponding monomials cancel in characteristic 2. In Sect. 5 we
present a “quasi-Laplacian” matrix whose determinant enables a similar approach for the
directed case via algebraic combinatorics of incidence assignments, and furthermore enables
one to accommodate a speedup assuming the existence of a good-sized independent set. We
specifically prove the following as our second main result:

I Theorem 4 (Detecting a directed Hamiltonian cycle). There exists a randomized algorithm
that solves the directed Hamiltonian cycle problem on a given directed graph G with a maximum
independent set of size α(G), in O∗(3n(G)−α(G)) time, polynomial space and with negligible
probability of reporting a false negative.

Theorem 4 improves and generalizes the exponential-space algorithm of Cygan et al. [12].

Terminology and conventions. All graphs in this paper are directed and without loops
and parallel arcs unless indicated otherwise. For an arc e starting from vertex u and ending
at vertex v we say that u is the tail of e and v is the head of e. The vertices u and v are
the ends of e. A directed graph is connected if the undirected graph obtained by removing
orientation from the arcs is connected. A subgraph of a graph is spanning if the subgraph
has the same set of vertices as the graph. A connected directed graph is an out-branching if
every vertex has in-degree 1 except for the root vertex that has in-degree 0. We say that a
vertex is internal to an out-branching if it has out-degree at least 1; otherwise the vertex is a
leaf of the out-branching. The (directed) Hamiltonian cycle problem asks, given a directed
graph G as input, whether G has a spanning directed cycle as a subgraph. The notation
O∗( ) suppresses a multiplicative factor polynomial in the input size. We say that an event
parameterized by n has negligible probability if the probability of the event tends to zero as
n grows without bound.

2 The symbolic Laplacian of a directed graph

This section develops the relevant preliminaries on directed graph Laplacians.

Permutations and the determinant. A bijection σ : U → U of a finite set U is called a
permutation of U . A permutation σ moves an element u ∈ U if σ(u) 6= u; otherwise σ fixes u.
The identity permutation fixes every element of U . A permutation σ of U is a cycle of length
k ≥ 2 if there exist distinct u1, u2, . . . , uk ∈ U with σ(u1) = u2, σ(u2) = u3 , . . . , σ(uk−1) =
uk, σ(uk) = u1 and σ fixes all other elements of U . Two cycles are disjoint if every point
moved by one is fixed by the other. The set of all permutations of U forms the symmetric
group Sym(U) with the composition of mappings as the product operation of the group.
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Every nonidentity permutation factors into a unique product of pairwise disjoint cycles.
The sign of a permutation σ that factors into c disjoint cycles of lengths k1, k2, . . . , kc is
sgn(σ) = (−1)

∑c

j=1
(kj−1). The sign of the identity permutation is 1.

The determinant of a square matrix A with rows and columns indexed by U is the
multivariate polynomial

detA =
∑

σ∈Sym(U)

sgn(σ)
∏
u∈U

au,σ(u) .

The punctured Laplacian determinant via incidence assignments. Let G be a directed
graph with n vertices. Associate with each arc uv ∈ E = E(G) an indeterminate xuv. The
symbolic Laplacian L = L(G) of G is the n× n matrix with rows and columns indexed by
the vertices u, v ∈ V = V (G) and the (u, v)-entry defined3 by

`uv =


∑
w∈V :wu∈E xwu if u = v;

−xuv if uv ∈ E;
0 if u 6= v and uv /∈ E.

(3)

Observe that for each v ∈ V we have that column v of L sums to zero because the diagonal
entries cancel the negative off-diagonal entries. Furthermore, for each u ∈ V we have that
the monomials on row u of L correspond to the arcs incident to u. Indeed, each monomial
at the diagonal corresponds to an in-arc to u, and each monomial at an off-diagonal entry
corresponds to an out-arc from u. Thus, selecting one monomial from each row corresponds
to selecting an incidence assignment.

To break symmetry, select an r ∈ V . The symbolic Laplacian of G punctured at r
is obtained from L by deleting both row r and column r. We write Lr = Lr(G) for the
symbolic Laplacian of G punctured at r. Let us write Br = Br(G) for the set of all spanning
out-branchings of G with root r ∈ V . The following theorem is well-known (see e.g. Gessel
and Stanley [17, §11]) and is presented here for purposes of displaying a proof that presents
the cancellation argument using incidence assignments.

I Theorem 5 (Directed Matrix–Tree Theorem). detLr =
∑
H∈Br

∏
uv∈E(H) xuv.

Proof. Let us abbreviate Vr = V (G) \ {r} and study the determinant

detLr =
∑

σ∈Sym(Vr)

sgn(σ)
∏
u∈Vr

`u,σ(u) . (4)

In particular, let us fix an arbitrary permutation σ ∈ Sym(Vr) and study the monomials of
the polynomial

∏
u∈Vr `u,σ(u) with the assumption that this polynomial is nonzero. From

(3) it is immediate for each u ∈ Vr that `u,σ(u) expands either (i) to the diagonal sum∑
w∈V :wu∈E xwu, which happens precisely when σ fixes u with σ(u) = u, or (ii) to the

off-diagonal −xuv, which happens precisely when σ moves u with σ(u) = v.
Let us write M(σ) for the set of all incidence assignments µ : Vr → E with the properties

that (i) each u ∈ Vr fixed by σ is assigned to an in-arc µ(u) = wu ∈ E for some w ∈ V , and
(ii) each u ∈ Vr moved by σ is assigned to the unique out-arc µ(u) = uv ∈ E with σ(u) = v.

3 Recall that we assume that G is loopless so the entries with u = v are well-defined.
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Let us write f = f(σ) for the number of elements in Vr fixed by σ. It is immediate by (i)
and (ii) that we have∏

u∈Vr

`u,σ(u) =
∑

µ∈M(σ)

(−1)n−1−f(σ)
∏
u∈Vr

xµ(u) . (5)

Next observe that from µ we can reconstruct σ = σ(µ) by (i) setting σ(u) = u for each u
assigned to an in-arc in µ, and (ii) setting σ(u) = v for each u assigned to an out-arc uv in
µ. Thus the union M =

⋃
σ∈Sym(Vr)M(σ) is disjoint. Let us call the elements of M proper

incidence assignments. By (4) and (5) we have

detLr =
∑
µ∈M

(−1)n−1−f(σ)sgn(σ(µ))
∏
u∈Vr

xµ(u) . (6)

We claim that an incidence assignment µ is proper if and only if for every u ∈ Vr there is
exactly one u′ ∈ Vr such that µ(u′) is an in-arc to u. For the “only if” direction, let σ be the
permutation underlying a proper µ, and observe that vertices moved by σ partition to cycles
so a σ never moves a vertex to a fixed vertex. Thus, we have u′ = u for the points fixed by σ,
and u′ = σ−1(u) is the vertex preceding u along a cycle of σ for points moved by σ. For the
“if” direction, define σ(u) = u if u = u′ and σ(u′) = u if u′ 6= u. In the latter case we have
µ(u′) = u′u, which means that u′′ 6= u′ and thus σ(u′′) = u′; by uniqueness of u′ eventually
a cycle must close so σ is a well-defined permutation underlying µ and thus µ is proper.

Let us write Hr for the set of all spanning subgraphs of G with the property that every
vertex in Vr has in-degree 1 and the root r has in-degree 0. From the previous claim it
follows that we can view the set µ(Vr) = {µ(u) : u ∈ Vr} for a proper µ as an element of Hr.
Furthermore, µ(Vr) is connected (and hence a spanning out-branching with root r) if and
only if µ(Vr) is acyclic.

Consider an arbitrary H ∈ Hr. If H has a cycle, let C be the least cycle in H according
to some fixed but arbitrary ordering of the vertices of G. (Observe that any two cycles in
H must be vertex-disjoint and cannot traverse r because r has in-degree 0.) Now consider
an arbitrary proper µ that realizes H by µ(Vr) = H. The cycle C is realized in µ by either
(1) (in which case σ(µ) fixes all vertices in C), or (2) (in which case σ(µ) traces the cycle
C). Furthermore, we may switch between realizations (1) and (2) so that the number of
fixed points in the underlying permutation changes by |V (C)| and the sign of the underlying
permutation gets multiplied by (−1)|V (C)|−1. It follows that the realizations (1) and (2)
have different signs and thus cancel each other in (6). If H does not have a cycle, that is,
H ∈ Br, it follows that there is a unique proper µ that realizes H. Indeed, first observe that
H can be realized only by assigning in-arcs since any assignment of an out-arc in µ implies a
cycle in H = µ(Vr), a contradiction. Second, the in-arcs are unique since each u ∈ Vr has
in-degree 1 in H. Finally, since µ assigns only in-arcs the underlying permutation σ(µ) is the
identity permutation which has sgn(σ(µ)) = 1 and (−1)n−1−f(σ(µ)) = 1. Thus, each acyclic
H contributes to (6) through a single µ ∈M with coefficient 1. The theorem follows. J

3 Corollary for k-internal out-branchings

This section proves Theorem 2. We rely on a substitution idea of Floderus et al. [15,
Theorem 1] to detect monomials with at least k distinct variables.

Let G be an n-vertex directed graph given as input together with a nonnegative integer
k. Without loss of generality we may assume that k ≤ n − 1. Iterate over all choices
for a root vertex r ∈ V . Introduce an indeterminate yu for each vertex u ∈ V and an
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indeterminate zuv for each arc uv ∈ E. Introduce one further indeterminate t. Construct
the symbolic Laplacian L of G given by (3) and with the assignment xuv = (1 + tyu)zuv to
the indeterminate xuv for each uv ∈ E. Puncture L at r to obtain Lr. Using, for example,
Berkowitz’s determinant circuit design [2] for an arbitrary commutative ring with unity,
in time O∗(1) build an arithmetic circuit C of size O∗(1) for detLr. Viewing detLr as a
multivariate polynomial over the polynomial ring R[t, yu, zuv : u ∈ V, uv ∈ E] where R is an
abstract ring with unity, from Theorem 5 it follows that G has a spanning out-branching
rooted at r with at least k internal vertices if and only if the coefficient of tk in detLr (which
is a polynomial that is either identically zero or both (i) homogeneous of degree k in the
indeterminates yu and (ii) homogeneous of degree n − 1 in the indeterminates zuv) has a
monomial that is multilinear of degree k in the indeterminates yu. Indeed, observe that
the substitution xuv = (1 + tyu)zuv tracks in the degree of the indeterminate yu whether u
occurs as an internal vertex or not; the indeterminates zuv make sure that distinct spanning
out-branchings will not cancel each other.

To detect a multilinear monomial in C restricted to the coefficient of tk we can invoke [11,
Lemma 1] or [21, Lemma 2.8]. This results in a randomized algorithm that runs in time
O∗(2k) and has a negligible probability of reporting a false negative. This completes the
proof of Theorem 2. J

4 Modular counting of Hamiltonian cycles

This section proves Theorem 3. Fix an arbitrary constant 0 < λ < 1. Let 0 < β < 1/2 be
a constant whose precise value is fixed later. Let p be a prime and let G be an n-vertex
directed graph with vertex set V and arc set E given as input. Without loss of generality
(by splitting any vertex u into two vertices, s and t, with s receiving the out-arcs from u, and
t receiving the in-arcs to u) we may count the spanning paths starting from s and ending
at t instead of spanning cycles. Similarly, without loss of generality we may assume that
2 ≤ p < n. (Indeed, for p ≥ n the counting outcome from Theorem 3 is trivial.)

Sieving for Hamiltonian paths among out-branchings. Let s, t ∈ V be distinct vertices.
Let us write hp(G, s, t) for the set of spanning directed paths that start at s and end at t in
G. Recall that we write Vt = V \ {t} for the t-punctured version of the vertex set V . Let us
also write Vst = V \ {s, t}. For O ⊆ Vt, let LOs be the matrix obtained from the Laplacian
(3) by first puncturing at s and then substituting xuv = 0 for all arcs uv ∈ E with u ∈ Vt \O.
Since a path P ∈ hp(G, s, t) is precisely a spanning out-branching rooted at s such that every
vertex u ∈ Vt has out-degree 1, we have, by Theorem 5 and the principle of inclusion and
exclusion,∑

P∈hp(G,s,t)

∏
uv∈E(P )

xuv =
∑
O⊆Vt

(−1)|Vt\O| detLOs . (7)

In particular observe that (7) holds in any characteristic.

Cancellation modulo a power of p. With foresight, select k = b(1− λ)(1/2− β)n/pc. Our
objective is next to show that by carefully injecting entropy into the underlying Laplacian
we can, in expectation and working modulo pk, cancel all but an exponentially negligible
fraction of the summands on the right-hand side of (7). Furthermore, we can algorithmically
narrow down to the nonzero terms, leading to an exponential improvement to 2n.

Let us assign xuv = 1 for all uv ∈ E with u 6= t. Since no spanning path that ends at t may
contain an arc tu ∈ E for any u ∈ Vt, we may without loss of generality assume that G contains
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all such arcs, and assign, independently and uniformly at random xtu ∈ {0, 1, . . . , p − 1}.
Thus, the summands detLOs for O ⊆ Vt are now integer-valued random variables and (7)
evaluates to |hp(G, s, t)| with probability 1.

Let us next study a fixed O ⊆ Vt. Let FO be the event that LOs has no more than k rows
where each entry is divisible by p. In particular, detLOs 6≡ 0 (mod pk) implies FO. To bound
the probability of FO from above, observe that LOs is identically zero at each row u ∈ Vst \O
except possibly at the diagonal entries. Furthermore, because of the random assignment to
the indeterminates xtu, each diagonal entry at these rows is divisible by p with probability
1/p. Let us take this intuition and turn it into a listing algorithm for (a superset of the) sets
O ⊆ Vt that satisfy FO.

Bipartitioning. For listing we will employ a meet-in-the-middle approach based on building
each set O ⊆ Vt from two parts using the following bipartitioning. Let V (1)

t ∪ V (2)
t = Vt be a

bipartition with |V (1)
t | = dn/3e and |V

(2)
t | = n− 1− dn/3e. Associate with each O1 ⊆ V (1)

t

a vector zO1 ∈ {0, 1, . . . , p− 1,∞}Vst with the entry at u ∈ Vst defined by

zO1
u =

{
∞ if u ∈ O1;(
xtu +

∑
w∈O1:wu∈E xwu

)
mod p otherwise.

(8)

Similarly, associate with each O2 ⊆ V (1)
t a vector zO2 ∈ {0, 1, . . . , p− 1,∞}Vst with the entry

at u ∈ Vst defined by

zO2
u =

{
∞ if u ∈ O2;(
−
∑
w∈O2:wu∈E xwu

)
mod p otherwise.

(9)

Suppose now that we have O1 ⊆ V
(1)
t and O2 ⊆ V

(2)
t with O = O1 ∪ O2. We claim that

FO holds only if the vectors zO1 and zO2 agree in at most k entries. Indeed, observe that
zO1
u = zO2

u holds only if both u ∈ Vst \O and the (u, u)-entry of LOs is divisible by p. That
is, zO1

u = zO2
u implies the entire row u of LOs consists only of elements divisible by p. Thus it

suffices to list all pairs (O1, O2) such that zO1 and zO2 have at most k agreements.

Balanced and unbalanced sets. To set up the listing procedure, let us now partition the
index domain Vst of our vectors into b = b3 log2 pc pairwise disjoint sets S1, S2, . . . , Sb such
that we have b(n− 2)/bc ≤ |Si| ≤ d(n− 2)/be.

Let us split the sets O ⊆ Vt into two types. Let us say that O is balanced if (1/2−β)n/b ≤
|(Vst \ O) ∩ Si| ≤ (1/2 + β)n/b holds for all i = 1, 2, . . . , b; otherwise O is unbalanced.
Recalling that

∑`
j=0

(
n
j

)
≤ 2nH(`/n) holds for all integers 1 ≤ ` ≤ n/2, where H(ρ) =

−ρ log2 ρ− (1− ρ) log2(1− ρ) is the binary entropy function, observe that there are in total
at most

2n+1−mini |Si|b

d(1/2−β)n/be∑
j=0

(bn/b+2c
j

)
≤ 2n−(n−2)/b+32(n/b+2)H(1/2−β)b

≤ 2n(1−(1−H(1/2−β))/b)+7b (10)

sets O that are unbalanced.

Precomputation and listing. Suppose that O1 ⊆ V (1)
t and O2 ⊆ V (1)

t are compatible in the
sense that zO1 and zO2 agree in at most k entries. For S ⊆ Vst and a vector z whose entries
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are indexed by Vst, let us write zS for the restriction of z to S. If O1 and O2 are compatible,
then by an averaging argument there must exist an i = 1, 2, . . . , b such that zO1

Si
and zO2

Si

agree in at most k/b entries. In particular, this enables us to iterate over O2 and list all
compatible O1 by focusing only on each restriction to Si for i = 1, 2, . . . , b. Furthermore,
the search inside Si can be precomputed to look-up tables. Indeed, for each i = 1, 2, . . . , b
and each key g ∈ {0, 1, . . . , p− 1,∞}Si , let us build a complete list of all subsets O1 ⊆ V (1)

t

such that zO1
Si

and g agree in at most k/b entries. These b look-up tables can be built by
processing in total at most

b∑
i=1

2V
(1)
t (p+ 1)|Si| ≤ 2n/3+72(n/(b3 log2 pc)+2) log2(p+1) log2 p = O(20.87n)

pairs (O1, g). This takes time O∗(20.87n) in total.
The main listing procedure now considers each O2 ⊆ V

(2)
t in turn, and for each i =

1, 2, . . . , b consults the look-up table for direct access to all O1 such that zO1
Si

and zO2
Si

agree
in at most k/b entries. In particular this will list all compatible pairs (O1, O2) and hence all
sets O = O1 ∪O2 such that FO holds.

Expected running time. Let us now analyze the expected running time of the algorithm.
We start by deriving an upper bound for the expected number of pairs (O1, O2) considered by
the main listing procedure. First, observe that the total number of pairs (O1, O2) considered
by the procedure with O = O1 ∪O2 unbalanced is bounded from above by our upper bound
(10) for the total number of unbalanced O. Indeed, O1 = O ∩ V (1)

t and O2 = O ∩ V (2)
t are

uniquely determined by O.
Next, for a pair (O1, O2) with balanced O = O1 ∪ O2 and i = 1, 2, . . . , b, let GO1,O2,i

be the event that zO1
Si

and zO2
Si

agree in at most k/b entries. We seek an upper bound for
the probability of GO1,O2,i to obtain an upper bound for the expected number of pairs with
balanced O = O1 ∪O2 considered by the main listing procedure. Let AO1,O2,i be the number
of entries in which zO1

Si
and zO2

Si
agree. We observe that AO1,O2,i is binomially distributed with

expectation |(Vt \O) ∩ Si|/p. Since O is balanced, we have (1/2− β)n/b ≤ |(Vt \O) ∩ Si| ≤
(1/2 + β)n/b. We also recall that k = b(1− λ)(1/2− β)n/pc. A standard Chernoff bound
now gives

Pr(GO1,O2,i) ≤ Pr
(
AO1,O2,i ≤ k/b

)
≤ Pr

(
AO1,O2,i ≤ (1− λ)|(Vt \O) ∩ Si|/p

)
≤ exp

(
−λ2|(Vt \O) ∩ Si|/(2p)

)
≤ exp

(
−λ2(1/2− β)n/(2pb)

)
.

Recalling that b = b3 log2 pc, the main listing procedure thus considers in expectation at most
2n exp

(
−λ2(1/2−β)n/(2p(3 log2 p)

)
pairs (O1, O2) with O = O1∪O2 balanced. Recalling our

upper bound for the total number of unbalanced sets (10), we thus have that the main listing
procedure runs in O∗

(
2n exp

(
−λ2(1/2 − β)n/(2p(3 log2 p))

)
+ 2n(1−(1−H(1/2−β))/(3 log2 p))

)
expected time. Recalling that precomputation runs in O∗(20.87n) time, we thus have for
β = 1/6 that the entire algorithm runs in O∗(2n(1−λ2/(19p log2 p))) expected time and computes
|hp(G, s, t)| modulo pb(1−λ)n/(3p)c. This completes the proof of Theorem 3. J

5 Directed Hamiltonicity via quasi-Laplacian determinants

This section proves Theorem 4. Let G be a directed n-vertex graph given as input.
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Finding a maximum independent set. Let B ∪ Y = V (G) be a partition of the vertex set
into two disjoint sets B (“blue”) and Y (“yellow”) such that no arc has both of its ends in Y .
That is, Y is an independent set.

We can find an Y of the maximum possible size as follows. First, in time polynomial
in n compute the maximum-size matching in the undirected graph obtained from G by
disregarding the orientation of the arcs. This maximum-size matching must consist of at
least bn/2c edges or G does not admit a Hamiltonian cycle. (Indeed, from a Hamiltonian
cycle we can obtain a matching with bn/2c edges by taking every other arc in the cycle.)
Since for each matching edge it holds that both ends of the edge cannot be in an independent
set, we can in time O∗(3n/2) find a maximum-size independent set Y of G. Furthermore,
α(G) = |Y | ≤ bn/2c+ 1, so we are within our budget of O∗(3n(G)−α(G)) in terms of running
time. In fact, |Y | ≤ bn/2c or otherwise G trivially does not admit a Hamiltonian cycle.

The symbolic quasi-Laplacian. We will first define the quasi-Laplacian and then give
intuition for its design. Let us work over a field of characteristic 2. For each y ∈ Y introduce
a copy yin and let Yin be the set of all such copies. Similarly, for each y ∈ Y introduce a
copy yout and let Yout be the set of all such copies. We assume that Yin and Yout are disjoint.
For each j ∈ Yin ∪ Yout let us write j ∈ Y for the underlying element of Y of which j is a
copy. Let B∗ be a set of n− 2|Y | elements that is disjoint from both Yin and Yout. For each
uv ∈ E and each j ∈ B∗ ∪ Yin ∪ Yout, introduce an indeterminate x(j)

uv .
Select an arbitrary vertex s ∈ B for purposes of breaking symmetry and let I,O ⊆ B.

The quasi-Laplacian QI,O,s = QI,O,s(G) of G with skew at s be the n×n matrix whose rows
are indexed by u ∈ B ∪ Y and whose columns are indexed by j ∈ B∗ ∪ Yin ∪ Yout such that
the (u, j)-entry is defined by

qI,O,suj =



∑
w∈O:wu∈E,u∈I x

(j)
wu

+
∑
w∈I:uw∈E,u∈O\{s} x

(j)
uw (a) if u ∈ B and j ∈ B∗;

x
(j)
uj (b) if u ∈ O \ {s} and j ∈ Yin with uj ∈ E;
x

(j)
ju (c) if u ∈ I and j ∈ Yout with ju ∈ E;∑
w∈O:wu∈E x

(j)
wu (d) if u ∈ Y and j ∈ Yin with u = j;∑

w∈I:uw∈E x
(j)
uw (e) if u ∈ Y and j ∈ Yout with u = j;

0 otherwise.

(11)

Let us next give some intuition for (11) before proceeding with the proof.
Analogously to the Laplacian (3), the quasi-Laplacian (11) has been designed so that the

monomials of each row u ∈ B ∪ Y of QI,O,s control the assignment of either an in-arc or an
out-arc to u in an incidence assignment, and the skew at s is used to break symmetry so that
s is always assigned an in-arc to s. In particular, without the skew at row s and with I = O,
each column of QI,O,s would sum to zero, in analogy with the (non-punctured) Laplacian.

Let us now give intuition for the columns j ∈ Yin and j ∈ Yout. First, observe by (b)
and (d) in (11) that selecting a monomial from column j ∈ Yin corresponds to making sure
that the in-degree of j is 1. Such a selection may be either a “quasi-diagonal” assignment of
the in-arc wj to u = j ∈ Y via (d) for some w ∈ B; or an “off-diagonal” assignment of the
out-arc uj to u ∈ B via (b). Second, observe by (c) and (e) in (11) that selecting a monomial
from column j ∈ Yout corresponds to making sure that the out-degree of j is 1. Thus, the
columns j ∈ Yin ∪ Yout enable us to make sure that an incidence assigment has both in-degree
1 and out-degree 1 at each u ∈ Y without the use of sieving. This gives us the speed-up from
O∗(3n) to O∗(3n−|Y |) running time. Observe also that the structure for the quasi-Laplacian
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QI,O,s is enabled precisely because Y is an independent set and thus no arc contributes to
both in-degree and out-degree in Y .

The quasi-Laplacian determinant sieve. Recalling that we are working over a field of
characteristic 2, let us study the sum∑

I,O⊆B
I∪O=B
s∈I

detQI,O,s =
∑
I⊆B

∑
O⊆B

detQI,O,s =
∑

σ:B∪Y→B∗∪Yin∪Yout
σ bijective

∑
I⊆B

∑
O⊆B

∏
u∈B∪Y

qI,O,su,σ(u) . (12)

Observe that the first equality in (12) holds because QI,O,s has by (11) an identically zero
row unless I ∪O = B and s ∈ I; the second equality holds by definition of the determinant
in characteristic 2 and changing the order of summation. From (11) and the right-hand side
of (12) it is immediate that (12) is either identically zero or a homogeneous polynomial of
degree n in the n|E| indeterminates x(j)

uv for j ∈ B∗ ∪Yin ∪Yout and uv ∈ E. 4 We claim that
(12) is not identically zero if and only if G admits at least one spanning cycle. Furthermore,
each spanning cycle in G defines precisely |B∗|! distinct monomials in (12).

To establish the claim, fix a bijection σ : B ∪ Y → B∗ ∪ Yin ∪ Yout. Let us write M(σ) for
the set of all incidence assignments µ : B ∪ Y → E that are proper in the sense that all of
the following six requirements hold (cf. (11)):

(s): µ(s) is an in-arc to s;
(a): for all u ∈ B with σ(u) ∈ B∗ it holds that µ(u) has both of its vertices in B;
(b): for all u ∈ B with σ(u) ∈ Yin it holds that µ(u) is an in-arc to σ(u);
(c): for all u ∈ B with σ(u) ∈ Yout it holds that µ(u) is an out-arc from σ(u);
(d): for all u ∈ Y with σ(u) ∈ Yin it holds that µ(u) is an in-arc to u and u = σ(u); and
(e): for all u ∈ Y with σ(u) ∈ Yout it holds that µ(u) is an out-arc from u and u = σ(u).

Observe that each µ ∈M(σ) defines a collection of n arcs µ(B ∪Y ) = {µ(u) : u ∈ B ∪Y }.
Let us write Zµin (respectively, Zµout) for the set of vertices in B ∪ Y with zero in-degree
(out-degree) with respect to the arcs in µ(B ∪ Y ). Since σ is a bijection and thus has a
preimage for each j ∈ Yin ∪ Yout, from (b,c,d,e) above it follows that Zµin ⊆ B and Zµout ⊆ B.
Furthermore, from (a,b,c,d,e) it follows that for the arcs in µ(B∪Y ) the sum of the in-degrees
(and the sum of the out-degrees) of the vertices in B is |B| = |B∗|+ |Y |. Thus, we have that
Zµin and Zµout are both empty if and only if for the arcs µ(B ∪ Y ) both the in-degree and the
out-degree of every vertex u ∈ B ∪ Y is 1. (Note that the claim is immediate for u ∈ Y by
(b,c,d,e) and bijectivity of σ.)

Let us now study the right-hand side of (12) for a fixed σ. Using (a,b,c,d,e) and (11) to
rearrange in terms of incidence assignments, we have∑

I⊆V

∑
O⊆V

∏
u∈B∪Y

qI,O,su,σ(u) =
∑

µ∈M(σ)

∏
u∈B∪Y

x
(σ(u))
µ(u)

∑
I⊆Zµin

∑
O⊆Zµout

1 . (13)

Since we are working in characteristic 2, all other µ ∈M(σ) except those for which µ(B ∪ Y )
is a cycle cover will cancel in the right-hand side of (13).

Take the sum of (13) over all bijections σ. Consider an arbitrary cycle cover of B∪Y . Let
C be a cycle in this cycle cover. Assuming that C does not contain s, we can realize C in an
incidence assignment µ : B ∪ Y → E either using (1) or (2). If C contains s and µ is proper,

4 Our algorithm for deciding Hamiltonicity will naturally not work with a symbolic representation of (12)
but rather in a homomorphic image under a random evaluation homomorphism.
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only the realization (1) is possible by (s). To see that realization with a proper µ ∈M(σ) for
some σ is possible, consider an arbitrary u ∈ B ∪ Y and observe that each image µ(u) by
(b,c,d,e) uniquely determines the image σ(u) ∈ Yin ∪ Yout when µ(u) has one vertex in Y ;
when µ(u) has both vertices in B, an unused σ(u) ∈ B∗ may be chosen arbitrarily so that
µ ∈ M(σ). It follows that any cycle cover with c cycles is realized as exacly |B∗|! distinct
monomials

∏
u∈B∪Y x

(σ(u))
µ(u) in (12), each with coefficient 2c−1. This coefficient is nonzero if

and only if c = 1.

Completing the algorithm. To detect whether the given n-vertex directed graph G admits
a Hamiltonian cycle, first decompose the vertex set into disjoint V = B ∪ Y with Y an
independent set of size |Y | = α(G) using the algorithm described earlier. Next, in time O∗(1)
construct an irreducible polynomial of degree 2dlog2 ne over F2 (see e.g. von zur Gathen and
Gerhard [23, §14.9]) to enable arithmetic in the finite field of order q = 22dlog2 ne ≥ n2 in
time O∗(1) for each arithmetic operation. Next, assign an independent uniform random
value from Fq to each indeterminate x(j)

uv with j ∈ B∗ ∪ Yin ∪ Yout and uv ∈ E. Finally, using
the assigned values for the indeterminates, compute the left-hand side of (12) using, for
example, Gaussian elimination to compute each determinant detQI,O,s in O∗(1) operations
in Fq. Let us write r ∈ Fq for the result of this computation. In particular, we can compute
r from a given G in total O∗(3|B|) = O∗(3n(G)−α(G)) operations in Fq, and consequently in
total O∗(3n(G)−α(G)) time. If (12) is identically zero, then clearly r = 0 with probability 1.
If (12) is not identically zero (and hence a homogeneous polynomial of degree d = n in the
indeterminates) then by the DeMillo–Lipton–Schwartz–Zippel lemma [14, 22, 25] we have
r 6= 0 with probability at least 1− d/q ≥ 1− n/n2 ≥ 1− 1/n = 1− o(1). Thus we can decide
whether G is Hamiltonian based on whether r 6= 0. In particular this gives probability o(1)
of reporting a false negative. This completes the proof of Theorem 4. J
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Abstract
We study variants of the classic s-t cut problem and prove the following improved hardness results
assuming the Unique Games Conjecture (UGC).

For Length-Bounded Cut and Shortest Path Interdiction, we show that both problems are
hard to approximate within any constant factor, even if we allow bicriteria approximation. If
we want to cut vertices or the graph is directed, our hardness ratio for Length-Bounded Cut
matches the best approximation ratio up to a constant. Previously, the best hardness ratio
was 1.1377 for Length-Bounded Cut [4] and 2 for Shortest Path Interdiction [24].
For any constant k ≥ 2 and ε > 0, we show that Directed Multicut with k source-sink pairs
is hard to approximate within a factor k − ε. This matches the trivial k-approximation
algorithm. By a simple reduction, our result for k = 2 implies that Directed Multiway Cut
with two terminals (also known as s-t Bicut) is hard to approximate within a factor 2 − ε,
matching the trivial 2-approximation algorithm.
Assuming a variant of the UGC (implied by another variant of Bansal and Khot [6]), we
prove that it is hard to approximate Resource Minimization Fire Containment within any
constant factor. Previously, the best hardness ratio was 2 [28]. For directed layered graphs
with b layers, our hardness ratio Ω(log b) matches the best approximation algorithm [3, 9].

Our results are based on a general method of converting an integrality gap instance to a
length-control dictatorship test for variants of the s-t cut problem, which may be useful for other
problems.
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1 Introduction

One of the most important implications of the Unique Games Conjecture (UGC, [25]) is the
results of Khot et al. [26] and Raghavendra [40], which say that for any maximum constraint
satisfaction problem (Max-CSP), an integrality gap instance of the standard semidefinite
programming (SDP) relaxation can be converted to the NP-hardness result with the same
gap. These results initiated the study of beautiful connections between power of convex
relaxations and hardness of approximation, from which surprising results for both subjects
have been discovered.
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While their results hold for problems in Max-CSPs, the framework of converting an
integrality gap instance to hardness has been successfully applied to covering and graph cut
problems. For graph cut problems, Manokaran et al. [34] showed that for Undirected Multiway
Cut and its generalizations, an integrality gap of the standard linear programming (LP)
relaxation implies the hardness result assuming the UGC. Their result is further generalized
by Ene et al. [16] by formulating them as Min-CSPs. In addition, Kumar et al. [29] studied
Strict CSPs and showed the same phenomenon for the standard LP relaxation.

One of the limitations of the previous CSP-based transformations from LP gap instances
to hard instances is based on the fact that they do not usually preserve the desired structure
of the constraint hypergraph.1 For example, consider the Length-Bounded Edge Cut problem
where the input consists of a graph G = (V,E), two vertices s, t ∈ V , and a constant l ∈ N,
and the goal is to remove the fewest edges to ensure there is no path from s to t of length
less than l. This problem can be viewed as a special case of Hypergraph Vertex Cover (HVC)
by viewing each edge as a vertex of a hypergraph and creating a hyperedge for every s-t path
of length less than l. While HVC is in turn a Strict CSP, its integrality gap instance cannot
be converted to hardness using Kumar et al. [29] as a black-box, since the set of hyperedges
created in the resulting hard instance is not guaranteed to correspond to the set of short s-t
paths of some graph.

For Undirected Multiway Cut, Manokaran et al. [34] bypassed this difficulty by using
2-ary constraints so that the resulting constraint hypergraph becomes a graph again. For
Undirected Node-weighted Multiway Cut, Ene et al. [16] used the equivalence to Hypergraph
Multiway Cut [38] so that the resulting hypergraph does not need to satisfy additional
structure. These problems are then formulated as a Min-CSP by using many labels which
are supposed to represent different connected components. However, these Min-CSP based
techniques often require nontrivial problem-specific ideas and do not seem to be easily
generalized to many other cut problems.

We study variants of the classical s-t cut problem in both directed and undirected graphs
that have been actively studied. We prove the optimal hardness or the first super-constant
hardness for them. See Section 1.1 for the definitions of the problems and our results. All
our results are based on the general framework of converting an integrality gap instance
to a length-control dictatorship test. The structure of our length-control dictatorship tests
allows us to naturally convert an integrality gap instance for the basic LP for various cut
problems to hardness based on the UGC. Section 1.2 provides more detailed intuition of
this framework. We believe that our framework is general and will be useful to prove tight
inapproximability of other cut problems.

1.1 Problems and Results
Length-Bounded Cut and Shortest Path Interdiction. The Length-Bounded Cut problem
is a natural variant of s-t cut, where given a graph (directed or undirected), s, t ∈ V , and an
integer l, we only want to cut s-t paths of length strictly less than l.2 Its practical motivation
is based on the fact that in most communication / transportation networks, short paths are
preferred to be used to long paths [32].

Lovász et al. [31] gave an exact algorithm for Length-Bounded Vertex Cut (l ≤ 5) in
undirected graphs. Mahjoub and McCormick [32] proved that Length-Bounded Edge Cut

1 One of notable exceptions we are aware is the result of Guruswami et al. [21], using Kumar et al. [29] to
show that k-Uniform k-Partite Hypergraph Vertex Cover is hard to approximate within a factor k

2 − ε
for any ε > 0.

2 It is more conventional to cut s-t paths of length at most l. We use this slightly nonconventional way to
be more consistent with Shortest Path Interdiction.
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admits an exact polynomial time algorithm for l ≤ 4 in undirected graphs. Baier et al. [4]
showed that both Length-Bounded Vertex Cut (l > 5) and Length-Bounded Edge Cut (l > 4)
are NP-hard to approximate within a factor 1.1377. They presented O(min(l, nl )) = O(

√
n)-

approximation algorithm for Length-Bounded Vertex Cut and O(min(l, n
2

l2 ,
√
m)) = O(n2/3)-

approximation algorithm for Length-Bounded Edge Cut, with matching LP gaps. Length-
Bounded Cut problems have been also actively studied in terms of their fixed parameter
tractability [19, 15, 8, 17].

If we exchange the roles of the objective k and the length bound l, the problem becomes
Shortest Path Interdiction, where we want to maximize the length of the shortest s-t path
after removing at most k vertices or edges. It is also one of the central problems in a broader
class of interdiction problems, where an attacker tries to remove some edges or vertices to
destroy a desirable property (e.g., short s-t distance, large s-t flow, cheap MST) of a network
(see the survey of [42]). The study of Shortest Path Interdiction started in 1980’s when the
problem was called as the k-most-vital-arcs problem [14, 33, 5] and proved to be NP-hard [5].
Khachiyan et al. [24] proved that it is NP-hard to approximate within a factor less than 2.
While many heuristic algorithms were proposed [23, 7, 35] and hardness in planar graphs [39]
was shown, whether the general version admits a constant factor approximation was still
unknown.

Given a graph G = (V,E) and s, t ∈ V , let dist(G) be the length of the shortest s-t path.
For V ′ ⊆ V , let G \ V ′ be the subgraph induced by V \ V ′. For E′ ⊆ E, we use the same
notation G \ E′ to denote the subgraph (V,E \ E′). We primarily study undirected graphs.
We first present our results for the vertex version of both problems (collectively called as
Short Path Vertex Cut onwards).

I Theorem 1. Assuming the Unique Games Conjecture, for infinitely many values of constant
l ∈ N, the following three tasks are NP-hard: Given an undirected graph G = (V,E) and
s, t ∈ V where there exists C∗ ⊆ V \ {s, t} such that dist(G \ C∗) ≥ l,
1. Find C ⊆ V \ {s, t} such that |C| ≤ Ω(l) · |C∗| and dist(G \ C) ≥ l.
2. Find C ⊆ V \ {s, t} such that |C| ≤ |C∗| and dist(G \ C) ≥ O(

√
l).

3. Find C ⊆ V \ {s, t} such that |C| ≤ Ω(l ε2 ) · |C∗| and dist(G \ C) ≥ O(l 1+ε
2 ) for some

0 < ε < 1.

The first result shows that Length Bounded Vertex Cut is hard to approximate within a
factor Ω(l). This matches the best O(l)-approximation [4] when l is a constant. The second
result shows that Shortest Path Vertex Interdiction is hard to approximate with in a factor
Ω(
√

OPT), and the third result rules out bicriteria approximation – for any constant c, it is
hard to approximate both l and |C∗| within a factor of c.

The above results hold for directed graphs by definition. Our hard instances will have a
natural layered structure, so it can be easily checked that the same results (up to a constant)
hold for directed acyclic graphs. Since one vertex can be split as one directed edge, the same
results hold for the edge version in directed acyclic graphs.

For Length-Bounded Edge Cut and Shortest Path Edge Interdiction in undirected graphs
(collectively called Short Path Edge Cut onwards), we prove the following theorems.

I Theorem 2. Assuming the Unique Games Conjecture, for infinitely many values of constant
l ∈ N, the following three tasks are NP-hard: Given an undirected graph G = (V,E) and
s, t ∈ V where there exists C∗ ⊆ E such that dist(V \ C∗) ≥ l,
1. Find C ⊆ E such that |C| ≤ Ω(

√
l) · |C∗| and dist(G \ C) ≥ l.

2. Find C ⊆ E such that |C| ≤ |C∗| and dist(G \ C) ≥ l 2
3 .

3. Find C ⊆ E such that |C| ≤ Ω(l 2ε
3 ) · |C∗| and dist(G \C) ≥ O(l 2+2ε

3 ) for some 0 < ε < 1
2 .
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Our hardness factors for the undirected edge versions, Ω(
√
l) for Length-Bounded Edge

Cut and Ω( 3
√

OPT) for Shortest Path Edge Interdiction, are slightly weaker than those for
their vertex counterparts, but we are not aware of any approximation algorithm specialized
for the undirected edge versions. It is an interesting open problem whether there exist better
approximation algorithms for the undirected edge versions.

Directed Multicut and Directed Multiway Cut. Given a directed graph and two vertices
s and t, one of the most natural variants of s-t cut is to remove the fewest edges to ensure
that there is no directed path from s to t and no directed path from t to s. This problem
is known as s-t Bicut and admits the trivial 2-approximation algorithm by computing the
minimum s-t cut and t-s cut.

Directed Multiway Cut is a generalization of s-t Bicut that has been actively studied.
Given a directed graph with k terminals s1, . . . , sk, the goal is to remove the fewest number
of edges such that there is no path from si to sj for any i 6= j. Directed Multiway Cut also
admits 2-approximation [37, 11]. If k is allowed to increase polynomially with n, there is
a simple reduction from Vertex Cover that shows (2− ε)-approximation is hard under the
UGC [18, 27].

Directed Multiway Cut can be further generalized to Directed Multicut. Given a directed
graph with k source-sink pairs (s1, t1), . . . , (sk, tk), the goal is to remove the fewest number
of edges such that there is no path from si to ti for any i. Computing the minimum si-ti cut
for all i separately gives the trivial k-approximation algorithm. Chuzhoy and Khanna [13]
showed Directed Multicut is hard to approximate within a factor 2Ω(log1−ε n) = 2Ω(log1−ε k)

when k is polynomially growing with n. Agarwal et al. [2] showed Õ(n 11
23 )-approximation

algorithm, which improves the trivial k-approximation when k is large.
Chekuri and Madan [11] showed simple approximation-preserving reductions from Directed

Multicut with k = 2 to s-t Bicut (the other direction is trivially true), and (Undirected)
Node-weighted Multiway Cut with k = 4 to s-t Bicut. Since Node-weighted Multiway Cut
with k = 4 is hard to approximate within a factor 1.5 − ε under the UGC [16] (matching
the algorithm of Garg et al. [18]), the same hardness holds for s-t Bicut, Directed Multiway
Cut, and Directed Multicut for constant k. To the best of our knowledge, 1.5− ε is the best
hardness factor for constant k even assuming the UGC. In the same paper, Chekuri and
Madan [11] asked whether a factor 2− ε hardness holds for s-t Bicut under the UGC.

We prove that for any constant k ≥ 2, the trivial k-approximation for Directed Multicut
might be optimal. Our result for k = 2 gives the optimal hardness result for s-t Bicut,
answering the question of Chekuri and Madan.

I Theorem 3. Assuming the Unique Games Conjecture, for every k ≥ 2 and ε > 0, Directed
Multicut with k source-sink pairs is NP-hard to approximate within a factor k − ε.

I Corollary 4. Assuming the Unique Games Conjecture, for any ε > 0, s-t Bicut is hard to
approximate within a factor 2− ε.

I Remark. Chekuri and Madan [12] obtained an independent and different proof of Theorem 3.

RMFC. Resource Minimization for Fire Containment (RMFC) is a problem closely related
to Length-Bounded Cut with the additional notion of time. Given a graph G, a vertex s,
and a subset T of vertices, consider the situation where fire starts at s on Day 0. For each
Day i (i ≥ 1), we can save at most k vertices, and the fire spreads from currently burning
vertices to its unsaved neighbors. Once a vertex is burning or saved, it remains so from then
onwards. The process is terminated when the fire cannot spread anymore. RMFC asks to
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find a strategy to save k vertices each day with the minimum k so that no vertex in T is
burnt. These problems model the spread of epidemics or ideas through a social network, and
have been actively studied recently [9, 3, 1, 10].

RMFC, along with other variants, is first introduced by Hartnell [22]. Another well-
studied variant is called the Firefighter problem, where we are only given s ∈ V and want to
maximize the number of vertices that are not burnt at the end. It is known to be NP-hard
to approximate within a factor n1−ε for any ε > 0 [3]. King and MacGillivray [28] proved
that RMFC is hard to approximate within a factor less than 2. Anshelevich et al. [3]
presented an O(

√
n)-approximation algorithm for general graphs, and Chalermsook and

Chuzhoy [9] showed that RMFC admits O(log∗ n)-approximation in trees. Very recently,
the approximation ratio in trees has been improved to O(1) [1]. Both Anshelevich et al. [3]
and Chalermsook and Chuzhoy [9] independently studied directed layer graphs with b layers,
showing O(log b)-approximation.

Our final result on RMFC assumes a variant of the Unique Games Conjecture which is
not known to be equivalent to the original UGC. Given a bipartite graph as an instance of
Unique Games, it states that in the completeness case, all constraints incident on (1 − ε)
fraction of vertices in one side are satisfied, and in the soundness case, in addition to having
a low value, every 1

10 fraction of vertices on one side have at least a 9
10 fraction of vertices

on the other side as neighbors. Our conjecture is implied by the conjecture of Bansal and
Khot [6] that is used to prove the hardness of Minimizing Weighted Completion Time with
Precedence Constraints and requires a more strict expansion condition. See [30] for the exact
statement.

I Theorem 5. Assuming Conjecture 7.5 of [30], it is NP-hard to approximate RMFC in
undirected graphs within any constant factor.

Again, our reduction has a natural layered structure and the result holds for directed
layered graphs. With b layers, we prove that it is hard to approximate with in a factor
Ω(log b), matching the best approximation algorithms [9, 3].

1.2 Techniques
All our results are based on a general method of converting an integrality gap instance to
a dictatorship test. This method has been successfully applied by Raghavendra [40] for
Max-CSPs, Manokaran et al. [34] and Ene et al. [16] for Multiway Cut and Min CSPs, and
Kumar et al. [29] for strict CSPs, and by Guruswami et al. [21] for k-uniform k-partite
Hypergraph Vertex Cover, and Chekuri and Madan [12] for Directed Multicut. As mentioned
in the introduction, the previous CSP-based results do not generally preserve the structure
of constraint hypergraphs or use ingenious and specialized tricks to reduce the problem to a
CSP.

We bypass this difficulty by constructing a special class of dictatorship tests that we
call length-control dictatorship tests. Consider a meta-problem where given a directed graph
G = (V,E), some terminal vertices, and a set P of desired paths between terminals, we want
to remove the fewest number of non-terminal vertices to cut every path in P . The integrality
gap instances we use in this work [41, 4, 32, 9] share the common feature that every p ∈ P is
of length at least r, and the fractional solution cuts 1

r fraction of each non-terminal vertex
so that each path p ∈ P is cut. This gives a good LP value, and additional arguments are
required to ensure that there is no efficient integral cut.

Given such an integrality gap instance, we construct our dictatorship test instance as
follows. We replace every non-terminal vertex by a hypercube ZRr and put edges such that
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for two vertices (v, x) and (w, y) where v, w ∈ V and x, y ∈ ZRr , there is an edge from
(v, x) to (w, y) if (1) (v, w) ∈ E and (2) yj = xj + 1 for all j ∈ [R]. The set of desired
paths P ′ is defined to be {(s, (v1, x1), . . . , (vl, xl), t) : (s, v1, . . . , vl, t) ∈ P} (s, t denote some
terminals). Note that each path in P ′ is also of length at least r. We want to ensure that in
the completeness case (i.e., every hypercube reveals the same influential coordinate), there
is a very efficient cut, while in the soundness case (i.e., no hypercube reveals an influential
coordinate), there is no such efficient cut.

In the completeness case, let q ∈ [R] be an influential coordinate. For each vertex
(v, x) where v ∈ V, x ∈ ZRr , remove (v, x) if xq = 0. Consider a desired path p =
(s, (v1, x1), . . . , (vl, xl), t) ∈ P ′ for some terminals s, t and some vj ∈ V, xj ∈ ZRr (1 ≤ j ≤ l),
and let yj = (xj)q. By our construction, yj+1 = yj + 1 for 0 ≤ j < l. Since p is desirable,
l ≥ r, so there exists j such that yj = (xj)q = 0, but (vj , xj) is already removed by our
previous definition. Therefore, every desired path is cut by this vertex cut. Note that this
cut is integral and cuts exactly 1

r fraction of non-terminal vertices. This corresponds to the
fractional solution to the gap instance that cuts 1

r fraction of every vertex.
For the soundness analysis, our final dictatorship test has additional noise vertices and

edges to the test defined above. If no hypercube reveals an influential coordinate, the standard
application of the invariance principle [36] proves that we can always take an edge between
two hypercubes unless we almost completely cut one hypercube. We can then invoke the
proof for the integrality gap instance to show that there is no efficient cut.

This idea is implicitly introduced by the work of Svensson [43] for Feedback Vertex Set
(FVS) and DAG Vertex Deletion (DVD) by applying the It ain’t over till it’s over theorem to
ingeniously constructed dictatorship tests with auxiliary vertices. Guruswami and Lee [20]
gave a simpler construction and a new proof using the invariance principle instead of the It
ain’t over till it’s over theorem. Our results are based on the observation that length-control
dictatorship tests and LP gap instances fool algorithms in a similar way for various cut
problems as mentioned above, so that the previous LP gap instances can be plugged into our
framework to prove matching hardness results.

This method for the above meta-problem can be almost directly applied to Directed
Multicut. For Length-Bounded Cut and RMFC in undirected graphs, we use the fact that
the known integrality gap instances have a natural layered structure with s in the first layer
and t in the last layer. Every edge is given a natural orientation, and the similar analysis
can be applied. For Length-Bounded Cut, another set of edges called long edges are added
to the dictatorship test. More technical work is required for edge cut versions in undirected
graphs (Short Path Edge Cut), and the notion of time (RMFC).

Our framework seems general enough so that they can be applied to integrality gap
instances to give strong hardness results. It would be interesting to further abstract this
method of converting integrality gap instances to length-bounded dictatorship tests, as well
as to apply it to other problems whose approximability is not well-understood.

2 Preliminaries

Graph Terminologies. Depending on whether we cut vertices or edges, we introduce weight
wt(v) for each vertex v, or weight wt(e) for each edge e. Some weights can be ∞, which
means that some vertices or edges cannot be cut. For vertex-weighted graphs, we naturally
have wt(s) = wt(t) =∞. To reduce the vertex-weighted version to the unweighted version,
we duplicate each vertex according to its weight and replace each edge by a complete bipartite
graph between corresponding copies. To reduce the edge-weighted version to the unweighted
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version, we replace a single edge with parallel edges according to its weight. To reduce to
simple graphs, we split each parallel into two edges by introducing a new vertex.

For the Length-Bounded Cut problems, we also introduce length len(e) for each edge e.
It can be also dealt with serially splitting an edge according to its weight. We allow weights
to be rational numbers, but as our hardness results are stated in terms of the length, all
lengths in this work will be a positive integer.

For a path p, depending on the context, we abuse notation and interpret it as a set of
edges or a set of vertices. The length of p is always defined to be the number of edges.

Gaussian Bounds for Correlated Spaces. We introduce the standard tools on correlated
spaces from Mossel [36]. Given a probability space (Ω, µ) (we always consider finite probability
spaces), let L(Ω) be the set of functions {f : Ω→ R} and for an interval I ⊆ R, LI(Ω)
be the set of functions {f : Ω→ I}. For a subset S ⊆ Ω, define measure of S to be
µ(S) :=

∑
ω∈S µ(ω). A collection of probability spaces are said to be correlated if there is a

joint probability distribution on them. We will denote k correlated spaces Ω1, . . . ,Ωk with a
joint distribution µ as (Ω1 × · · · × Ωk, µ).

Given two correlated spaces (Ω1×Ω2, µ), we define the correlation between Ω1 and Ω2 by

ρ(Ω1,Ω2;µ) := sup {Cov[f, g] : f ∈ L(Ω1), g ∈ L(Ω2),Var[f ] = Var[g] = 1} .

Given a probability space (Ω, µ) and a function f ∈ L(Ω) and p ∈ R+, let ‖f‖p :=
Ex∼µ[|f(x)|p]1/p.

Consider a product space (ΩR, µ⊗R) and f ∈ L(ΩR). The Efron-Stein decomposition of
f is given by

f(x1, . . . , xR) =
∑
S⊆[R]

fS(xS)

where (1) fS depends only on xS and (2) for all S 6⊆ S′ and all xS′ , Ex′∼µ⊗R [fS(x′)|x′S′ =
xS′ ] = 0. The influence of the ith coordinate on f is defined by

Infi[f ] := E
x1,...,xi−1,xi+1,...,xR

[Var
xi

[f(x1, . . . , xR)].

The influence has a convenient expression in terms of the Efron-Stein decomposition.

Infi[f ] = ‖
∑
S:i∈S

fS‖22 =
∑
S:i∈S

‖fS‖22.

We also define the low-degree influence of the ith coordinate.

Inf≤di [f ] :=
∑

S:i∈S,|S|≤d

‖fS‖22.

For a, b ∈ [0, 1] and ρ ∈ (0, 1), let

Γρ(a, b) := Pr[X ≤ Φ−1(a), Y ≥ Φ−1(1− b)],

where X and Y are ρ-correlated standard Gaussian variables and Φ denotes the cumulative
distribution function of a standard Gaussian. The following theorem bounds the product
of two functions that do not share an influential coordinate in terms of their Gaussian
counterparts.

I Theorem 6 (Theorem 6.3 and Lemma 6.6 of [36]). Let (Ω1 × Ω2, µ) be correlated spaces
such that the minimum nonzero probability of any atom in Ω1 × Ω2 is at least α and such
that ρ(Ω1,Ω2;µ) ≤ ρ. Then for every ε > 0 there exist τ, d depending on ε and α such
that if f : ΩR

1 → [0, 1], g : ΩR
2 → [0, 1] satisfy min(Inf≤di [f ], Inf≤di [g]) ≤ τ for all i, then

E(x,y)∈µ⊗R [f(x)g(y)] ≥ Γρ(Ex[f ],Ey[g])− ε.

ICALP 2017



92:8 Improved Hardness for Cut, Interdiction, and Firefighter Problems

Organization. The dictatorship tests for Short Path Edge Cut and Short Path Vertex Cut
are presented in Section 3 and 4 respectively. Dictatorship tests for RMFC and Directed
Multicut, as well as the reduction from Unique Games based on these tests, will appear in
the full version of this paper [30].

3 Short Path Edge Cut

We propose our dictatorship test for Short Path Edge Cut that will be used for proving
Unique Games hardness. It is parameterized by positive integers a, b, r, R. It is inspired
by the integrality gap instances by Baier et al. [4] Mahjoub and and McCormick [32], and
made such that the edge cuts that correspond to dictators behave the same as the fractional
solution that cuts 1

r fraction of every edge. All graphs in this section are undirected.
For positive integers a, b, r, R, we construct DE

a,b,r,R = (V,E). Let Ω = {0, . . . , r − 1},
and µ : Ω 7→ [0, 1] with µ(x) = 1

r for each x ∈ Ω. We also define a correlated probability
space (Ω1 × Ω2, ν) where both Ω1,Ω2 are copies of Ω. It is defined by the following process
to sample (x, y) ∈ Ω2.

Sample x ∈ {0, . . . , r − 1}. Let y = (x+ 1) mod r.
With probability 1− 1

r , output (x, y). Otherwise, resample x, y ∈ Ω independently and
output (x, y).

Note that the marginal distribution of both x and y is equal to µ. Given x = (x1, . . . , xR) ∈ ΩR
and y = (y1, . . . , yR) ∈ ΩR, let ν⊗R(x, y) =

∏R
i=1 ν(xi, yi). We define DE

a,b,r,R = (V,E) as
follows.

V = {s, t} ∪ {vix}0≤i≤b,x∈ΩR . Let vi denote the set of vertices {vix}x∈ΩR .
For any x ∈ ΩR, there is an edge from s to v0

x and an edge from vbx to t, both with weight
∞ and length 1.
For 0 ≤ i < b, x ∈ ΩR, there is an edge (vix, vi+1

x ) of length a and weight ∞. Call it a
long edge.
For any 0 ≤ i < b x, y ∈ ΩR, there is an edge (vix, vi+1

y ) of length 1 and weight ν⊗R(x, y).
Note that ν⊗R(x, y) > 0 for any x, y ∈ ΩR. Call it a short edge. The sum of finite weights
is b.

Completeness. We first prove that edge cuts that correspond to dictators behave the same
as the fractional solution that gives 1

r to every short edge. Fix q ∈ [R] and let Eq be the set
of short edges defined by

Eq := {(vix, vi+1
y ) : 0 ≤ i < b, yq 6= xq + 1 mod R or (xq, yq) = (0, 1)}.

When (x, y) ∈ Ω1 × Ω2 is sampled according to ν, the probability that yq 6= xq + 1
mod R or (xq, yq) = (0, 1) is at most 2

r . The total weight of Eq is 2b
r .

I Lemma 7. After removing edges in Eq, the length of the shortest path is at least a(b−r+1).

Proof. Let p = (s, vi1x1 , . . . , v
iz
xz , t) be a path from s to t where ij ∈ {0, . . . , b} and xj ∈ ΩR

for each 1 ≤ j ≤ z. Let yj := (xj)q ∈ {0, . . . , r − 1} for each 1 ≤ j ≤ z.
For each 1 ≤ j < z, the edge (pj , pj+1) is either a long edge or a short edge, and either

taken forward (i.e., ij < ij+1) or backward (i.e., ij > ij+1). Let zLF, zSF, zLB, zSB be the
number of long edges taken forward, short edges taken forward, long edges taken backward,
and shot edges taken backward, respectively (zLF + zSF + zLB + zSB = z − 1). By considering
how ij changes,

zLF + zSF − zLB − zSB = b. (1)
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Consider how yj changes. Taking a long edge does not change yj . Taking a short edge
forward increases yj by 1 mod r, taking a short edge backward decreases yj by 1 mod r.
Since Eq is cut, yj can never change from 0 to 1. This implies

zSF − zSB ≤ r − 1. (2)

(1)− (2) yields zLF−zLB ≥ b−r+1. The total length of p is at least a ·zLF ≥ a(b−r+1). J

Soundness. We first bound the correlation ρ(Ω1,Ω2; ν). The following lemma of Wenner [44]
gives a convenient way to bound the correlation.

I Lemma 8 (Corollary 2.18 of [44]). Let (Ω1 × Ω2, δµ+ (1− δ)µ′) be two correlated spaces
such that the marginal distribution of at least one of Ω1 and Ω2 is identical on µ and µ′.
Then,

ρ(Ω1,Ω2; δµ+ (1− δ)µ′) ≤
√
δ · ρ(Ω1,Ω2;µ)2 + (1− δ) · ρ(Ω1,Ω2;µ′)2.

When (x, y) is sampled from ν, they are completely independent with probability 1
r . Therefore,

we have ρ := ρ(Ω1,Ω2; ν) ≤
√

1− 1
r . By Sheppard’s Formula,

Γρ(
1
2 ,

1
2) = 1

4 + 1
2π arcsin(−ρ) ≥ 1

4−
1

2π arccos( 1√
r

) =
∞∑
n=0

(2n)!
4n(n!)2(2n+ 1)( 1√

r
)2n+1 ≥ 1√

r
.

Apply Theorem 6 (ρ← ρ, α← 1
r3 , ε←

Γρ( 1
2 ,

1
2 )

3 ) to get τ and d. We will later apply this
theorem with the parameters obtained here.

Fix an arbitrary subset C ⊆ E of short edges. For 0 ≤ i < b, let Ci = C ∩ (vi × vi+1).
Call a pair (i, i+ 1) as the ith layer, and say it is blocked when ν⊗R(Ci) ≥

Γρ( 1
2 ,

1
2 )

2 . Let b′ be
the number of blocked layers. For 0 ≤ i ≤ b, let Si ⊆ vi be such that x ∈ Si if there exists a
path (s, p0, . . . , pi = vix) such that

For 0 ≤ i′ ≤ i, pi′ ∈ vi
′ .

For 0 ≤ i′ < i, (pi′ , pi′+1) is short if and only if the i′th layer is unblocked.

Let fi : ΩR 7→ [0, 1] be the indicator function of Si. We prove that if none of fi reveals
any influential coordinate, Sb is nonempty, implying that there exists a path using b′ long
edges and b− b′ short edges. Therefore, even after removing edges in C, the length of the
shortest path is at most 2 + ab′ + (b− b′).

I Lemma 9. Suppose that for any 0 ≤ i ≤ b and 1 ≤ j ≤ R, Inf≤dj [fi] ≤ τ . Then Sb 6= ∅.

Proof. Assume towards contradiction that Sb = ∅. Since S0 = ΩR and Si = Si+1 if the
ith layer is blocked (and we use long edges), there must exist i such that the ith layer is
unblocked and µ⊗R(Si) ≥ 1

2 , µ
⊗R(Si+1) < 1

2 . All short edges between Si and v
i+1 \ Si+1 are

in Ci. Theorem 6 implies that ν⊗R(Ci) > 2
3Γρ( 1

2 ,
1
2 ). This contradicts the fact that the ith

layer is unblocked. J

In summary, in the completeness case, if we cut edges of total weight k := k(a, b, r) = 2b
r ,

the length of the shortest path is at least l := l(a, b, r) = a(b− r + 1). In the soundness case,
even after cutting edges of total weight k′, at most 2k′

Γρ( 1
2 ,

1
2 ) ≤ 2k′

√
r layers are blocked, the

length of the shortest path is at most l′ = 2 + (b− 2k′
√
r) + 2ak′

√
r.

ICALP 2017
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Let a = 4, b = 2r − 1 so that k ≤ 4, l = 4r. Requiring l′ ≥ l results in k′ = Ω(
√
r),

giving a gap of Ω(
√
r) = Ω(

√
l) between the completeness case and the soundness case

for Length-Bounded Edge Cut.
Let a =

√
r, b = 2r − 1 so that k ≤ 4, l = r1.5. Requiring k′ ≤ 4 results in l′ = O(r),

giving a gap of Ω(
√
r) = Ω(l1/3) for Shortest Path Interdiction. Generally, k′ ≤ O(rε)

results in l′ ≤ O(r1+ε), giving an (O(rε), O(r1/2−ε))-bicriteria gap for any ε ∈ (0, 1
2 ).

4 Short Path Vertex Cut

We propose our dictatorship test for Short Path Vertex Cut that will be used for proving
Unique Games hardness. It is parameterized by positive integers a, b, r, R and small ε > 0. It
is inspired by the integrality gap instances by Baier et al. [4] Mahjoub and and McCormick [32],
and made such that the vertex cuts that correspond to dictators behave the same as the
fractional solution that cuts 1

r fraction of every vertex. All graphs in this section are
undirected.

For positive integers a, b, r, R, and ε > 0, define DV
a,b,r,R,ε = (V,E) be the graph defined as

follows. Consider the probability space (Ω, µ) where Ω := {0, . . . , r− 1, ∗}, and µ : Ω 7→ [0, 1]
with µ(∗) = ε and µ(x) = 1−ε

r for x 6= ∗.

V = {s, t} ∪ {vix}0≤i≤b,x∈ΩR . Let vi denote the set of vertices {vix}x.
For 0 ≤ i ≤ b and x ∈ ΩR, wt(vix) = µ⊗R(x). Note that the sum of weights is b+ 1.
For any 0 ≤ i ≤ b, there are edges from s to each vertex in vi with length ai + 1 and
edges from each vertex in vi to t with length (b− i)a+ 1.
For x, y ∈ ΩR, we call that x and y are compatible if

For any 1 ≤ j ≤ R: [yj = (xj + 1) mod r] or [yj = ∗] or [xj = ∗].
For any 0 ≤ i < b and compatible x, y ∈ ΩR, we have an edge (vix, vi+1

y ) of length 1
(called a short edge).
For any i, j such that 0 ≤ i < j − 1 < b and compatible x, y ∈ ΩR, we have an edge
(vix, vjy) of length (j − i)a (called a long edge).

Completeness. We first prove that vertex cuts that correspond to dictators behave the
same as the fractional solution that gives 1

r to every vertex. For any q ∈ [R], let Vq := {vix :
0 ≤ i ≤ b, xq = ∗ or 0}. Note that the total weight of Vq is (b+ 1)(ε+ 1−ε

r ).

I Lemma 10. After removing vertices in Vq, the length of the shortest path is at least
a(b− r + 2).

Proof. Let p = (s, vi1x1 , . . . , v
iz
xz , t) be a path from s to t where ij ∈ {0, . . . , b} and xj ∈ ΩR

for each 1 ≤ j ≤ z. Let yj := (xj)q ∈ {0, . . . , r − 1} for each 1 ≤ j ≤ z.
For each 1 ≤ j < z, the edge (vijxj , v

ij+1
xj+1) is either a long edge or a short edge, and either

taken forward (i.e., ij < ij+1) or backward (i.e., ij > ij+1). Let zLF, zSF, zLB, zSB be the
number of long edges taken forward, short edges taken forward, long edges taken backward,
and shot edges taken backward, respectively (zLF + zSF + zLB + zSB = z− 1). For 1 ≤ j ≤ zLF

(resp. zLB), consider the jth long edge taken forward (resp. backward) – it is (vij′
xj′
, v
ij′+1

xj′+1)
for some j′. Let sF

j (resp. sB
j ) be |ij′ − ij′+1|. The following equality holds by observing how

ij changes.

i1 +
zLF∑
j=1

sF
j + zSF −

zLB∑
j=1

sB
j − zSB = iz ⇒ i1 +

zLF∑
j=1

sF
j + zSF − zLB − zSB − iz ≥ 0. (3)
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Consider how yj changes. Taking any edge forward increases yj , and taking any edge
backward decreases yj . Since yj can never be 0 or ∗, we can conclude that

zLF + zSF − zLB − zSB ≤ r − 2. (4)

(3)− (4) yields

i1 − iz +
zLF∑
j=1

(sF
j − 1) ≥ 2− r ⇒ i1 − iz +

zLF∑
j=1

sF
j ≥ 2− r. (5)

The total length of p is

2 + a
(
i1 + b− iz +

zLF∑
j=1

sF
j +

zLB∑
j=1

sB
j ) + zSF + zSB

≥ a
(
i1 + b− iz +

zLF∑
j=1

sF
j )

≥ a(b− r + 2).

J

Soundness. To analyze soundness, we define a correlated probability space (Ω1 × Ω2, ν)
where both Ω1,Ω2 are copies of Ω = {0, . . . , r − 1, ∗}. It is defined by the following process
to sample (x, y) ∈ Ω2.

Sample x ∈ {0, . . . , r − 1}. Let y = (x+ 1) mod r.
Change x to ∗ with probability ε. Do the same for y independently.

Note that the marginal distribution of both x and y is equal to µ. Assuming ε < 1
2r , the

minimum probability of any atom in Ω1 × Ω2 is ε2. Furthermore, in our correlated space,
ν(x, ∗) > 0 for all x ∈ Ω1 and ν(∗, x) > 0 for all x ∈ Ω2. We use the following lemma to
bound the correlation.

I Lemma 11 (Lemma 2.9 of [36]). Let (Ω1 × Ω2, µ) be two correlated spaces such that the
probability of the smallest atom in Ω1 × Ω2 is at least α > 0. Define a bipartite graph
G = (Ω1 ∪Ω2, E) where (a, b) ∈ Ω1 ×Ω2 satisfies (a, b) ∈ E if µ(a, b) > 0. If G is connected,
then ρ(Ω1,Ω2;µ) ≤ 1− α2

2 .

Therefore, we can conclude that ρ(Ω1,Ω2; ν) ≤ ρ := 1 − ε4

2 . Apply Theorem 6 (ρ ←
ρ, α← ε2, ε← Γρ( ε3 ,

ε
3 )

2 ) to get τ and d. We will later apply this theorem with the parameters
obtained here. Fix an arbitrary subset C ⊆ V , and Ci := C ∩ vi. For 0 ≤ i ≤ b, call vi
blocked if µ⊗R[Ci(x)] ≥ 1− ε. At most bwt(C)

1−ε c v
i’s can be blocked. Let k′ be the number of

blocked vi’s, and z = b+ 1− k′ be the number of unblocked vi’s. Let {vi1 , . . . , viz} be the
set of unblocked vi’s with i1 < i2 < · · · < iz.

For 1 ≤ j ≤ z, let Sj ⊆ vij be such that x ∈ Sj if there exists a path (p0 =
s, p1, . . . , pj−1, v

ij
x ) such that each pj′ ∈ vij′ \ C (1 ≤ j′ < j). For 1 ≤ j ≤ z, let

fj : ΩR 7→ [0, 1] be the indicator function of Sj .
We prove that if none of fj reveals any influential coordinate, µ⊗R(Sz) > 0. Since any

path passing vi1 , . . . , viz (bypassing only blocked vi’s) uses short edges at least b− 2k′ times,
so the length of the shortest path after removing C is at most 2 + (b− 2k′) + 2ak′.

I Lemma 12. Suppose that for any 1 ≤ j ≤ z and 1 ≤ i ≤ R, Inf≤di [fj ] ≤ τ . Then
µ⊗R(Sz) > 0.
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Proof. We prove by induction that µ⊗R(Sj) ≥ ε
3 . It holds when j = 1 since vi1 is unblocked.

Assuming µ⊗R(Sj) ≥ ε
3 , since Sj does not reveal any influential coordinate, Theorem 6 shows

that for any subset Tj+1 ⊆ vij+1 with µ⊗R(Tj+1) ≥ ε
3 , there exists an edge between Sj and

Tj+1. If S′j+1 ⊆ vij+1 is the set of neighbors of Sj , we have µ⊗R(S′j+1) ≥ 1− ε
3 . Since v

ij+1

is unblocked, µ⊗R(S′j+1 \ C) ≥ 2ε
3 , completing the induction. J

In summary, in the completeness case, if we cut vertices of total weight k := k(a, b, r, ε) =
(b+ 1)(ε+ 1−ε

r ), the length of the shortest path is at least l := l(a, b, r, ε) = a(b− r + 2). In
the soundness case, even after cutting vertices of total weight k′, the length of the shortest
path is at most 2 + (b− k′

1−ε ) + 2a( k′

1−ε ).

Let a = 4, b = 2r − 2 and ε small enough so that k ≤ 2, l = 4r. Requiring l′ ≥ l results in
k′ = Ω(r), giving a gap of Ω(r) = Ω(l) for Length Bounded Cut.
Let a = r, b = 2r − 2 and ε small enough so that k ≤ 2, l = r2. Requiring k′ ≤ 2 results
in l′ = O(r), giving a gap of Ω(r) = Ω(

√
l) for Shortest Path Interdiction. Generally,

k′ ≤ O(rε) results in l′ ≤ O(r1+ε), giving an (O(rε), O(r1−ε))-bicriteria gap for any
ε ∈ (0, 1).
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Abstract
The n-variable PARITY function is computable (by a well-known recursive construction) by
AC0 formulas of depth d+ 1 and leafsize n·2dn1/d . These formulas are seen to possess a certain
symmetry: they are syntactically invariant under the subspace P of even-weight elements in
{0, 1}n, which acts (as a group) on formulas by toggling negations on input literals. In this
paper, we prove a 2d(n1/d−1) lower bound on the size of syntactically P -invariant depth d + 1
formulas for PARITY. Quantitatively, this beats the best 2Ω(d(n1/d−1)) lower bound in the non-
invariant setting [16].
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1 Introduction

Let U be a linear subspace of {0, 1}n. We say that a Boolean function f : {0, 1}n → {0, 1}
is U-invariant if f(x) = f(x ⊕ u) for all u ∈ U and x ∈ {0, 1}n. (Note that U -invariant
Boolean functions are in one-to-one correspondence with functions from the quotient space
{0, 1}n/U to {0, 1}.) An obvious example is the PARITY function x 7→

⊕n
i=1 x, which is

P -invariant where P is the linear subspace of even-weight elements in {0, 1}n.
We may also view U as a group that acts on the set of n-variable Boolean circuits (as

well as the set of n-variable Boolean formulas). Here we consider circuits with unbounded
fan-in AND and OR gates and inputs labeled by literals in the set {X1, X1, . . . , Xn, Xn},
also known as AC 0 circuits in the setting where depth is bounded. For a circuit C and an
element u ∈ U , let Cu be the circuit obtained from C by negating the ith pair of literals (i.e.
exchanging Xi and Xi as labels on inputs) for all coordinates i ∈ [n] such that ui = 1. This
action of U on circuits is compatible with the action on Boolean functions: for all u ∈ U and
x ∈ {0, 1}n, we have Cu(x) = C(x⊕ u).

There are two notions of U -invariance for circuits. We say that C is syntactically U-
invariant if C is identical to Cu for every u ∈ U (we define this notion precisely for formulas),
while we say that C is semantically U-invariant if it computes a U -invariant function.
Syntactic U -invariance clearly implies semantic U -invariance. However, the converse is false:
a circuit may compute a U -invariant function without being syntactically U -invariant.

For a U -invariant Boolean function f , we define its U-invariant circuit size as the
minimum number of gates in a syntactically U -invariant circuit that computes it. This
quantity may be compared to the usual (“non-invariant”) circuit size of f . There are several
questions we may ask: What gap, if any, is there between the U -invariant circuit size and
non-invariant circuit size of f? Are lower bounds for U -invariant circuit size easier to prove,
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and do they suggest new strategies for proving lower bound in the non-invariant setting?
The same questions may be asked with respect to U -invariant versions of other complexity
measures, such as formula size and bounded-depth versions of both circuit and formula size
(noting that the action of U on circuits preserves fan-out and depth).1

In this paper, we focus on bounded-depth formula size. Our primary target is the P -
invariant PARITY function where P is the linear subspace of even-weight elements in {0, 1}n.
We start from the observation that the best known construction of bounded-depth circuits
and formulas for PARITY are syntactically P -invariant. Here we refer to the well-known
recursive construction, for all d ≥ 1, of depth d+ 1 circuits and formulas for PARITY, of
size at most n·2n1/d and n·2dn1/d respectively. The main result of this paper (Theorem 1)
yields a nearly matching lower bound of 2d(n1/d−1) on the P -invariant depth d+ 1 formula
size of PARITY. This implies a 2n1/d−1 lower bound on P -invariant depth d + 1 circuit
size.2 Quantitatively, the lower bounds are stronger than the best known Ω(2 1

10n
1/d) and

Ω(2 1
84d(n1/d−1)) lower bounds for non-invariant depth d+ 1 circuits [10] and formulas [16],

respectively. Qualitatively, syntactic P -invariance appears to be a severe restriction and
unnatural from the standpoint of computation.

The general form of our lower bound is the following theorem.

I Theorem 1. Let U ⊂ V be linear subspaces of {0, 1}n, and suppose F is a syntactically
U-invariant depth d + 1 formula which is non-constant over V . Then F has size at least
2d(m1/d−1) where m = min{|x| : x ∈ U⊥ \ V ⊥} (i.e. m is the minimum Hamming weight of a
vector x which is orthogonal to U but non-orthogonal to V ).

Some observations: first, notice that the bound in Theorem 1 does not depend on the
parameter n, i.e. the dimension of the ambient hypercube. The lower bound for PARITY
described in the previous paragraph is the special case U = P and V = {0, 1}n. Theorem 1
implies anm1/ log2(e) lower bound for unbounded-depth formulas, since limd→∞ d(m1/d−1) =
ln(m). It also implies a 2m1/d−1 lower bound for depth d+ 1 circuits. (However, we get no
non-trivial lower bound for unbounded-depth circuits, since limd→∞m1/d − 1 = 0.)

The proof of Theorem 1 uses elementary linear algebra, in particular a small lemma on
the existence of linear retractions with small Hamming-weight distortion (Lemma 5). Overall,
this is much simpler than the random restriction and polynomial approximation methods
typically used to prove AC0 lower bounds.

1.1 Related Work
Syntactically invariant models of computation have been previously studied from the per-
spective of Descriptive Complexity, an area that characterizes complexity classes in terms
of definability in different logics [11]. In this context, the notion of invariance pertains to
the action of Sm on n =

(
m
2
)
binary variables, encoding the edge relation of a simple graph

on m vertices. More generally, for a finite relational signature σ, one may consider the
action of Sm on n =

∑
R∈σm

arity(R) binary variables (encoding the possible σ-structures
with universe {1, . . . ,m}). The action of Sm on the set of variables {X1, . . . , Xn} induces a

1 These questions have been asked previously concerning, e.g., the action of the symmetric group Sn on
n-invariable circuits. For Sn-invariant Boolean functions (a.k.a. symmetric functions) including PARITY
and MAJORITY, there is known to be an exponential gap between U -invariant and non-invariant circuit
and formula size. (See the Related Work section, below.)

2 This follows from the observation that every [syntactically U -invariant] depth d + 1 circuit of size s is
equivalent to a [syntactically U -invariant] depth d + 1 formula of size at most sd.
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syntactic action of Sm on the set of n-variable Boolean circuits (and many other concrete
models of computation, such as branching programs, etc.)

An early result in this area, due to Denenberg et al [8], shows that syntactically Sm-
invariant circuits of polynomial size and constant depth (subject to a certain uniformity
condition) capture precisely the first-order definable properties of finite σ-structures. A
decade later, Otto [13] introduced a certain limit object of finite circuits (also viewed as a
form of uniformity) and showed a correspondence between infinitary logic with a bounded
number of variables (Lω∞ω) and syntactically Sm-invariant circuits of polynomial size and
arbitrary depth. Otto also gives characterizations of fixed point and partial fixed point logic
in terms of syntactically Sm-invariant networks. More recently, Anderson and Dawar [2]
showed a correspondence (under a different uniformity condition) between fixed-point logic
(FP) and syntactically Sm-invariant polynomial-size circuits, as well between fixed-point
logic with counting (FPC) and syntactically Sm-invariant polynomial-size circuits in the
basis that includes majority gates.

So far as I know, this paper is the first to study syntactic invariance under the action of
linear subspaces of {0, 1}n (i.e. subgroups on Zn2 ) on n-variable Boolean circuits. A different
notion of syntactic invariance — with respect to the automorphism group of the input
structure — can be found in the literature on Choiceless Polynomial Time [3, 4, 6, 7, 9, 15].
On Sm-invariant tautologies in proof complexity, see [1, 14].

2 Preliminaries

Let N = {0, 1, 2, . . . }. Let n and d be arbitrary positive integers. Let [n] = {1, . . . , n}.
Our lower bound makes use of the following inequality involving the function n 7→ dn1/d:

I Lemma 2. For all real numbers a, b, c > 0, we have

a+ c(b/a)1/c ≥ (c+ 1)b1/(c+1)

with equality iff a = b1/(c+1).

Proof. We have ∂
∂a

(
a+ c(b/a)1/c) = 1− (b/a(c+1))1/c. Thus, the function a 7→ a+ c(b/a)1/c

is seen to have a unique minimum at a = b1/(c+1) where it takes value (c+ 1)b1/(c+1). J

2.1 Linear Algebra

For x, y ∈ {0, 1}n, we write |x| :=
∑n
i=1 xi for the Hamming weight of x, we write x⊕ y for

the bitwise sum of x and y modulo 2 (i.e. the element z ∈ {0, 1}n with zi := xi ⊕ yi), and we
write 〈x, y〉 :=

⊕n
i=1 xiyi for the inner product of x and y.

We write L for the lattice of linear subspaces of {0, 1}n. For U, V ∈ L, we write dim(V )
for the dimension of V , we write V ⊥ := {x ∈ {0, 1}n : 〈x, v〉 = 0 for all v ∈ V } for the
orthogonal complement of V , and we write U + V for the subspace spanned by U and V .
We say that U is a codimension-k subspace of V if U ⊆ V and dim(V )− dim(U) = k.

The orthogonal complement has the following properties:

dim(V ) + dim(V ⊥) = n, U ⊆ V ⇐⇒ V ⊥ ⊆ U⊥,
V = (V ⊥)⊥, (U + V )⊥ = U⊥ ∩ V ⊥, (U ∩ V )⊥ = U⊥ + V ⊥.

ICALP 2017
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2.2 AC0 Formulas
We write F for the set of n-variable AC0 formulas (with unbounded fan-in AND and OR
gates and leaves labeled by literals). Formally, let F =

⋃
d∈N Fd where Fd is the set of

depth-d formulas, defined inductively as follows:3
F0 is the set of literals {X1, . . . , Xn, X1, . . . , Xn},
Fd+1 is the set of ordered pairs {(γ,G) : γ ∈ {AND,OR} and G is a nonempty subset of Fd}.

Every F ∈ F computes a Boolean function {0, 1}n → {0, 1}, defined in the usual way.
For x ∈ {0, 1}n, we write F (x) for the value of F on x.

For a nonempty set S ⊆ {0, 1}n and b ∈ {0, 1}, notation F (S) ≡ b is the assertion that
F (x) = b for all x ∈ S. We say that F is non-constant on S if F (S) 6≡ 0 and F (S) 6≡ 1 (i.e.
there exist x, y ∈ S such that F (x) = 0 and F (y) = 1).

The depth of F is the minimum d such that F ∈ Fd. The leafsize of a formula is
the number of depth-0 subformulas. Let size of a formula refer to the number of depth-1
subformulas. Inductively,

leafsize(F ) =
{

0 if F ∈ F0,∑
G∈G size(G) if F = (γ,G) ∈ F \ F0,

size(F ) =


0 if F ∈ F0,

1 if F ∈ F1,∑
G∈G size(G) if F = (γ,G) ∈ F \ (F0 ∪ F1).

Clearly size(F ) ≤ leafsize(F ). (Note that size is within a factor 2 of the number of gates in F ,
which is how one usually measures size of circuits.) We define these two complexity measures
since our lower bound naturally applies to size, while the upper bounds are naturally stated
in terms of leafsize.

2.3 The Action of {0, 1}n

We define a group action of {0, 1}n on F as follows. For u ∈ {0, 1}n and F ∈ F , let Fu be
the formula obtained from F by exchanging literals Xi and Xi for every i ∈ [n] with ui = 1.
Formally, this action is defined inductively by

Fu =


Xi (resp. Xi) if F = Xi (resp. Xi) and ui = 0,
Xi (resp. Xi) if F = Xi (resp. Xi) and ui = 1,
(γ, {Gu : G ∈ G}) if F = (γ,G).

Clearly Fu has the same depth and size as F . Note that Fu(x) = F (x⊕u) for all x ∈ {0, 1}n.
If U is a linear subspace of {0, 1} (i.e. subgroup of {0, 1}n), then we say that an AC0

formula F is:
syntactically U -invariant if Fu = F for every u ∈ U ,
semantically U -invariant if F (x) = F (x⊕ u) for every u ∈ U and x ∈ {0, 1}n.

As remarked in Section 1, syntactic U -invariance implies semantic U -invariance (but not
conversely).

3 As a minor convenience, we do not include constants 0 and 1 in F0, nor do we allow identical sibling
subformulas (i.e. multisets G) in the definition of Fd+1. This is without loss of generality: the depth-d
formula size of a Boolean function is unaffected by these restrictions.



B. Rossman 93:5

2.4 Upper Bound
We briefly review the smallest known construction of bounded-depth formulas for PARITY
and observe that these formulas are syntactically P -invariant.

I Proposition 3. For all d, n ≥ 1, the n-variable PARITY function is computable by
syntactically P -invariant depth d + 1 formulas of leafsize at most n·2dn1/d where P is the
even-weight subspace of {0, 1}n. If n1/d is an integer, this bound improves to n·2d(n1/d−1).

Proof. For an optimal choice of k, n1, . . . , nk ≥ 1 with n1 + · · · + nk = n, we construct a
syntactically Pn-invariant depth d+ 1 formula for PARITYn — with output gate OR (resp.
AND) — by composing the brute-force DNF (resp. CNF) for PARITYk (in which each
variable occurs 2k−1 times) with syntactically Pni

-invariant depth d formulas for PARITYni

(or 1 − PARITYni
) with output gate AND (resp. OR). The minimum leafsize β(d + 1, n)

achievable by this construction is given by the recurrence

β(1, n) =
{

1 if n = 1,
∞ if n > 1,

β(d+ 1, n) = min
k,n1,...,nk≥1
n1+···+nk=n

2k−1
k∑
i=1

β(d, ni).

We now observe:
If n1/d is an integer, we get β(d+ 1, n) ≤ n·2d(n1/d−1) by setting k = n1/d and n1 = · · · =
nk = n(d−1)/d.
For arbitrary d, n ≥ 1, we get β(d+1, n) ≤ n·2dn1/d by setting k = dn/te and n1, . . . , nk ∈
{t− 1, t} where t = bn(d−1)/dc. J

An aside

I suspect that, by analyzing the above recurrence more carefully, the upper bound in
Proposition 3 can be improved to O(n·2d(n1/d−1)) for all d ≤ dlogne. This is suggested by
the observation that PARITY is computable by syntactically P -invariant formulas of depth
dlogne+ 1 and leafsize O(n2). Note that the upper bound of Proposition 3 is slack (except
when n1/d is an integer), since setting d = logn, we have n·2d(n1/d−1) = n2 and n·2dn1/d = n3.
Also note that O(n·2d(n1/d−1)) is not an upper bound for d � logn, since Ω(n2) is lower
bound even for non-invariant formulas of unbounded depth [12].

3 Linear-Algebraic Lemmas

In this section, we prove a linear-algebraic lemma (Lemma 9) which plays a key role in our
lower bound. Recall that S, T, U, V range over the set of linear subspaces of {0, 1}n, denoted
by L.

I Definition 4. For linear spaces U ⊆ V , a linear retraction from V to U is a linear function
ρ : V → U such that ρ(u) = u for every u ∈ U .

We next give a small lemma on the existence of linear retractions with small (one-sided)
Hamming-weight distortion.

I Lemma 5. If U is a codimension-k subspace of V , then there exists a linear retraction
ρ : V → U such that |ρ(v)|/|v| ≤ k + 1 for all v ∈ V .

Proof. Greedily choose a basis w1, . . . , wk for V over U such that wi has minimal Hamming
weight among elements of V \ Span(U ∪ {w1, . . . , wi−1}) for all i ∈ [k]. Each v ∈ V has a
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unique representation v = u⊕ a1w1 ⊕ · · · ⊕ akwk where u ∈ U and a1, . . . , ak ∈ {0, 1}. Let
ρ : V → U be the map v 7→ u and observe that this is a linear retraction.

To show that |ρ(v)| ≤ (k + 1)|v|, we first notice that |aiwi| ≤ |v| for all i ∈ [k]. If ai = 0,
this is obvious, as |aiwi| = 0. If ai = 1, then v ∈ V \ Span(U ∪ {w1, . . . , wi−1}), so by our
choice of wi we have |aiwi| = |wi| ≤ |v|. Completing the proof, we have

|ρ(v)| = |v ⊕ a1v1 ⊕ · · · ⊕ akvk|
≤ |v|+ |a1v1|+ · · ·+ |akvk|
≤ (k + 1)|v|. J

I Definition 6. Define sets L2 and L4 as follows:

L2 =
{

(U, V ) ∈ L × L : U is a codimension-1 subspace of V
}
,

L4 =
{

((S, T ), (U, V )) ∈ L2 × L2 : T ∩ U = S and T + U = V
}
.

The next lemma shows that L4 is symmetric under orthogonal complementation.

I Lemma 7. For all ((S, T ), (U, V )) ∈ L4, we have ((V ⊥, U⊥), (T⊥, S⊥)) ∈ L4.

Proof. This follows from the properties of the orthogonal complement listed in §2.1. Consider
any ((S, T ), (U, V )) ∈ L4. First note that (V ⊥, U⊥) ∈ L2 by the fact that U ⊆ V =⇒ V ⊥ ⊆
U⊥ and dim(U⊥) − dim(V ⊥) = (n − dim(U)) − (n − dim(V )) = dim(V ) − dim(U) =
1. Similarly, we have (T⊥, S⊥) ∈ L2. We now have ((V ⊥, U⊥), (T⊥, S⊥)) ∈ L4 since
U⊥ ∩ T⊥ = (T + U)⊥ = V ⊥ and U⊥ + T⊥ = (T ∩ U)⊥ = S⊥. J

I Lemma 8. For all S ⊂ T ⊆ V such that (S, T ) ∈ L2, there exists U ⊇ S such that
((S, T ), (U, V )) ∈ L4 and

min
x∈V \U

|x| ≥ 1
dim(V )− dim(T ) + 1 min

y∈T\S
|y|.

Proof. By Lemma 5, there exists a linear retraction ρ : V → T such that |ρ(v)|/|v| ≤
dim(V ) − dim(T ) + 1 for all v ∈ V . Let U = ρ−1(S) and note that U is a codimension-1
subspace of V . (This follows from applying the Rank-Nullity Theorem to linear functions
ρ : V → T and ρ�U : U → S and noting that ker(ρ) = ker(ρ�U).) We have S = T ∩ U and
T + U = V , hence ((S, T ), (U, V )) ∈ L4. Choosing x with minimum Hamming weight in
V \ U , we observe that ρ(x) ∈ T \ S and |x| ≥ |ρ(v)|/(dim(V )− dim(T ) + 1), which proves
the lemma. J

I Lemma 9. For all S ⊆ U ⊂ V such that (U, V ) ∈ L2, there exists T ⊆ V such that
((S, T ), (U, V )) ∈ L4 and

min
x∈S⊥\T⊥

|x| ≥ 1
dim(U)− dim(S) + 1 min

y∈U⊥\V ⊥
|y|.

Proof. Follows directly from Lemmas 7 and 8. J

4 Proof of Theorem 1

The following lemma gives the base case of Theorem 1 for depth-2 formulas (a.k.a. DNFs
and CNFs). In this case, we merely require the hypothesis of semantic rather than syntactic
U -invariance. The proof is similar to the standard argument showing that depth-2 formulas
for PARITY require 2n−1 clauses of width n.



B. Rossman 93:7

I Lemma 10. Suppose F is a depth-2 formula and (U, V ) ∈ L2 such that F (U) ≡ b and
F (V \ U) ≡ 1 − b for some b ∈ {0, 1}. Then size(F ) ≥ 2m−1 and leafsize(F ) ≥ m·2m−1

where m = min{|x| : x ∈ U⊥ \ V ⊥}.

Proof. Without loss of generality, assume that F is a DNF formula (i.e. an OR-of-ANDs
formula) and F (U) ≡ 0 and F (V \ U) ≡ 1. (The argument is similar if we replace DNF
with CNF, or if we assume that F (U) ≡ 1 and F (V \ U) ≡ 0.) We further assume that F is
minimal with respect to the number of clauses and the number of literals in any particular
clause.

Consider a clause G of F . This clause G is the AND of some number ` of literals. Without
loss of generality, suppose these literals involve the first ` coordinates. Let π be the projection
map {0, 1}n → {0, 1}`. Then there is a point p ∈ {0, 1}` such that G(x) = 1⇐⇒ π(x) = p

for all x ∈ {0, 1}n. Observe that G(U) ≡ 0 (since F (U) ≡ 0) and, therefore, p /∈ π(U).
We claim that p ∈ π(V \ U). To see why, assume for contradiction that p /∈ π(V \ U).

Then G(V ) ≡ 0. But this means that the clause G can be removed from F and the resulting
function would still satisfy F (U) ≡ 0 and F (V \ U) ≡ 1. This contradicts the minimality of
F with respect to number of clauses.

For each i ∈ [`], let p(i) be the neighbor of p in {0, 1}` along the ith coordinate. We
claim that p(1), . . . , p(`) ∈ π(U). Without loss of generality, we give the argument showing
p(`) ∈ π(U). Let G′ be the AND of the first `− 1 literals in G, and let F ′ be the formula
obtained from F by replacing G with G′. For all x ∈ {0, 1}n, we have G(x) ≤ G′(x) and
hence F (x) ≤ F ′(x). Therefore, F ′(V \ U) ≡ 1. We now note that there exists u ∈ U such
that F ′(u) = 1 (otherwise, we would have F ′(u) ≡ 0, contradicting the minimality of F with
respect to the width of each clause). Since F (u) = 0 and G′ is the only clause of F ′ distinct
from the clauses of F , it follows that G′(u) = 1. This means that u{1,...,`−1} = p{1,...,`−1}.
We now have π(u) = p(`) (otherwise, we would have π(u) = p and therefore G(u) = 1 and
F (u) = 1, contradicting that fact that F (U) ≡ 0).

Since π is a linear function and π(U) 6= π(V ), it follows that π(U) is a codimension-
1 subspace of π(V ). The fact that p ∈ π(V \ U) and p(1), . . . , p(`) ∈ π(U) now forces
π(V ) = {0, 1}` and π(U) = {q ∈ {0, 1}` : |q| is even}. Therefore, 1` ∈ π(U)⊥ \ π(V )⊥
(writing 1` for the all-1 vector in {0, 1}`). It follows that 1`0n−` ∈ U⊥ \ V ⊥ and, therefore,
` = |1`0n−`| ≥ m (by definition of m).

We now observe that

P
v∈V

[G(v) = 1] = P
v∈V

[π(v) = p] = P
q∈π(V )

[q = p] = P
q∈{0,1}`

[q = p] = 2−` ≤ 2−m.

That is, each clause in F has value 1 over at most 2−m fraction of points in V . Since the set
V \ U has density 1/2 in V , we see that 2m−1 clauses are required to cover V \ U .

Subject to the stated minimality assumptions on F (with respect to the number of clauses
and, secondarily, to the width of each clause), we conclude that F contains ≥ 2m−1 clauses,
each of width ≥ m. Therefore, size(F ) ≥ 2m−1 and leafsize(F ) ≥ m·2m−1. J

On to our main result:

I Theorem 1 (restated). Let U ⊂ V be linear subspaces of {0, 1}n, and suppose F is a
syntactically U-invariant depth d+ 1 formula which is non-constant over V . Then F has
size at least 2d(m1/d−1) where m = min{|x| : x ∈ U⊥ \ V ⊥}.

Proof. We first observe that it suffices to prove the theorem in the case where (U, V ) ∈ L2,
that is, U has codimension-1 in V . To see why, note that for any U ⊂ V where F is
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syntactically U -invariant and non-constant over V , there must exist U ⊂W ⊆ V such that
(U,W ) ∈ L2 and F is non-constant over W . Assuming the theorem holds with respect
to U ⊂ W , it also hold with respect to U ⊂ V , since U⊥ \ V ⊥ ⊆ U⊥ \W⊥ and hence
min{|x| : x ∈ U⊥ \ V ⊥} ≥ min{|x| : x ∈ U⊥ \W⊥}.

Therefore, we assume (U, V ) ∈ L2 and prove the theorem by induction on d. The base
case d = 1 is established by Lemma 10.4 For the induction step, let d ≥ 2 and assume
F ∈ Fd+1 is a syntactically U -invariant and non-constant over V . Without loss of generality,
we consider the case where F = (OR,G) for some nonempty G ⊆ Fd. (The case where
F = (AND,G) is symmetric, with the roles of 0 and 1 exchanged.)

Since F is syntactically U -invariant, we have Gu ∈ G for every u ∈ U and G ∈ G. We
claim that it suffices to prove the theorem in the case where the action of U on G is transitive
(i.e. G = {Gu : u ∈ U} for every G ∈ G). To see why, consider the partition G = G1 t · · · t Gt,
t ≥ 1, into orbits under U . For each i ∈ [t], let Fi be the formula (OR,Gi). Note that Fi is
syntactically U -invariant and U acts transitively on Gi. Clearly, we have F (v) =

∨
i∈[t] Fi(v)

for all v ∈ V . Since every U -invariant Boolean function is constant over sets U and V \ U
(using the fact that U has codimension-1 in V ), this means that each Fi satisfies either
Fi(V ) ≡ 0 or F (v) = Fi(v) for all v ∈ V . Because F is non-constant over V , it follows that
there exists i ∈ [t] such that F (v) = Fi(v) for all v ∈ V . In particular, this Fi is non-constant
over V . Since size(F ) ≥ size(Fi), we have reduced proving the theorem for F to proving to
theorem for Fi.

In light of the preceding paragraph, we proceed under the assumption that U acts
transitively on G. Fix an arbitrary choice of G ∈ G. Let

S = StabU (G) (= {u ∈ U : Gu = G}),
a = dim(U)− dim(S) + 1.

By the Orbit-Stabilizer Theorem,

|G| = |OrbitU (G)| = [U : S] = |U |/|S| = 2a−1.

Since size(G′) = size(G) for every G′ ∈ G, we have

size(F ) =
∑
G′∈G

size(G′) = |G| · size(G) = 2a−1 · size(G). (1)

We next observe that Gu is syntactically S-invariant for every u ∈ U (in fact, S =
StabU (Gu)). This follows from the fact that (Gu)s = Gu⊕s = (Gs)u = Gu for every s ∈ S.

By Lemma 9, there exists T such that ((S, T ), (U, V )) ∈ L4 and

min
x∈S⊥\T⊥

|x| ≥ 1
dim(U)− dim(S) + 1 min

y∈U⊥\V ⊥
|y| = m

a
.

We claim that there exists u ∈ U such that Gu is non-constant on T . There are two cases to
consider:

Case 1: Suppose F (U) ≡ 0 and F (V \ U) ≡ 1.
We have G(U) ≡ 0 and G(V ) 6≡ 0. Fix any v ∈ V \U such that G(v) = 1. In addition, fix
any w ∈ T \U (noting that T \U is nonempty since U+T = V and U ⊂ V ). Let u = v⊕w
and note that u ∈ U (since U is a codimension-1 subspace of V and v, w ∈ V \ U). We
have Gu(U) ≡ 0 and Gu(w) = G(w ⊕ u) = G(v) = 1. By the S-invariance of Gu, it
follows that Gu(S) ≡ 0 and Gu(T \ S) ≡ 1. In particular, Gu is non-constant on T .

4 Note that Theorem 1 makes sense even when d = 0, if we interpret 0·(m1/0 − 1) as 0 if m = 1 and ∞ if
m > 1.
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Case 2: Suppose F (U) ≡ 1 and F (V \ U) ≡ 0.
We have G(U) 6≡ 0 and G(V \ U) ≡ 0. Fix any u ∈ U such that G(u) = 1. In addition,
fix any w ∈ T \ U and let v = w ⊕ u. We have Gu(v) = G(v ⊕ u) = G(w) = 0 (since
w ∈ V \ U and G(V \ U) ≡ 0). We also have Gu(~0) = G(u) = 1 where ~0 is the origin
in {0, 1}n. By S-invariance of Gu, it follows that Gu(S) ≡ 1 and Gu(T \ S) ≡ 0. In
particular, Gu is non-constant on T .

Since Gu is syntactically S-invariant and non-constant on T and depth(Gu) = (d− 1) + 1,
we may apply the induction hypothesis to Gu. Thus, we have

size(G) = size(Gu) ≥ 2(d−1)((m/a)1/(d−1)−1). (2)

Since d ≥ 2, Lemma 2 tells us

a+ (d− 1)(m/a)1/(d−1) ≥ d(m/a)1/d. (3)

Putting together (1), (2), (3), we get the desired bound

size(F ) ≥ 2a−1 · 2(d−1)((m/a)1/(d−1)−1)

= 2a+(d−1)(m/a)1/(d−1)−d

≥ 2d(m1/d−1).

This completes the proof of Theorem 1. J

5 Further Remarks and Open Questions

5.1 Another Application of Theorem 1
Theorem 1 applies to interesting subspaces U besides the even-weight subspace P . Here we
describe one example. Let G be a simple graph with n edges, so that {0, 1}n is identified with
the set of spanning subgraphs of G. The cycle space of G is the linear subspace Z ⊆ {0, 1}n
consisting of even subgraphs of G (i.e. spanning subgraphs in which every vertex has even
degree). Consider the even-weight subspace Z0 = {z ∈ Z : |z| is even}. Provided G is
non-bipartite, Z0 is a codimension-1 subspace of Z.

Let m = min{|z| : z ∈ Z⊥0 \Z⊥} as in Theorem 1 with U = Z0 and V = Z. It is not hard
to show that m is equal to the minimum number of edges whose removal makes G bipartite.
(It follows that m = n− c where c is the number edges in a maximum cut in G.) Moreover,
if G is a uniform random 3-regular graph on 2

3n vertices, then m = Ω(n) asymptotically
almost surely [5]. By these observations, we have:

I Corollary 11. Let Z ⊆ {0, 1}n be the cycle space of a random 3-regular graph with n edges,
and let Z0 = {z ∈ Z : |z| is even}. Then a.a.s. every syntactically Z0-invariant depth d+ 1
formula that computes PARITYn over Z has size 2d(Ω(n)1/d−1).

5.2 The (U, V )-Search Problem
For linear subspaces U ⊂ V of {0, 1}n, consider the following (U, V )-search problem: there
is a hidden vector x ∈ V \ U and the goal is to learn a nonzero coordinate of x (i.e. any
i ∈ [n] such that wi = 1) by asking queries (i.e. yes/no questions) in the form of linear
functions {0, 1}n → {0, 1}. The d-round query complexity of this problem is the minimum
number of queries required by protocols that solve this problem on all w ∈ V \ U by asking
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queries in d consecutive batches (thus, 1-round = non-adaptive). By a slightly simpler
version of the argument in the proof of Theorem 1, we can show a d(m1/d − 1) lower
bound on the d-round query complexity of the (U, V )-search problem for all U ⊂ V where
m = min{|x| : x ∈ U⊥ \ V ⊥}.

This (U, V )-search problem is, in some sense, related to the Karchmer-Wigderson game
where Alice gets u ∈ U and Bob gets v ∈ V \ U and their common goal is to learn a nonzero
coordinate of u⊕ v. For an appropriate definition of “U -invariant protocols” (i.e. whatever
comes from syntactically U -invariant formulas), we can translate the pair (u, v) to (0, u⊕ v)
without loss of generality and it becomes Alice’s task to learn a nonzero coordinate of u⊕ v
by asking linear queries.

5.3 Open Questions
We conclude by mentioning some open questions and challenges raised by this work:
1. Does the lower bound of Theorem 1 (or something weaker like 2mΩ(1/d)) hold under the

weaker assumption of semantic U -invariance, in place of syntactic U -invariance? What
about Corollary 11?

2. Considering leafsize (rather than size, i.e. the number of depth-1 subformulas), improve
the lower bound of Theorem 1 from 2d(m1/d−1) to m·2d(m1/d−1).

3. Improve the upper bound of Proposition 3 from n·2dn1/d to O(n·2d(n1/d−1)) for all
d ≤ dlogne.

4. What is the maximum gap, if any, between U -invariant [depth d] formula size and
non-invariant [depth d] formula size?
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Abstract
Quantified integer programming is the problem of deciding assertions of the form Qkxk . . . ∀x2
∃x1 : A·x ≥ c where vectors of variables xk, . . . ,x1 form the vector x, all variables are interpreted
over N (alternatively, over Z), and A and c are a matrix and vector over Z of appropriate sizes.
We show in this paper that quantified integer programming with alternation depth k is complete
for the kth level of the polynomial hierarchy.
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1 Introduction

The problem of integer programming is, given a system of linear inequalities A · x ≥ b, to
decide whether there exists a solution for x in the non-negative integers. This problem has
been studied for decades, and its 0–1 version (in which the components of x are constrained
to be either 0 or 1) is one of Karp’s seminal 21 NP-complete problems [8]. In this paper, we
study quantified integer programming (QIP), an extension of integer programming where
some of the variables can be quantified universally – so that its instances have the form

Qkxk . . . ∀x2. ∃x1 : A · x ≥ c (1)

where Qi ∈ {∃,∀} and x consists of all first-order variables appearing in the vectors xi.
Our main contribution is settling the complexity of QIP with k quantifier blocks (as

above): we prove this problem complete for the kth level of the polynomial hierarchy, similarly
to the quantified version of SAT.1 We also show that QIP with an unbounded number of
quantifier blocks is PSPACE-hard and decidable in STA(∗, 2nO(1)

, n) ⊆ EXPSPACE.2

∗ Supported by the ERC grant AVS-ISS (648701).
1 As in the case of quantified CNF SAT, the innermost block of universal quantifiers, if present, is

disregarded; e.g., the ∀∗∃∗∀∗ fragment is complete for ΠP
2 . So we find fragments of QIP complete for

ΣP
1 = NP, ΠP

2 , ΣP
3 , . . . , but not for coNP = ΠP

1 , ΣP
2 , . . .

2 The complexity class STA(s(n), t(n), a(n)) was introduced by Berman [1] and contains all decision
problems that can be decided by an alternating Turing machine in time t(n) using space at most s(n)
and alternating at most a(n) times on every computation branch.
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Related work and discussion. While the decidability of QIP is immediate – it can be
viewed as a syntactic fragment of Presburger arithmetic, the (decidable) first-order theory of
the natural numbers with addition and order, in which matrix formulas are constrained to be
conjunctions of linear inequalities – its computational complexity has been unknown. It is, of
course, not difficult to see that QIP (and in fact Presburger arithmetic) is PSPACE-complete
if the interpretation of every first-order variable xi is restricted to an interval [li, ui] that is
given as part of the input: xi ∈ [li, ui]; see, e.g., [14]. But if xi ∈ N, then the best known
upper bounds seem to be STA(∗, 22nO(1)

, O(n)) ⊆ 2-EXPSPACE, the generic upper bound for
deciding Presburger arithmetic [1], and the (k− 1)th level of the weak EXP hierarchy for the
fragment with k quantifier blocks [6]. The best known lower bound has been ΠP

2 , established
recently by the authors for Π2-instances of QIP [3, Sec. 4.2].

It may be surprising, and certainly was to the authors, that the complexity of QIP, a
natural decision problem, has not yet been established. The main reason is probably that
standard quantifier-elimination and automata-based techniques – which are at the core of
decision procedures for Presburger arithmetic – fail to yield tight upper bounds for QIP:

Weispfenning shows that quantifier-elimination procedures for Presburger arithmetic
run in time 2O(|Φ|(4j)k

) [17, Thm. 2.1], where |Φ| denotes the size of an input formula Φ
with k quantifier blocks and at most j variables in each quantifier block, and that this
upper bound is essentially tight [18, Thm. 3.1]. In particular, even the NP upper bound
for standard integer programming instances (Σ1-IP) cannot be obtained by quantifier
elimination.

Automata-based decision procedures for Presburger arithmetic do not suffice either to
obtain the bounds for QIP that we establish in this paper. Klaedtke shows [9, Thm. 4.6]
that the size of the minimal deterministic finite automaton (DFA) for a formula Φ is upper-
bounded by 2|Φ|(j+1)(k+4)

, which does not give any complexity bounds asymptotically
better than those obtained via quantifier elimination.

Yet another approach to QIP is to construct the semi-linear representation of the set of
solutions to the system of linear inequalities of the matrix formula, and then to repeatedly
project and complement this set. By an application of [2, Thm. 21], this approach gives
a ΠP

2 upper bound for the Π2-fragment of QIP; however, as every complementation step
increases the number of generators of semi-linear sets by one exponential, this approach
would only yield a non-elementary upper bound for general QIP instances and fail to
place fragments with bounded alternation depth inside PSPACE.

Our main results are, in short, obtained by means of a new quantifier elimination procedure
on hybrid linear sets, which are semi-linear sets that represent sets of solutions to systems
of linear inequalities. While existential projection (L 7→ {x | ∃y. (x, y) ∈ L}) is a trivial
operation on semi-linear sets (in generator representation), in this paper we define a dual
operation, which we call universal projection (L 7→ {x | ∀y. (x, y) ∈ L}), and show that its
application enables us to eliminate blocks of universal quantifiers without resorting to double
complementation (∀ = ¬∃¬; this would lead to a non-elementary blowup). We spell out
(these and other) results of the paper in more detail in Section 3 and outline the techniques
in Section 4.

Concurrently with our work and building upon a theorem of Kannan [7], Nguyen and
Pak [11] have shown that Presburger arithmetic with fixed number of variables and fixed
Boolean structure of the matrix formula (and, by necessity, where the total number of
occurrences of atomic predicates is fixed) can be solved in polynomial time.
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2 Preliminaries

By Z and N we denote the sets of integers and non-negative integers, respectively. Given
sets X and Y , we denote by X ⇒ Y the set of all functions with domain X and co-domain
Y . Let X be a countably infinite set of first-order variables, and with no loss of generality
assume some total ordering ≺ on X . Given a finite set X ⊆ X , an X-indexed integer vector
is a function v ∈ (X ⇒ Z), and an X-indexed non-negative integer vector is a function
v ∈ (X ⇒ N). We often call v just an integer vector respectively a (non-negative) vector
when X is clear from the context. Due to the total ordering on X , we can interchangeably
write v as a tuple (v1, . . . , vn) ∈ Zn such that n = |X|. We denote by ei the ith unit vector
(mapping the ith variable to 1 and all other variables to 0). Addition and multiplication of a
vector by a scalar value are defined component-wise. Given a set of non-negative vectors
V ⊆ Nn, its complement is defined as V := {w ∈ Nn : w /∈ V }.

A vector of (first-order) variables over X ⊆ X is a tuple y = (y1, . . . , y`) ∈ X` such
that each yi ∈ X and yi ≺ yi+1. For vi ∈ (Xi ⇒ Z), i ∈ {1, 2}, with X1 ∩ X2 = ∅, by
v1 ◦ v2 we denote the vector from (X1 ∪ X2) ⇒ Z that agrees with vi on Xi for both
i ∈ {1, 2}. Given a vector v ∈ (X ⇒ N) and a vector of variables y = (y1, . . . , y`) ∈ X`, the
projection of v removing variables y is the vector πy(v) ∈ ((X \ {y1, . . . , y`})⇒ N) such that
πy(v)(x) := v(x) for all x ∈ X \ {y1, . . . , y`}. This definition of projection naturally extends
to sets of vectors:

πy(V ) :=
⋃

v∈V
{πy(v)} = {v1 | there is a v2 ∈ ({y1, . . . , y`} ⇒ N) such that v1 ◦ v2 ∈ V }.

For sets of vectors V ⊆ (X ⇒ N), we additionally define the universal projection

π∗y(V ) := πy(V ) = {v1 | for all v2 ∈ ({y1, . . . , y`} ⇒ N) the vector v1 ◦ v2 is in V }.

For a vector v ∈ Zn, we denote by ‖v‖ := max{maxx∈X |v(x)|, 2} the maximum norm
of v. For V ⊆ Zn, we define ‖V ‖ := maxv∈V ‖v‖. For a matrix A, we define ‖A‖ to be the
norm of its set of column vectors.

Quantified integer programming (QIP). LetA be an n×m integer matrix, x = (x1, . . . , xm) ∈
Xm a vector of first-order variables for some finite X ⊆ X , and c ∈ Zn. We call S : A ·x ≥ c
a system of linear inequalities. A solution to S is a vector v ∈ (X ⇒ Z) such that A · v ≥ c,
where “≥” is interpreted component-wise. We denote by JSK ⊆ (X ⇒ N) the set of all
non-negative solutions to S.

Let x1, . . . ,xk be vectors of first-order variables over disjoint sets of variables X1, . . . , Xk,
and let S : A · x ≥ c be a system of linear inequalities. A formula of QIP is given by

ψ = Qkxk. Qk−1xk−1 . . . Q1x1 : A · x ≥ c,

where S : A · x ≥ c is a system of linear inequalities as above, Qi ∈ {∃,∀}, and Qi 6= Qi+1
for all 1 ≤ i < k, i.e., quantifiers alternate between blocks of variables. The size |ψ| of ψ is
the number of bits required to write down ψ, where we assume binary encoding of numbers,
and also that |ψ| ≥ max{2, n+m, log‖A‖, log‖c‖}. The set JψK ⊆ (X \ (X1 ∪ · · · ∪Xk)⇒ N)
of non-negative solutions to ψ is inductively defined as follows:

for k = 0, JψK := JSK;
for k > 0 and ψ = ∃xk.ψk, JψK := πxk

JψkK; and
for k > 0 and ψ = ∀xk.ψk, JψK := π∗xk

JψkK.
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A set M ⊆ (X ⇒ N) is QIP-definable if there is a QIP-formula ψ such that M = JψK.
Whenever X ⊆ X1 ∪ · · · ∪ Xk, we say that ψ is a sentence. In this case, ψ is valid if
JψK = {>} where > denotes the unique function from ∅ to N, and invalid if JψK = ∅. If
X \ (X1 ∪ · · · ∪Xk) = Y = {y1, . . . , ym}, we write ψ(y1, . . . , ym) to indicate that ψ is open
in Y . Given a1, . . . , am ∈ N, we write ψ[a1/x1, . . . , am/xm] to denote the instance of QIP
obtained from replacing every occurrence of xi by ai in S. We say that two QIP formulas ψ
and φ are equivalent if JψK = JφK; note that we may always assume with no loss of generality
that ψ and φ are open in the same set of variables.

A (valid) instance of the QIP problem is a (valid) sentence ψ. We call such a ψ an
instance of Σk-IP if Qk = ∃, and an instance of Πk-IP if Qk = ∀. The alternation depth of
ψ is the number k of quantifier blocks.

Hybrid linear and semi-linear sets. Given finite sets B,P = {p1, . . . ,pn} ⊆ Nm called base
and period vectors, the hybrid linear set generated by B and P is the set

L(B,P ) := {b+ λ1 · p1 + · · ·+ λn · pn : b ∈ B, λi ∈ N, 1 ≤ i ≤ n} .

The representation of L(B,P ) as the pair B,P (written explicitly) is called the generator
representation. If B is singleton then L(B,P ) is called a linear set; a finite union of (hybrid)
linear sets is called a semi-linear set. For a hybrid linear set in the generator representation
L = L(B,P ), we denote ‖L‖ := max(max‖B‖,max‖P‖).

Hybrid linear sets represent sets of solutions to systems of linear inequalities and equalities.
The following bounds on the norm in the generator representation follow from [12, Cor. 1]
and [2, Prop. 4].

I Proposition 1. Let S : A ·x ≥ c be a system of linear inequalities such that A is an n×m
integer matrix. Then JSK = L(B,P ) such that ‖B‖, ‖P‖ ≤ (m · ‖A‖+ ‖c‖+ 2)n+m.

3 Summary

The main result of this paper is the following theorem.

I Theorem 2. Σk-IP is complete for ΣP
k if k is odd, and Πk-IP is complete for ΠP

k if k is
even.

What happens if the parity of k is different? In this case the innermost quantifiers are
universal, and it turns out that they can be eliminated in a trivial way.

I Corollary 3. Σk+1-IP is complete for ΣP
k if k is odd, and Πk+1-IP is complete for ΠP

k if k
is even.

The lower bound of Theorem 2 is proved by a reduction from an alternating version of the
subset sum problem, which is essentially shown complete for the respective levels of the
polynomial-time hierarchy by Travers [15]. Our reduction and more details are given in
Section 7.

The upper bound of Theorem 2 is more challenging. Note that in the well-known case
of Σ1-IP, i.e., of the standard integer programming, in order to prove membership of the
problem in NP, one needs to obtain polynomial upper bounds on the bit size of minimal
solutions to systems of integer linear inequalities. Such bounds were derived by, e.g., von zur
Gathen and Sieveking [16]. In our work, we build upon these bounds and generalize them
from Σ1-IP instances to QIP instances.
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I Proposition 4 (Small Witness Property). For a QIP instance ψ of the form (1) with k
quantifier blocks, the validity of ψ does not change if variables of the vector xk (bound by
the quantifiers of the outermost block) are interpreted over [0,M − 1] instead of N, where
logM = |ψ|O(k).

The domains of other variables can then be bounded in turn as follows – which places QIP
with fixed alternation depth into PH.

I Proposition 5 (Relativization-Type Theorem). For a QIP instance ψ of the form (1) with k
quantifier blocks, the validity of ψ does not change if, for each i ∈ [1, k], all variables of the
vector xi (bound by the quantifiers of the ith innermost block) are interpreted over [0,Mi− 1]
instead of N, where logMi = |ψ|O(2k−i) and the constant of O(·) is independent of ψ, k,
and i.

Let us point out that in Proposition 5 it is not possible to substitute [0,M − 1] for the range
of all variables; not only using M = maxMi, but in fact using any finite M . For example,
the sentence ∀x. ∃y : y = x+ 1 is true if x and y are interpreted in N, but false if they are
interpreted in any finite segment [0,M − 1].

I Remark. The last observation, of course, also holds for Presburger arithmetic in general:
any relativization-type theorem (analogous to Proposition 5) must assign different ranges to
variables from different quantifier blocks; for instance, this reveals a flaw in the formulation
of the relativization-type Theorem 2.2 in [17].

Notice that our small witness property (Proposition 4) is specific to QIP, in the sense that
its bound is smaller by one exponential compared to its analogue for general Presburger
formulas [17, Thm. 2.2] (the latter is, in fact, tight, as shown implicitly in, e.g., [5, 6]). At
the core of our small witness property is a new quantifier elimination procedure for QIP:

I Proposition 6 (Quantifier Elimination). Given a QIP formula φ(x) with alternation depth
k, there exists an equivalent Σ1-IP formula φ′(x) with at most 2|ψ|O(k) existentially quantified
variables and numbers of absolute value bounded by 2|ψ|O(k) .

The ideas behind Propositions 4 and 6 are outlined in the following Section 4.

Further results. Our results give a uniform upper bound for the general QIP problem, where
the number of quantifier blocks can be unbounded. For such a QIP instance, our relativization-
type theorem (Proposition 5) suggests doubly exponential ranges for all variables, which
places QIP in the complexity class STA(∗, 2nO(1)

, n), as k ≤ n. The best lower bound is
PSPACE, by the arguments of Section 7.

Another by-product of our techniques is a pseudo-polynomial algorithm for QIP in which
the total number of variables is fixed and the matrix formula is A ·x = c instead of A ·x ≥ c.

In terms of auxiliary techniques, on the way to our quantifier elimination procedure
for QIP we discover (in Sections 5 and 6) some new properties of hybrid linear sets. In
particular, these properties enable us to find, as a side result, a polynomial-time algorithm
for universality of hybrid linear sets in the generator representation, even if all input numbers
are written in binary (Proposition 17 in Section 5).

Finally, our results extend in a natural way to the version of quantified integer program-
ming where all variables are interpreted over Z instead of over N: the results of Theorem 2
and Corollary 3 still hold.
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4 Main ideas

As explained in Section 3, bounding the range of the outermost quantifier is the main technical
task in our development. In this section we explain how to do this, thus sketching the ideas
behind both the small witness property (Proposition 4) and the quantifier elimination
procedure (Proposition 6).

Suppose we start with a QIP instance ψ of the form (1); to find a suitable upper bound
Mk for the range of the xk variables of ψ, we will compute generator representations for the
sets of models of formulas

ψj(xk, . . . ,xj+1) = Qjxj . . . ∀x2. ∃x1 : A · x ≥ c

for all j ∈ [0, k], where, as previously, x is the concatenation of x1, . . . ,xk. For each value of
the parameter j, we will find upper bounds on the integers appearing in these representations,
starting with j = 0 and culminating with j = k. The upper bound for the value of parameter
j = k will be a valid choice for Mk.

Let us now describe this computation in more detail. Consider a simple abstract example,
a Σ3-IP instance with 3 variables, ψ : ∃x. ∀y. ∃z : A ·x ≥ c where x = (x, y, z). Let L0 ⊆ N3

be the set of all models of ψ0 : A ·x ≥ c; this is a hybrid linear set – denote it L(C0, Q0) – with
‖C0‖, ‖Q0‖ upper-bounded by a polynomial in ‖A‖, ‖c‖ with degree at most the size of ψ (see,
e.g., Proposition 1). It follows that log‖C0‖ and log‖Q0‖ are polynomial in the size of ψ. It
is clear that the the set L1 = Jψ1K = {(x, y) ∈ N2 | there exists a z ∈ N such that (x, y, z) ∈
L0} is simply a projection of L(C0, Q0), and in particular L1 = L(C,Q) where the sets C
and Q are obtained by removing z-coordinates from all vectors in C0 and Q0, respectively.
Hence, log‖C‖ and log‖Q‖ are also polynomial in the size of ψ. (This will, of course, work
for all occurrences of the existential quantifier in ψ, including ∃x in our example; but we will
need to handle the universal quantifier ∀y before handling ∃x.)

The next step is to transform the generator representation L(C,Q) of the set L1 = Jψ1K
into a generator representation of the set

L2 = Jψ2K = {x ∈ N | for all y ∈ N it holds that (x, y) ∈ L1}.

This set L2 is the universal projection of L(C,Q): L2 = π∗y(L(C,Q)); cf. Section 2. As the
main technical contribution of the present paper, we show that, in general, (i) universal
projections of hybrid linear sets are hybrid linear sets themselves and that (ii) universal
projection as an operation on hybrid linear sets can only lead to a moderate increase in the
magnitude of generators. (These results are summarized in Proposition 10 below. For the
usual projection, such facts are obvious.)

We now briefly introduce the techniques that we develop for handling the universal
projection. Define for each y ∈ N the cross section S(y) = {x ∈ N | (x, y) ∈ L1}, then

L2 =
⋂
y∈N

S(y) (2)

by definition. Each set S(y) is a semi-linear set (and, in fact, a hybrid linear set – because it is
essentially the intersection of two hybrid linear sets, see Lemma 13, and such intersections are
hybrid linear sets themselves, see, e.g., [2, Theorem 6]), but the intersection in (2) is infinite,
and, in general, an infinite intersection of semi-linear sets does not have to be semi-linear.3
However, we prove (in Section 5) the following lemma, which is our first and key insight:

3 For every n ≥ 1, consider the hybrid linear set Ln = N \ {0, n} = L([1, n− 1] ∪ {2n}, {n}). Given any
A ⊆ N, the intersection

⋂
n∈A

Ln = N \ ({0}∪A) is only semi-linear (i.e., ultimately periodic) if so is A.
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I Lemma 7. Let L = L(C,Q) ⊆ Nm be a hybrid linear set with C,Q ⊆ Nm. Let the
components of vectors be indexed by m variables X, let U ⊆ X, |U | = s, and suppose u is
the corresponding vector of variables. Then the following statements hold:

If, for some variable ui ∈ U , the set Q contains no multiple of the unit vector ei associated
with ui, then π∗u(L) = ∅.
Otherwise, denote ai = min{a | a · ei ∈ Q} and H = {b ∈ Ns | 0 ≤ b(ui) ≤ ai − 1 for all
ui ∈ U}. Then

π∗u(L) =
⋂

b∈H

πu

(
L(C,Q) ∩ {u = b}

)
where {u = b} denotes the hybrid linear set {c ∈ Nm | c(ui) = b(ui) for all ui ∈ U}.

In other words, unless L2 = ∅, the intersection in (2) can be made finite without changing
its result:

⋂
y∈N S(y) =

⋂
y<N S(y), where logN is polynomial in the size of ψ. Since, as we

have just mentioned, hybrid linear sets are closed under finite intersections, this shows that
the set L2 is hybrid linear, and, in fact, the following general result follows:

I Proposition 8. A set in Nm is QIP-definable iff it is hybrid linear.

Furthermore, the set L2 turns out to have a small generator representation as well. Indeed,
we first observe that all sets S(y) have representations L(By, P ) with a common set of
periods P and with ‖By‖, ‖P‖ small if so is ‖y‖ (Lemma 13 in Section 5). We then prove
(in Section 6) the following lemma, which is our second insight:

I Lemma 9. Let Li = L(Ci, Q), i ∈ [1, n], be hybrid linear sets with Ci, Q ⊆ Nm. The
set S =

⋂n
i=1 Li has a representation S = L(B,Q) where ‖B‖ ≤ maxi∈[1,n]‖Li‖O(m3)

independently of n.

In other words, long intersections of hybrid linear sets with a common set of periods preserve
small representations, regardless of the number of sets in the intersection. Combining
Lemmas 7 and 9, we obtain the following statement:

I Proposition 10. Let L = L(C,Q) ⊆ Nm be a hybrid linear set with C,Q ⊆ Nm. Let
the components of vectors be indexed by m variables u,v, and suppose the vector u has
s variables. Then the universal projection π∗u(L) has a representation L(B,P ) where P =
πu ({q ∈ Q | q1 = . . . = qs = 0}) and ‖B‖ ≤ ‖L‖O(m5).

In particular, we conclude that the set L2 =
⋂
y<N L(By, P ) has a representation L(B,P )

with ‖B‖ < M where logM is polynomial in the size of ψ. But note that ψ = ψ3 is true
iff L2 = Jψ2K is non-empty; therefore, the validity of ψ is unchanged if the range of ∃x is
changed from N to [0,M − 1]. Thus, in our example the bound M3 can be chosen as M ; it
can hence be deduced that a ΣP

3 algorithm can handle such instances. The argument for the
general case follows the same lines.

5 Universal projection and universality

A semi-linear set in Nd is called universal if it is equal to Nd.

I Example 11. A one-dimensional hybrid linear set L = L(B,P ) ⊆ N with B,P ⊆ N is
universal iff P \ {0} 6= ∅ and L contains the integer segment [0, k− 1] where k = minP \ {0}.
Indeed, the right-to-left direction is immediate: if L satisfies the conditions above, then
N = L([0, k − 1], {k}) ⊆ L. For the left-to-right direction, suppose L = N. First observe that
the set P \ {0} is non-empty because L is infinite. Therefore, k > 0 is well-defined. Second,
as L = N, the set L contains all natural numbers, in particular those in [0, k − 1].
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The following lemma generalizes Example 11; recall that ei denotes the ith unit vector.

I Lemma 12. A hybrid linear set L = L(B,P ) ⊆ Nm with B,P ⊆ Nm is universal iff
P contains vectors ai · ei for some ai > 0, for every i ∈ [1,m], and L contains the box
H = [0, a1 − 1]× . . .× [0, am − 1].

Proof. The right-to-left direction is immediate: if L satisfies the conditions of the lemma,
then Nm = L(H, {a1 · e1, . . . , am · em}) ⊆ L. For the left-to-right direction, suppose L = Nm.
We first prove that, for each i ∈ [1,m], the set of periods P contains a vector ai · ei with
ai > 0. Assume without loss of generality that i = 1 and denote N = N× 0 ⊆ Nm. Since L
is universal (and Q≥0×0 is a face of Qm≥0), N = L(B,P )∩N ⊆ L(B ∩N,P ∩N). Therefore,
the set P ∩N contains at least one vector a1 · e1 with a1 > 0, otherwise the set N would be
finite. Hence, P contains a1 · e1, . . . , am · em with all ai > 0. It now remains to note that, as
L = Nm, the set L contains all nonnegative integer vectors, in particular those in H. This
completes the proof. J

I Remark. If m = 1, then in the statement of Lemma 12, the condition H ⊆ L(B,P ) is
equivalent to the condition H ⊆ B, as long as H is defined using the shortest vector a1 · e1
in P \ {0}. For m ≥ 2, this is no longer the case.

I Lemma 13. Suppose L = L(C,Q) ⊆ Nm and M = L(D,E) ⊆ Nm where E = {e1, . . . , es}.
Then the set L ∩M has a representation L(B,P ) where P = {q ∈ Q | qs+1 = . . . = qm = 0}
and ‖B‖ ≤ ‖L‖O(m2) · ‖M‖O(m).

We can now restate and prove Lemma 7, which appeared previously in Section 4.

I Lemma 14. Let L = L(C,Q) ⊆ Nm be a hybrid linear set with C,Q ⊆ Nm. Let the
components of vectors be indexed by m variables X, let U ⊆ X, |U | = s, and suppose u is
the corresponding vector of variables. Then the following statements hold:

If, for some variable ui ∈ U , the set Q contains no multiple of the unit vector ei associated
with ui, then π∗u(L) = ∅.
Otherwise, denote ai = min{a | a · ei ∈ Q} and H = {b ∈ Ns | 0 ≤ b(ui) ≤ ai − 1 for all
ui ∈ U}. Then

π∗u(L) =
⋂

b∈H

πu

(
L(C,Q) ∩ {u = b}

)
where {u = b} denotes the hybrid linear set {c ∈ Nm | c(ui) = b(ui) for all ui ∈ U}.

Proof. Denote V = X \ U ; we will abuse notation and let symbols u and v refer to U - and
V -indexed integer vectors (wherever this creates no confusion). By definition, a vector v∗
belongs to π∗u(L) if and only if for all u the vector (u,v∗) belongs to L. This condition is
equivalent to the requirement that

L ∩ {(u,v) ∈ Nm | v = v∗} = {(u,v) ∈ Nm | v = v∗}. (3)

Note that {(u,v) ∈ Nm | v = v∗} = L((0,v∗), E) where E is the set of all unit vectors
associated with variables u. We now apply Lemma 13: L ∩ L((0,v∗), E) = L(Dv∗ , R) where
R = {q = (u,v) ∈ Q | v = 0}. Now the requirement (3) has the form L(Dv∗ , R) = {(u,v) ∈
Nm | v = v∗} and, by Lemma 12, is equivalent to the requirement that, first, the set R
contains some multiple of the unit vector, ai ·ei for some ai > 0, associated with each variable
ui ∈ U , and, second, the set L(Dv∗ , R) contains the box

H(v∗) = {(u,v) ∈ Nm | v = v∗, 0 ≤ ui ≤ ai − 1 for all variables ui ∈ U}.
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Note that in the statement of Lemma 12 we can always choose ai · ei to be the shortest
vectors of the required form in R; expanding the definition of R then gives

ai = min{a | a · ei ∈ Q} for each variable ui ∈ U . (4)

We now make the following observations. First, the set R does not depend on the vector v∗,
but only on Q and on the way the variables are split into u and v. Therefore, the condition
that R contains ai·ei for some ai > 0 is either satisfied or not satisfied for all v∗ simultaneously.
In the former case, π∗u(L) = ∅; so it suffices to consider the latter case. We have the following
equivalence:

v∗ ∈ π∗u(L) iff (u,v∗) ∈ L(Dv∗ , R) for all u ∈ H

where H = {u | 0 ≤ ui ≤ ai − 1 for all variables ui ∈ U} and ai are as defined in (4). Since
L(Dv∗ , R) was chosen as L ∩ {(u,v) ∈ Nm | v = v∗}, this is the same as

v∗ ∈ π∗u(L) iff (u,v∗) ∈ L for all u ∈ H,

and the equation of the lemma follows. J

I Example 15. Consider any set L = L(C, {3 e2}) ⊆ N2 with a finite C ⊆ N2. Its universal
projection L′ = π∗y(L) = {x | (x, y) ∈ L for all y ∈ N} can be obtained by taking cross
sections Sb = {x | (x, b) ∈ L} for b = 0, 1, 2, removing the y coordinate, and intersecting
the results: L′ = πy(S0) ∩ πy(S1) ∩ πy(S2) where the projection πy : N2 → N removes the
y coordinate. So whether or not a specific a ∈ N belongs to L′ is fully determined by whether
the vectors (a, 0), (a, 1), and (a, 2) belong to L. In fact, this conclusion will also hold if
instead of L we consider any set M = L(C, {3 e2} ∪Q) where Q contains no vectors of the
form a · e2.

Intermezzo: Deciding universality of hybrid linear sets

The technique developed above, in fact, enables us to show that universality of hybrid linear
sets (given in generator representation) can be decided in polynomial time, even if all numbers
are written in binary. Consider the following lemma, which is a more general version of
Example 11 and Lemma 12.

I Lemma 16. Let L = L(B,P ) ⊆ Nm be a hybrid linear set with B,P ⊆ Nm. Define the
set of shallow points,

W =
{
w ∈ Nm | there is no p ∈ P \ {0} with w ≥ p

}
= Nm \

⋃
p∈P\{0}

(p+ Nm).

Then L is universal iff W ⊆ B.

Indeed, for Example 11, observe that for m = 1 the set W is the integer segment [0, k− 1]
where k = minP \ {0}; cf. Remark 5.

For Lemma 12, note thatW ⊆ B is only possible ifW is finite, which implies that for each
i ∈ [1,m] there is a vector ai·ei ∈ P with ai > 0 (otherwise all such vectors for some given i are
inW , and there are infinitely many of them). But thenW ⊆ H = [0, a1−1]× . . .× [0, am−1].

I Proposition 17. There is a polynomial-time algorithm that takes a hybrid linear set
L(B,P ) ⊆ Nm, presented as B,P ⊆ Nm with numbers written in binary, and decides if
L(B,P ) is universal.
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Proof. By the characterization of Lemma 16, it is sufficient to check if W ⊆ B. First check
that the necessary condition of Lemma 12 is satisfied: if for some i there is no ai · ei ∈ P
with ai > 0, then L(B,P ) is not universal. Otherwise consider the Hasse diagram of the
partial order (H,≤), i.e., the directed acyclic graph with vertex set H and all edges (x,y)
where x < y and there is no z with x < z < y. Notice that this graph does not have to be
of polynomial size with respect to the input.

Run the depth-first search (DFS) procedure on (a part of) this graph, starting from 0 and
for each x ∈ H ordering the outgoing edges (x,y) according to the (unique) index i ∈ [1,m]
for which xi < yi. Whenever the current node is outside W , the algorithm backtracks
(observe that the set W is always downward closed, i.e., whenever w ∈W and w′ ≤ w, then
also w′ ∈W ); if it is in W but not in B, the algorithm terminates immediately, reporting
that L(B,P ) is not universal. If the search finishes, the algorithm concludes that W ⊆ B and
reports that L(B,P ) is universal. All visited nodes are marked and not re-entered, ensuring
that no node is ever visited twice. As all visited notes are checked for inclusion in B, which
is given as part of the input, it follows that the running time of the search is proportional to
the size of the input, and the entire procedure works in polynomial time. J

6 Long intersections

I Lemma 18. Let Li = L(Ci, Q), i ∈ [1, n], be hybrid linear sets with Ci, Q ⊆ Nm. Suppose
the vectors of Q are linearly independent. Then the set S =

⋂n
i=1 Li has a representation

S = L(B,Q) where ‖B‖ ≤ 2O(m logm) ·maxi∈[1,n]‖Li‖ · ‖Q‖m independently of n.

Proof (Sketch). Note that
⋂n
i=1 L(Ci, Q) is the union over all c1 ∈ C1, . . . , cn ∈ Cn of⋂n

i=1 L(ci, Q), so we shall assume with no loss of generality that Ci = {ci} for all i.
Define a point lattice L = Q · Zr = {Q · u | u ∈ Zr} where r = |Q|; see, e.g., [10,

Chapter 2]. Vectors x,y ∈ Zm are called congruent modulo L, written x ≡ y (mod L), if
and only if x− y ∈ L. This congruence splits Zm into a disjoint union of equivalence classes,
which have the form x + L where x ∈ Zm. Note that the relation ≡ is compatible with
addition and subtraction of elements of Q, in the sense that vectors x± q, q ∈ Q, belong to
the same equivalence class as x; therefore, Li = ci + Q · Nr ≡ ci (mod L). Hence, unless
the intersection

⋂n
i=1 Li is empty, it must be the case that ci ≡ cj (mod L) for all i, j. We

assume in the sequel that this is indeed the case, i.e., all sets Li are contained in the same
equivalence class c1 + L.

Let us now define the coordinates in c1 + L in a natural way. Consider the mapping
ψ : c1 + L → Zr that maps each x into a vector u = ψ(x) such that x = c1 + Q · u;
note that u exists as long as x ∈ c1 + L and is determined uniquely because the vectors
in Q are linearly independent. The mapping ψ is, in fact, a bijection between c1 + L
and Zr, so L1 ∩ . . . ∩ Ln = ψ−1 (ψ(L1) ∩ . . . ψ(Ln)). Denote fi = ψ(ci) and observe that
ψ(Li) = ψ(ci) + Nr. So a vector v ∈ Zr belongs to the intersection of all ψ(Li) if and only
if v ≥ fi for all i ∈ [1, n]. This condition is satisfied if and only if v ≥ f where f is the
component-wise maximum of vectors f1, . . . ,fn; in other words,

⋂n
i=1 ψ(Li) = f + Nr and

L1 ∩ . . . ∩ Ln = L(ψ−1(f), Q).
It remains to find an upper bound on ‖ψ−1(f)‖. Note that ψ−1(f) = c1 + Q · f ,

so ‖ψ−1(f)‖ ≤ ‖c1‖ + ‖Q · f‖. Suppose f = (f1, . . . , fr) and Q = {q1, . . . , qr}, then
Q · f = f1 · q1 + . . .+ fr · qr. Recall that each f j is, in fact, a component of some fi = ψ(ci).
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For this i = i(j) it holds that ci = c1 +Q · fi, and by [2, Proposition 3] we have

|f j | ≤ 2O(m logm) ·max (‖ci − c1‖, ‖Q‖) · ‖Q‖m−1 and

‖ψ−1(f)‖ ≤ ‖C1‖+m · max
j∈[1,r]

‖f j · qj‖ ≤ 2O(m logm) · max
i∈[1,n]

‖Li‖ · ‖Q‖m. J

We can now restate and prove Lemma 9, which appeared previously in Section 4.

I Lemma 19. Let Li = L(Ci, Q), i ∈ [1, n], be hybrid linear sets with Ci, Q ⊆ Nm. The
set S =

⋂n
i=1 Li has a representation S = L(B,Q) where ‖B‖ ≤ maxi∈[1,n]‖Li‖O(m3)

independently of n.

Proof (Sketch). We first apply a discrete version of the Carathéodory theorem [2, Pro-
position 5] to the set L1, decomposing it into a union of hybrid linear sets with linearly
independent periods:

L1 =
⋃
j

Mj where Mj = L(Dj , Qj) and ‖Dj‖ ≤ ‖C1‖+ (#Q · ‖Q‖)O(m),

with each Qj ⊆ Q a set of linear independent vectors (here and below # denotes the
cardinality of a set). The intent is to make it possible to invoke Lemma 18.

Notice that, whereas intersecting two hybrid linear sets L and L′ with sets of periods P
and P ′ ⊆ P , respectively, will always give a hybrid linear set with the set of periods P ′ (see,
e.g., [2, Theorem 6] and, transitively, Theorem 5.6.1 of [4, p. 180]), this observation would
not suffice for our purposes. Indeed, the magnitude of the base vectors in the hybrid linear
representation of L∩L′ can still increase compared to the magnitude of the base vectors of L
and L′; and so n− 1 consecutive applications of this operation would lead to a blowup in the
representation size if n grows. Instead of using this observation, we will rely on Lemma 18
to defeat the effect of large n, and will use another trick to make its application possible.

Indeed, observe that

L1 ∩ L2 ∩ . . . ∩ Ln =
⋃
j

Mj ∩ L2 ∩ . . . ∩ Ln =
⋃
j

(Mj ∩ L2) ∩ . . . ∩ (Mj ∩ Ln).

Since the sets of periods ofMj and Li are Qj and Q, respectively, it follows by [2, Theorem 6]
that each Mj ∩ Li is a hybrid linear set with representation L(Bi,j , Qj), where

‖Bi,j‖ ≤ ((#Qj + #Q) ·max(‖Mj‖, ‖Li‖))O(m) ≤ max
(
‖C1‖+ (#Q · ‖Q‖)O(m), ‖Li‖

)O(m)
.

But now, for each j, the intersection of L(Bi,j , Qj), i ∈ [2, n], satisfies the conditions of
Lemma 18, and thus can be written as L(Bj , Qj) with ‖Bj‖ small with respect to ‖Bi,j‖
and ‖Qj‖ (estimations to follow). Now S =

⋃
j L(Bj , Qj), and it remains to note that, as

Li + L(0, Q) = Li for all i, it also holds that S + L(0, Q) = S and hence

S =
⋃
j

L(Bj , Qj) + L(0, Q) =
⋃
j

L(Bj , Q) = L
(⋃
j

Bj , Q
)
, with

‖Bj‖ ≤ 2O(m logm) ·max
(

max
i∈[2,n]

‖Bi,j‖, ‖Qj‖
)
· ‖Qj‖m ≤ max

i∈[1,n]
‖Li‖O(m3). J

7 Lower bounds

We show lower bounds for QIP and Σk-IP via a reduction from a generalisation of the
classical SubsetSum problem. For odd k, let ak ∈ Nmk , . . . ,a1 ∈ Nm1 be vectors of natural
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numbers, and let t ∈ N be a target. An instance of Σk-SubsetSum is a tuple (ak, . . . ,a1, t).
This instance is a valid instance whenever the following holds:

∃xk ∈ {0, 1}mk . ∀xk−1 ∈ {0, 1}mk−1 . . . ∃x1 ∈ {0, 1}m1 :
k∑
i=1

ai · xi = t. (5)

Thus, Σk-SubsetSum can be viewed as the 0–1 variant of Σk-IP, i.e., variables are only
interpreted over {0, 1}. For even k, Πk-SubsetSum is defined analogously. When we take
the union of Σk-SubsetSum for all k > 0, we obtain QSubsetSum.

I Proposition 20. For every fixed k > 0, for odd k Σk-SubsetSum is ΣP
k-complete, and for

even k Πk-SubsetSum is ΠP
k-complete. QSubsetSum is PSPACE-complete.

Upper bounds for Σk-SubsetSum and QSubsetSum can be obtained trivially. The PSPACE
lower bound for QSubsetSum was established by Travers in [15, Lem. 4]. Unfortunately,
the construction given in [15] does not directly yield ΣP

k hardness for Σk-SubsetSum, as the
lower bound for QSubsetSum is shown in [15] by a reduction from 3-CNF QBF in which
the alternating quantifiers range over single variables, and ΣP

k hardness for 3-CNF k-QBF
requires an unbounded number of variables in every quantifier block [13]. It is not difficult
to show that the construction from [15] can indeed be adapted in order to yield ΣP

k hardness
for Σk-SubsetSum for odd k, and likewise for even k.

Proof of lower bounds in Theorem 2

We reduce from Σk-SubsetSum and show how to transform an instance given as (5) into an
equivalent instance of Σk-IP. Note that the existentially quantified variables do not present
an issue, since, for instance, x1 ∈ {0, 1}m1 iff x1 ≤ 1, i.e., (5) is equivalent to

∃xk ∈ {0, 1}mk . ∀xk−1 ∈ {0, 1}mk−1 . . . ∀x2 ∈ {0, 1}m2 . ∃x1 :
k∑
i=1

ai ·xi = t∧x1 ≤ 1. (6)

The key insight is that, for universally quantified variables, conjunctions of linear integer
constraints can express division with remainder using any fixed divisor. In particular, consider

∃xk ∈ {0, 1}mk . ∀xk−1 ∈ {0, 1}mk−1 . . . ∀x2. ∃x1. ∃λ :
k∑
i=3

ai · xi + a2 · (x2 − 2 · λ) + a1 · x1 = t ∧ x1 ≤ 1 ∧ 0 ≤ x2 − 2 · λ ≤ 1. (7)

We claim that the sentences (6) and (7) are equivalent. First, no matter what x2 is, λ has
to be bx2/2c in order to satisfy the last constraint of (7). If sentence (6) is true, then (7) is
also true. Indeed, if x2 ∈ {0, 1}m2 , then we can choose λ = 0 and the inequalities become
the same as before (and thus, for instance, there is an appropriate x1). Analogously, if x2
is outside {0, 1}m, then it is the vector x2 − 2 · λ that is in {0, 1}m2 , and for this vector
we already know the appropriate x1 from the previous formula. Conversely, suppose the
sentence (7) is true, then it is in particular true for all choices x2 ∈ {0, 1}m2 in which case
λ = bx2/2c = 0. Hence, the assignment for x1 chosen in (7) given x2 will also work for (6).
This proves the claim.

In fact, the trick above works regardless of how many universal variables we have and
at which positions they occur in the quantifier prefix. So we can handle both existential
and universal variables and can transform any instance of Σk-SubsetSum respectively
Πk-SubsetSum into an equivalent instance of Σk-IP respectively Πk-IP, which yields the
desired lower bounds, when variables are interpreted over the natural numbers.
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Abstract
Satisfiability of word equations is an important problem in the intersection of formal languages
and algebra: Given two sequences consisting of letters and variables we are to decide whether
there is a substitution for the variables that turns this equation into true equality of strings.
The computational complexity of this problem remains unknown, with the best lower and upper
bounds being, respectively, NP and PSPACE. Recently, the novel technique of recompression
was applied to this problem, simplifying the known proofs and lowering the space complexity to
(nondeterministic) O(n logn). In this paper we show that satisfiability of word equations is in
nondeterministic linear space, thus the language of satisfiable word equations is context-sensitive.
We use the known recompression-based algorithm and additionally employ Huffman coding for
letters. The proof, however, uses analysis of how the fragments of the equation depend on each
other as well as a new strategy for nondeterministic choices of the algorithm, which uses several
new ideas to limit the space occupied by the letters.

1998 ACM Subject Classification F.4.3 [Formal Languages] Decision Problems, Classes Defined
by Grammars or Automata, F.4.2 Grammars and Other Rewriting Systems, F.2.2 Nonnumerical
Algorithms and Problems

Keywords and phrases Word equations, string unification, context-sensitive languages, space
efficient computations, linear space

Digital Object Identifier 10.4230/LIPIcs.ICALP.2017.95

1 Introduction

Solving word equations was an intriguing problem since the dawn of computer science,
motivated first by its ties to Hilbert’s 10th problem. Initially it was conjectured that this
problem is undecidable, which was disproved in a seminal work of Makanin [10]. At first little
attention was given to computational complexity of Makanin’s algorithm and the problem
itself; these questions were reinvestigated in the ’90 [6, 18, 9], culminating in the EXPSPACE
implementation of Makanin’s algorithm by Gutiérrez [5].

The connection to compression was first observed by Plandowski [16], who showed that
a length-minimal solution of size N has a compressed representation of size poly(n, logN).
Plandowski further explored this approach [14] and proposed a PSPACE algorithm [13], which
is the best bound up to date; a simpler PSPACE solution also based on compression was
proposed by Jeż [8]. On the other hand, this problem is only known to be NP-hard, and it is
conjectured that it is in NP.

The importance of these mentioned algorithms lays with the possibility to extend them (in
nontrivial ways) to various scenarios: free groups [11, 1, 3], representation of all solutions [15,
8, 17], traces [12, 2], graph groups [4], terms [7] and others.
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While the computational complexity of word equations remains unknown, its exact
space complexity is intriguing as well: Makanin’s algorithm uses exponential space [5],
Plandowski [13] gave no explicit bound on the space usage of his algorithm, a rough estimation
is NSPACE(n5), the recent solution of Jeż [8] yields NSPACE(n logn). Moreover, for O(1)
variables a linear bound on space complexity was shown [8]; recall that languages recognisable
in nondeterministic linear space are exactly the context-sensitive languages.

In this paper we show that satisfiability of word equations can be tested in nondeterministic
linear space in terms of the number of bits of the input, thus showing that the language of
satisfiable word equations is context-sensitive (and by the famous Immerman–Szelepcsényi
theorem: the language of unsatisfiable word equations). The employed algorithm is a (variant
of) algorithm of Jeż [8], which additionally uses Huffman coding for letters in the equation.
On the other hand, the actual proof uses a different encoding of letters, which extends the
ideas used in a (much simpler) proof in case of O(1) variables [8, Section 5]; the other new
ingredient is a different strategy of compression: roughly speaking, previously a strategy
that minimised the length of the equation was used. Here, a more refined strategy is used:
it simultaneously minimises the size of a particular bit encoding, enforces that changes in
the equation (during the algorithm) are local, and limits the amount of new letters that are
introduced to the equation.

The bound holds when letters and variables in the input are encoded using an arbitrary
encoding, in particular, the Huffman coding (so the most efficient one) is allowed.

2 The (known) algorithm

We first present a slight variation of the algorithm of Jeż [8] and the notions necessary to
understand how it works. The proofs are omitted, yet they should be intuitively clear.

Notions. The word equation is a pair (U, V ), written as U = V , where U, V ∈ (Γ ∪ X )∗
and Γ and X are disjoint alphabets of letters and variables, both are collectively called
symbols. By nX we denote the number of occurrences of X in the (current) equation; in
the algorithm nX does not change till X is removed from the equation, in which case nX

becomes 0. A substitution is a morphism S : X ∪ Γ→ Γ′∗, where Γ′ ⊇ Γ and S(a) = a for
every a ∈ Γ, a substitution naturally extends to (X ∪ Γ)∗. A solution of an equation U = V

is a substitution S such that S(U) = S(V ); given a solution S of an equations U = V we
call S(U) the solution word. We allow the solution to use letters that are not present in
the equation, this does not change the satisfiability: all such letters can be changed to a
fixed letter from Γ, and the obtained substitution is still a solution. Yet, the proofs become
easier, when we allow the usage of such letters. The alphabet Γ′ is usually given implicitly:
as the set of letters used by the substitution. A block is a string a` with ` ≥ 1 that cannot
be extended to the left nor to the right with a.

As we deal with linear-space, the encoding used by the input equation matters. We
assume only that the input is given by a fixed (uniquely decodable) coding: each symbol
in the input is always given by the same bitstring and given the bitstrings representing the
sides of the equation there is only one pair of strings (over Γ∪X ) that is encoded in this way.
It is folklore that among such codes the Huffman code yields the smallest space consumption
(counted in bits) and moreover the Huffman coding can be efficiently computed, also in
linear space. As we focus on space counted in bits and use encodings, by ||α|| we denote the
space consumption of the encoding of α, the encoding shall be always clear from the context.
Furthermore, whenever we talk about space complexity, it is counted in bits.
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Nondeterministic Linear Space. We recall some basic facts about the nondeterministic
space-bounded computation. A nondeterministic procedure is sound, when given a unsat-
isfiable word equation U = V it cannot transform it to a satisfiable one, regardless of the
nondeterministic choices; a procedure is complete, if given a satisfiable equation U = V for
some nondeterministic choices it returns a satisfiable equation U ′ = V ′. A composition of
sound (complete) procedures is sound (complete, respectively). It is enough that we show
linear-space bound for one particular computation: as the bound is known, we limit the
space available to the algorithm and reject the computations exceeding it.

The algorithm. We use (a variant of) recompression algorithm [8], which conceptually
applies the following two operations on S(U) and S(V ): given a string w and alphabet Γ

the Γ block compression of w is a string w′ obtained by replacing every block a`, where
a ∈ Γ and ` ≥ 2, with a fresh letter a`;
the (Γ`,Γr) pair compression of w, where Γ`,Γr is a partition of Γ, is a string w′ obtained
by replacing every occurrence of a pair ab ∈ Γ`Γr with a fresh letter cab.

A fresh letter means that it is not currently used in the equation, nor in Γ, yet each occurrence
of a fixed ab is replaced with the same letter. The a` and cab are just notation conventions,
the actual letters in w′ do not store the information how they were obtained. For shortness,
we call Γ block compression the Γ compression or block compression, when Γ is clear from the
context; similar convention applies to (Γ`,Γr) pair compression, called (Γ`,Γr) compression
or pair compression, when (Γ`,Γr) is clear from the context. We say that a pair ab ∈ Γ`Γr is
covered by a partition Γ`,Γr.

The intuition is that the algorithm aims at performing those compression operations
on the solution word and to this end it modifies the equation a bit and then performs the
compression operations on U and V (and conceptually also on the solution, i.e. on S(X) for
each variable X). Below we describe, how it is performed on the equation.

BlockComp: For the equation U = V and the alphabet Γ of letters in this equation for
each variable X we first guess the first and last letter of S(X) as well as the lengths `, r
of the longest prefix consisting only of a, called a-prefix, and b-suffix (defined similarly) of
S(X). Then we replace X with a`Xbr (or a`br or a` when S(X) = a`br or S(X) = a`); this
operation is called popping a-prefix and b-suffix. Then we perform the Γ-block compression
on the equation (this is well defined, as we can treat variables as symbols from outside Γ).

PairComp: For the alphabet Γ, which will always be the alphabet of letters in the equation
right before the block compression we partition Γ into Γ` and Γr (in a way described in
Section 3.2) and then for each variable X guess whether S(X) begins with a letter b ∈ Γr

and if so, replace X with bX or b, when S(X) = b, and then do a symmetric action for the
last letter and Γ`; this operation is later referred to as popping letters. Then we perform the
(Γ`,Γr) compression on the equation.

LinWordEq works in phases, until an equation with both sides of length 1 is obtained:
in a single phase it establishes the alphabet Γ of letters in the equation, performs the Γ
compression and then repeats: guess the partition of Γ to Γ` and Γr and perform the (Γ`,Γr)
compression, until each pair ab ∈ Γ2 was covered by some partition.

Correctness. Given a solution S we say that some nondeterministic choices correspond to
S, if they are done as if LinWordEq knew S. For instance, it guesses correctly the first letter
of S(X) or whether S(X) = ε. (The choice of a partition does not fall under this category.)

I Lemma 1 ([8, Lemma 2.8 and Lemma 2.10]). BlockComp is sound and complete; to be
more precise, for any solution S of an equation U = V for the nondeterministic choices

ICALP 2017



95:4 Word Equations in Nondeterministic Linear Space

corresponding to S the returned equation U ′ = V ′ has a solution S′ such that S′(U ′) is the Γ
compression of S(U) and S′(X) is obtained from S(X) by removing the a-prefix and b-suffix,
where a is the first letter of S(X) and b the last, and then performing the Γ compression.

When Γ` and Γr are disjoint, the PairComp(Γ`,Γr) is sound and complete; to be more
precise, for any solution S of an equation U = V for the nondeterministic choices corres-
ponding to S the returned equation U ′ = V ′ has a solution S′ such that S′(U ′) is the (Γ`,Γr)
compression of S(U) and S′(X) is obtained from S(X) by removing the first letter of S(X),
if it is in Γr, and the last, if it is in Γ`, and then performing the (Γ`,Γr) compression.

The solution S′ from Lemma 1 is called a solution corresponding to S after (Γ`,Γr)
compression (Γ compression, respectively); we also talk about a solution corresponding to S,
when the compression operation is clear from the context and extend this notion to a solution
corresponding to S after a phase. What is important later on is how S′ is obtained from S:
it is modified as if the subprocedures knew first/last letter of S(X) and popped appropriate
letters from the variables and then compressed pairs/blocks in substitution for variables.

Lemma 1 yields the soundness and completeness of LinWordEq, for the termination we
observe that iterating the compression operations shortens the string by a constant fraction,
thus the length of a solution word shortens by a constant fraction in each phase.

I Lemma 2. Let w be a string over an alphabet Γ and w′ a string obtained from w by a Γ
compression followed by a sequence of (Γ`,Γr) compressions (where Γ`,Γr is a partition of
Γ) such that each pair ab ∈ Γ2 is covered by some partition. Then |w′| ≤ 2|w|+1

3 .

I Theorem 3. LinWordEq is sound, complete and terminates (for appropriate nondetermin-
istic choices) for satisfiable equations. It runs in linear (bit) space.

In the following, we will also need one more technical property of block compression.

I Lemma 4. Consider a solution S during a phase with nondeterministic choices corres-
ponding to S and the corresponding solution S′ of U ′ = V ′ after the block compression. Then
S′(U ′) has no two consecutive letters aa ∈ Γ.

This is true after block compression and afterwards no letters from Γ are introduced.

Compressing blocks in small space. Storing, even in a concise way, the lengths of popped
prefixes and suffixes in Γ compression makes attaining the linear space difficult. This was
already observed [8] and a linear-space implementation of BlockComp was given [8]. It
performs a different set of operations, yet the effect is the same as for BlockComp. Instead
of explicitly naming the lengths of blocks, we treat them as integer parameters; then we
declare, which maximal blocks are of the same length (those lengths depend linearly on the
parameters); verifying the validity of such a guess is done by writing a system of (linear)
Diophantine equations that formalise those equalities and checking its satisfiability. This
procedure is described in detail in [8, Section 4]. In the end, it can be implemented in linear
bitspace.

I Lemma 5 ([8, Lemma 4.7]). BlockComp can be implemented in space linear in the bit-size
of the equation

Huffman coding. At each step of the algorithm we encode letters (though not variables) in
the equation using Huffman coding. This may mean that when going from U = V to U ′ = V ′

the encoding of letters changes and in fact using the former encoding in the latter equation
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may lead to super-linear space (imagine that we pop from each variable a letter that has a
very long code). Using standard methods changing the encoding during a transition from
U = V to U ′ = V ′ can be done in O(||U = V ||+ ||U ′ = V ′||) bit-space.

I Lemma 6. Given a string (encoded using some uniquely decodable code), its Huffman
coding can be computed in linear bitspace.

Each subprocedure of LinWordEq that transforms an equation U = V to U ′ = V ′ can
be implemented in bit-space O(||U = V ||1 + ||U ′ = V ′||2), where || · ||1 and || · ||2 are the
Huffman codings for letters in U = V and U ′ = V ′, respectively.

3 Space consumption

In order to bound the space consumption, we will use bit-encoding of letters that depends on
the current equation. We use the term ‘encoding’ even though it may assign different codes
to different occurrences of the same letter, but two different letters never have the same
code. Since we are interested in linear space only, we do not care about the multiplicative
O(1) factors in the space consumption and can assume that our code is prefix-free, say by
terminating each encoding with a special symbol $. We show that such an encoding uses
linear space, which also shows that the Huffman encoding of the letters in the equation uses
linear space, as Huffman encoding uses the smallest space among the prefix codes.

The idea of our ‘encoding’ is: for each letter in the current equation we establish an
interval I of indices in the original equation (viewed as as string U0V0[1 . . |U0V0|]) on which
it ‘depends’ (this has to be formalised) and encode this letter as U0V0[I]#i, when it is ith in
the sequence of letters assigned I and U0V0[I] is the original equation restricted to indices in
I The dependency is formalised in Section 3.1, while Section 3.2 first gives the high-level
intuition and then upper-bound on the used space.

For technical reasons we insert into the equation ending markers at the beginning and
end of U and V , i.e. write them as @U@,@V@ for some special symbol @. Those markers
are ignored by the algorithm, yet they are needed for the encoding.

3.1 Dependency intervals

First, we need some notation. The input equation is denoted by U0 = V0, the U = V and
U ′ = V ′ are used for the current equation and equation after performing some operation. We
treat the input equation as a single string U0V0 and consider its indices, i.e. numbers from 1
to |U0V0|, denoted by letters i, i′, j and intervals of such indices, denoted by letter I, I ′ or
[i . . j]. The U0V0[I] and U0V0[i . . j] denotes the substring of U0V0 restricted to indices in [I]
or in [i . . j]. We use a partial order ≤ on intervals: [i . . j] ≤ [i′ . . j′] if i ≤ i′ and j ≤ j′.

In the current equation, i.e. the one stored by LinWordEq, we do not consider indices
but rather positions and denote them by letters p, q. We do not think of them as numbers
but rather as pointers: when U = V is transformed by some operation to U ′ = V ′ but the
letter/variable at position p was not affected by this transformation, we still say that this
letter/variable is at position p. On the other hand, the affected letters are on positions that
were not present in U = V . In the same spirit we denote by p the positions in U = V and the
corresponding position in S(U) = S(V ). We still use the left-to-right ordering on positions,
use p− 1 and p+ 1 to denote the previous and next position; we also consider intervals of
positions, yet they are used rarely so that they are not confused with intervals of indices, on
which we focus mostly. Given an equation U = V and an interval of positions P by UV [P ]
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95:6 Word Equations in Nondeterministic Linear Space

we denote the string of letters and variables at positions in P , again, this notation is used
rarely. In the input equation the index and position is the same.

With each position p in the (current) equations (including the endmarkers) we associate
dependency interval dep(p), called depint; if the depint is a single index {i}, we denote it i.
The idea is that the letter at position p is uniquely determined by U0V0[dep(I)] (and the
nondeterministic choices of the algorithm), note that it may include both variables and letters.
We use the notions of ⊆ and ⊇ for the depints with a usual meaning; we take unions of the
them, denoted by ∪, but only when the result is an interval. We say that I and I ′ are similar,
denoted as I ∼ I, if U0V0[I] = U0V0[I ′]. Given an interval I of indices in U0V0 by Pos(I) we
denote positions in the current equation whose depint is I, i.e. Pos(I) = {p | dep(p) = I}.
In the analysis it is also convenient to look at positions whose depint is a superset of I:
Pos⊇(I) = {p | dep(p) ⊇ I}, this is usually used for I = {i}

We shall ensure the following properties:
(I1) Given a depint I, the Pos(I) is an interval of positions, similarly Pos⊇(I).
(I2) Given depints I, I ′ such that Pos(I) 6= ∅ 6= Pos(I ′) either I ≤ I ′ or I ≥ I ′.
(I3) For depints I ∼ I ′ it holds that U0V0[I] = U0V0[I ′].

Assigning depints to letters. When X at position p pops a letter into position p′ then
dep(p′) ← dep(p) (which is the position of this occurrence of X in the input equation).
Whenever we perform the (Γ`,Γr) compression then in parallel for each position p such that
UV [p] ∈ Γ` we assign dep(p)← dep(p) ∪ dep(p+ 1) (p+ 1 may be a a position variable or
an endmarker). Then we perform a symmetric action for positions whose letters are in Γr

(so for p− 1).
For Γ compression, we perform in parallel the following operation for each block (perhaps

of length 1) of a letter in Γ: given a maximal block a` at positions p, p+ 1, . . . , p+ `− 1 we
set the depints of those positions to

⋃`
i=−1 dep(p+ i) (note that p− 1 and p+ ` are included).

In the following we mostly focus on Pos⊇(i). As this is an interval of positions, we
visualize that Pos⊇(I) extends to the neighbouring positions. Thus we will refer to operations
of changing the depints before the block compression and pair compression as extending of
Pos⊇(I) to new positions; those positions get their depints extended. Note that this notion
does not apply to the case when we pop letters from variables.

Depints defined in this way satisfy the conditions (I1–I3).

I Lemma 7. (I1–I3) hold during LinWordEq.

Proof. We first show (I1) for Pos⊇(i). The proof is by induction; this is true at the
beginning. If we make a union of depints, a position adjacent to a position in Pos⊇(i) symbol
can become part of Pos⊇(i) (this can be iterated when the depints are changed before the
blocks compression), which is fine. During the compression, we compress symbols on positions
with the same depints, so this is fine. When we pop a letter from variable at position p to
position p′ then dep(p′) = dep(p) ∈ Pos⊇(i) and by inductive assumption Pos⊇(i) was an
interval, which shows the claim.

We now show by induction that i ≤ i′ implies Pos⊇(i) ≤ Pos⊇(i′). Clearly this holds
at the beginning, as then Pos⊇(i) = Pos(i) = {i} and Pos⊇(i′) = Pos(i′) = {i′}. Consider
the moment, in which the condition Pos⊇(i) ≤ Pos⊇(i′) is first violated, by symmetry it is
enough to consider the case in which the first position in Pos⊇(i′) is smaller than the first
in Pos⊇(i). If this position was just popped then it cannot be popped to the right, as the
position of popping variable is in Pos⊇(i′). So it was popped to the left. But then the variable
that popped it was on position in Pos⊇(i′) and by induction assumption Pos⊇(i′) ≥ Pos⊇(i),
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so it had a position from Pos⊇(i) to its left, contradiction. The other option is that this
happened when a depint of a position was changed so that it got into Pos⊇(i′). But then
the position to its right was in Pos⊇(i′) and by induction assumption either this position
was in Pos⊇(i) or some position to the left of it was; in both cases the position also got into
Pos⊇(i).

Now (I1) for Pos⊇([i . . j]) for an arbitrary depint [i . . j] follows: Pos⊇([i . . j]) =
⋂j

k=i Pos⊇(k)
and as each Pos⊇(k) is an interval, also Pos⊇([i . . j]) is.

For the purpose of the proof, define Pos⊆(I) = {p | dep(p) ⊆ I} (a dual notion to
Pos⊇(I)).

I Claim 8. Pos⊆(I) consists of consecutive positions. Given two similar depints I ∼ I ′

UV [Pos⊆(I)] and UV [Pos⊆(I ′)] are equal as sequences of symbols and the corresponding
positions in them have similar depints.

The proof follows by a simple, yet tedious induction and it is omitted.
Claim 8 is stronger than (I3) and so it implies it. Concerning (I1): Pos(I) = Pos⊇(I) ∩

Pos⊆(I); as both are intervals, also Pos(I) is.
Concerning (I2), we show a stronger statement: given positions p, p + 1 it holds that

dep(p) ≤ dep(p+1). Let i, i′ be the leftmost indices in dep(p),dep(p+1), respectively. Assume
for the sake of contradiction that i > i′. We already showed that then Pos⊇(i) ≥ Pos⊇(i′).
So if p+ 1 ∈ Pos⊇(i′) ≤ Pos⊇(i) 3 p then also p ∈ Pos⊇(i′), i.e. i′ ∈ dep(p). As i′ < i then
the leftmost index in dep(p′) cannot be i. The proof for rightmost index is similar. J

Encoding of letters. Letters in Pos(I) are encoded as U0V0[I]#1, U0V0[I]#2, etc. Note,
that there is no a priori bound on the size of such numbers. Furthermore, if I ′ ∼ I then
encoding I#i and I ′#i is the same (these are the same symbols by (I3).

3.2 Pair compression strategy
We assume that LinWordEq makes the nondeterministic choices according to the solution,
thus the space consumption of a run depends only on the choices of the partitions during
pair compression, called a strategy. We describe a linear-space strategy.

Idea. Imagine we ensured that during one phase each variable popped O(1) letters and each
Pos⊇(i) expanded by O(1) letters. Then |Pos⊇(i)| = O(1): we introduced O(1) positions to
Pos(i), say at most k, and by Lemma 2 among positions in Pos⊇(i) at the beginning of the
phase there were at least 2/3 took part in compression, so their number dropped by 1/3;
thus |Pos⊇(i)| ≤ 3k. As a result, |Pos(I)| ≤ 3k for each depint I: as Pos(I) ⊆ Pos⊇(i) for
i ∈ I. This would yield that the whole bit-space used for the encoding is linear: each number
m used in U0V0[I]#m is at most 3k = O(1), so they increase the size by at most a constant
fraction. On the other hand, the depints consume:∑

I:depint
||U0V0[I]|| · |Pos(I)| =

∑
i:index

||U0V0[i]|| · |Pos⊇(i)|

(a simple proof is given later) and the right hand side is linear in terms of the input equation:
|Pos⊇(i)| = O(1) and

∑
i:index ||U0V0[i]|| is the the bit-size of the input equation.

It remains to ensure that Pos⊇(i) do not extend too much and variables do not pop too
much letters. Given a phase, we call a letter new, if it was introduced during this phase.
New letters cannot be popped nor can Pos⊇(i) be extended to positions with new letters.
Thus they are used to prevent extending Pos⊇(i) and popping: it is enough to ensure that
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95:8 Word Equations in Nondeterministic Linear Space

the first/last letter of a variable is new and that a letter on the position to the left/right of
Pos⊇(I) is new.

Unfortunately, we cannot ensure this for all variables Pos⊇(i). We can make this true in
expectation: given a random partition there is a 1/4 probability that a fixed pair is compressed
(and the resulting letter is new). This requires formalisation and calculations.

Strategy. Given a solution S of an equation we say that a variable X is left blocked if S(X)
has at most one letter or the first or second letter in S(X) is new, otherwise a variable is
left unblocked; define right blocked and right unblocked variables similarly. An index i is left
blocked if in S(U) (or S(V ), respectively) there is at most position to the left of Pos⊇(i) or
one of the letters on the positions one and two to the left of Pos⊇(i) is new, otherwise i is
left unblocked; define right blocked and right unblocked indices similarly.

I Lemma 9. Consider a solution S = S0 and consecutive solutions S1, S2, . . . corresponding
to it during a phase. If a variable X becomes left (right) blocked for some Sk, then it is left
(right, respectively) blocked for each S` for ` ≥ k and it pops to the left (right, respectively)
at most 1 letter after it became left (right, respectively) blocked. If an index i becomes left
(right) blocked for some Sk then it is left (right, respectively) blocked for each S` for ` ≥ k
and at most one letter to the left (right, respectively) will have its depint extended by i after i
became left (right, respectively) blocked.

The proof follows by a simple case inspection and it is omitted.
The strategy iterates steps 1, 2, 3 and 4. In a step i it chooses a partition so that the

corresponding i-th sum below decreases by 1/2, unless this sum is already 0:∑
X∈X left unblocked

nX · ||X||+
∑

X∈X right unblocked
nX · ||X|| (1)

∑
i: left unblocked index

||U0V0[i]||+
∑

i: right unblocked index
||U0V0[i]|| (2)

∑
X∈X left unblocked

nX +
∑

X∈X right unblocked
nX (3)

∑
i: left unblocked index

1 +
∑

i: right unblocked index
1 (4)

The idea of the steps is: (1) upper-bounds the increase of bit-size of depints in the equation
after popping letters. So by iteratively halving it we ensure that total encoding increase
caused by popping letters is small. Similarly, (2) upper-bounds the increase due to expansion
of indices to new depints. The following (3) is connected (in a more complex way) to an
increase, after popping, of number of bits used for numbers in the encoding. Similarly (4) to
an increase after the extension of depints.

I Lemma 10. During the pair compression LinWordEq can always choose a partition that at
least halves the value of a chosen non-zero sum among (1)–(4).

Proof. Consider (1) and take a random partition, in the sense that each letter a ∈ Γ goes
to the Γ` with probability 1/2 and to Γr with probability 1/2. Let us fix a variable X and
its side, say left. What happens with nX · ||X|| in (1) in the sum corresponding to left
unblocked variables? If X is left blocked then, by Lemma 9, it will stay left blocked and so
the contribution is and will be 0. If it is left unblocked, then its two first letters a, b are not
new, so they are in Γ. If S(X) has only those two letters, then with probability 1/2 the a
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will be in Γr and it will be popped and X will become left blocked (as S(X) has only one
letter), the same analysis applies, when the third leftmost letter is new. The remaining case
is that the three leftmost letters in S(X) are not new, let them be a, b, c ∈ Γ. By Lemma 4
a 6= b 6= c. With probability 1/4 ab ∈ Γ`Γr and with probability 1/4 bc ∈ Γ`Γr. Those
events are disjoint (as in one b ∈ Γr and in the other b ∈ Γ`) and so their union happens
with probability 1/2. In both cases X will become left blocked, as a new letter is its first or
second in S(X). In all uninvestigated cases the contribution of nX · ||X|| cannot raise, which
shows the claim in this case. The case of (3) is shown in the same way.

For (2), the analysis for an index i that is left unblocked is similar, but this time we
consider the positions to the left of Pos⊇(i) and Pos⊇(i) can extend to them (instead of
letters being popped from variables in case of (1)) and some of them may be compressed to
one. Note that if there are no letters to the left/right then this index is blocked from this
side. The case of (4) is shown in the same way. J

Space consumption. We now give the linear space bound on the size of equation. This
formalises the intuition from the beginning of Section 3.2. As a first step, we show an
upper-bound on the encoding size of the equation; define

Hd(U, V ) =
∑

i:index

||U0V0[i]|| · |Pos⊇(i)|, Hn(U, V ) =
∑

i:index

2|Pos⊇(i)| · log(|Pos⊇(i)|+1) ,

and H(U, V ) = Hd(U, V ) +Hn(U, V ). Hd corresponds to the size of U0V0[I] in the encoding
and Hd: of the numbers in the encoding.

I Lemma 11. Given the equation (U, V ) it holds that ||(U, V )|| ≤ Hd(U, V ) +Hn(U, V ).

The proof follows by simple symbolic transformation of the definitions.
Instead of showing a linear bound on ||(U, V )|| we give a linear bound on H(U, V ). Recall

that (U0, V0) denotes the input equation.

I Lemma 12. Consider an equation U = V , its solution S, a phase of LinWordEq which
makes the nondeterministic choices according to S and partitions according to the strategy.
Let the returned equation be (U ′, V ′). Then H(U ′, V ′) ≤ 5

6H(U, V ) + α||(U0, V0)|| and in a
phase H on intermediate equations is at most βH(U, V ) + γ||(U0, V0)|| for some constants
α, β, γ.

Proof. We separately estimate the Hd and Hn. Concerning Hd, let us first estimate
||U0V0[dep(p)]|| summed over positions p of letters popped into the equation during a
phase (note, this does not include the size of numbers used in the encoding). For each
variable we pop perhaps several letters to the left and right before block compression, but
those letters are immediately replaced with single letters, so we count each as 1; also, when
this side of a variable becomes blocked, it can pop at most one letter. Otherwise, a side of a
variable pops at most 1 letter per pair compression, in which it is unblocked from this side.
Note that the depint is the same as for variable, so the encoding size is ||X||. So in total the
bit-size of popped letters is at most:∑

X∈X
2nX · ||X||︸ ︷︷ ︸

block compression

+
∑

X∈X
2nX · ||X||︸ ︷︷ ︸

after X becomes blocked

+

+
∑

P : partition

 ∑
X∈X

left unblocked in P

nX · ||X||+
∑

X∈X
right unblocked in P

nX · ||X||

 . (5)
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Observe that the third sum (the one summed over all partitions) at the beginning of the
phase is equal to

∑
X 2nX · ||X||, as no side of the variable is blocked, and by the strategy

point (1) its value at least halves every 4th pair compression (and it cannot increase, as by
Lemma 9 no side of the variable can cease to be blocked). Thus (5) is at most

4
∑
X

nX · ||X||+ 8
∑
X

nX · ||X||
(

1 + 1
2 + 1

4 + · · ·
)

= 20
∑
X

nX · ||X|| ≤ 20||(U0, V0)|| .

We now similarly estimate how many positions got into Pos⊇(i) due to expansion of Pos⊇(i):
Pos⊇(i) can expand to two letters during the block compression (to be more precise: to
positions that are inside a block and to the positions to the let/right ones, but positions in a
block are replaced with a single letter and one of them was in Pos⊇(i)) to one position at
each side after i becomes blocked and by one position for each partition P in which this side
of i is not blocked. So the increase in the bit-size is∑
i: index

4||U0V0[i]||+
∑

P : partition

( ∑
i: index

left unblocked in P

||U0V0[i]||+
∑

i: index
right unblocked in P

||U0V0[i]||
)
(6)

and as in (5) similarly at the beginning of the phase the second sum (so the one summed by
partitions) is

∑
i: index 2||U0V0[i]|| = 2||(U0, V0)|| and it at least halves every 4th partition,

by strategy point (2). Thus similar calculations show that (6) is at most 20||(U0, V0)||.
On the other hand, the number of positions in Pos⊇(i) drops till the end of the phase by

at least |Pos⊇(i)|
3 − 1 due to compression:

1. If U0V0[i] is a letter, then Pos⊇(i) are all positions of letters and Lemma 2 yields that
Pos⊇(i) looses at least |Pos⊇(i)|−1

3 positions.
2. If U0V0[i] is an ending marker, then the marker itself is unchanged and the remaining

positions in Pos⊇(i) are letter-positions and Lemma 2 applies to them, so Pos⊇(i) looses
at least |Pos⊇(i)|−2

3 <
|Pos⊇(i)|

3 − 1 positions.
3. If U0V0[i] is a variable then Pos⊇(i) includes the position of a variable and Lemma 2 applies

to strings of letters to the left and right, say of length `, r, where `+ r = |Pos⊇(i)| − 1.
Then due to compressions Pos⊇(i) looses at least `−1

3 + r−1
3 = |Pos⊇(i)|

3 − 1 positions.
Thus:

Hd(U ′, V ′) ≤ 40||(U0, V0)||︸ ︷︷ ︸
new positions in depints

+
∑

i: index
||U0V0[i]|| ·

(
2
3 |Pos⊇(i)|+ 1

)
︸ ︷︷ ︸

old positions lost

= 40||(U0, V0)||+
∑

i: index

2
3 ||U0V0[i]|| · |Pos⊇(i)|+

∑
i: index

||U0V0[i]||

= 41||(U0, V0)||+ 2
3Hd(U, V ) .

We also estimate the maximal value of Hd during the phase, as for intermediate equations
we cannot guarantee that the compression reduced the length of all letters. We already
showed that in a phase we increase Hd by 40||(U0, V0)||. This yields a bound of Hd(U, V ) +
40||(U0, V0)||, which shows the part of the claim of Lemma for Hd.

Concerning Hn, for an index i let ki, oi, ei denote, respectively: |Pos⊇(i)| at the beginning
of the phase, number of positions of letters popped from a variable with depint i and number
of positions to whose depint i extended. First we estimate

∑
i: index h(oi) and

∑
i: index h(ei)



A. Jeż 95:11

and then use those estimations to calculate the bound on Hn(U ′, V ′). We first inspect the
case of oi; let P1, P2, . . . denote the consecutive partitions in phase. We show that∑

i: index

h(oi) ≤
∑

X∈X
25nX +

∑
m≥1

m ·
( ∑

X∈X
left unblocked in Pm

nX +
∑

X∈X
right unblocked in Pm

nX

)
. (7)

The inequality follows as: if (one occurrence of) X popped oX letters, then it was not blocked
on left/right side for o1/o2 partitions, where o1 + o2 ≥ oX − 4 (note that one sequence can
be popped to the left and right during block compression but it is immediately replaced
with a single letter, so we treat them as one letter, also one letter can be popped to the
left/right after X became blocked). Then in right hand side of (7) the contribution from
(one occurrence of) X is at least

25 + o1(o1 + 1) + o2(o2 + 1)
2 ≥ (oX − 4)2

4 + oX − 4
2 + 25 ≥ oX log(oX + 1) ,

where the first inequality follows as o1 + o2 ≥ oX − 4 and the second can be checked by
simple numerical calculation. Lastly, in (7) each oi is equal to an appropriate oX .

The sum in braces on the right hand side of (7) initially is at most 2|U0V0| ≤ 2||(U0, V0)||
and by strategy choice (3) it is at least halved every 4th step. So this sum is at most:∑

i≥0
(16i+ 10)︸ ︷︷ ︸

4 consecutive steps

· 2||(U0, V0)||︸ ︷︷ ︸
initial size

· (1/2)i = 104||(U0, V0)||

and consequently∑
i: index

h(oi) ≤ 129||(U0, V0)|| . (8)

The analysis for ei is similar: for a single index i the estimation of the number of position
by which Pos⊇(i) extends is the same as the estimation of number of letters popped from an
occurrence of a variable, thus∑

i: index
h(ei) ≤ 129||(U0, V0)|| . (9)

We now estimate, how many positions were lost due to compression, recall that ki is
the size of Pos⊇(i) at the beginning of the phase. Using the same analysis as in the case
of Hd, from Lemma 2 it follows that at least ki

3 − 1 positions were lost in the phase due to
compression . Thus

Hn(U ′, V ′) ≤
∑

i: index
h

(
2
3ki + 1 + oi + ei

)
. (10)

Consider two subcases: if 2
3ki + 1 + oi + ei ≤ 5

6ki, then the summand can be estimated as
h( 5

6ki) ≤ 5
6h(ki) and we can upper bound the sum over those cases by 5

6
∑

i: index h(ki). If
2
3ki + 1 + oi + ei >

5
6ki then 1 + oi + ei >

1
6ki and so 2

3ki + 1 + oi + ei < 5(1 + oi + ei). Thus
(10) is upper-bounded by:

Hn(U ′, V ′) ≤ 5
6
∑

i: index
h(ki) +

∑
i: index

h(5(1 + oi + ei)) .

Using simple properties of h as well as (8)–(9) we upper-bound the right hand side by
5
6Hn(U, V ) + 15540||(U0, V0)||.
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We should estimate the maximal Hn value during the phase, as inside a phase we cannot
guarantee that letters get compressed, i.e. estimate

∑
i: index h (ki + oi + ei). Using similar

calculation as in the case of (10) and properties of h we obtain:∑
i: index

h (ki + oi + ei) ≤ 8Hn(U, V ) + 2064||(U0, V0)|| ,

which shows the claim of the Lemma in the case of Hn and so also in case of H. J

3.3 Proof of Theorem 3
By Lemma 1 all our subprocedures are sound, so we never accept an unsatisfiable equation.

We now give analyse the nondeterministic choices that yield termination, completeness
and linear space consumption. Consider an equation U = V at the beginning of the phase,
let Γ be the set of letters in this equation. If it has a solution S′, then it also has a solution
S over Γ such that |S(X)| =|S′(X)| for each variable: we can replace letters outside Γ with
a fixed letter from Γ. During the phase we will make nondeterministic choices according to
this S.

Let the equation obtained at the end of the phase be U ′ = V ′ and S′ be the corresponding
solution. Then |S′(U ′)| ≤ 2|S(U)|+1

3 by Lemma 2 and we begin the next phase with S′. Hence
we terminate after O(logN) phases, where N is the length of some solution of the input
equation.

Let the run also choose the partitions according to the strategy. We show by induction
that for an equation (U, V ) at the beginning of a phase H(U, V ) ≤ δ||(U0, V0)||, where
δ is a constant. Initially Hn(U0, V0) = ||(U0, V0)|| and Hd(U0, V0) = 2||(U0, V0)||, as for
each index dep(i) = {i}; hence the claim holds. By Lemma 12 the inequality at the
end of each phase holds for δ = 6α for α from Lemma 12. For intermediate equations
H(U, V ) ≤ (6αγ + β)||(U0, V0)||, by Lemma 12, where β, γ are the constants from Lemma 12.

To upper-bound the space consumption, we also estimate other stored information: we
also store the alphabet from the beginning of the phase (this is linear in the size of the
equation at the beginning of the phase) and the mapping of this alphabet to the current
symbols (linear in the equation at the beginning of the phase plus the size of the current
equation). The terminating condition that some pair of letters in Γ2 was not covered is guessed
nondeterministically, we do not store Γ2. The pair compression and block compression can
be performed in linear space, see Lemma 6. Note that this includes the change of Huffman
coding.
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Abstract
We prove that the full solution set of a twisted word equation with regular constraints is an EDT0L
language. It follows that the set of solutions to equations with rational constraints in a context-
free group (= finitely generated virtually free group) in reduced normal forms is EDT0L. We can
also decide whether or not the solution set is finite, which was an open problem. Moreover, this
can all be done in PSPACE. Our results generalize the work by Lohrey and Sénizergues (ICALP
2006) and Dahmani and Guirardel (J. of Topology 2010) with respect to complexity and with
respect to expressive power. Both papers show that satisfiability is decidable, but neither gave
any concrete complexity bound. Our results concern all solutions, and give, in some sense, the
“optimal” formal language characterization.

1998 ACM Subject Classification F.2.2 Nonnumerical Algorithms and Problems, F.4.2 Gram-
mars and Other Rewriting Systems, F.4.3 Formal Languages

Keywords and phrases Twisted word equation, EDT0L, virtually free group, context-free group
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1 Introduction

In a seminal paper [21] Makanin showed that the problem WordEquations is decidable. The
first complexity estimation of that problem was a tower of several exponential functions,
but this dropped down to PSPACE by Plandowski [24] using compression. The insight that
long solutions of word equations can be efficiently compressed is due to [25], which led to
the conjecture that WordEquations is NP-complete. In 2013 Jeż applied his recompression
technique: he presented a new and simple NSPACE(n logn) algorithm to solve word equations
[16]. (Very recently, he lowered the complexity to NSPACE(n) [17]). Actually his method
achieved more: it describes all solutions, copes with rational constraints (which is essential
in applications), and it extends to free groups [6]. Building on ideas in [6], Ciobanu and
the present authors showed that the full solution set of a given word equation with rational
constraints is EDT0L [3]. This was known before only for quadratic word equations by
[11]. EDT0L-languages are defined by a certain type of Lindenmayer system, see [27]. The
motivation for [3] was to prove that the full solution set in reduced words of equations in
free groups is an indexed language, an open problem at the time [12, 15]. But EDT0L is
better: it is strictly included in the class of indexed languages [9].
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The class of finitely generated (f.g. for short) virtually free groups arises in many different
ways. A fundamental theorem of Muller and Schupp (relying on [8]) says that a f.g. group is
virtually free if and only if it is context-free [23]. This means that, given any set of monoid
generators A, the set of words w ∈ A∗ which represent 1 ∈ V forms a context-free language.
Other characterizations include: (1) fundamental groups of finite graphs of finite groups
[18], (2) f.g. groups having a Cayley graph with finite treewidth [19], (3) groups having a
finite presentation by some geodesic string rewriting system [13], and (4) f.g. groups having
a Cayley graph with decidable monadic second-order theory [19], etc. See [7]. We show that
given a f.g. virtually free group V there is a PSPACE-algorithm which produces, for a given
equation with rational constraints, an EDT0L grammar which describes the full solution set
in reduced words over a natural set of generators. Several remarks are in order here. First,
virtually free groups (which are not free) have torsion, and this is serious obstacle to applying
the techniques used in [24, 16, 6, 3]. A driving motivation to study virtually free groups is the
connection to word hyperbolic groups [14]. Solving equations in torsion-free hyperbolic groups
reduces to solving equations in free groups [26], but solving equations in word hyperbolic
groups with torsion reduces to solving equations in virtually free groups which in turn reduces
to solving “twisted” word equations with rational constraints [4]. The question how to solve
“twisted” word equations was asked by Makanin ([22, Problem 10.26(b)]) and solved by
Lohrey and Sénizergues [20] and Dahmani and Guirardel [4]. Both papers show more general
results, and yield independent proofs that satisfiability for equations over a f.g. virtually
free group is decidable. The approach in [4] assumes a bound on the so-called “exponent of
periodicity”, thus it does not handle the full set of solutions. Lohrey and Sénizergues [20]
prove a general transfer result which applies to all solutions, but this does not produce any
“nice” description. Note that to have “some description” of all solutions is not enough to
decide finiteness, in general. Our EDT0L description pays attention that every solution is
represented exactly once. The other achievement here is a first known concrete complexity
bound: PSPACE, a surprisingly low complexity given the circumstances.

Therefore, the present paper extends [4, 20] in various aspects. As in [4] we are working
over twisted word equations with rational constraints, which is the natural approach due
to Bass-Serre theory [31], see [18] (and [29, 30] for effective constructions). Our main
new contribution is within combinatorics on words. Although we follow the general scheme
[16, 6, 3] to define a sound and complete algorithm to produce an NFA describing all solutions,
the technical details are quite far from previous methods.

Proofs omitted from the present paper can be found in [5].

1.1 Preliminaries
An alphabet is a finite set of letters; and Σ∗ denotes the free monoid of words over Σ. The
empty word is denoted by 1. The length w ∈ Σ∗ is |w|, and |w|a counts how often a letter
a appears in w. Let M be any monoid. Then u ∈ M is a factor of v ∈ M if we can write
v = xuy for some x, y. If x = 1 (resp. y = 1), then we say that u is a prefix (resp. suffix)
of v. For a prefix, we also write u ≤ v. An involution is a bijection x 7→ x such that x = x

for all x in the set. A monoid with involution additionally has to satisfy xy = y x. If G is
a group, then it is a monoid with involution by taking g = g−1 for all g ∈ G. Thus, we
identify g and g−1 in groups. In the following, every alphabet comes with an involution.
This is no restriction since the identity is always an involution for sets. A morphism between
sets with involution is a mapping respecting the involution. A morphism between monoids
with involution is a homomorphism ϕ : M → N such that ϕ(x) = ϕ(x). For ∆ ⊆ M ∩N
we say that it is a ∆-morphism if ϕ(x) = x for all x ∈ ∆. A bijective morphism from a
set to itself is called an automorphism and the set of automorphisms on a set (or monoid)
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M forms the group Aut(M). Let G be a group. It acts on a set (with involution) X by
a mapping x 7→ g · x if 1 · x = x, f · (g · x) = (fg) · x (and f · x = f · x). If G acts on a
monoid (with involution) M , then we additionally demand that every group element acts
as an automorphism: f · (xy) = (f · x)(f · y). Frequently, we write f(x) instead of f · x.
The specification of regular constraints is given here by assigning to each constant and
variable an element in a finite monoid (typically the finite monoid is a monoid of Boolean
matrices and arises as the transformation monoid of a finite automaton.) By making the
finite monoid larger, we can turn it into a monoid N with involution and where G acts on it.
This allows us to represent regular constraints using a morphism µ : (A ∪ (G×X ))∗ → N

which respects the involution and the action of G. In the following we fix the finite monoid
N and we assume that all morphisms to N respect the involution and G action. We say
that M is an NG-i-monoid if M is a monoid with involution and a G action together with a
morphism µ : M → N . (In this abbreviation the i stands for “involution”.) If not explicitly
stated otherwise all monoids under consideration are NG-i-monoids (including N itself). A
morphism between NG-i-monoids M,M ′ with morphisms µ, µ′ is a morphism ϕ : M →M ′

such that ϕ(g · x) = g · (ϕ(x)) and µ′ϕ = µ. Henceforth, by default, a morphism means a
morphism between NG-i-monoids.

Regular languages in finitely generated free monoids can be defined via nondeterministic
finite automata (NFA for short) or via recognizability via homomorphisms to finite monoids,
to mention just two possible definitions. This notion extends to every monoid M : an NFA
is a directed finite graph A with initial and final states, where the transitions are labeled
with elements of the monoid M . A transition labeled by 1 ∈M is called an ε-transition. We
say that m ∈ M is accepted by the automaton A if there exists a path from some initial
to some final state such that multiplying the edge labels together yields m. This defines
the accepted language L(A) = {m ∈M | m is accepted by A}. According to [10] a subset
L ⊆ M is rational if and only if L is accepted by some NFA over M . An NFA is called
trim if every state is on some path from an initial to a final state. Ensuring the NFA that
we construct in our proof below is trim, allows us to decide emptiness or finiteness of the
solution set.

A subset L ⊆ A∗ × · · · ×A∗ is called EDT0L if there some (extended) alphabet C with
c1, . . . , ck ∈ C such that A ⊆ C and a rational set R ⊆ End(C∗) of endomorphisms over
C∗ such that L = {(h(c1), . . . , h(ck)) | h ∈ R} . The classical definition for EDT0L refers to
k = 1. Our definition uses a characterization of EDT0L languages due to Asveld [1, 28].

Let B and Y be two disjoint NG-i-alphabets. We call B the alphabet of constants and Y
the set of twisted variables. It is convenient to choose a minimal subset X ⊆ Y such that
every Y ∈ Y has the form Y = f · X for some X ∈ X and f ∈ G. Moreover, we assume
X 6= X for all variables. If G acts without fixed points on Y, then we identify Y = G×X
and the action becomes g · (f,X) = (gf,X). By M(B,X , θ, µ) we denote an NG-i-monoid
which is generated by B∪{f(X) | f ∈ G,X ∈ X} together with a finite set θ of homogeneous
defining relations, which means every (x, y) ∈ θ satisfies |x| = |y|. We always assume that
(x, y) ∈ θ implies µ(x) = µ(y), (x, y) ∈ θ, and (f(x), f(y)) ∈ θ for all f ∈ G, even if these
relations are not listed in the specification of θ. For complexity issues we require |x| ≤ 2 for
each (x, y) ∈ θ and |θ| ∈ O(|G| ‖S‖2) where ‖S‖ is specified in Theorem 1. The homogeneity
condition makes it possible to solve the word problem and all other computational issues for
the quotient M(B,X , θ, µ) = M(B,X , ∅, µ)/ {x = y | (x, y) ∈ θ} within our space bound.

2 The main results

Let A an alphabet of constants and G be a subgroup of Aut(A). Initially, the set of twisted
variables is G × V. For a word w ∈ A∗ and f ∈ G we use the notation f(w) = (f, w);
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and we hence identify (A ∪ (G × V))∗ = ((G × (A∗ ∪ V))∗. We abbreviate (1, x) as x for
x ∈ A∗∪V . A system S of twisted word equations with rational constraints is given by a set of
pairs {(Ui, Vi) | 1 ≤ i ≤ s} where Ui, Vi ∈ (A ∪ (G× V))∗ are twisted words and a morphism
µ0 : (A ∪ (G × V))∗ → N . It is specified by its restriction to A ∪ V; and µ0 respects the
involution and the action of G.

As usual, a twisted equation (Ui, Vi) is also written as Ui = Vi. A solution of S is given
a morphism σ : V → A∗ which is (uniquely) extended to an A-morphism of NG-i-monoids
σ : (A ∪ (G × V))∗ → A∗ such that σ(Ui) = σ(Vi) for all i and µ0σ(X) = µ0(X) for all
variables. Hence, µ0σ = µ0. The full solution set Sol(S) for V =

{
X1, X1, . . . , Xk, Xk

}
is Sol(S) = {(σ(X1), . . . , σ(Xk)) ∈ A∗ × · · · ×A∗ | σ solves S} . We define the size ‖S‖ by
‖S‖ = |G|+ |A|+ |V|+ s+

∑
1≤i≤s |UiVi| .

Convention. For better readability we don’t measure N , but we add the general hypotheses
that N is given in such a way that the specification and all necessary computations over N
(multiplication, computing the involution and the G action) can be done in polynomial space
with respect to ‖S‖. This is no restriction, as we can add trivial equations to enlarge ‖S‖.

I Theorem 1. There is a PSPACE algorithm which takes as input a system of twisted word
equations with rational constraints S as above with input size ‖S‖. The output is an extended
alphabet C of size O(|G|2 ‖S‖2), letters cX ∈ C for each X ∈ V, and a trim NFA A accepting
a rational set of A-morphisms L(A) ⊆ End(C∗) such that

Sol(S) =
{

(h(cX1), . . . , h(cX|V|)) ∈ C
∗ × · · · × C∗

∣∣ h ∈ L(A)
}
. (1)

Intermediate equations, which label states of the NFA, have a length bound in O(|G| ‖S‖2).
Moreover, Sol(S) = ∅ if and only if L(A) = ∅, and |Sol(S)| < ∞ if and only if A doesn’t
contain any directed cycle.

The result above is far-reaching extension of Makanin’s classical result on pure word
equations. It combines combinatorics on words, automata theory, formal languages, and
group actions on alphabets. It doesn’t use band complexes, Makanin-Razborov diagrams
or results from algebraic geometry over groups [4, 2]. Here, a virtually free group V is
given by a group extension of a free group F (B) with a finite group G with the natural set
A = B ∪B−1 ∪G \ {1} as generators. We represent elements of V by reduced normal forms
in V̂ , where V̂ is the set of words in B∗G ⊆ A∗ without factors bb. Thus, we have a natural
notion of solution in reduced normal forms.

I Corollary 2. Let V be a f.g. virtually free group. There is an NSPACE(m2‖S‖2 log(‖S‖))
algorithm such that:
Input. A system S of s equations Ui = Vi over V with rational constraints and in variables
X1, . . . , Xk, where ‖S‖ = k +

∑
1≤i≤s |UiVi| and m denotes the number of states for the

NFA’s to encode constraints.
Output. An extended alphabet C of size O(‖S‖2), letters cX ∈ C for each variable, and a
trim NFA A accepting a rational set of A-morphisms over C∗ such that{

(h(cX1), . . . , h(cXk)) ∈ (C∗)k
∣∣ h ∈ L(A)

}
=
{

(σ(X1), . . . , σ(Xk)) ∈ V̂ k
∣∣∣ σ solves S

}
.

Moreover, there is no solution if and only if L(A) = ∅, and there are infinitely many solutions
if and only if A contains a directed cycle.

The reduction of Corollary 2 to Theorem 1 follows [4] very closely, see [5] for details:
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1. Embed V into a semi-direct product F (S) oG using Bass-Serre theory. This encodes V̂
as a rational set in S∗G and allows us to view a system of equations over V (with rational
constraints) as a system of twisted word equations with rational constraints over S.

2. Handling of rational constraints by transformations on NFA’s by standard methods.

3. Projection of EDT0L languages and respecting reduced normal forms using the fact that
the embedding satisfies B ⊆ S.

3 Outline of the proof of Theorem 1

The actual proof of Theorem 1 is rather technical, so this extended abstract outlines the
central ideas only. The focus is on those parts which are original and where the twisting
forces us to deviate from what has been done elsewhere. Jeż’s recompression technique is
based on two procedures: block-compression and pair-compression; solutions are obtained
by iteratively popping the first and last letters of variables (performing moves of the form
X 7→ aX), which increases the length of the equation, and compressing factors by replacing
pairs ab and powers aλ by a single (new) letter. In the “untwisted” setting, when we compress
a pair ab we replace every occurrence of the factor that is “visible” in the equation, but in
the twisted case, the pair ab appearing on one side of the equation needs to match with
f(ab) on the other side, which causes complications. The basic problem is that twisting
of a word (ab)λ by some f ∈ G may result in f(ab)λ = (ba)λ. The complications related
to this will become clear below. Therefore we introduce two new procedures. First we
define a new and more general δ-periodic-compression w.r.t. some δ ∈ Θ(|G| ‖S‖). In some
sense, δ-periodic-compression removes the problem caused by f(p)λ = qλ where p and q

are primitive words of length at most δ. (Powers of long primitive words are then handled
in later iterations.) Performing one δ-periodic-compression will result in a situation where
“equivalent” positions in the solution are far apart. This property is used for our version of
pair-compression without the possibility to “uncross” pairs as is the usual strategy. Instead
we do the following. First we pop out from every σ(X) rather long prefixes and suffixes. After
that we find room to compress enough pairs ab into fresh letters c. We cannot compress pairs
by their label (twisting prevents that), so we compress only pairs ab where the corresponding
two positions have no equivalent position which is located at some border of an occurrence
of a variable. This is our leads to a new definition of twisted-pair-compression. Of course, we
must define precisely when positions are equivalent and everything must take the action of G
and rational constraints into account. Last but not least, we must realize the procedure by
following arcs in an NFA where the labels are endomorphisms over some extended alphabet
C. This yields the EDT0L property of the full solution set, more importantly it transforms
questions about solvability of equations into structural properties of a finite graph.

One of the new features presented here is the ambient algebraic structure: in the case
of free monoids (resp. free groups) the intermediate monoids were partially commutative.
Twisting leads to more complicated defining relations. More concretely, when working with
an equation U = V over constants B and variables X with constraints defined by an NG-i-
monoid morphism µ : B ∪ X → N , we deal with an NG-i-monoid denoted by M(B,X , θ, µ).
The algebraic structure is a quotient monoid (B ∪ X )∗/ {xy = zx | (xy, zx) ∈ θ}, where
x ∈ B ∪ X and y, z ∈ (B ∪ X )∗ with |y| = |z|. The idea is that, reading a word in
w ∈ (B ∪ X )∗, the position of x is not fixed, it “floats” by conjugating y to z or vice versa,
without changing the length of W . This possibility of “floating” is essential in our approach.
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Figure 1 “Graphical” proof of Proposition 3.

3.1 States of the NFA
We start with a system of S of s equations Ui = Vi over some alphabet A of constants and
in variables Xj . We encode S as a single word using a marker symbol and we obtain the
initial equation as:

Winit = #X1# · · ·#Xk#U1# · · ·Us# #X1# · · ·#Xk#V1# · · ·Vs#. (2)

Note that σ(W ) = σ(W ) if and only if σ(Ui) = σ(Vi) for all i. We fix n = |Winit|. Note that
this implies n > |A|+ |V| and ‖S‖ ∈ |G|+ Θ(n). States of the transition system are denoted
as (W,B,X , θ, µ). We call a state an extended equation. Here, B are the current constants
and X are the current variables with A ⊆ B ⊆ C and X ⊆ Ω where C and Ω are fixed and
of size O(|G|2‖S‖2) and W ∈M(B,X , θ, µ) has length bounded by O(|G|‖S‖2). A solution
is a morphism (of NG-i-monoids) σ : M(B,X , θ, µ)→M(B, θ, µ) such that σ(W ) = σ(W ).
Here, M(B, θ, µ) is the submonoid of M(B,X , θ, µ). If θ is empty, then we speak about a
standard state. We begin at a standard state and the aim is to track for every solution a
path from the initial standard state (Winit, A,G× V, ∅, µ0) to some final state (W,B, ∅, ∅, µ)
without types and variables such that W = W .

We need to reuse names for constants, so we also need a procedure, called alphabet-
reduction, to get rid of invisible constants. These are letters b ∈ B where for no f ∈ G the
letter f(b) appears in W . Since a given solution σ might use them, we cannot simply throw
them out. This forces us to consider entire solutions which are pairs (α, σ) where σ is a
solution as above and α : M(B, θ, µ)→ A∗ is an A-morphism.

3.2 Twisted conjugacy
An important concept in our approach is twisted conjugacy. We say that words x, y ∈ A∗ are
twisted conjugate if there are f, g, h ∈ G and z ∈ A∗ such that zg(y) = h(x)f(z).

I Proposition 3. Let σ be a solution of Z(g, Y ) = (h,X)(f, Z) such that |σ(X)| satisfies
1 ≤ |σ(X)| < |σ(Z)|. Then there are words r ∈ A+, s ∈ A∗ and e, j ∈ N with 0 ≤ j < |G|
such that σ(X) = h−1(rs) and σ(Z) = ((rs)f(rs) · · · f |G|−1(rs))e f0(rs) · · · f j−1(rs)f j(r).

3.3 δ-periodic-compression
Recall that w = a1 · · · an with a ∈ A has period p ∈ N if ai = ai+p for all 1 ≤ i ≤ n− p. Let
δ be some positive natural number. We say that a word w is δ-periodic if it has some period
less or equal to than δ. Let u be a prefix (resp. factor, resp. suffix) of some nonempty word
w. We say that u is a maximal δ-periodic prefix (resp. factor, resp. suffix) in w if we cannot
extend the occurrence of the factor u inside w by any letter to the right or left, to get a
δ-periodic word. A δ-periodic word w is called long if |w| ≥ 3δ, and very long if |w| ≥ 10δ.
Standard knowledge in combinatorics on words tells us:
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I Lemma 4. Let w be a δ-periodic word and w = per = qfs such that p, q are primitive,
|p| ≤ |q| ≤ δ, 1 6= r ≤ p, 1 6= s ≤ q, and |w| ≥ 2δ. Then p = q, e = f ≥ 1, and r = s.

Let us give a high-level description of our new procedure δ-periodic-compression. For
simplicity, we deal just with a single “triangulated” twisted equation (f,X)w(g, Y ) = Z

where X, Y , Z are variables and w ∈ B∗ is word over the current constants B. We consider
a fixed solution σ and we ignore rational constraints by assuming N = {1}. Moreover, we
assume that for every letter b ∈ B there is some f ∈ G such that f(b) is a letter in w. Thus,
we start with an alphabet-reduction which removes invisible letters for a given solution.
Since σ is a solution, we can identify positions in w with positions in σ(Z). These identified
positions carry the same label and we also say that these positions are visible.

Let us consider all very long maximal δ-periodic factors qdq′, written as uperv, of σ(Z)
which have an occurrence with a visible position. Note that their total number is bounded
by |w|/δ. In the description we assume that |u| = |v| = 3δ, p is primitive of length at most δ
and 1 6= r ≤ p. Hence, uperv defines the triple (p, r, e) uniquely by Lemma 4.

The idea is that at the end we arrive at a state with a solution where all occurrences of
these factors upeλrv are replaced by u[r, s, λ]v where [r, s, λ] is the notation for a single fresh
letter and rs = p. Here λ is a formal symbol taken from some some index set Λ of size at
most |w|/δ. In order to avoid many case distinctions we consider the following (in some sense
most interesting) special case, only. We assume that σ(X) is a very long periodic word, σ(Y )
has a very long δ-periodic prefix, and σ(Z) has a δ-periodic prefix longer than |σ(X)|, but no
long δ-periodic suffix. Moreover, we assume that w has more than two very long δ-periodic
factors. Note that upeλrv = urqeλv if 1 6= r 6= p, p = rs, and q = sr. Let us resume: let
uλp

eλ
λ rλvλ be an occurrence of a very long δ-periodic factor in σ(Z) with at least one visible

position, |uλ| = |vλ| = 3δ, and pλ is primitive with |pλ| ≤ δ. Thus, λ ∈ Λ. There are three
cases which we distinguish by using the names λ, ν, ρ ∈ Λ. First, the occurrence of uλpeλλ rλvλ
is the δ-periodic prefix of σ(Z). As, by our simplification assumption, this prefix is longer
than σ(X), we deduce that we can write σ(f,X) = uλp

e
λp
′ with p′ ≤ pλ. Second, all “inner”

positions peνν rν of z = uνp
eν
ν rνvν are visible. In this case, since σ(X) (resp. σ(Y )) has a very

long prefix (resp. suffix), this corresponds to an occurrence of the factor z in w. Third we
can write σ(g, Y ) = p′′pe

′

ρ rρvρy with e′ ≥ 6 and p′′ ≤ pρ for some maximal δ-periodic factor
uρp

eρ
ρ rρvρ of σ(Z) with ρ ∈ Λ. Moreover, we are in the case that the maximal δ-periodic

prefix of vρy is vρ and y 6= 1. As we assumed that w has more than two very long δ-periodic
factors, we can write w = w1p

ν
νrνw2.

The procedure introduces at this point (for each λ ∈ Λ) new “typed” variables: [X, pλ],
[Y, pλ], and [Z, pλ]. Actually, we need many more variables. Whenever we introduce variable
[V, p] we also introduce [V , p] and [V, qa] for p = aq; and we iterate this process. Finally,
the action of G is defined by identifying (f, [V, p]) with (1, [V, f(p)]) = [V, f(p)]. (Note that
(f, [V, p]) = (g, [V, p]) ⇐⇒ f(p) = g(p).)

The maximal number of these typed variables introduced by any equation with at most n
variables is at most 2n|G|δ. The factor 2n is there because we consider for every variable a
prefix and a suffix; and the factor δ comes in because |p| ≤ δ and with p = aq every conjugate
qa is also considered. Let X ′ be the enlarged set of untyped variables X ∈ X and fresh typed
variables [V, p]. Together with introducing these variables we switch to the algebraic structure
to read the equation in the monoid M(B,X ′, θ, µ′) where the defining relations are given by
θ = {(a[V, p], [V, q]a | ap = qa ∧ a ∈ B}. We define the type of [V, p] to be θ([V, p]) = p and
we observe that the defining relations imply p[V, p] = [V, p]p in M(B,X ′, θ, µ′). We need a
stronger notion of solution for typed variables in order to prevent that an unsolvable equation
is transformed in a solvable one. If θ([V, p]) = p, then we require σ([V, p]) ∈ p∗. Since σ is
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a morphism, it also satisfies the defining relations. Hence, aσ([V, p]) = σ([V, q])a implies
|σ([V, p])| = |σ([V, p])|, too. The value of µ′([V, p]) is defined implicitly in the following loop.

The loop is over all variables in some order. Of course, whatever happens to a variable V
forces a simultaneous change in V , too. We pop from each variable the maximal δ-periodic
suffix of σ(X) if this suffix is longer than 3δ. Otherwise we do nothing. As we have no control
on the length of this suffix, we introduce a new typed variable. (Clearly, as we consider X
and X prefixes and suffixes are popped out, and each X may produce two typed variable.)
What we do in our concrete situation (where we have Λ = {λ, ν, ρ}) is the following:
1. We substitute (f,X) by τ(f,X) = uλ[X, pλ]p`λp′. (So, X vanishes.) Moreover, for

technical reasons, we require 5δ < |p`λp′| ≤ 6δ. We can define σ′([X, pλ]) ∈ p∗λ such that
σ(f,X) = uλσ

′([X, pλ])p`λp′.
2. We substitute (g, Y ) by τ(g, Y ) = p′′prρ[Y, pρ](g, Y ) with the length condition 5δ <∣∣p′′prρ∣∣ ≤ 6δ. We can define σ′(g, Y ) = vρy and σ′([Y, pρ]) ∈ p∗ρ such that σ(g, Y ) =

p′′prρσ
′([Y, pρ])σ′(g, Y ).

3. We substitute Z by τ(Z) = sq`
′ [Z, q]Z with the length condition 5δ < |sq`′ | ≤ 6δ. Here

q is the conjugate of pλ such that q = srλ, pλ = rλs. We can define σ′(Z) = vλz and
σ′([Z, q]) ∈ q∗ with sq`′σ′([Z, q])σ′(Z) = σ(Z).

This leads to a new solution σ′ to the twisted equation uλ[X, pλ]p`λp′wp′′pr
′

ρ [Y, pρ](g, Y ) =
sq`
′ [Z, q]Z. We rename σ′ as σ. Note that uλ is a prefix of sq`′ . The positions of [X, pλ] and

[Z, q] are not adjusted, but our defining relations do not fix these positions. So, we use these
defining relations to represent the equation by the following equation between words

uλ[X, pλ]p`
′′

λ rλvλw
′uρp

r′

ρ rρ[Y, pρ](g, Y ) = uλ[Z, q]p`
′′′

λ rλZ. (3)

The morphism σ solves this equation. Moreover, in our concrete situation we have vλw′uρ =
vuνp

ν
νrνu; and again, we content ourselves to consider the special case where uνpννrν is

the only occurrence of very long δ-periodic factor in vλw′uρ. Ignoring uλ on the left, the
remaining task is to compress the equation (where vλ ≤ vuν and uρ ≤ u vν)

[X, pλ]p`
′′

λ rλvuνp
ν
νrνvνup

r′

ρ rρ[Y, pρ](g, Y ) = [Z, q]p`
′′′

λ rλZ (4)

with respect to the solution σ. The crucial idea comes next: we use a larger alphabet of
constants, we change the type of variables and we introduce more defining relations. For
each λ ∈ Λ we introduce a new constant, denoted as [pλ, rλ, λ], and for each variable [V, p] we
introduce a constant [p]. Thus, [pλ, rλ, λ] and [p] are fresh letters. We also let act G on these
letters in the obvious way, so we actually introduce more letters. Let h be the morphism
defined by h([pλ, rλ, λ]) = pλrλ and h([p]) = p, it means h compresses the words pλrλ and p
into single letters, then Equation (4) is the image under h of the equation

[X, pλ][pλ]`
′′−1 [pλ, rλ, λ] vuν [pν ]ν−1 [pν , rν , ν] vνu[pρ]r

′−1 [pρ, rρ, ρ] [Y, pρ](g, Y ) (5)

= [Z, q][pλ]`
′′′−1 [pλ, rλ, λ] Z (6)

To have a visual notation we color the letters of the form [pλ, rλ, λ] green . The procedure
continues by redefining the type of a twisted variable [V, p] as the letter [p]. We augment θ
by more defining relations:

{[V, p][p] = [p][V, p] | [V, p] twisted variable}∪
{

[pλ, rλ, λ] [srλ] = [pλ] [pλ, rλ, λ]
∣∣∣ pλ = rλs

}
.

It is not hard to see that we find a solution σ′ of the new equation over the larger alphabet
of constants such that hσ′ = σh which is needed to prove the EDT0L property. The
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remaining procedure is essentially the same as in [3]: using transformations either based on
substitutions [V, p] 7→ [V, p][p] and [V, p] 7→ 1 or homomorphisms based on [p] 7→ [p][p] and
[pλ, rλ, λ] 7→ [pλ, rλ, λ] [pλ] we can compress the above equation and simultaneously the
solution such that the equation becomes its final form. We finish δ-periodic compression with

[pλ, rλ, λ] vuν [pν , rν , ν] vνu [pρ, rρ, ρ] (g, Y ) = [Z, q] [pλ, rλ, λ] Z. (7)

The typed variables are gone, the letters [p] are not visible anymore, moreover, the new
solution doesn’t use them. We are back in a free monoid, because none of the defining
relations is used anymore. Note that Equation (7) is shorter than the original equation.
Indeed, while the initial increase in the length of the equation is in O(nδ), each green letter
represents the inner part of a very long δ-periodic word of length at least 6δ.

I Proposition 5. Let Es = (Ws, Bs,Xs, ∅, µs) be the state where we started δ-periodic-
compression with |Ws| ≥ 8δn; and let Et = (Wt, Bt,Xt, ∅, µt) the standard state where we
finish δ-periodic-compression, and (W,B,X , θ, µ) any state which we have seen on the path
from Es to Et during the procedure. Then we have |Wt| ≤ |Ws|+20δn and |W | ≤ |Ws|+O(δn).
Moreover, let nnew =

∑
b∈Bt\Bs |Wt|b. If nnew ≥ 10n, then |Wt| < |Ws|.

I Remark. Note that nnew is the number of green letters we see in Wt. Let σ be the solution
after δ-periodic-compression, then for X ∈ Xt the length of a δ-periodic prefix (and suffix
resp.) is bounded by 3δ. Hence, there is no very long δ-periodic prefix or suffix in σ(X).

3.4 Twisted pair-compression
We place ourselves after a sequence of rounds of popping out letters for each variable, alphabet-
reduction, and δ-periodic compression. We are at a standard state E = (W,B,X , ∅, µ) where
∅ 6= X ⊆ V. Without restriction, we may assume that |W | ∈ Θ(|G|n2) and that the number
of visible green letters is at most 10n: our construction ensures that |W | ∈ O(|G|n2), and we
can always pop out letters to make the equation longer; and if the number of visible green
letters exceeds 10n then according to Proposition 5 the most recent δ-periodic-compression
had decreased the length of the equation, so we can perform another round.

Throughout, it is possible to write W = U1#u(f,X)w(g, Y )v#U2U ′2 # vZu#U ′1 with
|U ′i |# = |U ′i |#, i = 1, 2. Here u(f,X)w(g, Y )v = uZv is called a local equation. For
simplicity we may assume that u, v, w ∈ B∗ and that (f,X), (g, Y ), Z = (1, Z) are twisted
variables. Moreover, we may assume that for each local equation its “dual” equation
v(g, Y )w(f,X)u = vZv is also part of the system encoded in W . Since W is long, we can
assume that |uwv| is long, too. Since there are at most O(n) green letters, there are long
intervals without green letters. The goal is to compress enough pairs ab ≤W of constants
into single letters without causing any conflict or overlap with other pairs or variables that
are connected via twisting. We compress pairs according to an equivalence relation between
positions. The idea is that whenever we modify a solution at position i, then we must modify
σ(W ) at all equivalent positions j ≡ i.

The notion of equivalent positions is defined for a given solution σ, it has a reasonably
intuitive definition. We write W = UV with σ(U) = σ(V ) and σ(U) = a1 · · · am with ai ∈ B.
We associate with U (resp. V ) the interval [1,m] ⊆ N (resp. [m+ 1, 2m]) of positions and we
let i ∼ m+ i for 1 ≤ i ≤ m. We say that position i sits directly “above” m+ i, see Figure 2.

Each occurrence of a twisted variable (f,X) in UV corresponds to some interval of
length |σ(X)| in [1, 2m] and we identify the i-th positions in each of these intervals for
1 ≤ i ≤ |σ(X)|. Identified positions are represented by a unique position corresponding to
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U1 U2

U ′1 U ′2

X

Z

Y

u

u

v

vw

↓f ↓g

Figure 2 W = UV viewed as U on top and V on the bottom and σ(U) = σ(V ) in the middle.

X

Y

i

j(red) (red)

Figure 3 Red positions. We use ∼ to put i ≈ j into a “domino tower”.

the leftmost occurrence of a twisted variable (f,X) in U . This interval is denoted by I(X).
Thus, we identify various positions and we carry over the relation ∼: if i and j are identified
with i′ and j′ and if i′ ∼ j′, then we also let i ∼ j. By ≈ we denote the generated equivalence
relation of ∼. The relation ≈ can be visualized in so-called domino towers as in Figure 3.
Clearly, we may have i ≈ j for various i, j ∈ I(X). For example, an equation (f,X)a = bX

forces i ≈ j for all i, j ∈ I(X). There is also a natural notion of duality: I(X) and I(X)
are disjoint, but if we change σ(X) at the first position, we must change σ(X) at the last
position. Thus, for the i-th position in I(X) we let i be the (|σ(X)| − i+ 1)-st position in
I(X); and we write i↔ i. Finally, we let ≡⊆ [1, 2m]× [1, 2m] be the equivalence relation
generated by ≈ and ↔. Clearly, if i ≈ j ↔ j and the label at position i is a ∈ B, then a
labels j and a labels j.

Positions at the borders of some σ(X) inside σ(W ) play a special role because we cannot
compress over borders. We color the first and last position in each I(X) red (unless it has
already the color green) to signal “danger”. We color red all positions equivalent to a red
position, too. Since the set of green positions is closed under equivalence (they are the fresh
letters [pλ, rλ, λ]), no conflict between red and green is introduced here. It follows that there
are at most n pairwise different equivalence classes of red positions.

We extend the notion of equivalence to intervals (without red positions). Let p ∈ N. We
directly link an interval [i, i + p] of positions in σ(X) (resp. w, σ(Y )) to [j, j + p] in σ(Z)
if there is an equation, for example like u(f,X)w(g, Y )v = uZv, such that σ(X)[i, i + p]
(resp. w[i, i + p], σ(Y )[i, i + p]) sits directly above the σ(Z)[j, j + p]; and we write [i, i +
p] ∼ [j, j + p] in this case. For each interval [i, i + p] of positions in σ(X) we also let
[i, i+ p]↔ [i+ p, i]. As above, we let ≈ and ≡ be the generated equivalence relations of ∼
resp. ∼ ∪↔. Since i ∼ j ⇐⇒ i ∼ j we can deduce

[i, i+ p] ≡ [j, j + p] ⇐⇒ [i, i+ p] ≈ [j, j + p] ∨ [i, i+ p] ≈ [j + p, j]. (8)

I Lemma 6. Let [i− 1, i, i+ 1, i+ 2] be an interval without any red position and where the
four positions are pairwise inequivalent. Consider [i, i + 1] ≡ [j, j + 1] ≡ [k, k + 1]. Then
either k = j and [j, j + 1] 6≈ [k − 1, k] or [j, j + 1] ∩ [k, k + 1] = ∅.
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X

Y

i

j

pp

p

(a) W : [i− p, i+ p] ∼ [j − p, j + p]

X

Y

i

j

(b) Wp : i ∼ j

Figure 4 Example illustrating the proof of Lemma 7.

Let p ∈ N and σ be a solution for W . For each X we do:
if |σ(X)| ≤ 2p, then replace X by σ(X) and remove X from the set of variables;
if |σ(X)| > 2p, then write σ(X) = uwv with |u| = |v| = p and replace X by uXv. Change
the interval I(X) = [l, r] to Ip(X) = [l + p, r − p]. (So, it is smaller.)

Denote the new solution for Wp defined by that procedure by σp.

I Lemma 7. Let i and j be positions in σp(Wp) = σ(W ) which belong to variables in Wp.
This means i, j ∈

⋃
{Ip(X) | X ∈ Xp}. Then we have i ∼ j (resp. i↔ j) for Wp and σp if

and only if [i− p, i+ p] ∼ [j − p, j + p] (resp. [i− p, i+ p]↔ [j − p, j + p]) for W and σ.

We define and fix δ = |G| ε and ε = 30n. We start at a standard state E = (W,B,X , ∅, µ)
together with a solution σ. For simplicity, we assume that all local equations have the
form u(f,X)w(g, Y )v = uZv. Moreover, when we start pair-compression (directly after
δ-periodic-compression) there are some green letters and corresponding green visible positions.
1. For every X in some order do: either replace X by σ(X) (if |σ(X)| ≤ 10δ) or write

σ(X) = ux with |u| = 10δ; replace X by τ(X) = uX; rename the new equation and new
solution as (E, σ). Define the intervals I(X) as done above color red positions in σ(W )
which are equivalent to a first or last position in I(X) unless they are green.

2. while there is an interval [i− 1, i, i+ 1, i+ 2] such that (1) all four positions are pairwise
inequivalent, (2) no position is colored, and (3) all positions are visible
do
a. Let ab the label of the middle interval [i, i + 1]. Choose fresh letter c and define
a morphism h by h(c) = ab. (Hence, f(c) = c ⇐⇒ f(ab) = ab, too.) Whenever
[i, i + 1] ≈ [j, j + 1], then the label of [j, j + 1] is f(ab) for some f ∈ G. Replace each
of the intervals [j, j + 1] and [j − 1, j] by a single new position and label this position
with f(c) and f(c) resp. There is no conflict in this relabeling by Lemma 6. Since there
is no red position, there is no “crossing” of the intervals [j, j + 1] or [j − 1, j]. So, this
gives a new but shorter equation W ′. We have h(W ′) = W and new solution σ′ such that
hσ′(W ′) = σ(W ) There is a new numbering for the positions, but the colored positions
can still be identified.
b. Define B′ = B ∪ {f(c), f(c) | f ∈ G} and E′ = (W ′, B′,X , ∅, µ′).
c. Rename (E′, σ′) as (E, σ) and transfer the induced coloring.
end while

If we started the procedure with W and the while loop with W`, then the loop terminates
with an equation W ′ and we introduced at most |G| (|W`| − |W ′|) new letters. It is also
clear that |W ′| ≤ |W | + 20δn since any increase of length is due to the first steps, where
we replaced each variable X either by σ(X) or by uXv. The worst case for |W ′| is that no
compression took place. However, we assume that there at most 10n green letters. Hence,
we can use the following fact.
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I Proposition 8. Let (E, σ) with equation W just after a δ-periodic-compression where
at most 10n green letters are visible. If |W | ∈ 20`δn + O(δn), then the pair-compression
procedure outputs an equation W ′ such that |W ′| ≤ |W |+ 20δn and |W ′| ≤ 59|W |

60 +O(δn).

Let us highlight that Proposition 8 is the key step in the proof of Theorem 1 and it is
here where twisted conjugacy comes into play. Following any given solution at the initial
state, it bounds the lengths of all intermediate equations in O(δn) = O(|G|n2). Since at a
standard state we can perform an alphabet reduction we can bound the size of the extended
alphabet C in O(|G|2n2). Moreover, the number of untyped variables is never increasing.
Typed variables disappear and reappear, but their number never grows beyond the size of C.

After δ-periodic compression, no σ(X) started or ended in a very long δ-periodic word. In
the procedure above either X vanished or we replaced X by uXv where |u| = |v| = 10δ. We
carefully colored some position red after that replacement. Consider the new equation with
the new solution just after that step; and rename the corresponding pair as (W,σ). Consider
positions i < k in σ(W ) such that no position k with i ≤ k ≤ j is green. With the help of
Proposition 3, Lemma 7 and “domino towers” as depicted in Figure 4, one can show the
following fact: if i ≡ k ≡ j for some k, then |j− i| > ε. The fact is not obvious but extremely
useful: knowing that equivalent positions are far apart allows one to find enough intervals of
length four, such that pair-compression reduces their length to at most three by Lemma 6.

Putting all this together, the overall compression method has the following high-level
description. Start at the initial state Einit with a given initial entire solution (idA∗ , σinit).

begin compression
Rename Einit as E = (W,B,X , ∅, µ); rename (idA∗ , σinit) as (α, σ).
Repeat the following loop until X = ∅.
begin loop
1. Pop out letters from variables until |W | ≥ 100δn.
2. Define κ > 0 by κδn = |W |. Call δ-periodic-compression (starting with an alphabet-
reduction), and let W ′ denote the equation at the end of the procedure.
3. If |W ′| < κδn, then do nothing, else call pair-compression.
end loop
end compression

Proposition 8 implies that κ ∈ Q is bounded above by some effective constant in O(1).
Defining a weight in N4 (ordered lexicographically) by

‖E,α, σ‖ =

 ∑
X has no type

|ασ(X)| ,
∑

X is typed
|ασ(X)| , |W | , |B|


finally shows that the compression method terminates for every given solution because every
step in the procedures is weight-reducing. This means our algorithm finds all solutions. This
finishes the outline of the proof of Theorem 1.

Acknowledgements. We thank the anonymous referees for very helpful feedback.

References
1 Peter R. J. Asveld. Controlled iteration grammars and full hyper-AFL’s. Information and

Control, 34(3):248–269, 1977. doi:10.1016/S0019-9958(77)90308-4.

http://dx.doi.org/10.1016/S0019-9958(77)90308-4


V. Diekert and M. Elder 96:13

2 Gilbert Baumslag, Alexei Myasnikov, and Vladimir Remeslennikov. Algebraic geometry
over groups. In Algorithmic problems in groups and semigroups (Lincoln, NE, 1998),
Trends Math., pages 35–50. Birkhäuser Boston, Boston, MA, 2000. doi:10.1007/
978-1-4612-1388-8_3.

3 Laura Ciobanu, Volker Diekert, and Murray Elder. Solution sets for equations over free
groups are EDT0L languages. Internat. J. Algebra Comput., 26(5):843–886, 2016. Confer-
ence version in ICALP 2015, LNCS 9135. doi:10.1142/S0218196716500363.

4 François Dahmani and Vincent Guirardel. Foliations for solving equations in groups: free,
virtually free, and hyperbolic groups. J. Topol., 3(2):343–404, 2010. doi:10.1112/jtopol/
jtq010.

5 Volker Diekert and Murray Elder. Solutions of twisted word equations, EDT0L languages,
and context-free groups. ArXiv e-prints, January 2017. URL: https://arxiv.org/abs/
1701.03297, arXiv:1701.03297.

6 Volker Diekert, Artur Jeż, and Wojciech Plandowski. Finding all solutions of equations
in free groups and monoids with involution. Inform. and Comput., 251:263–286, 2016.
Conference version in Proc. CSR 2014, LNCS 8476 (2014). doi:10.1016/j.ic.2016.09.
009.

7 Volker Diekert and Armin Weiß. Context-free groups and Bass-Serre theory. ArXiv e-prints,
July 2013. arXiv:1307.8297.

8 Martin J. Dunwoody. The accessibility of finitely presented groups. Inventiones Mathem-
aticae, 81(3):449–457, 1985. doi:10.1007/BF01388581.

9 Andrzej Ehrenfeucht and Grzegorz Rozenberg. On some context free languages that are
not deterministic ET0L languages. RAIRO Theor. Inform. Appl., 11:273–291, 1977.

10 Samuel Eilenberg. Automata, languages, and machines. Vol. A. Academic Press [A sub-
sidiary of Harcourt Brace Jovanovich, Publishers], New York, 1974. Pure and Applied
Mathematics, Vol. 58.

11 Julien Ferté, Nathalie Marin, and Géraud Sénizergues. Word-mappings of level 2. Theory
Comput. Syst., 54:111–148, 2014. doi:10.1007/s00224-013-9489-5.

12 Robert H. Gilman. Personal communication, 2012.
13 Robert H. Gilman, Susan Hermiller, Derek F. Holt, and Sarah Rees. A characterisa-

tion of virtually free groups. Arch. Math. (Basel), 89(4):289–295, 2007. doi:10.1007/
s00013-007-2206-3.

14 Mikhael Gromov. Hyperbolic groups. In Essays in group theory, volume 8 ofMath. Sci. Res.
Inst. Publ., pages 75–263. Springer, New York, 1987. doi:10.1007/978-1-4613-9586-7_3.

15 Sanjay Jain, Alexei Miasnikov, and Frank Stephan. The complexity of verbal languages
over groups. In Proceedings of the 2012 27th Annual ACM/IEEE Symposium on Logic in
Computer Science, pages 405–414. IEEE Computer Soc., Los Alamitos, CA, 2012. doi:
10.1109/LICS.2012.50.

16 Artur Jeż. Recompression: a simple and powerful technique for word equations. J. ACM,
63(1):Art. 4, 51, 2016. Conference version in Proc. STACS 2013. doi:10.1145/2743014.

17 Artur Jeż. Word Equations in Nondeterministic Linear Space, 2017. doi:10.4230/LIPIcs.
ICALP.2017.95.

18 Abe Karrass, Alfred Pietrowski, and Donald Solitar. Finite and infinite cyclic extensions
of free groups. J. Austral. Math. Soc., 16:458–466, 1973. Collection of articles dedicated to
the memory of Hanna Neumann, IV. doi:10.1017/S1446788700015445.

19 Dietrich Kuske and Markus Lohrey. Logical aspects of Cayley-graphs: the group case. Ann.
Pure Appl. Logic, 131(1-3):263–286, 2005. doi:10.1016/j.apal.2004.06.002.

20 Markus Lohrey and Géraud Sénizergues. Theories of HNN-extensions and amalgamated
products. In Automata, languages and programming. Part II, volume 4052 of Lecture Notes
in Comput. Sci., pages 504–515. Springer, Berlin, 2006. doi:10.1007/11787006_43.

ICALP 2017

http://dx.doi.org/10.1007/978-1-4612-1388-8_3
http://dx.doi.org/10.1007/978-1-4612-1388-8_3
http://dx.doi.org/10.1142/S0218196716500363
http://dx.doi.org/10.1112/jtopol/jtq010
http://dx.doi.org/10.1112/jtopol/jtq010
https://arxiv.org/abs/1701.03297
https://arxiv.org/abs/1701.03297
http://arxiv.org/abs/1701.03297
http://dx.doi.org/10.1016/j.ic.2016.09.009
http://dx.doi.org/10.1016/j.ic.2016.09.009
http://arxiv.org/abs/1307.8297
http://dx.doi.org/10.1007/BF01388581
http://dx.doi.org/10.1007/s00224-013-9489-5
http://dx.doi.org/10.1007/s00013-007-2206-3
http://dx.doi.org/10.1007/s00013-007-2206-3
http://dx.doi.org/10.1007/978-1-4613-9586-7_3
http://dx.doi.org/10.1109/LICS.2012.50
http://dx.doi.org/10.1109/LICS.2012.50
http://dx.doi.org/10.1145/2743014
http://dx.doi.org/10.4230/LIPIcs.ICALP.2017.95
http://dx.doi.org/10.4230/LIPIcs.ICALP.2017.95
http://dx.doi.org/10.1017/S1446788700015445
http://dx.doi.org/10.1016/j.apal.2004.06.002
http://dx.doi.org/10.1007/11787006_43


96:14 Solutions of Twisted Word Equations, EDT0L Languages, and Context-Free Groups

21 Gennadií S. Makanin. The problem of solvability of equations in a free semigroup. Math.
Sbornik, 103:147–236, 1977. English transl. in Math. USSR Sbornik 32 (1977).

22 Victor Mazurov and Evgeny Khukhro. Unsolved Problems in Group Theory. The Kourovka
Notebook. No. 18 (English version). ArXiv e-prints, January 2014. arXiv:1401.0300.

23 David E. Muller and Paul E. Schupp. Groups, the theory of ends, and context-free languages.
J. Comput. System Sci., 26(3):295–310, 1983. doi:10.1016/0022-0000(83)90003-X.

24 Wojciech Plandowski. Satisfiability of word equations with constants is in PSPACE. Journal
of the ACM, 51:483–496, 2004. Conference version in FOCS’99. doi:doi:10.1145/990308.
990312.

25 Wojciech Plandowski andWojciech Rytter. Application of Lempel-Ziv encodings to the solu-
tion of word equations. In K. G. Larsen et al., editors, Proc. 25th International Colloquium
Automata, Languages and Programming (ICALP’98), Aalborg (Denmark), 1998, volume
1443 of Lecture Notes in Computer Science, pages 731–742, Heidelberg, 1998. Springer-
Verlag.

26 Eliyahu Rips and Zlil Sela. Canonical representatives and equations in hyperbolic groups.
Invent. Math., 120(3):489–512, 1995. doi:10.1007/BF01241140.

27 Grzegorz Rozenberg and Arto Salomaa. The Book of L. Springer, 1986.
28 Grzegorz Rozenberg and Arto Salomaa, editors. Handbook of formal languages.

Vol. 1. Springer-Verlag, Berlin, 1997. Word, language, grammar. doi:10.1007/
978-3-642-59126-6.

29 Géraud Sénizergues. An effective version of Stallings’ theorem in the case of context-
free groups. In Automata, languages and programming (Lund, 1993), volume 700 of
Lecture Notes in Comput. Sci., pages 478–495. Springer, Berlin, 1993. doi:10.1007/
3-540-56939-1_96.

30 Géraud Sénizergues. On the finite subgroups of a context-free group. In Geometric and
computational perspectives on infinite groups (Minneapolis, MN and New Brunswick, NJ,
1994), volume 25 of DIMACS Ser. Discrete Math. Theoret. Comput. Sci., pages 201–212.
Amer. Math. Soc., Providence, RI, 1996.

31 Jean-Pierre Serre. Trees. Springer Monographs in Mathematics. Springer-Verlag, Berlin,
2003. Translated from the French original by John Stillwell, Corrected 2nd printing of the
1980 English translation.

http://arxiv.org/abs/1401.0300
http://dx.doi.org/10.1016/0022-0000(83)90003-X
http://dx.doi.org/doi:10.1145/990308.990312
http://dx.doi.org/doi:10.1145/990308.990312
http://dx.doi.org/10.1007/BF01241140
http://dx.doi.org/10.1007/978-3-642-59126-6
http://dx.doi.org/10.1007/978-3-642-59126-6
http://dx.doi.org/10.1007/3-540-56939-1_96
http://dx.doi.org/10.1007/3-540-56939-1_96


Pumping Lemma for Higher-Order Languages∗†

Kazuyuki Asada1 and Naoki Kobayashi2

1 The University of Tokyo, Tokyo, Japan
asada@kb.is.s.u-tokyo.ac.jp

2 The University of Tokyo, Tokyo, Japan
koba@is.s.u-tokyo.ac.jp

Abstract
We study a pumping lemma for the word/tree languages generated by higher-order grammars.
Pumping lemmas are known up to order-2 word languages (i.e., for regular/context-free/indexed
languages), and have been used to show that a given language does not belong to the classes
of regular/context-free/indexed languages. We prove a pumping lemma for word/tree languages
of arbitrary orders, modulo a conjecture that a higher-order version of Kruskal’s tree theorem
holds. We also show that the conjecture indeed holds for the order-2 case, which yields a pumping
lemma for order-2 tree languages and order-3 word languages.
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1 Introduction

We study a pumping lemma for higher-order languages, i.e., the languages generated by
higher-order word/tree grammars where non-terminals can take higher-order functions as
parameters. The classes of higher-order languages [26, 18, 4, 5, 6] form an infinite hierarchy,
where the classes of order-0, order-1, and order-2 languages are those of regular, context-free
and indexed languages. Higher-order grammars and languages have been extensively studied
by Damm [4] and Engelfriet [5, 6] and recently re-investigated in the context of model
checking and program verification [9, 20, 15, 24, 11, 16, 12, 23].

Pumping lemmas [2, 7] are known up to order-2 word languages, and have been used to
show that a given language does not belong to the classes of regular/context-free/indexed
languages. To our knowledge, however, little is known about languages of order-3 or
higher. Pumping lemmas [21, 12] are also known for higher-order deterministic grammars
(as generators of infinite trees, rather than tree languages), but they cannot be applied to
non-deterministic grammars.

In the present paper, we state and prove a pumping lemma for unsafe1 languages of
arbitrary orders modulo an assumption that a “higher-order version” of Kruskal’s tree
theorem [17, 19] holds. Let � be the homeomorphic embedding on finite ranked trees2, and

∗ A full version of the paper is available at http://arxiv.org/abs/1705.10699.
† This work was supported by JSPS Kakenhi 15H05706.
1 See, e.g., [16] for the distinction between safe vs unsafe languages; the class of unsafe languages subsumes

that of safe languages.
2 I.e., T1 � T2 if there exists an injective map from the nodes of T1 to those of T2 that preserves the

labels of nodes and the ancestor/descendant-relation of nodes; see Section 2 for the precise definition.
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≺ be the strict version of �. The statement of our pumping lemma3 is that for any order-n
infinite tree language L, there exist a constant c and a strictly increasing infinite sequence of
trees T0 ≺ T1 ≺ T2 ≺ · · · in L such that |Ti| ≤ expn(ci) for every i ≥ 0, where exp0(x) = x

and expn+1(x) = 2expn(x). Due to the correspondence between word/tree languages [4, 1],
it also implies that for any order-n infinite word language L (where n ≥ 1), there exist a
constant c and a strictly increasing infinite sequence of words w0 ≺ w1 ≺ w2 ≺ · · · in L such
that |wi| ≤ expn−1(ci) for every i ≥ 0, where ≺ is the subsequence relation. The pumping
lemma can be used, for example, to show (modulo the conjecture) that the order-(n + 1)
language {aexpn(k) | k ≥ 0} does not belong to the class of order-n word languages, for n > 0.
Thus the lemma would also provide an alternative proof of the strictness of the hierarchy of
the classes of higher-order languages.4

We now informally explain the assumption of “higher-order Kruskal’s tree theorem”
(see Section 2 for details). Kruskal’s tree theorem [17, 19] states that the homeomorphic
embedding � is a well-quasi order, i.e., that for any infinite sequence of trees T0, T1, T2, . . .,
there exist i < j such that Ti � Tj . The homeomorphic embedding � can be naturally lifted
(e.g. via the logical relation) to a family of relations (�κ)κ on higher-order tree functions
of type κ. Our conjecture of “higher-order Kruskal’s theorem” states that, for every simple
type κ, �κ is also a well-quasi order on the functions expressed by the simply-typed λ-terms.
We prove that the conjecture indeed holds up to order-2 functions, if we take �κ as the
logical relation induced from the homeomorphic embedding �. Thus, our pumping “lemma”
is indeed true for order-2 tree languages and order-3 word languages. To our knowledge, the
pumping lemma for those languages is novel. The conjecture remains open for order-3 or
higher, which should be of independent interest.

Our proof of the pumping lemma (modulo the conjecture) uses the recent work of Parys [23]
on an intersection type system for deciding the infiniteness of the language generated by a
given higher-order grammar, and our previous work on the relationship between higher-order
word/tree languages [1].

The rest of this paper is organized as follows. Section 2 prepares several definitions
and states our pumping lemma and the conjecture more formally. Section 3 derives some
corollaries of Parys’ result [23]. Section 4 prepares a simplified and specialized version
of our previous result [1]. Using the results in Sections 3 and 4, we prove our pumping
lemma (modulo the conjecture) in Section 5. Section 6 proves the conjecture on higher-order
Kruskal’s tree theorem for the order-2 case, by which we obtain the (unconditional) pumping
lemma for order-2 tree languages and order-3 word languages. Section 7 discusses related
work and Section 8 concludes.

2 Preliminaries

We first give basic definitions needed for explaining our main theorem. We then state the
main theorem and provide an overview of its proof.

3 This should perhaps be called a pumping “conjecture” since it relies on the conjecture of the higher-order
Kruskal’s tree theorem.

4 The strictness of the hierarchy of higher-order safe languages has been shown by Engelfriet [5] using a
complexity argument, and Kartzow [8] observed that essentially the same argument is applicable to
obtain the strictness of the hierarchy of unsafe languages as well. Their argument cannot be used for
showing that a particular language does not belong to the class of order-n languages.
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2.1 λ-terms and Higher-order Grammars

This section gives basic definitions for terms and higher-order grammars.

I Definition 1 (Types and Terms). The set of simple types, ranged over by κ, is given by:
κ ::= o | κ1 → κ2. The order of a simple type κ, written order(κ) is defined by order(o) = 0
and order(κ1 → κ2) = max(order(κ1) + 1, order(κ2)). The type o describes trees, and
κ1 → κ2 describes functions from κ1 to κ2. The set of λ→,+-terms (or terms), ranged over
by s, t, u, v, is defined by:

t ::= x | a t1 · · · tk | t1 t2 | λx : κ.t | t1 + t2 .

Here, x ranges over variables, and a over constants (which represent tree constructors).
Variables are also called non-terminals, ranged over by x, y, z, f, g, A,B; and constants are
also called terminals. A ranked alphabet Σ is a map from a finite set of terminals to natural
numbers called arities; we implicitly assume a ranked alphabet whose domain contains all
terminals discussed, unless explicitly described. + is non-deterministic choice. As seen below,
our simple type system forces that a terminal must be fully applied; this does not restrict the
expressive power, as λx1, . . . , xk.a x1 · · ·xk is available. We often omit the type κ of λx : κ.t.
A term is called an applicative term if it does not contain λ-abstractions nor +, and called a
λ→-term if it does not contain +. As usual, we identify terms up to the α-equivalence, and
implicitly apply α-conversions.

A (simple) type environment K is a sequence of type bindings of the form x : κ such
that if K contains x : κ and x′ : κ′ in different positions then x 6= x′. In type environments,
non-terminals are also treated as variables. A term t has type κ under K if K `ST t : κ is
derivable from the following typing rules.

K, x : κ, K′ `ST x : κ
Σ(a) = k K `ST ti : o (for each i ∈ {1, . . . , k})

K `ST a t1 · · · tk : o

K `ST t1 : κ2 → κ K `ST t2 : κ2

K `ST t1 t2 : κ
K, x : κ1 `ST t : κ2

K `ST λx : κ1.t : κ1 → κ2

K `ST t1 : o K `ST t2 : o

K `ST t1 + t2 : o

We consider below only well-typed terms. Note that given K and t, there exists at most one
type κ such that K `ST t : κ. We call κ the type of t (with respect to K). We often omit “with
respect to K” if K is clear from context. The (internal) order of t, written orderK(t), is the
largest order of the types of subterms of t, and the external order of t, written eorderK(t),
is the order of the type of t (both with respect to K). We often omit K when it is clear from
context. For example, for t = (λx : o.x)e, order∅(t) = 1 and eorder∅(t) = 0.

We call a term t ground (with respect to K) if K `ST t : o. We call t a (finite, Σ-ranked)
tree if t is a closed ground applicative term consisting of only terminals. We write TreeΣ for
the set of Σ-ranked trees, and use the meta-variable π for trees.

The set of contexts, ranged over by C, D, G, H, is defined by C ::= [ ] | C t | t C | λx.C.
We write C[t] for the term obtained from C by replacing [ ] with t. Note that the replacement
may capture variables; e.g., (λx.[ ])[x] is λx.x. We call C a (K′, κ′)-(K, κ)-context if K `ST C :
κ is derived by using axiom K′ `ST [ ] : κ′. We also call a (∅, κ′)-(∅, κ)-context a κ′-κ-context.
The (internal) order of a (K′, κ′)-(K, κ)-context, is the largest order of the types occurring in
the derivation of K `ST C : κ. A context is called a λ→-context if it does not contain +.

We define the size |t| of a term t by: |x| := 1, |a t1 · · · , tk| := 1 + |t1| + · · · + |tk|,
|s t| := |s|+ |t|+ 1, |λx.t| := |t|+ 1, and |s+ t| := |s|+ |t|+ 1. The size |C| of a context C is
defined similarly, with |[ ]| := 0.

ICALP 2017



97:4 Pumping Lemma for Higher-Order Languages

I Definition 2 (Reduction and Language). The set of (call-by-name) evaluation contexts is
defined by:

E ::= [ ] t1 · · · tk | a π1 · · ·πiE t1 · · · tk

and the call-by-name reduction for (possibly open) ground terms is defined by:

E[(λx.t)t′] −→ E[[t′/x]t] E[t1 + t2] −→ E[ti] (i = 1, 2)

where [t′/x]t is the usual capture-avoiding substitution. We write −→∗ for the reflexive
transitive closure of −→. A call-by-name normal form is a ground term t such that t 6−→ t′

for any t′. For a closed ground term t, we define the tree language L(t) generated by t by
L(t) := {π | t −→∗ π}. For a closed ground λ→-term t, L(t) is a singleton set {π}; we write
T (t) for such π and call it the tree of t.

Note that t −→∗ t′ implies [s/x]t −→∗ [s/x]t′, and that the set of call-by-name normal forms
equals the set of trees and ground terms of the form E[x].

For x : κ `ST t : o where t does not contain the non-deterministic choice, t is called linear
(with respect to x) if x occurs exactly once in the call-by-name normal form of t. A pair of
contexts [ ] : κ `ST C : o and [ ] : κ `ST D : κ is called linear if x : κ `ST C[Di[x]] : o is linear
for any i ≥ 0 where x is a fresh variable that is not captured by the context applications.

I Definition 3 (Higher-Order Grammar). A higher-order grammar (or grammar for short) is
a quadruple (Σ,N ,R, S), where (i) Σ is a ranked alphabet; (ii) N is a map from a finite
set of non-terminals to their types; (iii) R is a finite set of rewriting rules of the form
A → λx1. · · ·λx`.t, where N (A) = κ1 → · · · → κ` → o, t is an applicative term, and
N , x1 : κ1, . . . , x` : κ` `ST t : o holds; (iv) S is a non-terminal called the start symbol, and
N (S) = o. The order of a grammar G is the largest order of the types of non-terminals. We
sometimes write ΣG ,NG ,RG , SG for the four components of G. We often write Ax1 · · · xk → t

for the rule A→ λx1. · · ·λxk.t.
For a grammar G = (Σ,N ,R, S), the rewriting relation −→G is defined by:

(A→ λx1. · · ·λxk.t) ∈ R
A t1 · · · tk −→G [t1/x1, . . . , tk/xk]t

ti −→G t′i i ∈ {1, . . . , k} Σ(a) = k

a t1 · · · tk −→G a t1 · · · ti−1 t
′
i ti+1 · · · tk

We write −→∗G for the reflexive transitive closure of −→G . The tree language generated by G,
written L(G), is the set {π | S −→∗G π}.

I Remark. An order-n grammar can also be represented as a ground closed order-n λ→,+-term
extended with the Y-combinator such that Yκx.t −→ [Yκx.t/x]t. Conversely, any ground
closed order-n λ→,+-term (extended with Y ) can be represented as an equivalent order-n
grammar.

The grammars defined above may also be viewed as generators of word languages.

I Definition 4 (Word Alphabet / br-Alphabet). We call a ranked alphabet Σ a word alphabet
if it has a special nullary terminal e and all the other terminals have arity 1; also we call a
grammar G a word grammar if its alphabet is a word alphabet. For a tree π = a1(· · · (an e) · · · )
of a word grammar, we define word(π) = a1 · · · an. The word language generated by a word
grammar G, written Lw(G), is {word(π) | π ∈ L(G)}.

The frontier word of a tree π, written leaves(π), is the sequence of symbols in the leaves
of π. It is defined inductively by: leaves(a) = a when Σ(a) = 0, and leaves(a π1 · · · πk) =
leaves(π1) · · · leaves(πk) when Σ(a) = k > 0. The frontier language generated by G, written
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Lleaf(G), is the set: {leaves(π) | S −→∗G π}. A br-alphabet is a ranked alphabet such that
it has a special binary constant br and a special nullary constant e and the other constants
are nullary. We consider e as the empty word ε: for a grammar with a br-alphabet, we also
define Lεleaf(G) := (Lleaf(G) \ {e}) ∪ {ε | e ∈ Lleaf(G)}. We call a tree π an e-free br-tree if
it is a tree of some br-alphabet but does not contain e.

We note that the classes of order-0, order-1, and order-2 word languages coincide with
those of regular, context-free, and indexed languages, respectively [26].

2.2 Homeomorphic Embedding and Kruskal’s Tree Theorem
In our main theorem, we use the notion of homeomorphic embedding for trees.

I Definition 5 (Homeomorphic Embedding). Let Σ be an arbitrary ranked alphabet. The
homeomorphic embedding order � between Σ-ranked trees5 is inductively defined by the
following rules:

πi � π′i (for all i ≤ k)
a π1 · · ·πk � a π′1 · · ·π′k

(k = Σ(a)) π � πi
π � a π1 · · ·πk

(k = Σ(a) > 0, i ∈ {1, . . . , k})

For example, br a b � br (br a c) b. We extend � to words: for w = a1 · · · an and w′ =
a′1 · · · a′n′ , we define w � w′ if a1(· · · (an(e))) � a′1(· · · (a′n′(e))), where ai and a′i are regarded
as unary constants and e is a nullary constant (this order on words is nothing but the
(scattered) subsequence relation). We write π ≺ π′ if π � π′ and π′ 6� π.

Next we explain a basic property on �, Kruskal’s tree theorem. A quasi-order (also
called a pre-order) is a reflexive and transitive relation. A well quasi-order on a set S is
a quasi-order ≤ on S such that for any infinite sequence (si)i of elements in S there exist
j < k such that sj ≤ sk.

I Proposition 6 (Kruskal’s Tree Theorem [17]). For any (finite) ranked alphabet Σ, the
homeomorphic embedding � on Σ-ranked trees is a well quasi-order.

2.3 Conjecture and Pumping Lemma for Higher-order Grammars
As explained in Section 1, our pumping lemma makes use of a conjecture on “higher-order”
Kruskal’s tree theorem, which is stated below.

I Conjecture 7. There exists a family (�κ)κ of relations indexed by simple types such that
�κ is a well quasi-order on the set of closed λ→-terms of type κ modulo βη-equivalence;
i.e., for an infinite sequence t1, t2, . . . of closed λ→-terms of type κ, there exist i < j such
that ti �κ tj.
�o is a conservative extension of �, i.e., t �o t

′ if and only if T (t) � T (t′).
(�κ)κ is closed under applications, i.e., if t �κ1→κ2 t

′ and s �κ1 s
′ then t s �κ2 t

′ s′.
A candidate of (�κ)κ would be the logical relation induced from �. Indeed, if we choose
the logical relation as (�κ)κ, the above conjecture holds up to order-2 (see Theorem 18 in
Section 6).

Actually, for our pumping lemma, the following, slightly weaker property called the
periodicity is sufficient.

5 In the usual definition, a quasi order on labels (tree constructors) is assumed. Here we fix the quasi-order
on labels to the identity relation.
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97:6 Pumping Lemma for Higher-Order Languages

I Conjecture 8 (Periodicity). There exists a family (�κ)κ indexed by simple types such that
�κ is a quasi-order on the set of closed λ→-terms of type κ modulo βη-equivalence.
for any `ST t : κ→ κ and `ST s : κ, there exist i, j > 0 such that

ti s �κ ti+j s �κ ti+2j s �κ · · · .

�o is a conservative extension of �.
(�κ)κ is closed under applications.

Note that Conjecture 7 implies Conjecture 8, since if the former holds, for the infinite
sequence (ti s)i, there exist i < i+ j such that ti s �κ ti+j s, and then by the monotonicity
of u 7→ tj u, we have ti+kj s �κ ti+(k+1)j s for any k ≥ 0.

We can now state our pumping lemma.

I Theorem 9 (Pumping Lemma). Assume that Conjecture 8 holds. Then, for any order-n tree
grammar G such that L(G) is infinite, there exist an infinite sequence of trees π0, π1, π2, . . . ∈
L(G), and constants c, d such that: (i) π0 ≺ π1 ≺ π2 ≺ · · ·, and (ii) |πi| ≤ expn(ci+ d) for
each i ≥ 0. Furthermore, we can drop the assumption on Conjecture 8 when G is of order up
to 2.

By the correspondence between order-n tree grammars and order-(n+ 1) grammars [4, 1],
we also have:

I Corollary 10 (Pumping Lemma for Word Languages). Assume that Conjecture 8 holds.
Then, for any order-n word grammar G (where n ≥ 1) such that Lw(G) is infinite, there
exist an infinite sequence of words w0, w1, w2, . . . ∈ Lw(G), and constants c, d such that:
(i) w0 ≺ w1 ≺ w2 ≺ · · ·, and (ii) |wi| ≤ expn−1(ci+ d) for each i ≥ 0. Furthermore, we can
drop the assumption on Conjecture 8 when G is of order up to 3.

We sketch the overall structure of the proof of Theorem 9 below. Let G be an order-n tree
grammar. By using the recent type system of Parys [23], if L(G) is infinite, we can construct
order-n linear λ→-contexts C,D and an order-n λ→-term t such that {T (C[Di[t]]) | i ≥ 0}
(⊆ L(G)) is infinite. It then suffices to show that there exist constants p and q such
that T (C[Dp[t]]) ≺ T (C[Dp+q[t]]) ≺ T (C[Dp+2q[t]]) ≺ · · ·. The bound T (C[Dp+iq]) ≤
expn(c+ id) would then follow immediately from the standard result on an upper-bound
on the size of β-normal forms. Actually, assuming Conjecture 8, we can easily deduce
T (C[Dp[t]]) � T (C[Dp+q[t]]) � T (C[Dp+2q[t]]) � · · ·. Thus, the main remaining difficulty is
to show that the “strict” inequality holds periodically. To this end, we prove it by induction
on the order, by making use of three ingredients: an extension of the result of Parys’ type
system (again) [23], an extension of our previous work on a translation from word languages
to tree languages [1], and Conjecture 8. In Sections 3 and 4, we derive corollaries from the
results of Parys’ and our previous work respectively. We then provide the proof of Theorem 9
(except the statement “Furthermore, ...”) in Section 5. We then, in Section 6, discharge the
assumption on Conjecture 8 for order up to 2, by proving Conjecture 7 for order up to 2.

3 Corollaries of Parys’ Results

Parys [23] developed an intersection type system with judgments of the form Γ ` s : τ . c,
where s is a term of a simply-typed, infinitary λ-calculus (that corresponds to the λY-calculus)
extended with choice, and c is a natural number. He proved that for any order-n closed
ground term s, (i) ∅ ` s : τ .c implies that s can be reduced to a tree π such that c ≤ |π|, and
(ii) if s can be reduced to a tree π, then ∅ ` s : τ . c holds for some c such that |π| ≤ expn(c).
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Let G be an order-n tree grammar and S be its start symbol. By Parys’ result,6 if L(G)
is infinite, there exists a derivation for ∅ ` S : o . c1 + c2 + c3 in which Θ ` A : γ . c1 + c2 is
derived from Θ ` A : γ . c1 for some non-terminal A. Thus, by “pumping” the derivation of
Θ ` A : γ . c1 + c2 from Θ ` A : γ . c1, we obtain a derivation for ∅ ` S : o . c1 + kc2 + c3 for
any k ≥ 0. From the derivation, we obtain a λ→-term t and λ→-contexts C,D of at most
order-n, such that C[Dk[t]] generates a tree πk such that c1 + kc2 + c3 ≤ |πk|. By further
refining the argument above (see the full version for details), we can also ensure that the
pair (C,D) is linear. Thus, we obtain the following lemma.

I Lemma 11. Given an order-n tree grammar G such that L(G) is infinite, there exist
order-n linear λ→-contexts C,D, and an order-n λ→-term t such that:
1. {T (C[Dk[t]]) | k ≥ 1} ⊆ L(G),
2. {T (C[D`k [t]]) | k ≥ 1} is infinite for any strictly increasing sequence (`k)k.

By slightly modifying Parys’ type system, we can also reason about the length of a
particular path of a tree. Let us annotate each constructor a as a〈i〉, where 0 ≤ i ≤ Σ(a).
We call i a direction. We define |π|p by:

|a〈0〉 π1 · · · πk|p = 1 |a〈i〉 π1 · · · πk|p = |πi|p + 1 (1 ≤ i ≤ k).

We define rmdir as the function that removes all the direction annotations.

I Lemma 12. For any order-n linear λ→-contexts C,D and any order-n λ→-term t such that
{T (C[Dk[t]]) | k ≥ 1} is infinite, there exist direction-annotated order-n linear λ→-contexts
G,H, a direction-annotated order-n λ→-term u, and p, q > 0 such that
1. rmdir(T (G[Hk[u]])) = T (C[Dpk+q[t]]) for any k ≥ 1,
2. {|T (G[H`k [u]])|p | k ≥ 1} is infinite for any strictly increasing sequence (`k)k.

4 Word to Frontier Transformation

We have an “order-decreasing” transformation [1] that transforms an order-(n + 1) word
grammar G to an order-n tree grammar G′ (with a br-alphabet) such that Lw(G) = Lεleaf(G′).
We use this as a method for induction on order; this method was originally suggested by
Damm [4] for safe languages.

The transformation in the present paper has been modified from the original one in [1].
On the one hand, the current transformation is a specialized version in that we apply the
transformation only to λ→-terms instead of terms of (non-deterministic) grammars. On the
other hand, the current transformation has been strengthened in that the transformation
preserves linearity. Due to the preservation of linearity, a single-hole context is transformed
to a single-hole context, and the uniqueness of an occurrence of [ ] will be utilized for the
calculation of the size of “pumped trees” in Lemma 16.

The definition of the current transformation is given just by translating the transformation
rules in [1] by following the idea of the embedding of λ→-terms into grammars. For the
detailed definition, see the full version. By using this transformation, we have:

I Lemma 13. Given order-n λ→-contexts C, D, and an order-n λ→-term t such that
the constants in C, D, t are in a word alphabet,

6 See Section 6 of [23]. Parys considered a λ-calculus with infinite regular terms, but the result can be
easily adapted to terms of grammars.
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97:8 Pumping Lemma for Higher-Order Languages

{T (C[D`i [t]]) | i ≥ 0} is infinite for any strictly increasing sequence (`i)i, and
C and D are linear,

there exist order-(n− 1) λ→-contexts G, H, order-(n− 1) λ→-term u, and some constant
numbers c, d ≥ 1 such that

the constants in G, H, u are in a br-alphabet
for i ≥ 0, T (G[Hi[u]]) is either an e-free br-tree or e, and

word(T (C[Dci+d[t]])) =
{
ε (T (G[Hi[u]]) = e)
leaves(T (G[Hi[u]])) (T (G[Hi[u]]) 6= e)

G and H are linear.

Proof. The preservation of meaning (the second condition) follows as a corollary of a theorem
in [1]. Also, the preservation of linearity (the third condition) can be proved in a manner
similar to the proof of the preservation of meaning in [1], using a kind of subject-reduction.
See the full version for the detail. J

5 Proof of the Main Theorem

We first prepare some lemmas.

I Lemma 14. For e-free br-trees π and π′, if π ≺ π′ then leaves(π) ≺ leaves(π′).

Proof. We can show that π � π′ implies leaves(π) � leaves(π′) and then the statement,
both by straightforward induction on the derivation of π � π′. J

I Remark. The above lemma does not necessarily hold for an arbitrary ranked alphabet,
especially that with a unary constant; e.g., a e ≺ a (a e) but their leaves are both e. Also,
it does not hold if a tree contains e and if we regard e as ε in the leaves word; e.g., for
br a b ≺ br (br a e) b, their leaves are ab ≺ aeb, but if we regard e as ε then ab 6≺ ab.

I Lemma 15. For direction-annotated trees π and π′, if π ≺ π′ then rmdir(π) ≺ rmdir(π′).

Proof. We can show that π � π′ implies rmdir(π) � rmdir(π′) and then the statement,
both by straightforward induction on the derivation of π � π′. J

Now, we prove the following lemma (Lemma 16) by the induction on order. Theorem 9
(except the last statement) will then follow as an immediate corollary of Lemmas 11 and 16.

I Lemma 16. Assume that the statement of Conjecture 8 is true. For any order-n linear
λ→-contexts C,D and any order-n λ→-term t such that {T (C[Di[t]]) | i ≥ 1} is infinite,
there exist c, d, j, k ≥ 1 such that
T (C[Dj [t]]) ≺ T (C[Dj+k[t]]) ≺ T (C[Dj+2k[t]]) ≺ · · ·
|T (C[Dj+ik[t]])| ≤ expn(ci+ d) (i = 0, 1, . . . )

Proof. The proof proceeds by induction on n. The case n = 0 is clear, and we discuss the
case n > 0 below. By Lemma 12, from C, D, and t, we obtain direction-annotated order-n
linear λ→-contexts G,H, a direction-annotated order-n λ→-term u, and j0, k0 > 0 such that

rmdir(T (G[Hi[u]])) = T (C[Dj0+ik0 [t]]) for any i ≥ 1 (1)
{|T (G[H`i [u]])|p | i ≥ 1} is infinite for any strictly increasing sequence (`i)i. (2)
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Next we transform G, H, and u by choosing a path according to directions, i.e., we define
Gp, Hp, and up as the contexts/term obtained from G, H, and u by replacing each a〈i〉 with:
(i) λx1 . . . x`.aixi if i > 0 or (ii) λx1 . . . x`.e if i = 0, where ` = Σ(a) and ai is a fresh unary
constant. For any i ≥ 0,

|T (G[Hi[u]])|p = |word(T (Gp[Hp
i[up]]))|+ 1. (3)

We also define a function path on trees annotated with directions, by the following induction:
path(a〈i〉 π1 · · ·π`) = ai path(πi) if i > 0 and path(a〈0〉 π1 · · ·π`) = e. Then for any i ≥ 0,

path(T (G[Hi[u]])) = T (Gp[Hp
i[up]]). (4)

By (2) and (3), {T (Gp[Hp
`i [up]]) | i ≥ 0} is infinite for any strictly increasing sequence

(`i)i. Also, the transformation from G, H to Gp, Hp preserves the linearity, because: let
N be the normal form of G[Hi[x]] where x is fresh, and Np be the term obtained by
applying this transformation to N ; then Gp[Hp

i[x]] −→∗ Np, and by the infiniteness of
{T (Gp[Hp

i[up]]) | i ≥ 0}, Np must contain x, which implies Np is a linear normal form.
Now we decrease the order by using the transformation in Section 4. By Lemma 13 to Gp,

Hp, and up, there exist order-(n− 1) linear λ→-contexts Gl , Hl , an order-(n− 1) λ→-term
ul , and some constant numbers c′, d′ ≥ 1 such that, for any i ≥ 0, T (Gl [Hl

i[ul ]]) is either an
e-free br-tree or e, and

word(T (Gp[Hp
c′i+d′

[up]])) =
{
ε (T (Gl [Hl

i[ul ]]) = e)
leaves(T (Gl [Hl

i[ul ]])) (T (Gl [Hl
i[ul ]]) 6= e).

(5)

By (2), (3), and (5), {T (Gl [Hl
i[ul ]]) | i ≥ 1} is also infinite.

By the induction hypothesis, there exist j1 and k1 such that

T (Gl [Hl
j1 [ul ]]) ≺ T (Gl [Hl

j1+k1 [ul ]]) ≺ T (Gl [Hl
j1+2k1 [ul ]]) ≺ · · · .

Hence by Lemma 14, we have

leaves(T (Gl [Hl
j1 [ul ]])) ≺ leaves(T (Gl [Hl

j1+k1 [ul ]])) ≺ leaves(T (Gl [Hl
j1+2k1 [ul ]])) ≺ · · · .

Then by (5), we have

T (Gp[Hp
c′j1+d′

[up]]) ≺ T (Gp[Hp
c′(j1+k1)+d′

[up]]) ≺ T (Gp[Hp
c′(j1+2k1)+d′

[up]]) ≺ · · · .

Let j′1 = c′j1 + d′ and k′1 = c′k1; then

T (Gp[Hp
j′

1 [up]]) ≺ T (Gp[Hp
j′

1+k′
1 [up]]) ≺ T (Gp[Hp

j′
1+2k′

1 [up]]) ≺ · · · . (6)

Now, by Conjecture 8, there exist j2 ≥ 0 and k2 > 0 such that

Hj2 [u] �κ Hj2+k2 [u] �κ Hj2+2k2 [u] �κ · · · . (7)

Let j3 be the least j3 such that j3 = j′1 + i3 k
′
1 = j2 +m0 for some i3 and m0, and k3 be the

least common multiple of k′1 and k2, whence k3 = m1k
′
1 = m2k2 for some m1 and m2. Then

since the mapping s 7→ T (G[Hm0 [s]]) is monotonic, from (7) we have:

T (G[Hj3 [u]]) � T (G[Hj3+k2 [u]]) � T (G[Hj3+2k2 [u]]) � · · · .

Since j3 + ik3 = j3 + (im2)k2, we have

T (G[Hj3 [u]]) � T (G[Hj3+k3 [u]]) � T (G[Hj3+2k3 [u]]) � · · · . (8)
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97:10 Pumping Lemma for Higher-Order Languages

Also, since j3 + ik3 = j′1 + (i3 + im1)k′1, from (6) we have

T (Gp[Hp
j3 [up]]) ≺ T (Gp[Hp

j3+k3 [up]]) ≺ T (Gp[Hp
j3+2k3 [up]]) ≺ · · · . (9)

Thus, from (4), (8), and (9) we obtain

T (G[Hj3 [u]]) ≺ T (G[Hj3+k3 [u]]) ≺ T (G[Hj3+2k3 [u]]) ≺ · · · . (10)

By applying rmdir to this sequence, and by (1) and Lemma 15, we have

T (C[Dj0+j3k0 [t]]) ≺ T (C[Dj0+(j3+k3)k0 [t]]) ≺ T (C[Dj0+(j3+2k3)k0 [t]]) ≺ · · · . (11)

We define j = j0 + k0j3 and k = k0k3; then we obtain

T (C[Dj [t]]) ≺ T (C[Dj+k[t]]) ≺ T (C[Dj+2k[t]]) ≺ · · · .

Finally, we show that |T (C[Dj+ik[t]])| ≤ expn(ci + d) for some c and d. Since C
and D are single-hole contexts, |C[Dj+ik[t]]| = |C| + (j + ik)|D| + |t|. Let c = k|D| and
d = |C| + j|D| + |t|; then |C[Dj+ik[t]]| = ci + d. It is well-known that, for an order-
n λ→-term s, we have |T (s)| ≤ expn(|s|) (see, e.g., [25, Lemma 3]). Thus, we have
|T (C[Dj+ik[t]])| ≤ expn(ci+ d). J

The step obtaining (10) (the steps using Lemma 14 and obtaining (11), resp.) indic-
ates why we need to require T (C[Dj+ik[t]]) ≺ T (C[Dj+i′k[t]]) for any i < i′ rather than
|T (C[Dj+ik[t]])| < |T (C[Dj+i′k[t]])| (T (C[Dj+ik[t]]) 6= T (C[Dj+i′k[t]]), resp.) to make the
induction work.

6 Second-order Kruskal’s theorem

In this section, we prove Conjecture 7 (hence also Conjecture 8) up to order-2. First, we
extend the homeomorphic embedding � on trees to a family of relations �κ by using logical
relation: (i) t1 �o t2 if ∅ `ST t1 : o, ∅ `ST t2 : o, and T (t1) � T (t2). (ii) t1 �κ1→κ2 t2
if ∅ `ST t1 : κ1 → κ2, ∅ `ST t2 : κ1 → κ2, and t1s1 �κ2 t2s2 holds for every s1, s2
such that s1 �κ1 s2. We often omit the subscript κ and just write � for �κ. We also
write x1 : κ1, . . . , xk : κk |= t �κ t′ if [s1/x1, . . . , sk/xk]t �κ [s′1/x1, . . . , s

′
k/xk]t′ for every

s1, . . . , sk, s
′
1, . . . , s

′
k such that si �κi

s′i.
The relation �κ is well-defined for βη-equivalence classes, and by the abstraction lemma

of logical relation, it turns out that the relation �κ is a pre-order for any κ (see the full
version for these). Note that the relation is also preserved by applications by the definition of
the logical relation. It remains to show that �κ is a well quasi-order for κ of order up to 2.

For `-ary terminal a and k ≥ `, we write CTermsa,k for the set of terms

{λx1. · · ·λxk.a xi1 . . . xi` | i1 · · · i` is a subsequence of 1 · · · k}.

We define o0 → o := o and on+1 → o := o→ (on → o).
The following lemma allows us to reduce t�κ t′ on any order-2 type κ to (finitely many

instances of) that on order-0 type o.

I Lemma 17. Let Σ be a ranked alphabet; κ be (ok1 → o)→ · · · → (okm → o)→ o; aji be a
j-ary terminal not in Σ for 1 ≤ i ≤ m and 0 ≤ j ≤ ki; and t, t′ be λ→-terms whose type is
κ and whose terminals are in Σ. Then t �κ t′ if and only if t u1 . . . um �o t

′ u1 . . . um for
every ui ∈ ∪j≤kiCTermsaj

i
,ki

.
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Proof. The “only if” direction is trivial by the definition of �κ. To show the opposite,
assume the latter holds. We need to show that t s1 . . . sm �o t

′ s1 . . . sm holds for every
combination of s1, . . . , sm such that `ST si : κi for each i. Without loss of generality, we can
assume that t, t′, s1, . . . , sm are βη long normal forms, and hence that

t = λf1. · · ·λfm.t0 f1 : ok1 → o, . . . , fm : okm → o `ST t0 : o

t′ = λf1. · · ·λfm.t′0 f1 : ok1 → o, . . . , fm : okm → o `ST t
′
0 : o

si = λx1. . . . λxki
.si,0 x1 : o, . . . , xki

: o `ST si,0 : o (for each i)

For each i ≤ m, let FV(si,0) = {xq(i,1), . . . , xq(i,`i)}, and ui ∈ CTerms
a

`i
i
,ki

be the term
λx1. · · ·λxki .a

`i
i xq(i,1) · · · xq(i,`i). Let θ and θ′ be the substitutions [u1/f1, . . . , um/fm] and

[s1/f1, . . . , sm/fm] respectively. It suffices to show that θt0 �o θt
′
0 implies θ′t0 �o θ

′t′0, which
we prove by induction on |t′0|.

By the condition f1 :ok1 → o, . . . , fm :okm → o `ST t0 : o, t0 must be of the form h t1 · · · t`
where h is fi or a terminal a in Σ, and ` may be 0. Then we have

T (θt0)=
{
aT (θt1) · · · T (θt`) (h= a)
a`i
i T (θtq(i,1)) · · · T (θtq(i,`i)) (h= fi)

Similarly, t′0 must be of the form h′ t′1 · · · t′`′ and the corresponding equality on T (θt′0) holds.
By the assumption θt0 �o θt

′
0, we have T (θt0) � T (θt′0). We perform case analysis on the

rule used for deriving T (θt0) � T (θt′0) (recall Definition 5).
Case of the first rule: In this case, the roots of T (θt0) and T (θt′0) are the same and hence
h = h′ and ` = `′. We further perform case analysis on h.

Case h = a: For 1 ≤ j ≤ `, since T (θtj) � T (θt′j), by induction hypothesis, we have
θ′tj �o θ

′t′j . Hence θ′t0 �o θ
′t′0.

Case h = fi: For 1 ≤ j ≤ `i, since T (θtq(i,j)) � T (θt′q(i,j)), by induction hypothesis,
we have θ′tq(i,j) �o θ

′t′q(i,j). Hence, [θ′tq(i,j)/xq(i,j)]j≤`i
si,0 �o [θ′t′q(i,j)/xq(i,j)]j≤`i

si,0.
By the definition of q(i, j), θ′t0 −→ [θ′tj/xj ]j≤kisi,0 = [θ′tq(i,j)/xq(i,j)]j≤`isi,0, and
similarly, θ′t′0 −→ [θ′t′q(i,j)/xq(i,j)]j≤`i

si,0; hence we have θ′t0 �o θ
′t′0.

Case of the second rule: We further perform case analysis on h′.
Case h′ = a: We have T (θt0) � T (θt′p) for some 1 ≤ p ≤ `′. Hence by induction
hypothesis, we have θ′t0 �o θ

′t′p, and then θ′t0 �o θ
′t′0.

Case h′ = fi: We have T (θt0) � T (θt′q(i,p)) for some 1 ≤ p ≤ `i. Hence by induction
hypothesis, we have θ′t0 �o θ

′t′q(i,p). Also, by the definition of q(i, p), xq(i,p) occurs in
si,0. Since si,0 is a βη long normal form of order-0, the order-0 variable xq(i,p) occurs
as a leaf of si,0; hence T (θ′t′q(i,p)) � [T (θ′t′q(i,j))/xq(i,j)]j≤`i

si,0. Therefore θ′t0 �o

[θ′t′q(i,j)/xq(i,j)]j≤`i
si,0. Since θ′t′0 −→ [θ′t′q(i,j)/xq(i,j)]j≤`i

si,0, we have θ′t0 �o θ
′t′0.

J

As a corollary, we obtain a second-order version of Kruskal’s tree theorem.

I Theorem 18. Let Σ be a ranked alphabet, κ be an at most order-2 type, and t0, t1, t2, . . .
be an infinite sequence of λ→-terms whose type is κ and whose terminals are in Σ. Then,
there exist i < j such that ti �κ tj.

Proof. Since κ is at most order-2, it must be of the form (ok1 → o)→ · · · → (okm → o)→ o.
Let aji be a j-ary terminal not in Σ for 1 ≤ i ≤ m and 0 ≤ j ≤ ki; (∪j≤k1CTermsaj

1,k1
)×· · ·×

(∪j≤kmCTermsaj
m,km

) be {(u1,1, . . . , u1,m), . . . , (up,1, . . . , up,m)}; b be a p-ary terminal not
in Σ∪{aji | 1 ≤ i ≤ m, 0 ≤ j ≤ ki}; and si be the term b (ti u1,1 · · · u1,m) · · · (ti up,1 · · · up,m)
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for each i ∈ {0, 1, 2, . . .}. Since the set of terminals in s0, s1, s2, . . . is finite, by Kruskal’s tree
theorem, there exist i, j such that si �o sj and i < j. Since b occurs just at the root of sk
for each k, si �o sj implies ti uk,1 · · · uk,m �o tj uk,1 · · · uk,m for every k ∈ {1, . . . , p}. Thus,
by Lemma 17, we have ti �κ tj as required. J

7 Related Work

As mentioned in Section 1, to our knowledge, pumping lemmas for higher-order word languages
have been established only up to order-2 [7], whereas we have proved (unconditionally) a
pumping lemma for order-2 tree languages and order-3 word languages. Hayashi’s pumping
lemma for indexed languages (i.e., order-2 word languages) is already quite complex, and it is
unclear how to generalize it to arbitrary orders. In contrast, our proof of a pumping lemma
works for arbitrary orders, although it relies on the conjecture on higher-order Kruskal’s tree
theorem. Parys [21] and Kobayashi [12] studied pumping lemmas for collapsible pushdown
automata and higher-order recursion schemes respectively. Unfortunately, they are not
applicable to word/tree languages generated by (non-deterministic) grammars.

As also mentioned in Section 1, the strictness of hierarchy of higher-order word languages
has already been shown by using a complexity argument [5, 8]. We can use our pumping
lemma (if the conjecture is discharged) to obtain a simple alternative proof of the strictness,
using the language {aexpn(k) | k ≥ 0} as a witness of the separation between the classes
of order-(n+ 1) word languages and order-n word languages. In fact, the pumping lemma
would imply that there is no order-n grammar that generates {aexpn(k) | k ≥ 0}, whereas an
order-(n+ 1) grammar that generates the same language can be easily constructed.

We are not aware of studies of the higher-order version of Kruskal’s tree theorem
(Conjecture 7) or the periodicity of tree functions expressed by the simply-typed λ-calculus
(Conjecture 8), which seem to be of independent interest. Zaionc [27, 28] characterized the
class of (first-order) word/tree functions definable in the simply-typed λ-calculus. To obtain
higher-order Kruskal’s tree theorem, we may need some characterization of higher-order
definable tree functions instead.

We have heavily used the results of Parys’ work [23] and our own previous work [1], which
both use intersection types for studying properties of higher-order languages. Other uses of
intersection types in studying higher-order grammars/languages are found in [10, 15, 22, 12,
3, 14, 13].

8 Conclusion

We have proved a pumping lemma for higher-order languages of arbitrary orders, modulo
the assumption that a higher-order version of Kruskal’s tree theorem holds. We have also
proved the assumption indeed holds for the second-order case, yielding a pumping lemma for
order-2 tree languages and order-3 word languages. Proving (or disproving) the higher-order
Kruskal’s tree theorem is left for future work.

Acknowledgments. We would like to thank Pawel Parys for discussions on his type system,
and anonymous referees for useful comments.
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Abstract
A strategy for constructing dynamic programs is introduced that utilises periodic computation
of auxiliary data from scratch and the ability to maintain a query for a limited number of change
steps. It is established that if some program can maintain a query for logn change steps after an
AC1-computable initialisation, it can be maintained by a first-order dynamic program as well,
i.e., in DynFO. As an application, it is shown that decision and optimisation problems defined
by monadic second-order (MSO) and guarded second-order logic (GSO) formulas are in DynFO,
if only change sequences that produce graphs of bounded treewidth are allowed. To establish
this result, Feferman–Vaught-type composition theorems for MSO and GSO are established that
might be useful in their own right.
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1 Introduction

Updating the result of a query after a small change to a relational database is an important
problem. A theoretical framework for studying when a query can be updated in a declarative
fashion was formalised by Patnaik and Immerman [11], and Dong, Su, and Topor [5]. In their
formalisation, a dynamic program has a set of logical formulas that update a query after the
insertion or deletion of a tuple. The formulas may use additional auxiliary relations that,
of course, need to be updated as well. The queries maintainable in this way via first-order
formulas constitute the dynamic complexity class DynFO.
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Recent work has confirmed that DynFO is quite a powerful class, since it captures, e.g.,
the reachability query for directed graphs [2], and can even take care of pretty complex
change operations [12].

In this paper, we introduce a general strategy for dynamic programs that further un-
derscores the expressive power of DynFO. For a complexity class C and a function f , we
call a query Q (C, f)-maintainable, if there is a dynamic program (with first-order definable
updates) that, starting from some input structure A and auxiliary relations computed in C
from A, can answer Q for f(|A|) many steps, where |A| denotes the size of the universe of A.

We feel that this notion might be interesting in its own right. However, in this paper
we concentrate on the case where C is (uniform) AC1 and f(n) = logn. We show that
(AC1, logn)-maintainable queries are actually in DynFO. We apply this insight to show
that all queries and optimisation problems definable in monadic second-order logic (MSO)
are in DynFO for (classes of) structures of bounded treewidth, by proving that they are
(AC1, logn)-maintainable. Likewise for guarded second-order logic (GSO). This implies
that decision problems like 3-Colourability or HamiltonCycle as well as optimisation
problems like VertexCover and DominatingSet are in DynFO, for such classes of
structures.

The proof that MSO-definable queries are (AC1, logn)-maintainable on structures of
bounded treewidth makes use of a Feferman–Vaught-type composition theorem for MSO
which might be useful in its own right.

The result that (AC1, logn)-maintainable queries are in DynFO comes with a technical
restriction: in a nutshell, it holds for queries that are invariant under insertion of (many)
isolated elements. We call such queries almost domain-independent and refer to Section 3 for
a precise definition.

We emphasise that the main technical challenge in maintaining MSO-queries on graphs of
bounded treewidth is that tree decompositions might change drastically after an edge insertion,
and can therefore not be maintained incrementally in any obvious way. In particular, the
result does not simply follow from the DynFO-maintainability of regular tree languages shown
in [8]. We circumvent this problem by periodically recomputing a new tree decomposition
(in logarithmic space and thus in AC1) and by showing that MSO-queries can be maintained
for O(logn) many change operations, even if they make the tree decomposition invalid.

Contributions
We introduce the notion of (C, f)-maintainability.
We show that (almost domain-independent) (AC1, logn)-maintainable queries are in
DynFO.
We show that MSO-definable (Boolean) queries are (AC1, logn)-maintainable and there-
fore in DynFO, for structures of bounded treewidth. Likewise for MSO-definable optim-
isation problems and GSO-definable queries and optimisation problems.
We state a Feferman–Vaught-type composition theorem for MSO-logic.

Related work. The simulation-based technique for proving that (AC1, logn)-maintainable
queries are in DynFO is inspired by proof techniques from [2] and [12]. As mentioned above,
in [8] it has been shown that tree languages, i.e. MSO on trees, can be maintained in DynFO.
In [1], the maintenance of parity games has been studied for graphs of bounded treewidth,
though in the restricted setting where the tree decomposition stays the same for all changes.
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Organisation. Basic terminology is recalled in Section 2, followed by a short introduction
into dynamic complexity in Section 3. In Section 4 we introduce the notion of (C, f)-
maintainability and show that (AC1, logn)-maintainable queries are in DynFO. A glimpse
on the proof techniques for proving that MSO and GSO queries are in DynFO for graphs
of bounded treewidth is given in Section 5 via the example 3-Colourability. The proof of
the general results is presented in Section 6. An extension to optimisation problems can be
found in Section 7. For many proofs, details are deferred to the full version of this paper [4].

2 Preliminaries

We assume familiarity with first-order logic FO and other notions from finite model theory
[9, 10]. Some further notation regarding MSO logic and types will be introduced in Section 6.

In this paper we consider finite relational structures over relational signatures Σ =
{R1, . . . , R`, c1, . . . , cm}, where each Ri is a relation symbol with a corresponding arity
Ar(Ri), and each cj is a constant symbol. A Σ-structure A consists of a finite domain A,
a relation RA

i ⊆ AAr(Ri), and a constant cA
j ∈ A, for each i ∈ {1, . . . , `}, j ∈ {1, . . . ,m}.

Sometimes, especially in Section 3, we consider relational structures as relational databases
This is basically a different terminology that is common in the context of dynamic complexity,
since the original motivation for considering the class DynFO came from relational databases.
In particular, the class DynFO will be defined as a class of queries of arbitrary arity.

However, we will mostly consider Boolean queries over structures with a single binary
relation symbol E, which can equivalently be viewed as decision problems for graphs G =
(V,E). For a set U ⊆ V , G[U ] denotes the induced subgraph (U,E ∩ (U × U)).

We will often use structures that have a linear order ≤ and compatible ternary relations
encoding arithmetical operations + and × or a binary BIT relation on the universe. We
write FO(+,×) or FO(BIT) to emphasise that we allow first-order formulas to use such
additional relations.1 We also use that FO(+,×) = FO(BIT) [9].

A tree decomposition (T,B) of G consists of a (rooted) tree T = (I, F, r) and a function
B : I → 2V such that (1) for all v ∈ V , the set {i ∈ I | v ∈ B(i)} is non-empty, (2) for all
(u, v) ∈ E, there is an i ∈ I with {u, v} ⊆ B(i), and (3) the subgraph T [{i ∈ I | v ∈ B(i)}]
is connected. We refer to the number of children of a node of T as its degree. We denote
the parent node of a node i by p(i). The width of a tree decomposition is defined as the
maximal size of a bag minus 1. The treewidth of a graph G is the minimal width among all
tree decompositions of G. A tree decomposition is nice if (1) T has depth at most O(logn),
(2) the degree of the nodes is at most 2, and (3) all bags are distinct. We use the following
lemma which is an adaption of [7, Lemma 3.1].

I Lemma 1. For every graph of treewidth k, a nice tree decomposition of width 4k + 5 can
be computed in logarithmic space.

In this paper we only consider nice tree decompositions, and due to property (3) of these
decompositions we can identify bags with nodes from I.

For two nodes i, i′ of I, we write i′ � i if i′ is in the subtree of T rooted at i and i′ ≺ i if,
in addition, i′ 6= i. A triangle δ of T is a triple (i0, i1, i2) of nodes from I such that i1 � i0,
i2 � i0, and (1) i1 = i2 or (2) neither i1 � i2 nor i2 � i1. In case of (2) we call the triangle
proper, in case of (1) unary, unless i0 = i1 = i2 in which we call it open.

1 The question of <-invariance will not be relevant in the context of this paper since the order of insertion
of elements to a structure will determine a linear order on the universe.
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(a) r

i0

i1 i2

(b) r

i0

i1

(c) r

i0

Figure 1 Illustration of (a) a proper triangle (i0, i1, i2), (b) a unary triangle (i0, i1, i1), and (c) an
open triangle (i1, i1, i1). The blue shaded area is the part of the tree contained in the triangle.

The subtree T (δ) induced by a triangle consists of all nodes j of T for which the following
holds: (i) j � i0, (ii) if i1 ≺ i0 then j 6≺ i1, and (iii) if i2 ≺ i0 then j 6≺ i2. That is, for a
proper or unary triangle, T (δ) contains all nodes of the subtree rooted at i0 which are not
below i1 or i2. For an open triangle δ = (i0, i0, i0), T (δ) is just the subtree rooted at i0.

Each triangle δ induces a subgraph G(δ) of G as follows: V (δ) is the union of all bags
of T (δ). By B(δ) we denote the set B(i0) ∪ B(i1) ∪ B(i2) of interface nodes of V (δ). All
other nodes are called inner nodes. The edge set of G(δ) consists of all edges of G that
involve at least one inner node of V (δ).

Our main result refers to the complexity class (uniform) AC1 whose definition can be
found, e.g., in [15]. The precise definition of the class is not relevant for this paper. It suffices
to know that it contains the classes LOGSPACE and NL and that it can be characterised
as the class IND[logn] of problems that can be expressed by applying a first-order formula
O(logn) times [9, Theorem 5.22]. Here, n denotes the size of the universe and the formulas
can use built-in relations + and ×. Our proofs often assume that logn is a natural number,
but they can be easily adapted to the general case.

3 Dynamic Complexity

We briefly repeat the essentials of dynamic complexity, closely following [13, 3].
The goal of a dynamic program is to answer a given query on an input database subjected

to changes that insert or delete single tuples. The program may use an auxiliary data
structure represented by an auxiliary database over the same domain. Initially, both input
and auxiliary database are empty; and the domain is fixed during each run of the program.

A dynamic program has a set of update rules that specify how auxiliary relations are
updated after a change of the input database. An update rule for updating an auxiliary
relation T is basically a formula ϕ. As an example, if ϕ(~x, ~y) is the update rule for auxiliary
relation T under insertions into input relation R, then the new version of T after insertion
of a tuple ā to R is T def= {~b | (I, Aux) |= ϕ(~a,~b)} where I and Aux are the current input
and auxiliary databases. For a state S = (I, Aux) of the dynamic program with input
database I and auxiliary database Aux we denote the state of the program after applying the
change sequence α by Pα(S). The dynamic program maintains a k-ary query Q if, for each
non-empty sequence α of changes and each empty input structure I∅, relation Q in Pα(S∅)
and Q(α(I∅)) coincide. Here, S∅ = (I∅, Aux∅), where Aux∅ denotes the empty auxiliary
structure over the domain of I∅, and α(I∅) is the input database after applying α.

In this paper, we are particularly interested in maintaining queries for structures of
bounded treewidth. There are several ways to adjust the dynamic setting to restricted classes
C of structures. Here, we simply disallow change sequences that construct structures outside
C. That is, in the above definition, only change sequences α are considered, for which each
prefix transforms an initially empty structure into a structure from C. We say that a program
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maintains Q for a class C of structures, if Q contains its result after each change sequence α
such that the application of each prefix of α to I∅ yields a structure from C.

The class of queries that can be maintained by a dynamic program is called DynFO.
Programs for queries in DynFO(+,×) have three particular auxiliary relations that are
initialised as a linear order and the corresponding addition and multiplication relations.

We say that a query Q is in DynFO for a class C of structures, if there is a dynamic
program that maintains Q for C.

The active domain adom(A) of a structure A contains all elements used in some tuple of A.
A query Q is almost domain-independent if there is a c ∈ N such that Q(A)�(adom(A)∪B) =
Q(A � (adom(A) ∪ B)) for all structures A and sets B ⊆ A \ adom(A) with |B| ≥ c. The
following proposition adapts Proposition 7 from [3].

I Proposition 2. If a query Q ∈ DynFO(+,×) is almost domain-independent, then also
Q ∈ DynFO.

4 Algorithmic Technique

There are alternative definitions of DynFO, where the initial structure is non-empty and
the initial auxiliary relations can be computed within some complexity [11, 16]. However,
in a practical scenario of dynamic query answering it is conceivable that the quality of the
auxiliary relations decreases over time and that they are therefore recomputed from scratch
at times. We formalise this notion by a relaxed definition of maintainability in which the
initial structure is non-empty, the dynamic program is allowed to apply some preprocessing,
and query answers need only be given for a certain number of change steps.

We call a query Q (C, f)-maintainable, for some complexity class2 C and some func-
tion f : N→ R, if there is a dynamic program P and a C-algorithm A such that for each
input database I over a domain of size n, each linear order ≤ on the domain, and each
change sequence α of length |α| ≤ f(n), the relation Q in Pα(S) and Q(α(I)) coincide where
S = (I,A(I,≤)).

Although we feel that (C, f)-maintainability deserves further investigation, in this paper
we exclusively use it as a tool to prove that queries are actually maintainable in DynFO. To
this end, we show next that every (AC1, logn)-maintainable query is actually in DynFO
and prove later that the queries in which we are interested are (AC1, logn)-maintainable.

I Theorem 3. Every (AC1, logn)-maintainable, almost domain-independent query is in
DynFO.

Proof Sketch (of Theorem 3. Assume that a dynamic program P witnesses that an almost
domain-independent query Q is (AC1, logn)-maintainable. Thanks to Proposition 2 it suffices
to construct a dynamic program P ′ that witnesses Q ∈ DynFO(+,×). We restrict ourselves
to graphs, for simplicity.

The overall idea is to use a simulation technique similar to the ones used in [2] and [12].
We consider each application of one change as a time step. We refer to the graph after time
step t as Gt = (V,Et). After each time step t, P ′ starts a thread that uses 1

2 logn steps to
compute the auxiliary relations for Gt (using AC1 = IND[logn]) and then another 1

2 logn
steps to apply the logn changes of time steps t+ 1, . . . , t+ logn (two at a time). After these

2 Strictly speaking C should be a complexity class of functions. In this paper, the implied class of functions
will always be clear from the stated class of decision problems.
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logn steps the thread is ready to answer query Q about Gt+logn at time step t+ logn. Since
one such thread starts at every time point, the program can answer query Q, for each time
point ≥ logn.

We next give details on the two phases and describe how to deal with earlier time points.
For the first phase, we make use of the equality AC1 = IND[logn]. Let ψ be an inductive

formula that is applied d logn times, for some d, to get the auxiliary relations for a given
graph G and the given order ≤. The program P ′ simply applies ψ to Gt for 2d times
during each time step, and thus the fixpoint of ψ is reached after 1

2 logn steps. The change
operations that occur during these steps are not applied to Gt directly but rather stored in
some additional relation.

During the second phase the 1
2 logn stored change operations and the 1

2 logn change
operations that happen during the next 1

2 logn steps are applied to the state after phase 1.
To this end, it suffices for P ′ to apply two changes during each time step by simulating two
update steps of P . Since P can maintain Q for logn changes, at the end of phase 2, at time
point t+ logn, P ′ can give the correct query answer for Q about Gt+logn.

To enable P ′ to answer Q also for time steps t < logn, it proceeds as follows. It starts a
new thread at time t

2 with a graph with at most t
2 edges and applies ψ relative to a domain

Dt of size 2t+ c, where c is the constant from (almost) domain-independence. The first phase
of this thread lasts from time points t

2 + 1 to 3t
4 , and applies ψ for 4d times during each

step. As a fixpoint is reached after log(2t+c)
4 < t

4 steps, the auxiliary relations are initialised
properly (very small t can be handled separately). From time 3t

4 + 1 to time t the changes are
applied, again two at a time and the thread is ready to answer Q at time point t. As at time
t at most 2t elements are used by edges, the almost domain-independence of Q guarantees
that the result computed by the thread relative to Dt coincides with the Dt-restriction of the
query result for Gt. The full query result for Gt, possibly including tuples with elements from
V \Dt, is obtained as follows: a tuple t̄ is included in the query result, if it can be generated
from a tuple t̄′ of the restricted query result by replacing elements from Dt \ adom(Gt) by
elements from V \Dt (under consideration of equality constraints among these elements).

The above presentation assumes a separate thread for each time point and each thread
uses its own relations. These threads can be combined into one dynamic program as follows.
We can safely assume that n ≥ logn and since at each time point at most logn threads are
active, we can number them in a round robin fashion with numbers 1, . . . , n. The arity of all
auxiliary relations is incremented by one and the additional dimension is used to indicate
the number of the thread to which a tuple belongs. J

5 Warm-up: 3-Colourability

In this section, we show that the 3-colourability problem 3Col for graphs of bounded
treewidth can be maintained in DynFO. Given an undirected graph, 3Col asks whether its
vertices can be coloured with three colours such that adjacent vertices have different colours.

I Theorem 4. For every k, 3Col is in DynFO for graphs with treewidth at most k.

The remainder of this section is dedicated to a proof sketch for this theorem. Thanks to
Theorem 3 and the fact that 3Col is almost domain-independent, it suffices to show that
3Col is (AC1, logn)-maintainable for graphs with treewidth at most k. In a nutshell, our
approach can be summarised as follows.

The AC1-initialisation computes a nice tree decomposition T = (I, F, r) of width at most
4k + 5 and maximum bag size ` def= 4k + 6, as well as information about the 3-colourability
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of induced subgraphs of G. More precisely, it computes, for each triangle δ of T and each
3-colouring C of the nodes of B(δ), whether there exists a colouring C ′ of the inner vertices
of G(δ), such that all edges involving at least one inner vertex are consistent with C ∪ C ′.

During the following logn change operations, the dynamic program does not need to
do much. It only maintains a set S of special bags: for each affected graph node v that
participates in any changed (i.e. deleted or inserted) edge, S contains one bag in which v
occurs. Also, if two bags are special, their least common ancestor is considered special and is
included in S. It will be guaranteed that there are at most 4 logn special bags. With the
auxiliary information, a first-order formula ϕ can test whether G is 3-colourable as follows.
By existentially quantifying 8` variables, the formula can choose two bits of information for
each of the at most 4` logn nodes in special bags. For each such node, these two bits are
interpreted as encoding of one of three colours and all that the formula ϕ needs to do is
checking that this colouring of the special bags can be extended to a colouring of G. This
can be done with the help of the auxiliary relations computed during the initialisation which
provide all necessary information about subgraphs induced by triangles consisting of special
bags.

6 MSO and GSO Queries

In this section, we show that for each k and each MSO-sentence ϕ the model checking
problem for ϕ on structures of treewidth at most k is in DynFO.

After some definitions regarding MSO types, we will state a Feferman–Vaught-type
composition theorem for the composition of at most O(logn) many structures that meet in
a set C of at most O(logn) elements. We will show that if the structure is suitably extended
by information about the types of the (disjoint) structures outside C, then MSO formulas can
be replaced by first-order formulas. This part is formulated for arbitrary relational structures
instead of graphs since we think it might be useful in other contexts as well.

Afterwards, we will use the Feferman–Vaught-type composition theorem to show the
maintainability of MSO properties on structures of bounded treewidth. Finally, we explain
how these results can be lifted to guarded second-order logic.

6.1 MSO-types
MSO-logic is the extension of first-order logic, which allows existential and universal quanti-
fication over set variables X,X1, . . .. The depth of a MSO formula is the maximum nesting
depth of (second-order and first-order) quantifiers in the syntax tree of the formula. For a
signature Σ and a natural number d ≥ 0, the depth-d MSO-type of a Σ-structure A is defined
as the set of all MSO-sentences ϕ over Σ of quantifier depth at most d, for which A |= ϕ

holds.
We also need to deal with situations, where we have to take a variable assignment and

some additional elements of the structure into account, and therefore the general notion
of types is slightly more involved. Let A be a Σ-structure and v̄ = (v1, . . . , vm) a tuple of
elements from A. We write (A, v̄) for the structure over Σ ∪ {c1, . . . , cm} which interprets
ci as vi, for every i ∈ {1, . . . ,m}. For a set Y of first-order and second-order variables and
an assignment α for the variables of Y, the depth-d MSO-type of (A, v̄, α) is the set of
MSO-formulas with free variables from Y of depth d that hold in (A, v̄, α).

We summarise some basic properties of types in the following. Unless not otherwise
stated, type always refers to MSO-type. For any d′ < d the depth-d′ type of a structure
results from its depth-d type by simply removing all formulas of depth larger than d′.
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For every depth-d type, there is a depth-d MSO formula ατ that is true in exactly the
structures and for those assignments of type τ .

Each depth-d type τ induces a set of depth-(d− 1) types over Y ∪ {x} (assuming x 6∈ Y)
that can be realised in a structure of type τ , represented by the set of all formulas ατ ′ for
depth-(d − 1) types τ ′ with free variables set Y ∪ {x}, for which ∃xατ ′ is in τ . We call a
type τ ′, for which ∃x ατ ′ is in τ , an x-realisation of τ . Likewise, a depth-(d− 1) type τ ′ is
an X-realisation for a depth-d type τ , if ∃X ατ ′ is in τ . For more background on MSO-logic,
types, and the above properties readers might consult, e.g., [10].

6.2 A Feferman–Vaught-type composition theorem
In the following, we give an adaptation of the Feferman–Vaught-type composition theorem
from [6] that will be useful for maintaining MSO properties.

Intuitively, the idea is very easy, but the formal presentation will come with some technical
complications. For simplicity, we explain the basic idea for graphs first.

In a nutshell, we consider graphs G = (V,E) with a center C ⊆ V , such that the graph
G[V − C] is a disjoint union of components D1 − C, . . . ,D` − C, such that, for some w > 0,
|Di ∩ C| ≤ w, for every i,
all edges in E have both end nodes in C or in some Di, and
for each i there is some element vi ∈ Di ∩ C that is not contained in any Dj , for j 6= i.

In this case, we say that (C,D1, . . . , D`, v1, . . . , v`) is a weak partition of G with center C,
and connection width w. We refer to the sets D1, . . . , D` as petals and the nodes v1, . . . , v`
as identifiers of their respective petals. We emphasise that ` is not assumed to be bounded
by any constant, only by |C|.

Readers who have read the proof sketch for Theorem 4 can think of C as the set of
vertices from special bags (plus one inner vertex per clean triangle as identifier).

Our goal is to show that, if a graph G with a weak partition of logarithmic center size is
extended by the information about the MSO types of its petals in a suitable way, resulting
in a structure G′, then MSO formulas over G have equivalent first-order formulas over G′.

In a first step, we show that, if (the center) of G is suitably extended by the information
about the MSO types of its petals, then every MSO formula has an equivalent MSO formula
whose quantification is restricted to C.3 In a second step we show that, if in a MSO formula
quantification is restricted to some node set C of logarithmic size then there is an equivalent
(unrestricted) first-order formula. For the second step we assume that the graph has an
additional relation that encodes subsets of C by bounded-size tuples over V .

In the following, we work out the above plan in more detail. We fix some relational
signature Σ and assume that it contains a unary relation symbol C.

The definition of weak partitions easily carries over to general Σ-structures. In particular,
tuples need to be entirely in C or in some petal Di. For every i, we call the set Ii

def= Di ∩C
the interface of Di and the nodes of a petal Di that are not in C inner elements of Di.

Let A be a Σ-structure, P = (C,D1, . . . , D`, v1, . . . , v`) a weak partition of connection
width w, and d > 0. For every i, let ūi = (ui1, . . . , uiw) be a tuple of elements from the
interface of Di such that ui1 = vi and every node from Ii occurs in ūi. By Ai we denote the
substructure of A induced by Di with ui1, . . . , uiw as constants but without all tuples over C,

3 As remarked by a reviewer, Proposition 5 below can probably be concluded from Shelah’s Composition
Theorem for generalised sums [14].
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i.e., Ai only contains tuples with at least one inner element of Di. The depth d, width w
MSO indicator structure of A relative to P and tuples ūi is the unique structure B such that:
B is an expansion of A (with the same universe and the same Σ-relations),
B has an additional w-ary relation J that contains all tuples ūi, and
B has additional unary relation symbols Rτ , one for every depth-d MSO-type over
Σ ∪ {c1, . . . , cw}, and for each such τ , Rτ contains the identifier nodes vi, for all i, for
which the depth-d MSO-type of (Ai, ūi) is τ .

The set of all indicator structures of A relative to P for varying tuples ūi is denoted
by S(A, P, w, d).

We call a MSO-formula C-restricted, if all its quantified subformulas are of one of the
following forms.
∃x (C(x) ∧ ϕ) or ∀x (C(x)→ϕ),
∃X (∀x(X(x)→C(x)) ∧ ϕ) or ∀X (∀x(X(x)→C(x))→ϕ).

I Proposition 5. For each d > 0, every MSO sentence ϕ with depth d, and each w, there is
a C-restricted MSO sentence ψ such that for every Σ-structure A with a weak partition P of
connection width w and every B ∈ S(A, P, w, d) it holds A |= ϕ if and only if B |= ψ.

Proof. The construction of ψ and the proof of its correctness is by induction on the structure
of ϕ. It can be found in the full version of the paper [4]. J

To formalise the second step, we need some further notation. Let A be a structure with
a unary relation C and a (k + 1)-ary relation Sub, for some k. We say that Sub encodes
subsets of C if, for each subset C ′ ⊆ C, there is a k-tuple t̄ such that, for every element c ∈ C
it holds c ∈ C ′ if and only if (t̄, c) ∈ Sub. Clearly, such an encoding of subsets only exists if
|V |k ≥ 2|C| and thus if |C| ≤ k log |V |.

I Proposition 6. For each C-restricted MSO-sentence ψ over a signature Σ (containing C)
and every k there is a first-order sentence χ over Σ ∪ {S} where S is a (k + 1)-ary relation
symbol such that, for every Σ-structure A and (k + 1)-ary relation Sub that encodes subsets
of C (in A), it holds A |= ψ if and only if (A,Sub) |= χ.

Proof. The proof is straightforward. Formulas ∃X (∀x(X(x)→C(x))∧ϕ) are translated into
formulas ∃x̄ ϕ′, where x̄ is a tuple of k variables and ϕ′ results from ϕ by simply replacing
every atomic formula X(y) by Sub(x̄, y). And likewise for universal set quantification. J

By combining Propositions 5 and 6 we immediately get the following result.

I Theorem 7. For each d > 0, every MSO sentence ϕ with depth d, and each w, there
is a first-order sentence χ such that, for every Σ-structure A with a weak partition P =
(C,D1, . . . , D`, v1, . . . , v`) of connection width w, every B ∈ S(A, P, w, d) and a relation Sub
that encodes subsets of C, it holds A |= ϕ if and only if (B,Sub) |= χ.

6.3 MSO on structures of bounded treewidth
In this subsection we prove a dynamic version of Courcelle’s Theorem: all MSO properties
can be maintained in DynFO for graphs with bounded treewidth. More precisely, for a given
MSO sentence ϕ we consider the model checking problem MCϕ that asks whether a given
graph G satisfies ϕ, that is, whether G |= ϕ holds.

I Theorem 8. For every MSO sentence ϕ and every k, MCϕ is in DynFO for graphs with
treewidth at most k.
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Thanks to Theorem 3 it suffices to show that MCϕ is (AC1, logn)-maintainable for
graphs G with treewidth at most k. We note that it is easy to see MSO-definable queries
are almost domain-independent and the respective constant c depends only on the formula
ϕ. The reason is that MSO-formulas can not make use of more than a constant number
of isolated nodes.4 The dynamic program that will be constructed in the proof works very
similarly to the one of Theorem 4: during its initialisation it constructs a tree decomposition
and appropriate MSO-types for all triangles. During the change sequence, a set C of special
nodes is used that contains, for each affected graph node v, at least one bag containing v.
The union of all bags represented by the set C induces a weak partition P and the dynamic
program basically maintains an MSO indicator structure for G relative to P . Since there are
only O(logn) many change steps, |C| = O(logn) and therefore Theorem 7 yields that from
this auxiliary data it can be inferred in a first-order fashion whether G |= ϕ.

Proof (of Theorem 8). Thanks to Theorem 3 and the fact that MSO queries are almost
domain-independent it suffices to show that MCϕ is (AC1, logn)-maintainable in DynFO
for graphs with treewidth at most k. Let d be the quantifier depth of ϕ.

Given a graph G = (V,E), the AC1 initialisation first computes a nice tree decomposition
T = (I, F, r) with bags of size at most ` def= 4k + 6, together with �. With each node i, we
associate a tuple v̄(i) = (v1, . . . , vm, v1, . . . , v1) of length `, where B(i) = {v1, . . . , vm} and
v1 < · · · < vm. That is, if the bag size of i is `, this tuple just contains all graph nodes of
the bag in increasing order. If the bag size is smaller, the smallest graph node is repeated.
The AC1-initialisation also ensures that arithmetic relations +, × and BIT are available.

The dynamic program further uses additional auxiliary relations S, N , and Dτ , for each
depth-d MSO-type τ over the signature that consists of the binary relation symbol E and
3`+ 1 constant symbols c1, . . . , c3`+1. From these relations all ingredients needed to apply
Theorem 7 can be first-order defined: a weak partition P with center C, an MSO indicator
structure, and a relation Sub that encodes subsets of C.

The relation S stores tuples representing special bags, as in the proof of Theorem 4. The
relations Dτ provide MSO type information for all triangles. More precisely, for each triangle
δ = (i0, i1, i2) for which the subgraph G(δ) has at least one inner node, Dτ contains the tuple
(v(δ), v̄(i0), v̄(i1), v̄(i2)) if and only if the MSO depth-d type of (G(δ), v(δ), v̄(i0), v̄(i1), v̄(i2))
is τ , where v(δ) denotes the smallest inner node of G(δ) with respect to ≤.

The set C always contains all graph nodes that occur in special bags (and thus in S), plus
one inner node v(δ), for each maximal5 clean triangle with at least one inner node. Relation
N maintains a bijection between C and an initial segment of ≤. From the auxiliary relations,
the relations used for Theorem 7 can be defined as follows.

The relations S and C are used to define a weak partition as follows. Clean triangles
with at least two inner nodes become petals of the weak partition. Thus the interface I(δ) of
a petal corresponding to a clean triangle δ = (i0, i1, i2) contains the nodes from B(i0), B(i1),
and B(i2) as well as the node v(δ). Now, an indicator structure B ∈ S(A, P, w, d) can be
first-order defined as follows. Clearly, clean triangles can be easily first-order defined from
the relation S. For each clean triangle δ = (i0, i1, i2) with at least two inner nodes, the
relation J contains a tuple (δ(v), v̄(i0), v̄(i1), v̄(i2)), and the relation Rτ contains δ(v) if and
only if is (δ(v), v̄(i0), v̄(i1), v̄(i2)) ∈ Dτ . For defining Sub, we observe that C is of size b logn
for some b ∈ N. Thus a subset C ′ of C can be represented by a tuple (a1, . . . , ab) of nodes,

4 It should be mentioned that structures with a linear order ≤ do not have any isolated nodes.
5 Maximal basically means that all its corner nodes are special.
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where an element c ∈ C is in C ′ if and only if c is the m-th element of C with respect to the
mapping defined by N , m = (`− 1) logn+ j and the j-th bit of a` is one. It is easy to see
that the relations can be first-order defined from S,N and Dτ .

How the auxiliary relations are initialised and updated is detailed in the full version. J

6.4 Extension to GSO logic
We finally sketch how the results of this section can be extended to guarded second-order logic
(GSO). In a nutshell, GSO extends MSO by guarded second-order quantification. Thus, it
syntactically allows to quantify over non-unary relation variables. However, this quantification
is semantically restricted: a tuple t̄ = (a1, . . . , am) can only occur in a quantified relation, if
all elements from {a1, . . . , am} occur together in some tuple of the structure, in which the
formula is evaluated.

To state the analogue of Proposition 5 for GSO, two definitions need to be modified:
GSO indicator structures store information about the respective GSO types instead of MSO
types. C-restricted formulas can use GSO-quantifiers only to quantify relations over C, e.g.,
formulas need to be restricted as in ∃X (∀x̄(X(x1, . . . , xm)→(C(x1) ∧ · · · ∧ C(xm))) ∧ ϕ).
In the statement of Proposition 5 MSO can simply be replaced by GSO. The proof hardly
changes. Of course, there is an additional case for GSO quantification but the types of petals
can still be handled by MSO quantification. For Proposition 6, encoding of subsets has to be
extended to encoding of subrelations. For the quantification of m-ary relations this encoding
has to be done by a (k +m)-ary relation, for some k. Such an encoding only exists, if the
number of tuples over C in A is only logarithmic. Analogously, Theorem 7 can be extended.

7 MSO Optimisation Problems

With the techniques presented in the previous section also MSO definable optimisation
problems can be maintained in DynFO for graphs with bounded treewidth. An MSO
definable optimisation problem OPTϕ is induced by an MSO formula ϕ(X) with a free set
variable X. Given a graph G with vertex set V , it asks for a set A ⊆ V of minimal6 size
such that G |= ϕ(A).

From the point of view of dynamic programs, such an optimisation problem is just a unary
query, that is, the result is defined by some formula ψ(x) with a free first-order variable x.

I Theorem 9. For every MSO formula ϕ(X) and every k, OPTϕ is in DynFO for graphs
with treewidth at most k.

A dynamic program for an optimisation problem OPTϕ can be constructed by a modifica-
tion of a program for the decision problem for the MSO sentence ∃X ϕ, as constructed in the
proof of Theorem 8. Basically, we enrich the type information for each petal by information
about the smallest set with which a given (X-realisation) type τ can be obtained.

Proof Sketch (of Theorem 9). We describe how a dynamic program for model checking
ψ

def= ∃X ϕ, where ϕ(X) is an MSO-formula of quantifier depth d, can be adapted to a
program for OPTϕ. We reuse the notation from the proof of Theorem 8.

Most auxiliary relations remain as in the program of that proof. However, instead
of relations Dτ for depth-(d + 1)-types τ the program uses relations #Dτ ′ and Sτ ′ for

6 The adaptation to maximisation problems is straightforward.
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X-realisations τ ′ of such types with the following intention. Let δ be a triangle. If τ ′

is a depth-d type over {E,X, c1, . . . , c3`+1} that can be realised by some set A, then for
the minimal size s of such a set A, #Dτ ′ shall contain a tuple (v(δ), v̄(i0), v̄(i1), v̄(i2), vs),
similarly as in the proof of Theorem 8, but with vs chosen as the (s+ 1)-th element7 with
respect to ≤. Furthermore, for the lexicographically minimal set A of this kind and size s,
Sτ ′ shall contain all tuples (v(δ), v̄(i0), v̄(i1), v̄(i2), v), where v ∈ A.

The proof of Theorem 8 can be extended to show that the initial versions of these auxiliary
relations can be computed in AC1. For the inductive step of this computation, a type τ of a
triangle δ might be achievable by a finite number of combinations of types of its sub-triangles.
Here, the overall sizes of the underlying sets for X need to be computed and the minimal
solution needs to be picked. This is possible by a FO(+,×)-formula since the number of
possible combinations is bounded by a constant depending only on d and k.

The updates of the auxiliary relations are exactly as in the proof of Theorem 8. Since Dτ

needs no updates there, neither #Dτ nor Sτ do, here.
It remains to explain how the actual query result can be defined. A close inspection of

the proofs of Propositions 5 and 6 reveals that the first-order formula χ equivalent to ∃Xϕ,
as guaranteed by Theorem 7, is of the form ∃x̄∃(x̄τ )τ χ̂, where, in a nutshell, x̄ represents all
center nodes from C in X and x̄τ selects all petals G(δj) that have depth-d MSO type τ .
The formula χ can first be adapted such that it defines the set of all nodes v selected in C
or occurring in a tuple (v(δ), v̄(i0), v̄(i1), v̄(i2), v) of Sτ ′ for the type τ ′ that was chosen for
the petal associated with δ. Next, using the ability of FO(+,×) to add up logarithmically
many numbers [15, Theorem 1.21], the size of the thus represented set can be determined
using #Dτ ′ . Then, a similar formula can check that there is no (lexicographically) smaller
set that makes ϕ true. We emphasise that the resulting formula so far can become true
only for one assignment α for x̄ and x̄τ and thus a final formula with free variable x can be
constructed which becomes true for an assignment α′, if and only if α′(x) occurs in the set
encoded by this assignment α. J

From the proof sketch it is easy to see that a dynamic program can also maintain the size
s of an optimal solution, either implicitly as |Q| for a distinguished relation Q or as {vs}.
Also, with the adjustments sketched in subsection 6.4, the result can be extended to GSO
definable optimisation problems. We can conclude the following corollary from the results of
this and the previous section.

I Corollary 10. For every k, the Boolean queries 3-Colourability and HamiltonCycle
and the optimisation problems VertexCover, DominatingSet and ShortestPath are
in DynFO for graphs of treewidth at most k.

8 Conclusion

In this paper, we introduced a strategy for maintaining queries by periodically restarting its
computation from scratch and limiting the number of change steps that have to be taken
into account. This has been captured in the notion of (C, f)-maintainable queries, and we
proved that all (AC1, logn)-maintainable, almost domain-independent queries are actually
in DynFO. As a consequence, decision and optimisation queries definable in MSO- and

7 We ignore the case that the size could be as large as |V |, which can be handled by some additional
encoding.
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GSO-logic are in DynFO for graphs of bounded treewidth. For this, we stated a Feferman-
Vaught-type composition theorem for these logics, which might be interesting in its own
right. Though we phrase our results for MSO and GSO for graphs only, their proofs translate
swiftly to general relational structures.

We believe that our strategy will find further applications. For instance, it is conceivable
that interesting queries on planar graphs, such as the shortest-path query, can be maintained
for a bounded number of changes using auxiliary data computed by an AC1 algorithm (in
particular since many important data structures for planar graphs can be constructed in
logarithmic space and therefore in AC1).
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built-in successor function and d+1 first-order variables. This logical characterization is optimal
modulo an open problem in parallel complexity. Furthermore, its proof provides a systematic
method for transforming an inductive formula defining some problem into a cellular automaton
that computes it in linear time.
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1 Introduction

Descriptive complexity provides machine-independent views of complexity classes. Typically,
Fagin’s Theorem [5] characterizes NP as the class of problems definable in existential second-
order logic (ESO). Similarly, Immerman-Vardi’s Theorem [15] and Grädel’s Theorem [8, 9]
characterize the class P by first-order logic plus least fixed-point, and second-order logic
restricted to Horn formulas, respectively. The link between computational and descriptive
complexity can be made as tight as possible, i.e. linear time or time O(nd), for a fixed
integer d, can be exactly characterized [20, 14, 17, 11]. Two of the present authors have
proved in [12, 13] that a problem is recognized in linear time on a non-deterministic cellular
automaton of dimension d iff it is definable in ESO logic with built-in successor and d+ 1
first-order variables. Is there such a natural characterization in logic for the more interesting
deterministic case? This question motivates the present paper.

A number of algorithmic problems (linear context-free language recognizability, product of
integers, product of matrices, sorting. . . ) are computable in linear time on cellular automata
of appropriate dimension. For each such problem, the literature describes the algorithm
of the cellular automaton in an informal way [2, 16]. In parallel computational models,
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algorithms are often difficult to design. However, the problems they solve can often be simply
defined inductively. For instance, the product of two integers in binary notation is inductively
defined by the classical Horner rule.

The first contribution of this paper is the observation that those inductive processes are
naturally formalized by Horn formulas [9]. As our second and main contribution, we notice
that for every concrete problem defined by a Horn formula with d+ 1 first-order variables
(d ≥ 1), this inductive computation by Horn rules has a precise geometrical characterization:
It can be modeled as the displacement of a d-dimensional hyperplane H along some fixed line
D in a space of dimension d+ 1. Provided we interpret the line D as a temporal axis, the
parallel displacement of H with respect to D coincides with a computation of a d-dimensional
cellular automaton. The converse is obvious: a d-dimensional cellular automaton computation
can be regarded as the parallel displacement of a d-dimensional hyperplane – its set of cells –
along the time axis.

In the next section, a logic is designed which captures these inductive behaviors (see
Def. 14). Roughly speaking, it is obtained from the logic ESO-HORN taylored by Grädel to
characterize P, by restricting both the number of first-order variables and the arity of second-
order predicate symbols. Besides, it includes an additional restriction – the ‘monotonicity
condition’ – that reflects the geometrical consideration above-mentioned. We denote this
logic by mon-ESO-HORNd(∀d+1, arity d+1).

Now we can quote the main result of the paper (Thm. 15): a set L of d-pictures can be
decided in linear time by a deterministic cellular automaton – written L ∈ DLINd

ca – if, and
only if, it can be expressed in mon-ESO-HORNd(∀d+1, arity d+1). For short:

DLINd
ca = mon-ESO-HORNd(∀d+1, arity d+1). (1)

A noticeable interest of this result is the constructive method of its proof. In order
to design a cellular automaton that computes a problem in linear time, one has to define
inductively the problem with a monotonic Horn formula. The normalized form of the formula
is automatically obtained: this is the program of the cellular automaton1.

The paper is structured as follows: The next section collects the preliminary definitions
and gives a precise statement of our main result. In Sec. 3, we establish the left-to-right
inclusion of the identity displayed in (1). The rest of the paper is devoted to the converse
inclusion, whose proof is far more involved. In Sec. 4 we build a monotonic Horn formula
expressing the language of palindromes (a “toy” example) and deduce from it a cellular
automaton that recognizes this language in linear time. Sec. 5 generalizes this construction to
any problem defined in mon-ESO-HORNd(∀d+1, arity d+1), thus completing the proof of (1).
In Sec. 6, we conclude by arguing for the optimality of our result.

2 Preliminaries

2.1 Cellular automata, picture languages, linear time
We use the standard terminology of cellular automata as presented in [10].

I Definition 1. A cellular automaton of dimension d (d-CA or CA, for short) is a quadruple
A = (d,Q,N , δ), where d ∈ N is the dimension of the automaton, Q is a finite set whose
elements are called states , N is a finite subset of Zd called the neighborhood of the
automaton, and δ : QN → Q is the local transition function of the automaton.

1 For lack of space, this paper gives only one example of this method on a “toy” problem.
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A d-CA acts on a grid of dimension d:

I Definition 2. A d-dimensional configuration C over the set of states Q is a mapping
from Zd to Q. The elements of Zd will be referred to as cells .

I Definition 3. Given a cellular automaton A = (d,Q,N , δ), a configuration C and a
cell c ∈ Zd, we call neighborhood of c in C the mapping NC(c) : N → Q defined by
NC(c)(v) = C(c+ v).

From the local transition function δ of A = (d,Q,N , δ), we can define the global transition
function of the automaton ∆ : QZd → QZd obtained by applying the local rule on each cell,
that means ∆(C)(c) = δ(NC(c)) = δ((C(c+ v))v∈N ), for each cell c.

One identifies the CA A with its global rule: A(C) = ∆(C) is the image of a configuration
C by the action of A. Moreover, At(C) is the configuration resulting from applying t times
the global rule of A from the initial configuration C.

I Definition 4. For a given cellular automaton: a state q is permanent if a cell in state q
remains in this state regardless of the states of its neighbors; a state q is quiescent if a cell
in state q remains in this state if all its neighbors are also in state q.

The natural inputs of cellular automata of dimension d are d-pictures:

I Definition 5. Let Σ be a finite alphabet. For integers d, n ≥ 1, a picture of dimension
d ( d-picture ) and side n over Σ is a mapping p : J1, nKd → Σ. We denote by Σ(d) the
set of d-pictures over Σ. Any subset of Σ(d) is called a d-picture language over Σ.

I Remark. d-picture languages can capture a wide variety of decision problems if the
alphabet Σ is sufficiently expressive. For instance, the product problem of boolean square
matrices is a 2-picture problem over the three-part alphabet Σ = {0, 1}3 that consists of
square pictures M such that the projection of M over the last part of the alphabet is equal
to the product of its projections over the first two parts.

I Definition 6. Given a picture p : J1, nKd → Σ, we define the picture configuration
associated with p with permanent or quiescent state2 q0 6∈ Σ as the function Cp,q0 : Zd →
Σ ∪ {q0} such that Cp,q0(x) = p(x) if x ∈ J1, nKd and Cp,q0(x) = q0 otherwise.

I Definition 7. Given a d-picture language L ⊆ Σd, we say that a cellular automaton
A = (d,Q,N , δ) such that Σ ⊆ Q with permanent states qa and qr (accepting and rejecting
states) recognizes L with permanent state (quiescent state, respectively) q0 ∈ Q\(Σ∪{qa, qr})
in time τ : N → N (for short, τ(n)) if for any picture p : J1, nKd → Σ, starting from the
configuration Cp,q0 at time 0, the state of cell n = (n, . . . , n) of A, called the reference cell, is
qa or qr at time τ(n) with Aτ(n)(Cp,q0)(n) = qa if p ∈ L and Aτ(n)(Cp,q0)(n) = qr if p 6∈ L.

I Definition 8. For d ≥ 1, we call DLINd
ca the class of d-picture problems L for which

there exist a d-CA A with quiescent state q0 and a function τ(n) = O(n) such that L can be
recognized by A in time τ(n). Such a problem is said to be recognizable in linear time .

The class DLINd
ca is very robust: it is closed under many changes: neighborhoods, precise

time/space bounds, input presentation, etc. The proof of the first part of our main result

2 The condition that each cell outside the input domain J1, nKd remains in a permanent state (resp.
quiescent state) q0 means that the computation space is exactly the set of input cells (resp. is not
bounded).
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will use the following restrictive characterization which is a consequence of a general linear
acceleration theorem3 (see e.g. [10, 19]).

I Lemma 9 ([10]). DLINd
ca is the class of d-picture problems that can be recognized in time

n− 1 by a d-CA of neighborhood N2 = {−2,−1, 0, 1, 2}d with permanent state q0.

2.2 Picture structures and monotonic Horn formulas
The local nature of cellular automata acting on pictures is captured by logical formulas
acting on first-order structures, the so-called picture structures, that represent these pictures.
Before defining picture structures, let us detail their signatures. Given a dimension d ≥ 1
and k alphabets Σ1, . . . ,Σk, we denote by sg(d; Σ1, . . . ,Σk) the signature below:

sg(d; Σ1, . . . ,Σk) = {(Q1
s)s∈Σ1 , . . . , (Qks)s∈Σk

,min,max, suc, pred}.

Here, each Qis is a d-ary relation symbol, min and max are unary relation symbols, and suc
and pred are unary function symbols.

I Definition 10. Let p1, . . . , pk be pictures of respective alphabets Σ1, . . . ,Σk. We assume
that the pi’s have the same dimension d and the same side n. The picture structure of the
k-tuple (p1, . . . , pk) is the structure of signature sg(d; Σ1, . . . ,Σk) defined as follows:

S(p1, . . . , pk) = 〈J1, nK, (Q1
s)s∈Σ1 , . . . , (Qks)s∈Σk

,min,max, suc, pred〉.

Symbols of sg(d; Σ1, . . . ,Σk) are interpreted on S(p1, . . . , pk) as follows, where we denote the
same way a symbol and its interpretation:

each Qis is the set of cells of pi labelled by s. Formally: Qis = {a ∈ J1, nKd : pi(a) = s};
min and max are the singleton sets {1} and {n}, respectively;
suc and pred are the successor and predecessor functions: that is suc(n) = n and
suc(a) = a+ 1 for a ∈ J1, n− 1K; pred(1) = 1 and pred(a) = a− 1 for a ∈ J2, nK.

In the following, we will freely use the natural notation x+ i , for any fixed integer i ∈ Z.
It abbreviates suci(x) if i > 0, and pred−i(x) if i < 0. For i = 0, it represents x.

We will use the usual definitions and notations in logic (see [4, 18, 9]). All formulas
considered hereafter belong to existential second-order logic. More precisely, we shall focus
on the following logic:

I Definition 11. ESOd(∀d+1, arity d+1) is the class of formulas of the form ∃R∀xψ, where
R = (R1, . . . , Rr) is a tuple of (d+ 1)-ary relation symbols, x = (x0, . . . , xd) is a (d+ 1)-tuple
of first-order variables, and ψ is a quantifier-free first-order formula of signature sg(d; Σ)∪R
for some tuple of alphabets Σ = (Σ1, . . . ,Σk).

Such a formula involves two sorts of predicate symbols: those of sg(d; Σ) are called input
predicates and those of R are called guessed predicates .

It is proved in [13] that the above logic exactly characterizes NLINd
ca, the non-deterministic

counterpart of DLINd
ca. The ‘inclusion’ DLINd

ca ⊆ ESOd(∀d+1, arityd+1) immediately fol-
lows, but the converse inclusion is quite unlikely, since it entails DLINd

ca = NLINd
ca, which

in turn implies P = NP. Nevertheless, this engages us in looking for a logic characterizing
DLINd

ca inside the logic ESOd(∀d+1, arityd+1). A first restriction of this logic is naturally
suggested by the Grädel’s characterization of P already mentioned in the introduction:

3 For such a result, we need to increase the set of states of the automaton.
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I Definition 12. ESO-HORNd(∀d+1, arity d+1) brings together formulas ∃R∀xψ among
ESOd(∀d+1, arity d+1) whose quantifier-free part ψ is a conjunction of Horn clauses of the
form4 α1 ∧ . . . ∧ αm → α0 such that:

each premise α1, . . . , αm is
either a guessed atom R(x0 + i0, . . . , xd + id) with R ∈ R and i0, . . . , id ∈ Z,
or an input literal I(t1 + i1, . . . , tq + iq) or ¬I(t1 + i1, . . . , tq + iq), with I ∈ sg(d; Σ),
t1, . . . , tq ∈ x, and i0, . . . , iq ∈ Z ;

the conclusion literal α0 is either a ‘constant’ – the boolean ⊥ or an input literal – or a
guessed atom5 of the restricted form R(x0, . . . , xd) with R ∈ R.

We will see that this new logic still contains DLINd
ca but that here again the converse

inclusion is unlikely, as argued in Sec. 6. Whence the necessity of a further restriction of the
logic, detailed in Def. 14. For now, let us give some motivation for this restriction.

The first-order part of an ESO-HORNd(∀d+1, arityd+1)-formula can be viewed as a
program whose execution, on a given picture structure taken as input, computes the guessed
predicates from the input ones. Consider for instance the Horn clause R(x − 2, y − 1) ∧
R′(x+ 1, y− 2)→ R(x, y) built on guessed predicates R and R′. It establishes a dependence
between the values of the guessed predicates (taken as a whole) at place (x, y) and their
values at place (x− 2, y − 1), on one hand, and at place (x+ 1, y − 2), on the other hand.
This notion is formalized by the definition below.

I Definition 13. Let Φ = ∃R∀x0, . . . , xdψ be in ESO-HORNd(∀d+1, arityd+1). A nonzero
tuple (i0, . . . , id) ∈ Zd+1 is an induction vector of Φ if there exists a Horn clause C in ψ
and two guessed predicates R,R′ in R such that C includes R(x0, . . . , xd) as its conclusion
and R′(x0 + i0, . . . , xd + id) among its hypotheses. The set of induction vectors of Φ is called
its induction system .

The logic involved in the characterization of DLINd
ca that constitutes the core of this

paper is defined as follows:

I Definition 14. A formula Φ ∈ ESO-HORNd(∀d+1, arity d+1) with induction system S is
monotonic and we write Φ ∈ mon-ESO-HORNd(∀d+1, arity d+1) if there exist a0, . . . , ad ∈ Z
such that each induction vector (v0, . . . , vd) ∈ S fulfils a0v0 + · · ·+ advd < 0. This condition
is called the monotonicity condition .

In other words, there exists a hyperplane a0x0 + · · · + adxd = 0, called a reference
hyperplane of S, such that each vector (v0, . . . , vd) ∈ S belongs to the same strict half-space
determined by this hyperplane, that means a0v0 + · · · + advd < 0. One also says that
S ⊂ Zd+1 satisfies the monotonicity condition w.r.t. the reference hyperplane.

We are now in a position to state formally the main result of the paper:

I Theorem 15. For d ≥ 1, DLINd
ca = mon-ESO-HORNd(∀d+1, arity d+1).

The two ‘inclusions’ underlying the above characterization are proved in Sec. 3 and 5.

4 We will always assume that conjunction has priority over implication.
5 Alternatively, in Horn formulas, ‘guessed’ predicates and ‘guessed’ atoms can be called more intuitively
‘computed’ predicates and ‘computed’ atoms.
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3 DLINca ⊆ mon-ESO-HORN

I Proposition 16. For d ≥ 1, DLINd
ca ⊆ mon-ESO-HORNd(∀d+1, arity d+1).

Proof. Let L ⊆ Σ(d) be a d-picture language in DLINd
ca. By Lemma 9, there exists a CA A =

(d,Q,N2, δ) of neighborhood N2 = {−2,−1, 0, 1, 2}d that recognizes L in time τ(n) = n− 1
with permanent state q0. Let J1, nK denote the interval of the n instants of the computation
of A on a d-picture of side n; in particular, the initial and final instants are numbered 1 and
n, respectively. We are going to construct a formula Φ ∈ mon-ESO-HORNd(∀d+1, arity d+1)
that defines L, i.e., that expresses that the computation of A on a d-picture p accepts it. It is
of the form Φ ≡ ∃(Rs)s∈Q∀t∀cψ where c denotes the d-tuple of variables (c1, . . . , cd) and, for
s ∈ Q, the intended meaning of the guessed atom Rs(t, c) is the following: at the instant t,
the cell c is in the state s. For simplicity of notation, let us assume d = 1. Also assume
n ≥ 5. The quantifier-free part ψ of Φ is the conjunction of three kinds of Horn clauses:
1. the initialization clauses: for each s ∈ Σ, the clause min(t) ∧Qs(c)→ Rs(t, c);
2. five kinds of computation clauses that compute the state at instant t > 1 of any cell c

according to its possible neighborhoods for N2 = {−2,−1, 0, 1, 2} :
(i) c = 1; (ii) c = 2; (iii) general case c ∈ J3, n− 2K; (iv) c = n− 1; (v) c = n.

Let us consider the general case: for any 5-tuple of states (s−2, s−1, s0, s1, s2) ∈ (Q −
{q0, qa, qr})5, the clause(

Rs−2(t− 1, c− 2) ∧Rs−1(t− 1, c− 1) ∧
Rs0(t− 1, c) ∧Rs1(t− 1, c+ 1) ∧Rs2(t− 1, c+ 2)

)
→ Rδ(s−2,s−1,s0,s1,s2)(t, c)

computes the state at any instant t > 1 of any cell c in the interval J3, n− 2K, which can
be tested by the use of ¬min() and ¬max() in the premises;

3. the accepting clause Rqr
(t, c)→⊥, which says that the computation does not reject, and

hence accepts, since by hypothesis each computation of A either accepts or rejects.

By construction, Φ belongs to ESO-HORNd(∀d+1, arity d+1) and the induction system
is {−1} × {−2,−1, 0, 1, 2}d, which has a reference hyperplane of equation t = 0. Hence,
Φ ∈ mon-ESO-HORNd(∀d+1, arity d+1), which completes the proof. J

4 From the formula to the automaton: the example of palindromes

As the proof of the inclusion mon-ESO-HORNd(∀d+1, arity d+1) ⊆ DLINd
ca we will give in

Sec. 5 is much more elaborate than its converse, we first give in this section its main ideas
which are essentially of geometrical nature by now presenting the inductive definition of a
“toy” problem by a monotonic Horn formula from which we will derive a cellular automaton
that recognizes the problem.

Let Palindrome(Σ) denote the language of palindromes over a fixed alphabet Σ.

4.1 A monotonic Horn formula defining the language of palindromes
Let us prove that Palindrome(Σ) is definable in mon-ESO-HORN1(∀2, arity 2). In addition
to the set of input unary predicates Input = {min,max, (Qs)s∈Σ} involved in the picture
structure that represents a word w = w1w2 . . . wn ∈ Σ∗, we need to consider three guessed
binary predicates symbols R=, R< and RnoPal. The first one is enforced to contain the
equality relation. It is used to inductively map the second one on the usual strict linear order
over J1, nK. This is done with the clauses θ1, . . . , θ5 below:
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θ1 = min(x) ∧min(y)→ R=(x, y);
θ2 = ¬min(x) ∧ ¬min(y) ∧R=(x− 1, y − 1)→ R=(x, y);
θ3 = ¬max(x) ∧R=(x+ 1, y)→ R<(x, y);
θ4 = ¬max(x) ∧R<(x+ 1, y)→ R<(x, y);
θ5 = R<(x, x)→ ⊥.

The (set of) clauses θ6 and θ7 below inductively define RnoPal as the set of couples (x, y) ∈
J1, nK2 that fulfill: x < y and the factor wx . . . wy of the input word w is not a palindrome.
Then the clause θ8 forces w to be a palindrome:

θ6 = R<(x, y) ∧Qs(x) ∧Qs′(y)→ RnoPal(x, y), for all s 6= s′ in Σ;
θ7 = R<(x, y) ∧RnoPal(x+ 1, y − 1)→ RnoPal(x, y);
θ8 = min(x) ∧max(y) ∧RnoPal(x, y)→ ⊥.

In conclusion, Palindrome(Σ) is defined by the following formula Φpal, over the structure
S(w) = 〈J1, nK, (Qs)s∈Σ,min,max, suc, pred〉 associated with an input word w = w1 . . . wn:

Φpal ≡ ∃R=, R<, RnoPal∀x, y
∧
i≤8

θi.

Moreover, Φpal belongs to ESO-HORN1(∀2, arity 2) and has S = {(−1,−1), (1, 0), (1,−1)} as
its induction system (see Def. 13) Clearly, the system S satisfies the monotonicity condition
of Def. 14 with the line of equation −x+ 2y = 0 as its reference hyperplane. It follows:

I Proposition 17. Palindrome(Σ) ∈ mon-ESO-HORN1(∀2, arity 2).

4.2 From Φpal to Apal

It remains to transform the formula Φpal above into a one-dimensional cellular automaton
Apal that recognizes the language Palindrome(Σ). For sake of simplicity, we first ignore
the input literals and only take account of guessed atoms in the Horn clauses θi. Notice
that in each clause whose conclusion is a guessed atom R(x, y), R ∈ {R=, R<, RnoPal}, the
guessed atoms occurring as premises have one of the following forms:

R′(x, y), R′(x+ 1, y), R′(x+ 1, y − 1), R′(x− 1, y − 1).

Intuitively, if one regards the set Dt = {(x, y) ∈ J1, nK2 | −x + 2y = t} as the line of
cells of a one-dimensional CA at instant t, then the conjunction of the above clauses θi can
be regarded as the transition function of such a CA (see Fig. 1). More formally, in order
to introduce the time parameter t, we eliminate one of the variables, x for example, and
we regard the other variable, y, as the space variable c. That is, one makes the change of
variables6 : t = −x+ 2y ; c = y.

Let us now explain how the automaton Apal to be constructed can take account of the
input literals. For each point (x, y) ∈ J1, nK2, we call state(x, y) the tuple of boolean values
of all input and output atoms on x and y. That is,

state(x, y) =

 min(x), min(y), max(x), max(y),
(Qs(x))s∈Σ, (Qs(y))s∈Σ,

R=(x, y), R<(x, y), RnoPal(x, y)

 ,

where the values R=(x, y), R<(x, y), RnoPal(x, y), are deduced by the Horn formula.

6 There is an analogy between our method and the so-called loop-skewing or polytope/polyhedron method
in compilation and parallel algorithms [6, 1, 7].
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y

x

Dt

Figure 1 Induction system for
guessed atoms before the change of
variables.

t

c

Dt

Figure 2 Induction system after the change of vari-
ables for guessed atoms (left) and input atoms (right).

We will now discuss the information transit in Apal ; the initialization and termination of
the computation will be discussed later. By the change of variables (x, y) 7→ (t = −x+2y, c =
y) whose converse is the function (t, c) 7→ (x = −t+ 2c, y = c), each input atom of the form
I(x) becomes I(−t+ 2c) and each input atom of the form I(y) becomes I(c). The CA we
construct has to memorize in each cell c at instant t the boolean values I(c) and I(−t+ 2c),
for I ∈ Input. This can be realized as follows:
(a) For each I(c) (former I(y)): the CA conserves on cell c the boolean value I(c) from an

instant t− 1 to the next instant t;
(b) For each I(−t+ 2c) (former I(x)): because of the identity −t+ 2c = −(t− 2) + 2(c− 1),

whence I(−t+ 2c) ≡ I(−(t− 2) + 2(c− 1)), the CA only has to move to each cell c at
instant t the boolean value I(−(t− 2) + 2(c− 1)) that is present at instant t− 2 on the
cell c− 1.
All in all, the state of each point P = (t, c) = (−x+ 2y, y) is determined by the states of

the following points (as shown on Fig. 2):
P1 = (−(x− 1) + 2(y− 1), y− 1) = (t− 1, c− 1), P2 = (−(x+ 1) + 2y, y) = (t− 1, c) and
P3 = (−(x+ 1) + 2(y − 1), y − 1) = (t− 3, c− 1), because of guessed atoms, and
P2 = (t− 1, c) and P4 = (t− 2, c− 1) because of the above items (a) and (b), respectively,
for input atoms.

Hence, the state of a cell c at instant t is determined by the states of: (i) cell c− 1 at
instant t− 1; (ii) cell c at instant t− 1; (iii) cell c− 1 at instant t− 3; (iv) cell c− 1 at
instant t− 2. Figures 1 and 2 below summarize the effects of the change of variables on the
induction system.7

It seems that we have achieved the design of an automaton of neighborhood {−1, 0} that
recognizes the language Palindrome(Σ) in linear time since t = −x+ 2y and x, y ∈ J1, nK
imply −n+ 2 ≤ t ≤ 2n− 1. However, it remains to describe both the initialization and the
end of the computation.

The result and the initialization of the computation

The result of the computation is accept or reject according to whether S(w) does or does
not satisfy the formula Φpal, where S(w) is the structure 〈J1, nK, (Qs)s∈Σ,min,max, suc, pred〉

7 At first glance, Conditions (iii) and (iv) seem to contradict the requirement that the state of any cell c
of a CA at instant t should be determined by the only states of its neighbour cells at the previous
instant t − 1. However, we can overcome the problem by using the ability of a cell to memorize at any
instant t its states at instants t − 1 and t − 2 with a finite number of states.
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associated with the input word w = w1 . . . wn. As this is testified by the clause θ8 =
min(x)∧max(y)∧RnoPal(x, y)→ ⊥, on the point of coordinates (x = 1, y = n) which become
after the change of variables (t = −x+ 2y = 2n− 1, c = y = n), the acceptance/rejection
can be read on the state of cell c = n at the instant t = 2n− 1 so that the final state qa or
qr is obtained at the following instant 2n.

The initialization of the computation requires some care in connection with the items (a)
and (b) of the previous paragraph, about the input bits:
(1) Initializing each I(c) (former I(y)): The state of each cell c ∈ J1, nK at the instant

just before −n+ 2, i.e. at instant −n+ 1, should store the boolean value I(c), for each
I ∈ Input.

(2) Initializing each I(−t+ 2c) (former I(x)): Because of the correspondence x = −t+ 2c
or, equivalently, c = (x+ t)/2, for all x ∈ J1, nK, the boolean value I(x) should be stored
in the state of the cell c = (x+ t)/2 at the maximal instant t < −n+ 2 such that (x+ t)/2
is an integer ; that is the cell c = (x − n)/2 at instant −n if x − n ≡ 0 (mod 2) and
c = (x− n+ 1)/2 at instant −n+ 1 if x− n ≡ 1 (mod 2): see Fig. 3.

The two configurations at the successive instants −n and −n+ 1 described in items (1)
and (2) are called initialization configurations. By construction, the space of both configur-
ations – their informative cells, i.e. those in non-quiescent states – is included in the interval
J−dn/2e+ 1, nK.

According to our conventions, the initial configuration of the automaton should be the
configuration Cw,q0 associated with the input word w, as defined in Def. 6. However, one can
design a routine which, starting from configuration Cw,q0 (with quiescent state q0), computes
the two initialization configurations by using classical techniques of signals in CA’s (such
as seen in [3]) as shown on Fig. 4. Once each cell contains the right input information,
the proper computation can begin. This start will be triggered by a synchronization of all
cells of the interval J−dn/2e+ 1, n+ 1K at time −n+ 1. The subject of synchronization on
cellular automata has been extensively studied (see [21]), here we merely assert that this
process can be performed in parallel with no time increase. By a careful examination of this
figure, we precisely observe that this precomputation is performed on the interval of cells
J−dn/2e+ 1, n+ 1K during the time interval J−3n,−n+ 1K.8

We have now achieved the design of a cellular automaton Apal that recognizes in linear
time the language Palindrome(Σ) from the monotonic Horn formula Φpal that defines it.

5 mon-ESO-HORN ⊆ DLINca

The main problem we have to deal with in the general case as in the previous example is the
integration of the input to the computation of the CA to be constructed. For that purpose,
we will need the following technical lemma whose proof is easy and left to the reader:

I Lemma 18. Let S ⊂ Zd+1 be an induction system satisfying the monotonicity condition
w.r.t. some reference hyperplane. Then, S has another reference hyperplane of equation
a0x0 + · · ·+ adxd = 0 where each coefficient ai (i ∈ J0, dK) is a non-zero integer.

8 Notice that our numbering of instants is not canonical. It is only a convenient time scale for describing
our algorithm. In particular, the initial instant of the (pre)-computation of the upper part of Fig. 4 is
−2n when n is even and −2n − 1 when n is odd, and the initial instant of the two signals of the lower
part of Fig. 4 is −3n. We let the reader imagine the variants of Fig. 3 and Fig. 4 for the odd case.
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is where the induction actually happens. The result
of the computation lies at the upper right cell.
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Figure 4 The linear precomputation of
I(x) can be done by stacking the informa-
tion of the cells in the odd columns, then
packing it to the left against a “wall” at
c = − n

2 + 1 (n even). The bottom figure
shows how the wall can be constructed in
linear time with two signals of slope − 1

3
(resp. −1) starting in cell 1 (resp. n + 1) at
instant −3n.

We are now ready to prove the most difficult inclusion of Thm. 15:

I Proposition 19. For each d ≥ 1, mon-ESO-HORNd(∀d+1, arity d+1) ⊆ DLINd
ca.

Proof. Let L be a d-picture language defined by a formula Φ ≡ ∃R1 . . . ∃Rr∀x0 . . . ∀xd ψ in
mon-ESO-HORNd(∀d+1, arity d+1) with an induction system S and a reference hyperplane
a0x0 + a1x1 + · · · + adxd = 0, with coefficients ai ∈ Z∗ for all i ∈ J0, dK, as justified by
Lemma 18. For simplicity of notation, assume all the coefficients ai are positive.

First, for sake of simplicity, let us ignore the input literals and take account of the only
guessed atoms Ri(x0 + i0, . . . , xd + id) in the Horn clauses. Intuitively, if one regards the
hyperplane Ht = {(x0, x1, . . . , xd) ∈ J1, nKd+1 | a0x0 + a1x1 + · · ·+ adxd = t} as the set of
cells of a d-dimensional CA at instant t, then the conjunction of Horn clauses ψ can be
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regarded as the transition function of such a CA. More formally, in order to introduce the
time parameter t, we eliminate one of the variables, x0 for example, and we regard the other
variables, x1, . . . , xd, as the space variables, i.e. the respective d coordinates c1, . . . , cd of a
cell. More precisely, one makes the following change of variables:(

t = a0x0 + · · ·+ adxd,

c1 = x1, . . . , cd = xd

)
, whose converse is

(
x0 = (t− a1c1 − · · · − adcd)/a0,

x1 = c1, . . . , xd = cd

)
.

As in Section 4.2, we associate with each point x = (x0, . . . , xd) ∈ J1, nKd+1, the tuple
state(x) of boolean values of all input and guessed atoms on x. That is,

state(x) =
(

(I(u))I∈Input
u(x

, (R(x))R∈Guess

)
.

Here, we denote by Input (resp. Guess) the set of input (resp. guessed) predicates occurring
in the formula. Furthermore, u ∈ x means that u is any variable among x0, . . . , xd, while
u ( x means that u is any m-tuple built from those variables, where m ≤ d is the arity
of I. Besides, the values of the guessed litterals R(x), R ∈ Guess, are deduced by the Horn
formula ∀xψ.

If one ignores the input literals, the state of each point

P = (t, c1, . . . , cd) =

 d∑
j=0

ajxj , x1, . . . , xd


is determined by the states of the points

Pv =

 d∑
j=0

aj(xj + vj), x1 + v1, . . . , xd + vd

 =

t+
d∑
j=0

ajvj , c1 + v1, . . . , cd + vd


for each vector v = (v0, . . . , vd) of the induction system S. In other words the state of the
cell (c1, . . . , cd) at instant t is determined by the states of the cells (c1 + v1, . . . , cd + vd) at
the respective previous instants t+

∑d
j=0 ajvj for the vectors v = (v0, . . . , vd) ∈ S. (Recall

that
∑d
j=0 ajvj < 0, by hypothesis.)

Let us now explain how the CA we construct can take account of the input atoms, i.e.
let us describe how the CA moves the input bits. The crucial point is that at least one of
the d+ 1 variables x0, . . . , xd does not occur in each input atom because the arity of each
input predicate is at most d. This missing variable is used as a ‘transport variable’ of the
values of the concerned input atom. As a generic example, let us consider the input atom
I(x0, x2, . . . , xd) where I is an input predicate of arity d and where the variable x1 does not
occur9. After the above-mentioned change of variables, this atom becomes

I( 1
a0

(t− a1c1 · · · − adcd), c2, . . . , cd).

Because of the identity (t − a1) − a1(c1 − 1) − a2c2 · · · − adcd = t − a1c1 − a2c2 · · · − adcd
the automaton only has to move to each cell (c1, c2, . . . , cd) at instant t the boolean value

I( 1
a0

((t− a1)− a1(c1 − 1)− a2c2 · · · − adcd), c2, . . . , cd)

9 As we have seen in previous examples the case where one variable among x2, . . . , xd does not occur
in an input atom is similar; the case where x0 does not occur or the case where the arity of the input
predicate is less than d are easier to deal with as we have also seen.
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which is stored at instant t− a1 in the state of cell (c1 − 1, c2, . . . , cd). In terms of cellular
automaton, the values of the input atom I(x0, x2, . . . , xd) are moved/transmitted by linear
parallel “signals” which cover all the inductive space J1, nKd+1.

Time and initialization of the computation: Since the d+ 1 original variables x0, . . . , xd
lie in J1, nK, the domain of the time variable t = a0x0 + · · · + adxd is JA,AnK, where
A = a0 + · · · + ad . As a consequence, the equation of the cell hyperplane at the initial
instant (resp. final instant) in the space-time diagram is t = A (resp. t = An)10.

The initialization of the input values (input “signals”) before the instant t = A is the most
delicate/technical part of the computation. It is sufficient to describe the initialization of the
values of the input “signals” for our generic example11 of input atom α ≡ I(x0, x2, . . . , xd)
or, equivalently, α ≡ I( 1

a0
(t− a1c1− · · · − adcd) , c2, . . . , cd), for which c1 (that is the missing

variable x1 of α) is the “transport” variable. To give the reader the geometric intuition of the
following construction in the general case we invite her to consult Fig. 3 and 4 of Sec. 4.2 in
the particular case of atom α ≡ I(x) ≡ I(−t+ 2c) of the formula that defines Palindrome.

Because of the correspondence t = a0x0 + a1c1 + a2x2 · · · + adxd or, equivalently,
c1 = (t−a0x0−a2x2 · · ·−adxd)/a1, with c2 = x2, . . . , cd = xd, for all (x0, x2, . . . , xd) ∈ J1, nKd,
the boolean value I(x0, x2, . . . , xd) should be stored – for the initialization of its input “sig-
nal” – in the state of the cell (c1, x2, . . . , xd) such that c1 = (t0−a0x0−a2x2 · · ·−adxd)/a1 at
the maximal instant t0 < A (depending on the tuple (x0, x2, . . . , xd)) such that the quotient
(t0 − a0x0 − a2x2 · · · − adxd)/a1 is an integer. Let i be the integer in J0, a1 − 1K such that
A− a0x0 − a2x2 · · · − adxd ≡ −i (mod a1). It is easy to verify that t0 = A− a1 + i. So, the
boolean value I(x0, x2, . . . , xd) should be stored/initialized at the instant t0 = A− a1 + i in
(the state of) the cell (c1, x2, . . . , xd) where c1 = (A − a1 + i − a0x0 − a2x2 · · · − adxd)/a1:
see Fig. 3.

Note that for the atom α ≡ I(x0, x2, . . . , xd), there are a1 distinct “initialization” config-
urations in the respective a1 hyperplanes Ht0 , where t0 = A − a1 + i with i ∈ J0, a1 − 1K,
according to the possible values of the function f(x0, x2, . . . , xd) = A−a0x0−a2x2 · · ·−adxd
modulo a1. Furthermore, one can verify that, by construction, the space of the “initialization”
configurations – their informative cells, in non-quiescent states – is included in a hypercube
of the form J−bn, bnKd, for some constant integer b > 0.

Pre-computation and end of computation: The initial configuration of a d-CA that recog-
nizes the d-picture language L should be the picture configuration Cp,q0 where p is the input
picture. Therefore, there should be a pre-computation starting from Cp,q0 that computes the
“initialization” configurations of the input atoms of Φ. By the classical technique of signals
in CAs (see [3]) we have exemplified above in the case of Palindrome (see Fig. 4), this can
be done in linear space and linear time.

Similarly, the result of the computation should be given by the accept/reject state, qa or
qr, in the reference cell n = (n, . . . , n). This is realized in linear time by gathering in the
reference cell the possible contradictions deduced in cells for Horn clauses.

For lack of space, we have omitted to deal with loops in Horn clauses: the possible
presence of guessed atoms of the form R(t, c), i.e. without predecessor/successor functions,
both as conclusions and as hypotheses of clauses of monotonic Horn formulas seemingly

10 In the sequel, A always denote the sum a0 + · · · + ad. Also, recall that each ai is positive.
11Here again, all the other examples have either exactly the same treatment or a simpler one.
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contradicts the “strict monotonicity” of the induction. We leave the reader to cope with this
point. This achieves the proof of Prop. 19 and Thm. 15. J

6 Optimality of our main result

It is natural to ask whether the monotonicity condition can be removed or weakened in our
main result. This is unlikely because it would imply (as the reader can convince herself) the
following time-space trade-off which would be a breakthrough in computational complexity:

I Proposition 20. If we had DLINd
ca = ESO-HORNd(∀d+1, arity d+1) or the weaker equality

DLINd
ca = weak-mon-ESO-HORNd(∀d+1, arity d+1) for a given d > 1, then any set of words

recognizable by a 1-CA in time nd on n cells would be recognizable by a d-CA in time O(n)
on O(nd) cells.

Here, weak-mon-ESO-HORNd(∀d+1, arity d+1) denotes the variant of the class
mon-ESO-HORNd(∀d+1, arity d+1) where the strict inequality a0x0 + · · ·+ adxd < 0 of the
monotonicity condition is replaced by the non-strict inequality a0x0 + · · ·+ adxd ≤ 0.
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Asynchronous Distributed Automata:
A Characterization of the Modal Mu-Fragment∗
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Abstract
We establish the equivalence between a class of asynchronous distributed automata and a small
fragment of least fixpoint logic, when restricted to finite directed graphs. More specifically, the
logic we consider is (a variant of) the fragment of the modal µ-calculus that allows least fixpoints
but forbids greatest fixpoints. The corresponding automaton model uses a network of identical
finite-state machines that communicate in an asynchronous manner and whose state diagram
must be acyclic except for self-loops. Exploiting the connection with logic, we also prove that
the expressive power of those machines is independent of whether or not messages can be lost.
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1 Introduction

One of the core disciplines of distributed computing is to design and analyze message passing
algorithms that solve graph problems in computer networks. Usually, the problem instance
considered in that context is precisely the graph defined by the network in which the compu-
tations are performed. All nodes of the network run the same algorithm concurrently, and
often make no prior assumptions about the size and topology of the graph. Typical problems
that can be solved by such distributed algorithms include graph coloring, leader election,
and the construction of spanning trees and maximal independent sets. A comprehensive
treatment of the subject can be found in [10] and [11].

The present paper follows up on relatively recent results by Hella et al. and Kuusisto, which
establish novel connections between modal logic and some restricted classes of distributed
algorithms. These weak types of algorithms, referred to in the following as distributed
automata, can be represented as deterministic finite-state machines that read sets of states
instead of the usual alphabetic symbols. Intuitively, to run a distributed automaton on some
node-labeled directed graph G, a separate copy of the same machine is placed on every node
and initialized to a state that may depend on the node’s label. Each node v communicates
with its peers by sending its current state q to every outgoing neighbor, while at the same
time collecting the states received from its incoming neighbors into a set S. The successor
state of q is then computed as a function of q and S. In particular, this means that v
cannot distinguish between two incoming neighbors that share the same state. Acting as a
semi-decider, the automaton accepts G at position v precisely if v visits an accepting state at
some point in time. Either way, all machines of the network run and communicate forever.

∗ This work is supported by the DeLTA project (ANR-16-CE40-0007).
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100:2 Asynchronous Distributed Automata

In [5, 6], Hella et al. have compared several classes of distributed algorithms, of which
the weakest uses the restricted communication model described above. Deviating only in
nonessential details from their original definition, we can think of those weakest algorithms
as local synchronous distributed automata. Here, “synchronous” means that all nodes of the
network share a global clock, thereby allowing the computation to proceed in an infinite
sequence of rounds. In each round, all the nodes compute their next state simultaneously,
based on the information collected in the previous round. By the term “local” we mean that
the nodes stop changing their state after a constant number of rounds, a usage in accordance
with the established terminology of distributed computing (see, e.g., [12]). Equivalently,
the state diagram of a local automaton is acyclic as long as we ignore sink states (i.e.,
states that cannot be left once reached). The work of Hella et al. reveals an intriguing
link between distributed computing and modal logic. In particular, it follows immediately
from [5, 6, Thm. 1] that the graph properties recognizable by local synchronous automata
are precisely those definable in backward modal logic, the variant of (basic) modal logic where
the usual modal operators are replaced by their backward-looking variants.

Motivated by the preceding result, the connection with modal logic was further investigated
by Kuusisto in [7] and [8]. The former paper lifts the constraint of locality imposed in [5, 6],
thereby allowing automata with arbitrary state diagrams. These (nonlocal) synchronous
automata are then given a logical characterization in terms of a new recursive logic dubbed
modal substitution calculus. Furthermore, [7, Prp. 7] shows that on finite graphs, synchronous
automata can easily recognize all the properties definable in the least fixpoint fragment of the
backward µ-calculus. This logic, which we shall refer to simply as the backward µ-fragment,
extends backward modal logic with a least fixpoint operator that may not be negated. It
thus allows to express statements using least fixpoints, but unlike in the full backward
µ-calculus, greatest fixpoints are forbidden. On the other hand, the reverse conversion from
synchronous automata to the backward µ-fragment is not possible in general. As explained
in [7, Prp. 6], it is easy to come up with a synchronous automaton that makes crucial use
of the fact that a node can determine whether it receives the same information from all
of its incoming neighbors at exactly the same time. Such a behavior cannot be simulated
in the backward µ-fragment. By the same token, even the much more expressive monadic
second-order logic (MSO) is incomparable with synchronous automata.

Given that the preceding argument relies solely on synchrony, it seems natural to ask
whether removing this feature can lead to a distributed automaton model that has the same
expressive power as the backward µ-fragment. The present paper provides a positive answer
to this question. We introduce several classes of asynchronous automata that transfer the
standard notion of asynchronous algorithm to the setting of finite-state machines. Basically,
this means that we eliminate the global clock from the network, thus making it possible for
nodes to operate at different speeds and for messages to be delayed for arbitrary amounts
of time, or even be lost. From the syntactic point of view, an asynchronous automaton is
the same as a synchronous one, but it has to satisfy an additional semantic condition: its
acceptance behavior must be independent of any timing-related issues. Taking a closer look
at the automata obtained by translating formulas of the backward µ-fragment, we can easily
see that they are in fact asynchronous. Furthermore, their state diagrams are almost acyclic,
except that all the states are allowed to have self-loops (not only the sink states). We call
this property quasi-acyclic. The paper’s main contribution is to show that now we can also
go in the other direction: every quasi-acyclic asynchronous automaton can be converted into
an equivalent formula of the backward µ-fragment. Incidentally, this remains true even if we
consider a seemingly more powerful variant of asynchronous automata, where all messages
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are guaranteed to be delivered. To illustrate the basic concepts, an example of an automaton
and an equivalent formula will be provided in Figure 1, at the end of the next section.

The remainder of this paper is organized as follows: After giving the necessary formal
definitions in Section 2, we state and briefly discuss the main result in Section 3. The proof
is then developed in the last two sections. Section 4 presents the rather straightforward
translation from logic to automata. The reverse translation is given in Section 5, which is a
bit more involved and therefore occupies the largest part of the paper.

2 Preliminaries

We denote the set of Boolean values by 2 = {0, 1}, the set of non-negative integers by
N = {0, 1, 2, . . . }, and the set of positive integers by N>0 = N \ {0}. With respect to a given
set S, we write 2

S for the power set, Sk for the set of k-tuples (k ∈ N), and |S| for the
cardinality. As a special case of k-tuples, 2k denotes the set of all binary strings of length k.
Furthermore, the length of a string x is written as |x| .

For ` ∈ N, a (finite) `-bit labeled directed graph , abbreviated digraph , is a structure
G = (V,E, λ), where V is a finite nonempty set of nodes, E ⊆ V × V is a set of directed
edges, and λ : V → 2

` is a labeling that assigns a binary string of length ` to each node.
Isomorphic digraphs are considered to be equal. If v lies in V , we call the pair (G, v) a
pointed digraph . Moreover, if uv is an edge in E, then u is called an incoming neighbor
of v.

I Definition 1 (Distributed Automaton). A (distributed) automaton with `-bit input is
a tuple A = (Q, δ0, δ, F ), where Q is a finite set of states, δ0 : 2` → Q is an initialization
function, δ : Q× 2Q → Q is a transition function, and F ⊆ Q is a set of accepting states.

To run such an automaton A on a digraph G, we regard the edges of G as FIFO buffers.
Each buffer vw will always contain a sequence of states previously traversed by node v. An
adversary chooses when v evaluates δ to push a new state to the back of the buffer, and when
the current first state gets popped from the front. The details are clarified in the following.

A trace of an automaton A = (Q, δ0, δ, F ) is a finite nonempty sequence σ = q1 . . . qn
of states in Q such that qi 6= qi+1 and δ(qi, Si) = qi+1 for some Si ⊆ Q. We say that A
is quasi-acyclic if its set of traces Q is finite. In other words, its state diagram must not
contain any directed cycles, except for self-loops.

For any states p, q ∈ Q and any (possibly empty) sequence σ of states in Q, we define the
unary postfix operators first , last , pushlast and popfirst as follows: pσ.first = σp.last = p,

σp.pushlast(q) =
{
σpq if p 6= q,
σp if p = q,

and pσ.popfirst =
{
σ if σ is nonempty,
pσ if σ is empty.

An (asynchronous) timing of a digraph G = (V,E, λ) is an infinite sequence τ =
(τ1, τ2, τ3, . . . ) of maps τt : V ∪E → 2, indicating which nodes and edges are active at time t,
where 1 is assigned infinitely often to every node and every edge. More formally, for all
t ∈ N>0, v ∈ V and e ∈ E, there exist i, j > t such that τi(v) = 1 and τj(e) = 1. We refer to
this as the fairness property of τ . As a restriction, we say that τ is lossless-asynchronous
if τt(uv) = 1 implies τt(v) = 1 for all t ∈ N>0 and uv ∈ E. Furthermore, τ is called the
(unique) synchronous timing of G if τt(v) = τt(e) = 1 for all t ∈ N>0, v ∈ V and e ∈ E.

I Definition 2 (Asynchronous Run). Let A = (Q, δ0, δ, F ) be a distributed automaton with
`-bit input and Q be its set of traces. Furthermore, let G = (V,E, λ) be an `-bit labeled
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digraph and τ = (τ1, τ2, τ3, . . . ) be a timing of G. The (asynchronous) run of A on G timed
by τ is the infinite sequence ρ = (ρ0, ρ1, ρ2, . . . ) of configurations ρt : V ∪ E → Q, with
ρt(V ) ⊆ Q, which are defined inductively as follows, for t ∈ N, v ∈ V and vw ∈ E:

ρ0(v) = ρ0(vw) = δ0(λ(v)),

ρt+1(v) =
{
ρt(v) if τt+1(v) = 0,
δ
(
ρt(v), {ρt(uv).first | uv ∈ E}

)
if τt+1(v) = 1,

ρt+1(vw) =
{
ρt(vw).pushlast(ρt+1(v)) if τt+1(vw) = 0,
ρt(vw).pushlast(ρt+1(v)).popfirst if τt+1(vw) = 1.

If τ is the synchronous timing of G, we refer to ρ as the synchronous run of A on G.

Throughout this paper, we assume that our digraphs, automata and logical formulas
agree on the number ` of labeling bits. An automaton A accepts a pointed digraph (G, v)
under timing τ if v visits an accepting state at some point in the run ρ of A on G timed by τ ,
i.e., if there exists t ∈ N such that ρt(v) ∈ F . If we simply say that A accepts (G, v), without
explicitly specifying a timing τ , then we stipulate that ρ is the synchronous run of A on G.

Given a digraph G = (V,E, λ) and a class T of timings of G, the automaton A is called
consistent for G and T if for all v ∈ V , either A accepts (G, v) under every timing in T , or
A does not accept (G, v) under any timing in T . We say that A is asynchronous if it is
consistent for every possible choice of G and T , and lossless-asynchronous if it is consistent
for every choice where T contains only lossless-asynchronous timings. By contrast, we call
an automaton synchronous if we wish to emphasize that no such consistency requirements
are imposed. Intuitively, all automata can operate in the synchronous setting, but only some
of them also work reliably in environments that provide fewer guarantees.

A digraph property is a set L of pointed digraphs. We call L the digraph property
recognized by an automaton A if it consist precisely of those pointed digraphs that are
accepted by A. We denote by AA , LA and SA the classes of digraph properties
recognizable by asynchronous, lossless-asynchronous and synchronous automata, respectively.
Similarly, QAA , QLA and QSA are the corresponding classes recognizable by quasi-acyclic
automata.

Turning to logic, let Var be an infinite supply of propositional variables. We define the
formulas of backward modal logic with ` propositional constants by means of the grammar

ϕ ::= ⊥ | > | Pi | ¬Pi | X | (ϕ ∨ ϕ) | (ϕ ∧ ϕ) | ϕ | ϕ ,

where 0 ≤ i < ` and X ∈ Var. Note that this syntax ensures that variables cannot be
negated. Given such a formula ϕ, an `-bit labeled digraph G = (V,E, λ) and a variable
assignment α : Var→ 2

V , we write JϕKG,α to denote the subset of nodes of G at which ϕ
holds with respect to α. For atomic propositions Pi and X, the corresponding semantics are
defined by JPiKG,α = {v ∈ V | λ(v)(i) = 1} and JXKG,α = α(X), where λ(v)(i) is the i-th bit
of λ(v). The Boolean constants and connectives are interpreted in the usual way, for instance,
J>KG,α = V and J(ϕ ∨ ψ)KG,α = JϕKG,α ∪ JψKG,α. Finally, the backward diamond and
the backward box represent backward-looking modal operators, with the semantics

J ϕKG,α =
{
v ∈ V

∣∣ u ∈ JϕKG,α for some u ∈ V such that uv ∈ E
}

and
J ϕKG,α =

{
v ∈ V

∣∣ u ∈ JϕKG,α for all u ∈ V such that uv ∈ E
}
.

Traditionally, the modal µ-calculus is defined to comprise individual fixpoints which
may be nested. However, it is well-known that we can add simultaneous fixpoints to the
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µ-calculus without changing its expressive power, and that nested fixpoints of the same type
(i.e., least or greatest) can be rewritten as non-nested simultaneous ones (see, e.g., [3, § 3.7]
or [9, § 4.3]). The following definition directly takes advantage of this fact. We shall restrict
ourselves to the µ-fragment of the backward µ-calculus , abbreviated backward µ-fragment ,
where only least fixpoints are allowed, and where the usual modal operators are replaced by
their backward-looking variants. Without loss of generality, we stipulate that each formula
of the backward µ-fragment with ` propositional constants is of the form

ϕ = µ

X0
...
Xk

.
ϕ0(P0, . . . , P`−1, X0, . . . , Xk)

...
ϕk(P0, . . . , P`−1, X0, . . . , Xk)

 ,

where X0, . . . , Xk ∈ Var, and ϕ0, . . . , ϕk are formulas of backward modal logic with `

propositional constants that may contain no other variables than X0, . . . , Xk.
For every digraph G = (V,E, λ), the tuple (ϕ0, . . . , ϕk) gives rise to an operator

f : (2V )k+1 → (2V )k+1 that takes some valuation of ~X = (X0, . . . , Xk) and reassigns
to each Xi the resulting valuation of ϕi. More formally, f maps ~W = (W0, . . . ,Wk) to
(W ′0, . . . ,W ′k) such that W ′i = JϕiKG,[ ~X 7→ ~W ]. Here, [ ~X 7→ ~W ] can be any variable assignment
that interprets each Xi as Wi. A (simultaneous) fixpoint of the operator f is a tuple
~W ∈ (2V )k+1 such that f( ~W ) = ~W . Since, by definition, variables occur only positively in
formulas, the operator f is monotonic . This means that ~W ⊆ ~W ′ implies f( ~W ) ⊆ f( ~W ′)
for all ~W, ~W ′ ∈ (2V )k+1, where set inclusions are to be understood componentwise (i.e.,
Wi ⊆ W ′i for each i). Therefore, by virtue of a theorem due to Knaster and Tarski, f has
a least fixpoint , which is defined as the unique fixpoint ~U = (U0, . . . , Uk) of f such that
~U ⊆ ~W for every other fixpoint ~W of f . As a matter of fact, the Knaster-Tarski theorem
even tells us that ~U is equal to

⋂
{ ~W ∈ (2V )k+1 | f( ~W ) ⊆ ~W}, where set operations must

also be understood componentwise. Another, perhaps more intuitive, way of characterizing ~U
is to consider the inductively constructed sequence of approximants (~U0, ~U1, ~U2, . . . ), where
~U0 = (∅, . . . , ∅) and ~U j+1 = f(~U j). Since this sequence is monotonically increasing and V is
finite, there exists n ∈ N such that ~Un = ~Un+1. It is easy to check that ~Un coincides with
the least fixpoint ~U . For more details and proofs, see, e.g., [4, § 3.3.1].

Having introduced the necessary background, we can finally establish the semantics of ϕ
with respect to G: the set JϕKG of nodes at which ϕ holds is precisely U0, the first component
of ~U . A pointed digraph (G, v) satisfies ϕ, in symbols (G, v) |= ϕ , if v ∈ JϕKG. Accordingly,
the digraph property defined by ϕ is {(G, v) | (G, v) |= ϕ}, and we denote by Σµ1 the class
of all digraph properties defined by some formula of the backward µ-fragment.

As usual, two devices (i.e., automata or formulas) are equivalent if they specify (i.e.,
recognize or define) the same property. Figure 1 provides an example of such an equivalence.

3 Main result

Based on the definitions given in Section 2, asynchronous automata are a special case of
lossless-asynchronous automata, which in turn are a special case of synchronous automata.1
Furthermore, quasi-acyclicity constitutes an additional (possibly orthogonal) restriction on
these models. We thus immediately obtain the hierarchy of classes depicted in Figure 2a.

1 This may seem counterintuitive at first sight, but it is actually consistent with the standard terminology
of distributed computing: an asynchronous algorithm can always serve as a synchronous algorithm (i.e.,
it can be executed in a synchronous environment), but the converse is not true.
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Figure 1 A quasi-acyclic asynchronous distributed automaton equivalent to the formula

µ

(
X

Y

)
.

(
(P0 ∧ Y ) ∨ X

Y

)
of the backward µ-fragment. A given pointed 1-bit labeled digraph (G, v) is accepted by this
automaton if and only if, starting at v and following G’s edges in the backward direction, it is
possible to reach some node u labeled with 1 from which it is impossible to reach any directed cycle.

SA

LA

AA

QSA

QLA

QAA

(a) immediate by the definitions

SA

LA

AA

QSA

Σµ1 = QAA = QLA

(b) collapse shown in this paper

Figure 2 Hierarchy of the classes of digraph properties recognizable by distributed automata,
depending on whether the automata are synchronous (S), lossless-asynchronous (L), asynchronous (A),
or quasi-acyclic (Q). The arrows denote inclusion (e.g., LA ⊆ SA).

Our main result provides a simplification of this hierarchy: the classes QAA and QLA
are actually equal to the class of digraph properties definable in the backward µ-fragment.
This yields the revised diagram shown in Figure 2b.

I Theorem 3 (Σµ
1 = QAA = QLA). When restricted to finite digraphs, the backward

µ-fragment is effectively equivalent to the classes of quasi-acyclic asynchronous automata
and quasi-acyclic lossless-asynchronous automata.

Proof. The forward direction is given by Proposition 4 (in Section 4), which asserts that
Σµ1 ⊆ QAA, and the trivial observation that QAA ⊆ QLA. For the backward direction, we
use Proposition 7 (in Section 5), which asserts that QLA ⊆ Σµ1 . J

As stated before, synchronous automata are more powerful than the backward µ-fragment
(and incomparable with monadic second-order logic). This holds even if we consider only
quasi-acyclic automata, i.e., the inclusion Σµ1 ⊂ QSA is known to be strict (see [7, Prp. 6]).
Moreover, an upcoming paper will show that the inclusion QSA ⊂ SA is also strict.
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In contrast, it remains open whether quasi-acyclicity is in fact necessary for characterizing
Σµ

1 . On the one hand, this notion is crucial for our proof (see Proposition 7), but on the
other hand, no digraph property separating AA or LA from Σµ1 has been found so far.

4 Computing least fixpoints using asynchronous automata

In this section, we prove the easy direction of the main result. Given a formula ϕ of
the backward µ-fragment, it is straightforward to construct a (synchronous) distributed
automaton A that computes on any digraph the least fixpoint ~U of the operator associated
with ϕ. As long as it operates in the synchronous setting, A simply follows the sequence
of approximants (~U0, ~U1, . . . ) described in Section 2. It is important to stress that the
very same observation has previously been made in [7, Prp. 7] (formulated from a different
point of view). In the following proposition, we refine this observation by giving a more
precise characterization of the obtained automaton: it is always quasi-acyclic and capable of
operating in a (possibly lossy) asynchronous environment.

I Proposition 4 (Σµ
1 ⊆ QAA). For every formula of the backward µ-fragment, we can

effectively construct an equivalent quasi-acyclic asynchronous automaton.

Proof. Let ϕ = µ(X0, . . . , Xk).(ϕ0, . . . , ϕk) be a formula of the backward µ-fragment with `
propositional constants. Without loss of generality, we may assume that the subformulas
ϕ0, . . . , ϕk do not contain any nested modal operators. To see this, suppose that ϕi = ψ.
Then ϕ is equivalent to ϕ′ = µ(X0, . . . , Xi, . . . , Xk, Y ).(ϕ0, . . . , ϕ

′
i, . . . , ϕk, ψ), where Y is a

fresh propositional variable and ϕ′i = Y . The operator and Boolean combinations of
and are handled analogously.

We now convert ϕ into an equivalent automaton A = (Q, δ0, δ, F ) with state set Q =
2
{P0,...,P`−1,X0,...,Xk}. The idea is that each node v of the input digraph has to remember

which of the atomic propositions P0, . . . , P`−1, X0, . . . , Xk have, so far, been verified to hold
at v. Therefore, we define the initialization function such that δ0(x) = {Pi | x(i) = 1}
for all x ∈ 2`. Let us write (q, S) |= ϕi to indicate that a pair (q, S) ∈ Q × 2

Q satisfies a
subformula ϕi of ϕ. This is the case precisely when ϕi holds at any node v that satisfies exactly
the atomic propositions in q and whose incoming neighbors satisfy exactly the propositions
specified by S. Note that this satisfaction relation is well-defined in our context because
the nesting depth of modal operators in ϕi is at most 1. With that, the transition function
of A can be succinctly described by δ(q, S) = q ∪ {Xi | (q, S) |= ϕi}. Since q ⊆ δ(q, S), we
are guaranteed that the automaton is quasi-acyclic. Finally, the accepting set is given by
F = {q | X0 ∈ q}.

It remains to prove that A is asynchronous and equivalent to ϕ. Let G = (V,E, λ) be an
`-bit labeled digraph and ~U = (U0, . . . , Uk) ∈ (2V )k+1 be the least fixpoint of the operator f
associated with (ϕ0, . . . , ϕk). Due to the asynchrony condition, we must consider an arbitrary
timing τ = (τ1, τ2, . . . ) of G. The corresponding run ρ = (ρ0, ρ1, . . . ) of A on G timed
by τ engenders an infinite sequence ( ~W 0, ~W 1, . . . ), where each tuple ~W t = (W t

0 , . . . ,W
t
k) ∈

(2V )k+1 specifies the valuation of every variable Xi at time t, i.e., W t
i = {v ∈ V | Xi ∈ ρt(v)}.

Since A is quasi-acyclic and V is finite, this sequence must eventually stabilize at some value
~W∞, and each node accepts if and only if it belongs to W∞0 . Reformulated this way, our
task is to demonstrate that ~W∞ equals ~U , regardless of the timing τ .

“ ~W∞ ⊆ ~U”: We show by induction that ~W t ⊆ ~U for all t ∈ N. This obviously holds for
t = 0, since ~W 0 = (∅, . . . , ∅). Now, consider any node v ∈ V at an arbitrary time t. Let q be
the current state of v and S be the set of current states of its incoming neighbors. Depending
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on τ , it might be the case that v actually receives some outdated information S′ instead of S.
However, given that the neighbors’ previous states cannot contain more variables than their
current ones (by construction), and that variables can only occur positively in each ϕi, we
know that (q, S′) |= ϕi implies (q, S) |= ϕi. Hence, if v performs a local transition at time t,
then the only new variables that can be added to its state must lie in {Xi | (q, S) |= ϕi}. On a
global scale, this means that ~W t+1 \ ~W t ⊆ f( ~W t). Furthermore, by the induction hypothesis,
the monotonicity of f , and the fact that ~U is a fixpoint, we have f( ~W t) ⊆ f(~U) = ~U . Putting
both together, and again relying on the induction hypothesis, we obtain ~W t+1 ⊆ ~U .

“ ~W∞ ⊇ ~U”: For the converse direction, we make use of the Knaster-Tarski theorem,
which gives us the equality ~U =

⋂
{ ~W ∈ (2V )k+1 | f( ~W ) ⊆ ~W}. With this, it suffices to

show that f( ~W∞) ⊆ ~W∞. Consider some time t ∈ N such that ~W t′ = ~W∞ for all t′ ≥ t.
Although we know that every node has reached its final state at time t, the FIFO buffers of
some edges might still contain obsolete states from previous times. However, the fairness
property of τ guarantees that our customized popfirst operation is executed infinitely often at
every edge, while the pushlast operation has no effect because all the states remain unchanged.
Therefore, there must be a time t′ ≥ t from which on each buffer contains only the current
state of its incoming node, i.e., ρt′′(uv) = ρt′′(u) for all t′′ ≥ t′ and uv ∈ E. Moreover,
the fairness property of τ also ensures that every node v reevaluates the local transition
function δ infinitely often, based on its own current state q and the set S of states in the
buffers associated with its incoming neighbors. As this has no influence on v’s state, we
can deduce that {Xi | (q, S) |= ϕi} ⊆ q. Consequently, we have f( ~W t′) ⊆ ~W t′ , which is
equivalent to f( ~W∞) ⊆ ~W∞. J

5 Capturing asynchronous runs using least fixpoints

This section is dedicated to proving the converse direction of the main result, which will allow
us to translate any quasi-acyclic lossless-asynchronous automaton into an equivalent formula
of the backward µ-fragment (see Proposition 7). Our proof builds on two concepts: the
invariance of distributed automata under backward bisimulation (stated in Proposition 5) and
an ad-hoc relation “.” that captures the possible behaviors of a fixed lossless-asynchronous
automaton A (in a specific sense described in Lemma 6).

We start with the notion of backward bisimulation, which is defined like the standard
notion of bisimulation (see, e.g., [1, Def. 2.16] or [2, Def. 5]), except that edges are followed
in the backward direction. Formally, a backward bisimulation between two `-bit labeled
digraphs G = (V,E, λ) and G′ = (V ′, E′, λ′) is a binary relation R ⊆ V × V ′ that fulfills the
following conditions for all vv′ ∈ R:
1. λ(v) = λ′(v′),
2. if uv ∈ E, then there exists u′ ∈ V ′ such that u′v′ ∈ E′ and uu′ ∈ R, and, conversely,
3. if u′v′ ∈ E′, then there exists u ∈ V such that uv ∈ E and uu′ ∈ R.
We say that the pointed digraphs (G, v) and (G′, v′) are backward bisimilar if there exists
such a backward bisimulation R relating v and v′. It is easy to see that distributed automata
cannot distinguish between backward bisimilar structures:

I Proposition 5. Distributed automata are invariant under backward bisimulation. That is,
for every automaton A, if two pointed digraphs (G, v) and (G′, v′) are backward bisimilar,
then A accepts (G, v) if and only if it accepts (G′, v′).

Proof. Let R be a backward bisimulation between G and G′ such that vv′ ∈ R. Since
acceptance is defined with respect to the synchronous behavior of the automaton, we need
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only consider the synchronous runs ρ = (ρ0, ρ1, . . . ) and ρ′ = (ρ′0, ρ′1, . . . ) of A on G and G′,
respectively. Now, given that the FIFO buffers on the edges of the digraphs merely contain
the current state of their incoming node, it is straightforward to prove by induction on t that
every pair of nodes uu′ ∈ R satisfies ρt(u) = ρ′t(u′) for all t ∈ N. J

We now turn to the mentioned relation “.”, which is defined with respect to a fixed
automaton. For the remainder of this section, let A denote an automaton (Q, δ0, δ, F ), and
let Q denote its set of traces. The relation . ⊆ (2Q ×Q) specifies whether, in a lossless-
asynchronous environment, a given trace σ can be traversed by a node whose incoming
neighbors traverse the traces of a given set S. Loosely speaking, the intended meaning of
S . σ (“S enables σ”) is the following: Take an appropriately chosen digraph under some
lossless-asynchronous timing τ , and observe the corresponding run of A up to a specific
time t; if node v was initially in state σ.first and at time t it has seen its incoming neighbors
traversing precisely the traces in S, then it is possible for τ to be such that at time t, node v
has traversed exactly the trace σ. This relation can be defined inductively: As the base case,
we specify that for every q ∈ Q and S ⊆ Q, we have S . q.pushlast(δ(q, S)). For the inductive
clause, consider a trace σ ∈ Q and two finite (possibly equal) sets of traces S,S′ ⊆ Q such
that the traces in S′ can be obtained by appending at most one state to the traces in S. More
precisely, if π ∈ S, then π.pushlast(p) ∈ S′ for some p ∈ Q, and conversely, if π′ ∈ S′, then
π′ = π.pushlast(π′.last) for some π ∈ S. We shall denote this auxiliary relation by S⇒ S′ .
If it holds, then S . σ implies S′ . σ.pushlast(q), where q = δ(σ.last, {π′.last | π′ ∈ S′}).

The next step is to show (in Lemma 6) that our definition of “.” does indeed capture the
intuition given above. To formalize this, we first introduce two further pieces of terminology.

First, the notions of configuration and run can be enriched to facilitate discussions about
the past. Let ρ = (ρ0, ρ1, . . . ) be a run of A on a digraph G = (V,E, λ) (timed by some
timing τ). The corresponding enriched run is the sequence ρ̂ = (ρ̂0, ρ̂1, . . . ) of enriched
configurations that we obtain from ρ by requiring each node to remember the entire trace it
has traversed so far. Formally, for t ∈ N, v ∈ V and e ∈ E,

ρ̂0(v) = ρ0(v), ρ̂t+1(v) = ρ̂t(v).pushlast(ρt+1(v)) and ρ̂t(e) = ρt(e).

Second, we will need to consider finite segments of timings and enriched runs. A lossless-
asynchronous timing segment of a digraph G is a finite sequence τ = (τ1, . . . , τr) that could
be extended to a whole lossless-asynchronous timing (τ1, . . . , τr, τr+1, . . . ). Likewise, for an
initial enriched configuration ρ̂0 of G, the corresponding enriched run segment timed by τ
is the sequence (ρ̂0, . . . , ρ̂r), where each ρ̂t+1 is computed from ρ̂t and τt+1 in the same way
as for an entire enriched run.

Equipped with the necessary terminology, we can now state and prove a (slightly technical)
lemma that will allow us to derive benefit from the relation “.”. This lemma essentially
states that if S . σ holds and we are given enough nodes that traverse the traces in S, then
we can take those nodes as the incoming neighbors of a new node v and delay the messages
received by v in such a way that v traverses σ, without losing any messages.

I Lemma 6. For every trace σ ∈ Q and every finite (possibly empty) set of traces S =
{π1, . . . , π`} ⊆ Q that satisfy the relation S . σ, there exist lower bounds m1, . . . ,m` ∈ N>0
such that the following statement holds true:

For any n1, . . . , n` ∈ N>0 satisfying ni ≥ mi, let G be a digraph consisting of the nodes
(uji )i,j and v, and the edges (ujiv)i,j , with index ranges 1 ≤ i ≤ ` and 1 ≤ j ≤ ni. If we start
from the enriched configuration ρ̂0 of G, where

ρ̂0(uji ) = πi, ρ̂0(ujiv) = πi and ρ̂0(v) = σ.first,
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then we can construct a (nonempty) lossless-asynchronous timing segment τ = (τ1, . . . , τr)
of G, where τt(uji ) = 0 and τt(v) = 1 for 1 ≤ t ≤ r, such that the corresponding enriched run
segment ρ̂ = (ρ̂0, . . . , ρ̂r) timed by τ satisfies

ρ̂r−1(ujiv) = πi.last and ρ̂r(v) = σ.

Proof. We proceed by induction on the definition of “.”. In the base case, where S =
{p1, . . . , p`} ⊆ Q and σ = q.pushlast(δ(q,S)) for some q ∈ Q, the statement holds with
m1 = · · · = m` = 1. This is witnessed by a timing segment τ = (τ1), where τ1(uji ) = 0,
τ1(v) = 1, and τ1(ujiv) can be chosen as desired.

For the inductive step, we assume that the statement holds for σ and S = {π1, . . . , π`}
with some values m1, . . . ,m`. Now consider any other set of traces S′ = {π′1, . . . , π′`′}
such that S ⇒ S′, and let σ′ = σ.pushlast(q), where q = δ(σ. last, {π′k.last | π′k ∈ S′}).
Since S . σ, we have S′ . σ′. The remainder of the proof consists in showing that the
statement also holds for σ′ and S′ with some large enough integers m′1, . . . ,m′`′ . Let us fix
m′k =

∑
{mi | πi.pushlast(π′k.last) = π′k}. (As there is no need to find minimal values, we

opt for easy expressibility.)
Given any numbers n′1, . . . , n′`′ with n′k ≥ m′k, we choose suitable values n1, . . . , n` with

ni ≥ mi, and consider the corresponding digraph G described in the lemma. Because we have
S⇒ S′, we can assign to each node uji a state pji such that πi.pushlast(pji ) ∈ S′. Moreover,
provided our choice of n1, . . . , n` was adequate, we can also ensure that for each π′k ∈ S′,
there are exactly n′k nodes uji such that πi.pushlast(pji ) = π′k. (Note that nodes with distinct
traces πi, πi′ ∈ S might be mapped to the same trace π′k ∈ S′, in case πi′ = πip

j
i .) It is

straightforward to verify that such a choice of numbers and such an assignment of states are
always possible, given the lower bounds m′1, . . . ,m′`′ specified above.

Let us now consider the lossless-asynchronous timing segment τ = (τ1, . . . , τr) and the
corresponding enriched run segment ρ̂ = (ρ̂0, . . . , ρ̂r) provided by the induction hypothesis.
Since the popfirst operation has no effect on a trace of length 1, we may assume without loss
of generality that τt(ujiv) = 0 if ρ̂t−1(ujiv) has length 1, for t < r. Consequently, if we start
from the alternative enriched configuration ρ̂′0, where

ρ̂′0(uji ) = πi.pushlast(pji ), ρ̂′0(ujiv) = πi.pushlast(pji ) and ρ̂′0(v) = σ.first,

then the corresponding enriched run segment (ρ̂′0, . . . , ρ̂′r) timed by τ can be derived from ρ̂

by simply applying “pushlast(pji )” to ρ̂t(uji ) and ρ̂t(ujiv), for t < r. We thus get

ρ̂′r−1(ujiv) = πi.last.pushlast(pji ) and ρ̂′r(v) = σ.

We may also assume without loss of generality that τr(ujiv) = 1 if ρ̂′r−1(ujiv) has length 2,
since this does not affect ρ̂ and lossless-asynchrony is ensured by τr(v) = 1. Hence, it suffices
to extend τ by an additional map τr+1, where τr+1(uji ) = 0, τr+1(v) = 1, and τr+1(ujiv) can
be chosen as desired. The resulting enriched run segment (ρ̂′0, . . . , ρ̂′r+1) satisfies

ρ̂′r(u
j
iv) = pji = π′k.last (for some π′k ∈ S′) and ρ̂′r+1(v) = σ.pushlast(q) = σ′. J

Finally, we can put the pieces together and prove the converse direction of Theorem 3:

I Proposition 7 (QLA ⊆ Σµ1 ). For every quasi-acyclic lossless-asynchronous automaton, we
can effectively construct an equivalent formula of the backward µ-fragment.

Proof. Assume that A = (Q, δ0, δ, F ) is a quasi-acyclic lossless-asynchronous automaton
with `-bit input. Since it is quasi-acyclic, its set of traces Q is finite, and thus we can afford
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to introduce a separate propositional variable Xσ for each trace σ ∈ Q. Making use of the
relation “.”, we convert A into an equivalent formula ϕ = µ

[
X0, (Xσ)σ∈Q

]
.
[
ϕ0, (ϕσ)σ∈Q

]
of

the backward µ-fragment, where

ϕ0 =
∨
σ∈Q

σ.last∈F

Xσ, (a)

ϕq =
∨
x∈2`

δ0(x)=q

( ∧
x(i)=1

Pi ∧
∧

x(i)=0

¬Pi
)

for each q ∈ Q, and (b)

ϕσ = Xσ.first ∧
∨

S⊆Q
S.σ

((∧
π∈S

Xπ

)
∧
( ∨

π∈S

Xπ

))
for each σ ∈ Q with |σ| ≥ 2. (c)

Note that this formula can be constructed effectively because an inductive computation of “.”
must terminate after at most |Q| · 2|Q| iterations.

To prove that ϕ is indeed equivalent to A, let us consider an arbitrary `-bit labeled
digraph G = (V,E, λ) and the corresponding least fixpoint ~U = (U0, (Uσ)σ∈Q) ∈ (2V )|Q|+1

of the operator f associated with (ϕ0, (ϕσ)σ∈Q).
The easy direction is to show that for all nodes v ∈ V , if A accepts (G, v), then (G, v)

satisfies ϕ. For that, it suffices to consider the synchronous enriched run ρ̂ = (ρ̂0, ρ̂1, . . . )
of A on G. (Any other run timed by a lossless-asynchronous timing would exhibit the same
acceptance behavior.) As in the proof of Proposition 5, we can simply ignore the FIFO buffers
on the edges of G because ρ̂t(uv) = ρ̂t(u).last. Using this, a straightforward induction on t
shows that every node v ∈ V satisfies {ρ̂t(u) | uv ∈ E} . ρ̂t+1(v) for all t ∈ N. (For t = 0,
the claim follows from the base case of the definition of “.””; for the step from t to t+ 1, we
can immediately apply the inductive clause of the definition.) This in turn allows us to prove
that each node v is contained in all the components of ~U that correspond to a trace traversed
by v in ρ̂, i.e., v ∈ Uρ̂t(v) for all t ∈ N. Naturally, we proceed again by induction: For t = 0,
we have ρ̂0(v) = δ0(λ(v)) ∈ Q, hence the subformula ϕρ̂0(v) defined in equation (b) holds
at v, and thus v ∈ Uρ̂0(v). For the step from t to t+ 1, we need to distinguish two cases. If
ρ̂t+1(v) is of length 1, then it is equal to ρ̂t(v), and there is nothing new to prove. Otherwise,
we must consider the appropriate subformula ϕρ̂t+1(v) given by equation (c). We already
know from the base case that the conjunct Xρ̂t+1(v).first = Xρ̂0(v) holds at v, with respect
to any variable assignment that interprets each Xσ as Uσ. Furthermore, by the induction
hypothesis, Xρ̂t(u) holds at every incoming neighbor u of v. Since {ρ̂t(u) | uv ∈ E} . ρ̂t+1(v),
we conclude that the second conjunct of ϕρ̂t+1(v) must also hold at v, and thus v ∈ Uρ̂t+1(v).
Finally, assuming A accepts (G, v), we know by definition that ρ̂t(v).last ∈ F for some t ∈ N.
Since v ∈ Uρ̂t(v), this implies that the subformula ϕ0 defined in equation (a) holds at v, and
therefore that (G, v) satisfies ϕ.

For the converse direction of the equivalence, we have to overcome the difficulty that ϕ
is more permissive than A, in the sense that a node v might lie in Uσ, and yet not be able
to follow the trace σ under any timing of G. Intuitively, the reason why we still obtain an
equivalence is that A cannot take advantage of all the information provided by any particular
run, because it must ensure that for all digraphs, its acceptance behavior is independent
of the timing. It turns out that even if v cannot traverse σ, some other node v′ in an
indistinguishable digraph will be able to do so. More precisely, we will show that

if v ∈ Uσ, then there exists a pointed digraph (G′, v′), backward bisimilar to (G, v),
and a lossless-asynchronous timing τ ′ of G′, such that ρ̂′t(v′) = σ for some t ∈ N, (∗)

where ρ̂′ is the enriched run of A on G′ timed by τ ′. Now suppose that (G, v) satisfies ϕ. By
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equation (a), this means that v ∈ Uσ for some trace σ such that σ.last ∈ F . Consequently,
A accepts the pointed digraph (G′, v′) postulated in (∗), based on the claim that v′ traverses σ
under timing τ ′ and the fact that A is lossless-asynchronous. Since (G, v) and (G′, v′) are
backward bisimilar, it follows from Proposition 5 that A also accepts (G, v).

It remains to verify (∗). We achieve this by computing the least fixpoint ~U inductively
and proving the statement by induction on the sequence of approximants (~U0, ~U1, . . . ). Note
that we do not need to consider the limit case, since ~U = ~Un for some n ∈ N.

The base case is trivially true because all the components of ~U0 are empty. Furthermore,
if σ consists of a single state q, then we do not even need to argue by induction, as it is
evident from equation (b) that for all j ≥ 1, node v lies in U jq precisely when δ0(λ(v)) = q.
It thus suffices to set (G′, v′) = (G, v) and choose the timing τ ′ arbitrarily. Clearly, we have
ρ̂′0(v′) = δ0(λ(v)) = q if v ∈ U jq .

On the other hand, if σ is of length at least 2, we must assume that statement (∗) holds
for the components of ~U j in order to prove it for U j+1

σ . To this end, consider an arbitrary
node v ∈ U j+1

σ . By the first conjunct in (c) and the preceding remarks regarding the trivial
cases, we know that δ0(λ(v)) = σ.first (and incidentally that j ≥ 1). Moreover, the second
conjunct ensures the existence of a (possibly empty) set of traces S that satisfies S . σ and
that represents a “projection” of v’s incoming neighborhood at stage j. By the latter we
mean that for all π ∈ S, there exists u ∈ V such that uv ∈ E and u ∈ U jπ, and conversely,
for all u ∈ V with uv ∈ E, there exists π ∈ S such that u ∈ U jπ.

Now, for each trace π ∈ S and each incoming neighbor u of v that is contained in U jπ,
the induction hypothesis provides us with a pointed digraph (G′u:π, u

′
π) and a corresponding

timing τ ′u:π, as described in (∗). We make nu:π ∈ N distinct copies of each such digraph G′u:π.
From this, we construct G′ = (V ′, E′, λ′) by taking the disjoint union of all the

∑
nu:π

digraphs, and adding a single new node v′ with λ′(v′) = λ(v), together with all the edges of
the form u′πv

′ (i.e., one such edge for each copy of every u′π). Given that every (G′u:π, u
′
π) is

backward bisimilar to (G, u), we can guarantee that the same holds for (G′, v′) and (G, v)
by choosing the numbers of digraph copies in G′ such that each incoming neighbor u of v is
represented by at least one incoming neighbor of v′. That is, for every u, we require that
nu:π ≥ 1 for some π.

Finally, we construct a suitable lossless-asynchronous timing τ ′ of G′, which proceeds in
two phases to make v′ traverse σ in the corresponding enriched run ρ̂′. In the first phase,
where 0 < t ≤ t1, node v′ remains inactive, which means that every τt assigns 0 to v′ and its
incoming edges. The state of v′ at time t1 is thus still σ.first. Meanwhile, in every copy of
each digraph G′u:π, the nodes and edges behave according to timing τ ′u:π until the respective
copy of u′π has completely traversed π, whereupon the entire subgraph becomes inactive. By
choosing t1 large enough, we make sure that the FIFO buffer on each edge of the form u′πv

′

contains precisely π at time t1. In the second phase, which lasts from t1 + 1 to t2, the only
active parts of G′ are v′ and its incoming edges. Since the number nu:π of copies of each
digraph G′u:π can be chosen as large as required, we stipulate that for every trace π ∈ S, the
sum of nu:π over all u exceeds the lower bound mπ that is associated with π when invoking
Lemma 6 for σ and S. Applying that lemma, we obtain a lossless-asynchronous timing
segment of the subgraph induced by v′ and its incoming neighbors. This segment determines
our timing τ ′ between t1 + 1 and t2 (the other parts of G′ being inactive), and gives us
ρ̂′t2(v′) = σ, as desired. Naturally, the remainder of τ ′, starting at t2 + 1, can be chosen
arbitrarily, so long as it satisfies the properties of a lossless-asynchronous timing.

As a closing remark, note that the pointed digraph (G′, v′) constructed above is very
similar to the standard unraveling of (G, v) into a (possibly infinite) tree. (The set of nodes
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of that tree-unraveling is precisely the set of all directed paths in G that start at v; see, e.g.,
[1, Def. 4.51] or [2, § 3.2]). However, there are a few differences: First, we do the unraveling
backwards, because we want to generate a backward bisimilar structure, where all the edges
point toward the root. Second, we may duplicate the incoming neighbors (i.e., children) of
each node in the tree, in order to satisfy the lower bounds imposed by Lemma 6. Third, we
stop the unraveling process at a finite depth (not necessarily the same for each subtree), and
place a copy of the original digraph G at every leaf. J
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Abstract
We provide a counterexample to a conjecture by Thiagarajan (1996 and 2002) that regular prime
event structures correspond exactly to those obtained as unfoldings of finite 1-safe Petri nets. The
same counterexample is used to disprove a closely related conjecture by Badouel, Darondeau, and
Raoult (1999) that domains of regular event structures with bounded \-cliques are recognizable by
finite trace automata. Event structures, trace automata, and Petri nets are fundamental models
in concurrency theory. There exist nice interpretations of these structures as combinatorial
and geometric objects and both conjectures can be reformulated in this framework. Namely, the
domains of prime event structures correspond exactly to pointed median graphs; from a geometric
point of view, these domains are in bijection with pointed CAT(0) cube complexes.

A necessary condition for both conjectures to be true is that domains of respective regular
event structures admit a regular nice labeling. To disprove these conjectures, we describe a
regular event domain (with bounded \-cliques) that does not admit a regular nice labeling. Our
counterexample is derived from an example by Wise (1996 and 2007) of a nonpositively curved
square complex X whose universal cover X̃ is a CAT(0) square complex containing a particular
plane with an aperiodic tiling.
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Keywords and phrases Discrete event structures, Trace automata, Median graphs and CAT(0)
cube Complexes, Unfoldings and universal covers
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1 Introduction

Event structures, introduced by Nielsen, Plotkin, and Winskel [18, 29, 30], are a widely
recognized abstract model of concurrent computation. An event structure is a partially
ordered set of events together with a conflict relation. The partial order captures the causal
dependency of events. The conflict relation models incompatibility of events so that two
events that are in conflict cannot simultaneously occur in any state of the computation.
Consequently, two events that are neither ordered nor in conflict may occur concurrently.
The domain of an event structure consists of all computation states, called configurations.
Each computation state is a subset of events subject to the constraints that no two conflicting
events can occur together in the same computation and if an event occurred in a computation
then all events on which it causally depends have occurred too. Therefore, the domain of an
event structure E is the set D(E) of all finite configurations ordered by inclusion. An event e
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is said to be enabled by a configuration c if e /∈ c and c ∪ {e} is a configuration. The degree
of an event structure E is the maximum number of events enabled by a configuration of E .
The future of a configuration c is the set of all finite configurations c′ containing c.

Among other things, the importance of event structures stems from the fact that several
fundamental models of concurrent computation lead to event structures. Nielsen, Plotkin,
and Winskel [18] proved that every 1-safe Petri net N unfolds into an event structure EN .
Later results of [19] and [30] show in fact that 1-safe Petri nets and event structures represent
each other in a strong sense. In the same vein, Stark [25] established that the domains of
configurations of trace automata are exactly the conflict event domains; a presentation of
domains of event structures as trace monoids (Mazurkiewicz traces) or as asynchronous
transition systems was given in [22] and [6], respectively. In both cases, the events of the
resulting event structure are labeled in a such a way that any two events enabled by the
same configuration are labeled differently (such a labeling is usually called a nice labeling).
To deal with finite 1-safe Petri nets, Thiagarajan [26, 27] introduced the notions of regular
event structure and regular trace event structure. A regular event structure E is an event
structure with a finite number of isomorphism types of futures of configurations and finite
degree. A regular trace event structure is an event structure E whose events can be nicely
labeled by the letters of a finite trace alphabet M = (Σ, I) in a such a way that any two
concurrent events define a pair of I and there exists only a finite number of isomorphism
types of labeled futures of configurations. These definitions were motivated by the fact that
the event structures EN arising from finite 1-safe Petri nets N are regular: Thiagarajan [26]
proved that event structures of finite 1-safe Petri nets correspond to regular trace event
structures. This lead Thiagarajan to formulate the following conjecture:

I Conjecture 1 ([26, 27]). An event structure E is isomorphic to the event structure EN
arising from a finite 1-safe Petri net N if and only if E is regular.

Badouel, Darondeau, and Raoult [2] formulated two similar conjectures about conflict
event domain that are recognizable by finite trace automata. The first one is equivalent to
Conjecture 1, while the second one is formulated in a more general setting with an extra
condition. We formulate their second conjecture in the particular case of event structures:

I Conjecture 2 ([2]). The domain of an event structure E is recognizable if and only if E is
regular and has bounded \-cliques.

In view of previous results, to establish Conjecture 1, it is necessary for a regular event
structure E to define a regular nice labeling with letters from some trace alphabet (Σ, I).
Nielsen and Thiagarajan [20] proved in a technically involved but very nice combinatorial
way that all regular conflict-free event structures satisfy Conjecture 1. In a equally difficult
and technical proof, Badouel et al. [2] proved that their conjectures hold for context-free
event domains, i.e., for domains whose underlying graph is a context-free graph sensu Müller
and Schupp [17]. In this paper, we present a counterexample to Thiagarajan’s Conjecture
based on a more geometric and combinatorial view on event structures. We show that our
example also provides a counterexample to Conjecture 2 of Badouel et al.

We use the striking bijections between the domains of event structures, median graphs,
and CAT(0) cube complexes. Median graphs have many nice properties and admit numerous
characterizations. They have been investigated in several contexts for more than half a
century, and play a central role in metric graph theory; for more detailed information, the
interested reader can consult the surveys [3, 4]. On the other hand, CAT(0) cube complexes
are central objects in geometric group theory [23, 24, 33]. They have been characterized in a
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nice combinatorial way by Gromov [12] as simply connected cube complexes in which the
links of 0-cubes are simplicial flag complexes. It was proven in [9, 21] that 1-skeleta of CAT(0)
cube complexes are exactly the median graphs. Barthélemy and Constantin [5] proved that
the Hasse diagrams of domains of event structures are median graphs and every pointed
median graph is the domain of an event structure. The bijection between pointed median
graphs and event domains established in [5] can be viewed as the classical characterization of
prime event domains as prime algebraic coherent partial orders provided by Nielsen, Plotkin,
and Winskel [18]. Via these bijections, the events of an event structure E correspond to the
parallelism classes of edges of the domain D(E) viewed as a median graph.

Our counter-example is based on Wise’s [31, 32] nonpositively curved square complex X
with one vertex and six squares, whose edges are colored in five colors, and whose colored
universal cover X̃ contains a particular plane with an aperiodic tiling. As a result, X̃ is a
CAT(0) square complex whose edges are colored by the colors of their images in X and are
directed in such a way that all edges in the same parallelism class are oriented in the same
way. With respect to this orientation, all vertices of X̃ are equivalent up to automorphism.
We modify the complex X by taking its barycentric subdivision and by adding to the middles
of the edges of X directed paths of five different lengths in order to encode the colors of the
edges of X (and X̃) and to obtain a nonpositively curved square complex W . The universal
cover W̃ of W is a directed (but no longer colored) CAT(0) square complex. Since W̃ is
the universal cover of a finite complex W , W̃ has a finite number of equivalence classes of
vertices up to automorphism. From W̃ we derive a domain of a regular event structure W̃ṽ

by considering the future of an arbitrary vertex ṽ of X̃. Using the fact that X̃ contains a
particular plane with an aperiodic tiling, we prove that W̃ṽ does not admit a regular nice
labeling, thus W̃ṽ does not have a regular trace labeling.

Due to space limitations, some proofs are omitted; a full version of the paper is available
on arXiv [8].

2 Event structures

2.1 Event structures and domains
An event structure is a triple E = (E,≤,#), where

E is a set of events,
≤ ⊆ E × E is a partial order of causal dependency,
# ⊆ E × E is a binary, irreflexive, symmetric relation of conflict,
↓e := {e′ ∈ E : e′ ≤ e} is finite for any e ∈ E,
e#e′ and e′ ≤ e′′ imply e#e′′.

What we call here an event structure is usually called a prime event structure. Two events
e′, e′′ are concurrent (notation e′‖e′′) if they are order-incomparable and they are not in
conflict. The conflict e′#e′′ between two elements e′ and e′′ is said to be minimal (notation,
e′#µe

′′) if there is no event e 6= e′, e′′ such that either e ≤ e′ and e#e′′ or e ≤ e′′ and e#e′.
Also define the binary relation l ⊆ E ×E as follows: set el e′ if and only if e ≤ e′, e 6= e′,
and for every e′′ if e ≤ e′′ ≤ e′, then e′′ = e or e′′ = e′. Given two event structures
E1 = (E1,≤1,#1) and E2 = (E2,≤2,#2), a map f : E1 → E2 is an isomorphism if f is a
bijection such that e ≤1 e

′ iff f(e) ≤2 f(e′) and e#1e
′ iff f(e)#2f(e′) for every e, e′ ∈ E1. If

such an isomorphism exists, then E1 and E2 are said to be isomorphic; notation E1 ≡ E2.
A labeled event structure Eλ = (E , λ) is defined by an underlying event structure E =

(E,≤,#) and a labeling λ that is a map from E to some alphabet Σ. Two labeled event
structures Eλ1

1 = (E1, λ1) and Eλ1
2 = (E2, λ2) are isomorphic (notation Eλ1

1 ≡ Eλ2
2 ) if there
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exists an isomorphism f between the underlying event structures E1 and E2 such that
λ2(f(e1)) = λ1(e1) for every e1 ∈ E1.

A configuration of an event structure E = (E,≤,#) is any finite subset c ⊂ E of events
which is conflict-free (e, e′ ∈ c implies that e, e′ are not in conflict) and downward-closed
(e ∈ c and e′ ≤ e implies that e′ ∈ c) [30]. Notice that ∅ is always a configuration and that
↓e and ↓e \ {e} are configurations for any e ∈ E. The domain of an event structure is the
set D := D(E) of all configurations of E ordered by inclusion; (c′, c) is a (directed) edge of
the Hasse diagram of the poset (D(E),⊆) if and only if c = c′ ∪ {e} for an event e ∈ E \ c.
An event e is said to be enabled by a configuration c if e /∈ c and c ∪ {e} is a configuration.
Denote by en(c) the set of all events enabled at the configuration c. Two events are called
co-initial if they are both enabled at some configuration c. Note that if e and e′ are co-initial,
then either e#µe

′ or e‖e′. It is easy to see that two events e and e′ are in minimal conflict
e#µe

′ if and only if e#e′ and e and e′ are co-initial. The degree deg(E) of an event structure
E is the least positive integer d such that |en(c)| ≤ d for any configuration c of E . We say
that E has finite degree if deg(E) is finite. The future (or the filter) F(c) of a configuration c
is the set of all configurations c′ containing c: F(c) = ↑c := {c′ ∈ D(E) : c ⊆ c′}, i.e., F(c) is
the principal filter of c in the ordered set (D(E),⊆).

For an event structure E = (E,≤, \), let \ be the least irreflexive and symmetric relation
on the set of events E such that e1\e2 if (1) e1‖e2, or (2) e1#µe2, or (3) there exists an
event e3 that is co-initial with e1 and e2 at two different configurations such that e1‖e3 and
e2#µe3. If e1\e2 and this comes from condition (3), then we write e1\(3)e2. A \-clique is a
subset S of events such that e1\e2 for any e1, e2 ∈ S.

A labeling λ : E → Σ of an event structure E (or of its domain D(E)) is called a nice
labeling if any two events that are co-initial have different labels [22]. A nice labeling of E
can be reformulated as a coloring of the directed edges of the Hasse diagram of its domain
D(E) subject to the following local conditions:

Determinism: The edges outgoing from the same vertex of D(E) have different colors.
Concurrency: the opposite edges of each square of D(E) are colored with the same color.

2.2 Regular event structures

In this subsection, we recall the definitions of regular event structures, regular trace event
structures, and regular nice labelings of event structures. We closely follow the definitions and
notations of [26, 27, 20]. Let E = (E,≤,#) be an event structure. Let c be a configuration
of E . Set #(c) = {e′ : ∃e ∈ c, e#e′}. The event structure rooted at c is defined to be the
triple E\c = (E′,≤′,#′), where E′ = E \ (c ∪ #(c)), ≤′ is ≤ restricted to E′ × E′, and
#′ is # restricted to E′ × E′. It can be easily seen that the domain D(E\c) of the event
structure E\c is isomorphic to the filter F(c) of c in D(E) such that any configuration c′ of
D(E) corresponds to the configuration c′ \ c of D(E\c).

For an event structure E = (E,≤,#), define the equivalence relation RE on its configura-
tions in the following way: for two configurations c and c′ set cREc′ if and only if E\c ≡ E\c′.
The index of an event structure E is the number of equivalence classes of RE , i.e., the number
of isomorphism types of futures of configurations of E . The event structure E is regular
[26, 27, 20] if E has finite index and finite degree.

Now, let Eλ = (E , λ) be a labeled event structure. For any configuration c of E , if
we restrict λ to E\c, then we obtain a labeled event structure (E\c, λ) denoted by Eλ\c.
Analogously, define the equivalence relation REλ on its configurations by setting cREλc′ if
and only if Eλ\c ≡ Eλ\c′. The index of Eλ is the number of equivalence classes of REλ . We



J. Chalopin and V. Chepoi 101:5

say that an event structure E admits a regular nice labeling if there exists a nice labeling λ
of E with a finite alphabet Σ such that Eλ has finite index.

We continue by recalling the definition of regular trace event structures from [26, 27]. A
(Mazurkiewicz) trace alphabet is a pair M = (Σ, I), where Σ is a finite non-empty alphabet
set and I ⊂ Σ× Σ is an irreflexive and symmetric relation called the independence relation.
As usual, Σ∗ is the set of finite words with letters in Σ. The independence relation I induces
the equivalence relation ∼I , which is the reflexive and transitive closure of the binary relation
↔I : if σ, σ′ ∈ Σ∗ and (a, b) ∈ I, then σabσ′ ↔I σbaσ

′. The relation D := (Σ × Σ) \ I is
called the dependence relation. An M -labeled event structure is a labeled event structure
Eλ = (E , λ), where E = (E,≤,#) is an event structure and λ : E → Σ is a labeling function
which satisfies the following conditions:

(LES1) e#µe
′ implies λ(e) 6= λ(e′),

(LES2) el e′ or e#µe
′, then (λ(e), λ(e′)) ∈ D,

(LES3) if (λ(e), λ(e′)) ∈ D, then e ≤ e′ or e′ ≤ e or e#e′.
We call λ a trace labeling of E . The conditions (LES2) and (LES3) on the labeling

function ensures that the concurrency relation ‖ of E respects the independence relation I
of M . In particular, since I is irreflexive, from (LES3) it follows that any two concurrent
events are labeled differently. Since by (LES1) two events in minimal conflict are also labeled
differently, this implies that λ is a finite nice labeling of E .

An M -labeled event structure Eλ = (E , λ) is regular if Eλ has finite index. Finally, an
event structure E is called a regular trace event structure [26, 27] iff there exists a trace
alphabet M = (Σ, I) and a regular M -labeled event structure Eλ such that E is isomorphic
to the underlying event structure of Eλ. From the definition immediately follows that every
regular trace event structure is also a regular event structure. It turns out that the converse
is equivalent to Conjecture 1. Namely, [27] establishes the following equivalence (this result
dispenses us from giving a formal definition of 1-safe Petri nets; the interested readers can
find it in the papers [27, 20]):
I Theorem 3 ([27, Theorem 1]). E is a regular trace event structure if and only if there
exists a finite 1-safe Petri net N such that E and EN are isomorphic.

In view of this theorem, Conjecture 1 is equivalent to the following conjecture:
I Conjecture 4. E is a regular event structure iff E is a regular trace event structure.

Badouel et al. [2] considered recognizable conflict event domains that are more general
than the domains of event structures we consider in this paper. Since the domain of an event
structure E is recognizable if and only if E is a regular trace event structure (see [16, Section
5]), Conjecture 2 can be reformulated as follows:
I Conjecture 5. E is a regular event structure iff E is a regular trace event structure and E
has bounded \-cliques.

Since any regular trace labeling is a regular nice labeling, any regular event structure
E not admitting a regular nice labeling is a counter-example to Conjecture 4 (and thus to
Conjecture 1). If, additionally, E has bounded \-cliques, E is also a counter-example to
Conjecture 5 (and thus to Conjecture 2).

3 Domains, median graphs, and CAT(0) cube complexes

In this section, we recall the bijections between domains of event structures and median
graphs/CAT(0) cube complexes established in [1] and [5], and between median graphs and
1-skeleta of CAT(0) cube complexes established in [9] and [21].
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Let G = (V,E) be a simple, connected, not necessarily finite graph. The distance dG(u, v)
between two vertices u and v is the length of a shortest (u, v)-path, and the interval I(u, v)
between u and v consists of all vertices on shortest (u, v)–paths. A graph G is median if for
any three vertices x, y, z of G, there exists a unique vertex m = m(x, y, z), called the median
of x, y, z, simultaneously lying on the intervals I(x, y), I(x, z), and I(y, z). Basic examples of
median graphs are trees, hypercubes, rectangular grids, and Hasse diagrams of distributive
lattices and of median semilattices [3]. With any vertex v of a median graph G = (V,E) is
associated a canonical partial order ≤v defined by setting x ≤v y if and only if x ∈ I(v, y);
v is called the basepoint of ≤v. Since G is bipartite, the Hasse diagram Gv of the partial
order (V,≤v) is the graph G in which any edge xy is directed from x to y if and only if the
inequality dG(x, v) < dG(y, v) holds. We call Gv a pointed median graph.

Median graphs can be obtained from hypercubes by amalgams and median graphs are
themselves isometric subgraphs of hypercubes. The canonical isometric embedding of a
median graph G into a (smallest) hypercube can be determined by the so called Djoković-
Winkler (“parallelism”) relation Θ on the edges of G [11, 28]. For median graphs, the
equivalence relation Θ can be defined as follows. First say that two edges uv and xy are in
relation Θ0 if they are either equal or opposite edges of a 4-cycle uvxy in G. Then let Θ be
the transitive closure of Θ0. We denote by {Θi : i ∈ I} the equivalence classes of the relation
Θ (in [5], they were called parallelism classes). Each equivalence class Θi, i ∈ I, is a cutset
of G: namely, it splits V (G) in two convex subgraphs Ai, Bi of G (A subgraph H of G is
convex if for all u, v ∈ V (H), I(u, v) ⊆ V (H)). The equivalence relation Θ is fundamental in
the bijection between event structures and median graphs:

I Theorem 6 ([5]). The Hasse diagram of the domain (D(E),⊆) of any event structure
E = (E,≤,#) is a median graph. Conversely, for any median graph G and any basepoint v
of G, the pointed median graph Gv is isomorphic to the Hasse diagram of the domain of an
event structure.

In the construction of an event structure Ev from a median graph G pointed at a vertex
v, the events ei, i ∈ I of Ev correspond to the equivalence classes Θi, i ∈ I of Θ. Two classes
Θi and Θj define concurrent events if and only if they cross, i.e., there exists a square uvxy
where uv, xy ∈ Θi and uy, vx ∈ Θj . For two events ei, ej , we have ei ≺ ej if and only if the
cutset Θi separates v from the edges of Θj . Finally, two events ei, ej are in conflict if and
only if Θi and Θj do not cross and neither separates the other from v.

A cube complex is a cell complex X whose cells are unit Euclidean cubes of various
dimensions such that any two intersecting cubes of X intersect in a common face. The
0-cubes and the 1-cubes of X are called vertices and edges of X and define the graph X(1),
the 1-skeleton of X. The star St(v,X) of a vertex v of X is the subcomplex spanned by all
cubes containing v. A cube complex X is simply connected if every cycle C of its 1-skeleton is
null-homotopic, i.e., it can be contracted to a single point by elementary homotopies. Given
two cube complexes X and Y , a covering (map) is a surjection p : Y → X mapping cubes to
cubes and such that p|St(v,Y ) : St(v, Y )→ St(p(v), X) is an isomorphism for every vertex v
in Y . The space Y is then called a covering space of X. A universal cover of X is a simply
connected covering space; it always exists and it is unique up to isomorphism [13, Sections
1.3 and 4.1]. The universal cover of a complex X will be denoted by X̃. In particular, if X
is simply connected, then its universal cover X̃ is X itself.

An important class of cube complexes studied in geometric group theory and combinatorics
is the class of CAT(0) cube complexes. In this case, being CAT(0) is equivalent to the
unicity of geodesics in the `2 metric; see [7] for this and other properties of CAT(0) spaces.
Gromov [12] gave a beautiful combinatorial characterization of CAT(0) cube complexes as
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simply connected cube complexes satisfying the following condition: if three (k + 2)-cubes
pairwise intersect in a (k+ 1)-cube and all three intersect in a k-cube, then they are included
in a (k + 3)-cube. A cube complex X satisfying this combinatorial condition is called a
nonpositively curved (NPC) complex. As a corollary of Gromov’s result, for any NPC complex
X, its universal cover X̃ is CAT(0).

There is a well-known bijection between median graphs and CAT(0) cube complexes [9, 21].
Each median graph G gives rise to a cube complex X(G) obtained by replacing all hypercubes
of G by Euclidean unit cubes. Endowed with the intrisic `2-metric, X(G) is a CAT(0) space.
Conversely, the 1-skeleton of any CAT(0) cube complex is a median graph. In fact, a graph
G is median if and only if its cube complex is simply connected and G satisfies the 3-cube
condition [9]: if three squares of G pairwise intersect in an edge and all three intersect in a
vertex, then they belong to a 3-cube.

This link between event domains, median graphs, and CAT(0) cube complexes allows a
more geometric and combinatorial approach to several questions on event structures (and to
work only with CAT(0) cube complexes viewed as event domains). For example, this allowed
[10] to disprove the so-called nice labeling conjecture of Rozoy and Thiagarajan [22] asserting
that any event structure of finite degree admits a finite nice labeling.

4 Directed NPC Complexes

Since we can define event structures from their domains, universal covers of NPC complexes
represent a rich source of event structures. To obtain regular event structures, it is natural
to consider universal covers of finite NPC complexes. Moreover, since domains of event
structures are directed, it is natural to consider universal covers of NPC complexes whose
edges are directed. However, the resulting directed universal covers are not in general domains
of event structures. In particular, the domains corresponding to pointed median graphs
given by Theorem 6 cannot be obtained in this way. In order to overcome this difficulty, we
introduce directed median graphs and directed NPC complexes. Using these notions, one
can naturally define regular event structures starting from finite directed NPC complexes.

A directed median graph is a pair (G, o), where G is a median graph and o is an orientation
of the edges of G in a such a way that opposite edges of squares of G have the same direction.
By transitivity of Θ, all edges from the same parallelism class Θi of G have the same direction.
Since each Θi partitions G into two parts, o defines a partial order ≺o on the vertex-set of G.
For a vertex v of G, let Fo(v,G) = {x ∈ V : v ≺o x} be the principal filter of v in the partial
order (V (G),≺o).

The following lemma shows that choosing an arbitrary vertex in a directed median graph
as a basepoint, one can define the domain of an event structure.

I Lemma 7. For any vertex v of a directed median graph (G, o), the following holds:
1. Fo(v,G) induces a convex subgraph of G;
2. the restriction of the partial order ≺o on Fo(v,G) coincides with the restriction of the

canonical basepoint order ≤v on Fo(v,G);
3. Fo(v,G) with ≺o is the domain of an event structure;
4. for any vertex u ∈ Fo(v,G), the principal filter Fo(u,G) is included in Fo(v,G) and
Fo(u,G) coincides with the principal filter of u with respect to the canonical basepoint
order ≤v on Fo(v,G).

A directed NPC complex is a pair (Y, o), where Y is a NPC complex and o is an orientation
of the edges of Y in a such a way that the opposite edges of the same square of Y have the
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same direction. The orientation o of the edges of Y induces in a natural way an orientation õ
of the edges of its universal cover Ỹ , so that (Ỹ , õ) is a directed NPC complex and (Ỹ (1), õ)
is a directed median graph. We now formulate the crucial regularity property of directed
median graphs (Ỹ (1), õ) when (Y, o) is finite.

I Lemma 8. If (Y, o) is a finite directed NPC complex, then (Ỹ (1), õ) is a directed median
graph with at most |V (Y )| isomorphism types of principal filters.

Combining Lemmas 7 and 8, we obtain the following result.

I Proposition 9. Let (Y, o) be a finite directed NPC complex. Then for any vertex ṽ of the
universal cover Ỹ of Y , the principal filter Fõ(ṽ, Ỹ (1)) with the partial order ≺õ is the domain
of a regular event structure with at most |V (Y )| different isomorphism types of futures.

A square complex X is a combinatorial 2-complex whose 2-cells are attached by closed
combinatorial paths of length 4. Thus, one can consider each 2-cell as a square attached
to the 1-skeleton X(1) of X. A square complex X is a V H-complex (vertical-horizontal
complex) if the 1-cells (edges) of X are partitioned into two sets V and H called vertical
and horizontal edges respectively, and the edges in each square alternate between edges in
V and H. Notice that if X is a V H-complex, then X satisfies the Gromov’s nonpositive
curvature condition since no three squares may pairwise intersect on three edges with a
common vertex. A V H-complex X is a complete square complex (CSC) [32] if any vertical
edge and any horizontal edge incident to a common vertex belong to a common square of X.
By [32, Theorem 3.8], if X is a complete square complex, then the universal cover X̃ of X is
isomorphic to the Cartesian product of two trees. By a plane Π in X̃ we will mean a convex
subcomplex of X̃ isometric to R2 tiled by the grid Z2 into unit squares.

5 Wise’s event domain W̃ṽ

In this section, we construct the domain W̃ṽ of a regular event structure (with bounded
\-cliques) that does not admit a regular nice labelling. To do so, we start with a directed
colored CSC X introduced by Wise [32]. In the following, we consider directed colored
V H-complexes, in which each edge has an orientation and a color. Such complexes will be
denoted by bold letters, like X. Sometimes, we need to forget the colors and the orientations
of the edges of these complexes. For a complex X, we denote by X the complex obtained by
forgetting the colors and the orientations of the edges of X (X is called the support of X),
and we denote by (X, o) the directed complex obtained by forgetting the colors of X.

5.1 Wise’s square complex X and its universal cover X̃
The complex X consists of six squares as indicated in Figure 1 (reproducing Figure 3 of [32]).
Each square has two vertical and two horizontal edges. The horizontal edges are oriented
from left to right and vertical edges from bottom to top. Denote this orientation of edges
by o. The vertical edges of squares are colored white, grey, and black and denoted a, b, and
c, respectively. The horizontal edges of squares are colored by single or double arrow, and
denoted x and y, respectively. The six squares are glued together by identifying edges of the
same color and respecting the directions to obtain the square complex X. Note that X has a
unique vertex, five edges, and six squares. It can be directly checked that X is a complete
square complex, and consequently (X, o) is a directed NPC complex. Let HX denote the
subcomplex of X consisting of the 2 horizontal edges and let VX denote the subcomplex of
X consisting of the 3 vertical edges.
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Figure 1 The 6 squares defining the complex X.

The universal cover H̃X of HX is the 4-regular infinite tree F4. Its edges inherit the
orientations from their images in HX : each vertex of H̃X has two incoming and two outgoing
arcs. Analogously, the universal cover H̃V of HV is the 6-regular infinite tree F6 where each
vertex has three incoming and three outgoing arcs. Let ṽ1 be any vertex of H̃X . Then the
principal filter of ṽ1 is the infinite binary tree T2 rooted at ṽ1: all its vertices except ṽ1 have
one incoming and two outgoing arcs, while ṽ1 has two outgoing arcs and no incoming arc.
Analogously, the principal filter of any vertex ṽ2 in the ordered set H̃V is the infinite ternary
tree T3 rooted at ṽ2.

Let X̃ be the universal cover of X and let p : X̃→ X be a covering map. Let X̃ denote
the support of X̃. Since X is a CSC, by [32, Theorem 3.8], X̃ is the Cartesian product
F4×F6 of the trees F4 and F6. The edges of X̃ are colored and oriented as their images in X,
and are also classified as horizontal or vertical edges. The squares of X̃ are oriented as their
images in X, thus two opposite edges of the same square of X̃ have the same direction. This
implies that all classes of parallel edges of X̃ are oriented in the same direction. Denote this
orientation of the edges of X̃ by õ. The 1-skeleton X̃(1) of X̃ together with õ is a directed
median graph. Let ṽ = (ṽ1, ṽ2) be any vertex of X̃, where ṽ1 and ṽ2 are the coordinates of ṽ
in the trees F4 and F6. Then the principal filter Fõ(ṽ, X̃(1)) of ṽ is the Cartesian product of
the principal filters of ṽ1 in F4 and of ṽ2 in F6, i.e., is isomorphic to T2 × T3.

By Lemma 7, the orientation of the edges of Fõ(ṽ, X̃(1)) corresponds to the canonical
basepoint orientation of Fõ(ṽ, X̃(1)) with ṽ as the basepoint. Moreover, by Proposition 9,
Fõ(ṽ, X̃(1)) is the domain of a regular event structure with one isomorphism type of futures.

5.2 Aperiodicity of X̃
We recall here the main properties of X̃ established in [32, Section 5]. Let ṽ = (ṽ1, ṽ2) be
an arbitrary vertex of X̃, where ṽ1 and ṽ2 are defined as before. From the definition of
the covering map, the loop of X colored y gives rise to a bi-infinite horizontal path Py of
X̃(1) passing via ṽ and whose all edges are colored y and are directed from left to right.
Analogously, there exists a bi-infinite vertical path Pc of X̃(1) passing via ṽ and whose all
edges are colored c and are directed from bottom to top.

The projection of Py on the horizontal factor F4 is a bi-infinite path Ph of F4 passing via
ṽ1. Analogously, the projection of Pc on the vertical factor F6 is a bi-infinite path P v of F6
passing via ṽ2. Consequently, the convex hull conv(Py ∪ Pc) of Py ∪ Pc in the graph X̃(1)

is isomorphic to the Cartesian product of Ph × P v of the paths Ph and P v. Therefore the
subcomplex of X̃ spanned by conv(Py ∪Pc) is a plane Πyc tiled into squares (recall that each
square is of one of 6 types and its sides are colored by the letters a, b, c, x, y), see Figure 2.

In our counterexample we will use the following result of [32] that was used to show that
the plane Πyc is not tiled periodically by the preimages of the squares of X. Denote by P+

y

the (directed) subpath of Py having ṽ as the origin (this is a one-infinite horizontal path).
Analogously, let P+

c be the (vertical) subpath of Pc having ṽ as the origin. The convex hull
of P+

y ∪ P+
c is a quarter of the plane Πyc, which we denote by Π++

yc . Any shortest path in
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ṽ

c3

M5(3)

y5

Figure 2 Part of the plane Π++
yc appearing in X̃.

X̃(1) from ṽ to a vertex ũ ∈ Π++
yc can be viewed as a word in the alphabet A = {a, b, c, x, y}.

For an integer n ≥ 0, denote by yn the horizontal subpath of P+
y beginning at ṽ and having

length n. Analogously, for an integer m ≥ 0, denote by cm the vertical subpath of P+
c

beginning at ṽ and having length m. Let Mn(m) denote the horizontal path of Π++
yc of length

n beginning at the endpoint of the vertical path cm. Mn(m) determines a word which is the
label of the side opposite to yn in the rectangle which is the convex hull of yn and cm (see
Figure 2). Let Mn(m) also denote this corresponding word.

I Proposition 10 ([32, Proposition 5.9]). For each n, the words {Mn(m) : 0 ≤ m ≤ 2n − 1}
are all distinct, and thus, every positive word in x and y of length n is Mn(m) for some m.

5.3 The square complex W and its universal cover W̃

Let βX denote the first barycentric subdivision of X: each square C of X is subdivided
into four squares C1, C2, C3, C4 by adding a middle vertex to each edge of C and connecting
it to the center of C by an edge. This way each edge e of C is subdivided into two edges
e1, e2, which inherit the orientation and the color of e. The four edges connecting the middle
vertices of the edges of C to the center of C are oriented from left to right and from bottom
to top (see the middle figure of Figure 3). Denote the resulting orientation by o′. This way,
(βX, o′) is a directed and colored square complex. Again, denote by βX the support of βX.
The universal cover β̃X of βX is the Cartesian product βF4 × βF6 of the trees βF4 and
βF6, where βF4 is the first barycentric subdivision of F4 and βF6 is the first barycentric
subdivision of F6. Additionally, (β̃X, õ′) is a directed CAT(0) square complex. We assign a
type to each vertex of β̃X: the preimage of the unique vertex of X is of type 0 and is called
a 0-vertex, the preimages of the middles of edges of X are of type 1 and are called 1-vertices,
and the preimages of centers of squares of X are of type 2 and are called 2-vertices.

To encode the colors of the edges of X, we introduce our central object, the square complex
W (whose edges are no longer colored). Let A = {a, b, c, x, y} and let r : A→ {1, 2, 3, 4, 5}
be a bijective map. The complex W is obtained from βX by adding to each 1-vertex z of
βX a path Rz of length r(α) if z is the middle of an edge colored α ∈ A in X. The path Rz
has one end at z (called the root of Rz) and z is the unique common vertex of Rz and βX
(we call such added paths Rz tips). Denote by o∗ the orientation of the edges of W defined
as follows: the edges of βX are oriented as in (βX, o) and the edges of tips are oriented away
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Figure 3 A square of X and the corresponding subcomplexes in (βX, o′) and (W, o∗).

from their roots (see the rightmost figure of Figure 3 for the encoding of the last square of
Figure 1). As a result, we obtain a finite directed NPC square complex (W, o∗).

Consider the universal cover W̃ of W . It can be viewed as the complex β̃X with a path
of length r(α) added to each 1-vertex which encodes an edge of X̃ of color α ∈ A. We say
that the vertices of W̃ lying only on tips are of type 3 and they are called 3-vertices. Let õ∗
denote the orientation of the edges of W̃ induced by the orientation o∗ of W . Then (W̃ , õ∗)
is a directed CAT(0) square complex. Since W is finite, the directed median graph (W̃ (1), õ∗)
has a finite number of isomorphisms types of principal filters Fõ∗(z̃, W̃ (1)).

Let ṽ be any 0-vertex of W̃ . Denote by W̃ṽ the principal filter Fõ∗(ṽ, W̃ (1)) of vertex ṽ
in (W̃ (1),≺õ∗). By Proposition 9, W̃ṽ together with the partial order ≺õ∗ is the domain of a
regular event structure, which we call Wise’s event domain. Since vertices of different types
of W̃ are incident to a different number of outgoing squares, any isomorphism between two
filters of (W̃ṽ,≺õ∗) preserves the types of vertices. We summarize all this in the following:

I Proposition 11. (W̃ṽ,≺õ∗) is the domain of a regular event structure. Any isomorphism
between any two filters of (W̃ṽ,≺õ∗) preserves the types of vertices.

5.4 (W̃ṽ, ≺õ∗) does not have a regular nice labeling
In this subsection we prove that the event structure associated to Wise’s event domain is a
counterexample to Thiagarajan’s conjecture (Theorem 12) and to the conjecture of Badouel
et al. [2] (Theorem 12 and Proposition 13).

I Theorem 12. (W̃ṽ,≺õ∗) does not admit a regular nice labeling.

Proof. Since W̃ṽ is the principal filter of a 0-vertex ṽ, W̃ṽ contains all vertices of X̃ located
in the quarter of plane Π++

yc of X̃, in particular it contains the vertices of the paths P+
c and

P+
y . Notice also that W̃ṽ contains the barycenters and the tips corresponding to the edges of

Π++
yc . Suppose by way of contradiction that W̃ṽ has a regular nice labeling λ. Since W̃ṽ has

only a finite number of isomorphism types of labeled filters, the vertical path P+
c contains

two 0-vertices, z̃′ and z̃′′, which have isomorphic labeled principal filters. Let z̃′ be the end
of the vertical subpath ck of P+

c and z̃′′ be the end of the vertical subpath cm of P+
c , and

suppose without loss of generality that k < m. Let n > 0 be a positive integer such that
m ≤ 2n − 1. Consider the horizontal convex paths Mn(k) and Mn(m) of Π++

yc of length
n beginning at the vertices z̃′ and z̃′′, respectively. For any 0 ≤ i ≤ n, denote by z̃k,i the
ith vertex of Mn(k) (in particular, z̃k,0 = z̃′). Analogously, denote by z̃m,i the ith vertex
of Mn(m) (in particular, z̃m,0 = z̃′′). In W̃ṽ, the paths Mn(k) and Mn(m) give rise to two
convex horizontal paths M∗n(k) and M∗n(m) obtained from Mn(k) and Mn(m) by subdividing
their edges. Denote by ũk,i the unique common neighbor of z̃k,i and z̃k,i+1, 0 ≤ i < n, in
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M∗n(k) (and in W̃ (1)). Analogously, denote by ũm,i the unique common neighbor of z̃m,i and
z̃m,i+1, 0 ≤ i < n. The paths M∗n(k) and M∗n(m) belong to the principal filters Fõ∗(z̃′, W̃ (1))
and Fõ∗(z̃′′, W̃ (1)), respectively.

By Proposition 10, the words Mn(k) and Mn(m) are different. Let f be an isomorphism
between the filters Fõ∗(z̃k,0, W̃ (1)) and Fõ∗(z̃m,0, W̃ (1)). Since the words Mn(k) and Mn(m)
are different, from the choice of the lengths of tips in the complexes W and W̃ it follows
that f cannot map the path M∗n(k) to the path M∗n(m) by a vertical translation, i.e., there
exists an index 0 ≤ j < n such that f(z̃k,j+1) 6= z̃m,j+1; let i be the smallest such index.
Set z̃ := f(z̃k,i+1) and ũ := f(ũk,i). Since f preserves the types of vertices, z̃ is a 0-vertex
and ũ is a 1-vertex. Since f maps a convex path M∗n(k) to a convex path, ũ is the unique
common neighbor of z̃m,i and z̃. Since each 1-vertex is the barycenter of a unique edge
of X̃ and z̃ 6= z̃m,i+1, we deduce that ũ 6= ũm,i. The edge z̃k,iũk,i is directed from z̃k,i
to ũk,i. Analogously the edges z̃m,iũm,i and z̃m,iũ are directed from z̃m,i to ũm,i and ũ,
respectively. Since z̃k,iũk,i and z̃m,iũm,i are parallel edges, they define the same event and
therefore λ(z̃k,iũk,i) = λ(z̃m,iũm,i). On the other hand, since f maps the edge z̃k,iũk,i to
the edge z̃m,iũ and the map f preserves the labels, we have λ(z̃k,iũk,i) = λ(z̃m,iũ). As a
result, z̃m,i has two outgoing edges, z̃m,iũm,i and z̃m,iũ, having the same label, contrary to
the assumption that λ is a nice labeling. This contradiction shows that (W̃ṽ,≺õ∗) does not
admit a regular nice labeling. This concludes the proof of the theorem. J

I Proposition 13. Wise’s event domain (W̃ṽ,≺õ∗) has bounded \-cliques.

6 Conclusions and open questions

In this paper, we presented an example of a regular event domain W̃ṽ with bounded degree
and bounded \-cliques which does not admit a regular nice labeling. Consequently, the
domain W̃ṽ is not recognizable and the prime event structure whose domain is W̃ṽ is not a
regular trace event structure. This provides a counterexample to Conjecture 1 of Thiagarajan
and Conjecture 2 of Badouel, Darondeau, and Raoult.

The event domain W̃ṽ is a 2-dimensional CAT(0) cube complex. The proof that our
example W̃ṽ does not admit a regular nice labeling strongly uses the fact that the universal
cover X̃ of Wise’s complex X [32] contains a particular aperiodic tiled plane (that is called
antitorus by Wise). We think that the relationship between the existence of aperiodic planes
and nonexistence of regular labelings is more general. As observed by Kari and Papasoglu [14],
any 4-way deterministic tile-set gives rise to a CAT(0) VH-complex that is the universal cover
of a finite NPC complex. In [14], they presented a 4-way deterministic aperiodic tile-set TKP ,
i.e., all tilings of R2 using tiles from TKP are aperiodic. Based on this result, Lukkarila [15]
proved that for 4-way deterministic tile-sets the tiling problem is undecidable. We conjecture
that one can use this result to show that deciding if a regular event domain admits a regular
nice labeling is undecidable. As a first step in this direction, our proof can be adapted to
show that any 4-way deterministic aperiodic tile-set T (in particular, TKP ) also provides a
counterexample to Conjectures 1 and 2.

Even if Conjecture 1 does not hold in general, it would be interesting to exhibit classes
of event structures for which this conjecture is true. Badouel et al. [2] showed that both
conjectures hold for context-free domains. Context-free graphs are particular Gromov-
hyperbolic graphs. An interesting challenge would be to establish Conjecture 1 for Gromov-
hyperbolic domains. A positive answer would settle the previous undecidability question.
As we noticed already, Conjecture 1 was positively solved by Nielsen and Thiagarajan [20]
for conflict-free event structures. A possible way to extend their result is to consider this
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conjecture for confusion-free domains introduced by Nielsen et al. [18]. From geometric
and combinatorial points of view, context-free and conflict-free domains have quite different
structural properties and give rise to different kinds of CAT(0) cube complexes. For instance,
in context-free domains (and more generally, hyperbolic domains), isometric square-grids are
bounded while conflict-free domains can contain arbitrarily large square-grids.

Acknowledgements. We are grateful to P. S. Thiagarajan for some email exchanges on
Conjecture 1 and paper [20] and to our colleague R. Morin for several useful discussions.
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Abstract
Recent developments in formal verification have identified approximate liftings (also known as ap-
proximate couplings) as a clean, compositional abstraction for proving differential privacy. There
are two styles of definitions for this construction. Earlier definitions require the existence of
one or more witness distributions, while a recent definition by Sato uses universal quantification
over all sets of samples. These notions have different strengths and weaknesses: the universal
version is more general than the existential ones, but the existential versions enjoy more precise
composition principles.

We propose a novel, existential version of approximate lifting, called ?-lifting, and show that
it is equivalent to Sato’s construction for discrete probability measures. Our work unifies all
known notions of approximate lifting, giving cleaner properties, more general constructions, and
more precise composition theorems for both styles of lifting, enabling richer proofs of differential
privacy. We also clarify the relation between existing definitions of approximate lifting, and
generalize our constructions to approximate liftings based on f -divergences.

1998 ACM Subject Classification D.2.4 Software/Program Verification

Keywords and phrases Differential Privacy, Probabilistic Couplings, Formal Verification

Digital Object Identifier 10.4230/LIPIcs.ICALP.2017.102

1 Introduction

Differential privacy [7] is a rigorous notion of statistical privacy that delivers strong individual
guarantees for privacy-preserving computations. Informally, differential privacy guarantees to
every individual that their (non)-participation in a database will have a small (in a rigorous,
quantitative sense) effect on the results obtained by third parties when querying the database.
The formal definition of differential privacy is parametrized by two non-negative real numbers,
(ε, δ). These parameters quantify the effect of individuals on the output of the private query;
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smaller values give stronger privacy guarantees. The main strengths of differential privacy
lie in its theoretical elegance, minimal assumptions, and flexibility for many applications.

Motivated by the importance of differential privacy, programming language researchers
have developed approaches based on dynamic analysis, type systems, and program logics
for formally proving differential privacy for programs. (We refer the interested reader to a
recent survey [4] for an overview of this growing field.) In this paper, we consider approaches
based on relational program logics [5, 6, 10, 2, 3, 11]. To capture the quantitative nature
of differential privacy, these systems rely on a quantitative generalization of probabilistic
couplings (see, e.g., [9, 13, 14]), called approximate liftings or (ε, δ)-liftings. Existing works
have considered several potential definitions. While all definitions support compositional
reasoning and enable program logics that can verify complex examples from the privacy
literature, the various notions of approximate liftings have different strengths and weaknesses.

Broadly speaking, one class of definitions require the existence of one or two witness
distributions that “couple’ the two executions of programs. The earliest definition [5] supports
accuracy-based reasoning for the Laplace mechanism, while subsequent definitions [6, 10]
support more precise composition principles from differential privacy and can be generalized
to other notions of distance on distributions. These definitions, and their associated program
logics, were designed for discrete distributions.

In the course of extending these ideas to continuous distributions, Sato [11] proposes a
radically different notion of approximate lifting, which does not rely on witness distributions.
Instead, it uses a universal quantification over all sets of samples. Sato shows that this
definition is strictly more general than the existential versions, but it is unclear (a) whether
the gap can be closed and (b) whether his construction satisfies the same composition
principles enjoyed by some existential definitions.

As a consequence, there is currently no single approximate lifting with the properties
needed to support all existing formalized proofs of differential privacy. Furthermore, some
of the most involved privacy proofs cannot be formalized at all, as their proofs require a
combination of tools from several kinds of approximate liftings.

Outline of the paper

After reviewing the necessary mathematical preliminaries in Section 2, we introduce our
main technical contribution: a new, existential definition of approximate lifting. This
construction, which we call ?-lifting, is a generalization of an existing definition by Barthe
and Olmedo [6, 10]. The key idea is to allow the witness distributions to have a larger
domain, broadening the class of approximate liftings. By a maximum flow/minimum cut
argument, we show that ?-liftings are equivalent to Sato’s lifting over discrete distributions.
This equivalence can be viewed as an approximate version of Strassen’s theorem [12], a
classical result in probability theory describing the existence of probabilistic couplings. We
present the definition of ?-lifting and the proof of equivalence in Section 3.

Then, we show that ?-liftings satisfy desirable theoretical properties. We are able to
leverage the equivalence of liftings in two ways. In one direction, Sato’s definition gives
simpler proofs of more general properties of ?-liftings. In the other direction, ?-liftings –
like other existential definitions – can smoothly incorporate composition principles from the
theory of differential privacy. Our connection shows that Sato’s definition can use these
principles in the discrete case. We describe the key theoretical properties of ?-liftings in
Section 4.

Finally, we provide a thorough comparison of ?-lifting with existing definitions of approx-
imate lifting in Section 5, and describe how to construct ?-liftings for more general version of
approximate liftings based on f -divergences in Section 6.
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Overall, the equivalence of ?-liftings and Sato’s lifting, along with the natural theoretical
properties satisfied by the common notion, suggest that these definitions are two views on
the same concept: an approximate version of probabilistic coupling.

2 Background

To model probabilistic behavior, we work with discrete sub-distributions.

I Definition 1. A sub-distribution over a set A is defined by its mass function µ : A→ R+,
which gives the probability of the singleton events a ∈ A. This mass function must be s.t.
|µ| 4=

∑
a∈A µ(a) is well-defined and at most 1. In particular, the support supp(µ) 4= {a ∈

A | µ(a) 6= 0} must be discrete (i.e. finite or countably infinite). When the weight |µ| is
equal to 1, we call µ a (proper) distribution. We let D(A) denote the set of sub-distributions
over A. The probability of an event E(x) w.r.t. µ, written Px∼µ[E(x)] or Pµ[E], is defined
as
∑
x∈A|E(x) µ(x).

Simple examples of sub-distributions include the null sub-distribution 0A ∈ D(A), which
maps each element of A to 0, and the Dirac distribution centered on x, written 1x, which
maps x to 1 and all other elements to 0. One can equip distributions with a monadic structure
using the Dirac distributions 1x for the unit and distribution expectation Ex∼µ[f(x)] for
the bind; if µ is a distribution over A and f has type A → D(B), then the bind defines a
sub-distribution over B: Ea∼µ[f(a)] : b 7→

∑
a µ(a) · f(a)(b).

If f : A→ B, we can lift f to a function f ] : D(A)→ D(B) as follows: f ](µ) 4= Ea∼µ[1f(a)]
– or, equivalently, f ](µ) : b 7→ Pa∼µ[a ∈ f−1(b)]. For instance, when working with sub-
distributions over pairs, this allows to obtain the probabilistic versions π]1 and π]2 (called
marginals) of the usual projections π1 and π2. One can check that the first and second
marginals π]1(µ) and π]2(µ) of a distribution µ over A × B are also given by the following
equations: π]1(µ)(a) =

∑
b∈B µ(a, b) and π]2(µ)(b) =

∑
a∈A µ(a, b). When f : A→ D(B), we

will abuse notation and write the lifting f ] : D(A)→ D(B) to mean f ](µ) 4= Ex∼µ[f(x)].
Finally, if α : A → R+, we write α[X] ∈ R+ ∪ {∞} for

∑
x∈X α(x). Moreover, if

α : A× B → R+, we write α[X,Y ] (resp. α[x, Y ], α[X, y]) for α[X × Y ] (resp. α[{x} × Y ,
α[X × {y}]). Note that for a sub-distribution µ ∈ D(A) and an event E ⊆ A, Pµ[E] = µ[E].

We now review the definition of differential privacy.

I Definition 2 (Dwork et al. [7]). A probabilistic computation M : A → D(B) satisfies
(ε, δ)-differential privacy w.r.t. an adjacency relation φ ⊆ A×A iff for every pair of inputs
a, a′ ∈ A such that a φ a′ and every subset of outputs E ⊆ B,

PM(a)[E] ≤ eε · PM(a′)[E] + δ.

It is useful to define a notion of distance on distributions, reflecting differential privacy.

I Definition 3 (Barthe and Olmedo [5], Barthe et al. [6], Olmedo [10]). Let ε ≥ 0. The ε-DP
divergence ∆ε(µ1, µ2) between two sub-distributions µ1, µ2 ∈ D(B) is defined as

sup
E⊆B

(Pµ1 [E]− eε · Pµ2 [E]) .

Then, differential privacy admits an alternative characterization based on DP divergence.

I Lemma 4. A probabilistic computation M : A→ D(B) satisfies (ε, δ)-differential privacy
w.r.t. an adjacency relation φ ⊆ A × A iff ∆ε(M(a),M(a′)) ≤ δ for every pair of inputs
a, a′ ∈ A such that a φ a′.
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Our new definition of approximate lifting is inspired by a version of approximate liftings
involving two witness distributions, proposed by Barthe and Olmedo [6], Olmedo [10].

I Definition 5 (Barthe and Olmedo [6], Olmedo [10]). Let µ1 ∈ D(A) and µ2 ∈ D(B) be
sub-distributions, ε, δ ∈ R+ and R be a binary relation over A & B. An (ε, δ)-approximate
2-lifting of µ1 & µ2 for R is a pair (µC, µB) of sub-distributions over A×B s.t.
1. π]1(µC) = µ1 and π]2(µB) = µ2;
2. ∆ε(µC, µB) ≤ δ; and
3. supp(µ) ⊆R.
We write µ1 R(2)

ε,δ µ2 if there exists an (ε, δ)-approximate (2-)lifting of µ1 & µ2 for R; the (2)
indicates that there are two witnesses in this definition of lifting.

Combined with Lemma 4, a probabilistic computation M : A→ D(B) is (ε, δ)-differentially
private if and only if for every two adjacent inputs a φ a′, there is an approximate lifting of
the equality relation: M(a) =(2)

ε,δ M(a′).
2-liftings can be generalized by varying the notion of distance given by ∆ε; we will return

to this point in Section 6. These liftings also satisfy useful theoretical properties, but some
of the properties are not as general as we would like. For example, it is known that 2-liftings
satisfy the following mapping property.

I Theorem 6 (Barthe et al. [2]). Let µ1 ∈ D(A1), µ2 ∈ D(A2), f1 : A1 → B1, f2 : A2 → B2
surjective maps and R a binary relation on B1 & B2. Then

f ]1(µ1) R(2)
ε,δ f

]
2(µ2) ⇐⇒ µ1 S(2)

ε,δ µ2

where a1 S a2
4⇐⇒ f1(a1) R f2(a2).

This property can be used to pull back an approximate lifting on two distributions
over B1, B2 to an approximate lifting on two distributions over A1, A2. For applications in
program logics, B1, B2 could be the domain of a program variable, A1, A2 could be the set
of memories, and f1, f2 could project a memory to a program variable. While the mapping
theorem is quite useful, it is puzzling why it only applies to surjective maps. For instance,
this theorem cannot be used when the maps f1, f2 embed a smaller space into a larger space.

For another example, there exist 2-liftings of the following form, sometimes called the
optimal subset coupling.

I Theorem 7 (Barthe et al. [2]). Let µ ∈ D(A) and consider two subsets P1 ⊆ P2 ⊆ A.
Suppose that P2 is a strict subset of A. Then, we have the following equivalence:

Pµ[P2] ≤ eε · Pµ[P1] ⇐⇒ µ R(2)
ε,0 µ,

where a1 R a2
4⇐⇒ a1 ∈ P1 ⇐⇒ a2 ∈ P2.

In this construction, it is puzzling why the larger subset P2 must be a strict subset of the
domain A. For example, this theorem does not apply for P2 = A, but we may be able to
construct the approximate lifting if we simply embed A into a larger space B – even though
µ has support over A! Furthermore, it is not clear why the subsets must be nested, nor is it
clear why we can only relate µ to itself.

These shortcomings suggest that the definition of 2-liftings may be problematic. While
the distance condition appears to be the most constraining requirement, the marginal and
support conditions are responsible for the main issues.
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Witnesses can only use pairs in the relation

For some relations R, there may be elements a such that a R b does not hold for any b, or vice
versa. It can be impossible find witnesses with the correct marginals on these elements, even
if the distance condition can be easily satisfied. For instance, we can sometimes construct a
pair µC and µB satisfying the distance requirement, but where µB needs additional mass to
achieve the marginal requirement for an element b. Adding this mass anywhere preserves the
distance bound, but there may not be an element a such that a R b.

No canonical choice of witnesses

A related problem is that the marginal requirement only constrains one marginal of each
witness distribution. Along the other component, the witnesses may place the mass anywhere
on any pair in the relation. As a result, witnesses to an approximate lifting µ1 R(2)

ε,δ µ2 may
have mass outside of supp(µ1)× supp(µ2), even though it seems that only elements in the
support should be relevant to the lifting.

3 ?-Liftings and Strassen’s Theorem

To improve the theoretical properties of 2-liftings, we propose a simple extension: allow
witnesses to be distributions over a larger set.

I Notation 8. Let A be a set. We write A? for A ] {?}.

I Definition 9 (?-lifting). Let µ1 ∈ D(A) and µ2 ∈ D(B) be sub-distributions, ε, δ ∈ R+ and
R be a binary relation over A & B. An (ε, δ)-approximate ?-lifting of µ1 & µ2 for R is a pair
of sub-distributions ηC ∈ D(A×B?) and ηB ∈ D(A? ×B) s.t.
1. π]1(ηC) = µ1 and π]2(ηB) = µ2;
2. supp(ηC|A×B), supp(ηB|A×B) ⊆ R; and
3. ∆ε(ηC, ηB) ≤ δ, where η• is the canonical lifting of η• to A? ×B?.
We write µ1 R

(?)
ε,δ µ2 if there exists an (ε, δ)-approximate lifting of µ1 & µ2 for R.

By adding an element ?, we address both problems discussed at the end of the previous
section. First, for every a ∈ A, witnesses may place mass at (a, ?); for every b ∈ B, witnesses
may place mass at (?, b). Second, ? can serve as a generic element where all mass that lies
outside the supports supp(µ1)× supp(µ2) may be placed, while preserving the marginal and
distance requirements, giving more control over the form of the witnesses.

I Lemma 10. Let µ1 ∈ D(A) and µ2 ∈ D(B) be distributions such that µ1 R(?)
ε,δ µ2 . Then,

there are witnesses with support contained in supp(µ1)? × supp(µ2)?.

3.1 Basic Properties
?-liftings satisfy all basic properties satisfied by other notions of lifting. We start by proving
that this new definition of lifting still characterizes differential privacy.

I Lemma 11. A randomized algorithm P : A→ D(B) is (ε, δ)-differentially private for φ iff
for all a1, a2 ∈ A, a1 φ a2 implies P (a1) =(?)

ε,δ P (a2).

The next lemma establishes several other basic properties of ?-liftings: monotonicity, and
closure under relational and sequential composition.

ICALP 2017



102:6 ?-Liftings for Differential Privacy

I Lemma 12.
Let µ1 ∈ D(A), µ2 ∈ D(B), and R be a binary relation over A & B. If µ1 R(?)

ε,δ µ2, then
for any ε′ ≥ ε, δ′ ≥ δ and S ⊇ R, we have µ1 S(?)

ε′,δ′ µ2.
Let µ1 ∈ D(A), µ2 ∈ D(B), µ2 ∈ D(C) and R (resp. S) be a binary relation over A & B

(resp. over B & C). If µ1 R(?)
ε,δ µ2 and µ2 S(?)

ε′,δ′ µ3, then µ1 (S ◦ R)(?)
ε+ε′,δ+eε·δ′ µ3.

For i ∈ {1, 2}, let µi ∈ D(Ai) and ηi : Ai → D(Bi). Let R (resp. S) be a binary relation
over A1 & A2 (resp. over B1 & B2). If µ1 R(?)

ε,δ µ2 for some ε, δ ≥ 0 and for any
(a1, a2) ∈R, η1(a1) S(?)

ε′,δ′ η2(a2) for some ε′, δ′ ≥ 0, then

Eµ1 [η1] S(?)
ε+ε′,δ+δ′ Eµ2 [η2].

3.2 Equivalence with Sato’s Definition
In recent work on verifying differential privacy over general, continuous distributions, Sato [11]
proposes an alternative definition of approximate lifting. In the special case of discrete
distributions, where measurability of events can be forgotten, his definition can be stated as
follows.

I Definition 13 (Sato [11]). Let µ1 ∈ D(A) and µ2 ∈ D(B), R be a binary relation over
A & B and ε, δ ≥ 0. Then, there is an (ε, δ)-approximate lifting of µ1 & µ2 for R if

∀X ⊆ A.µ1[X] ≤ eε · µ2[R(X)] + δ.

Notice that this definition has no witness distributions at all; instead, it uses a universal
quantifier over all subsets. We can show that ?-liftings are equivalent to Sato’s definition in
the case of discrete distributions. This equivalence is reminiscent of Strassen’s theorem from
probability theory, which characterizes the existence of probabilistic couplings.

I Theorem 14 (Strassen [12]). Let µ1 ∈ D(A), µ2 ∈ D(B) be two proper distributions, and
R let be a binary relation over A & B. Then there exists a joint distribution µ ∈ D(A×B)
with support in R such that π]1(µ) = µ1 and π]2(µ) = µ2 if and only if

∀X ⊆ A.µ1[X] ≤ µ2[R(X)].

Our result (Theorem 19) can be viewed as a generalization of Strassen’s theorem to ap-
proximate couplings. The key ingredient in our proof is the max-flow min-cut theorem for
countable networks; we begin by reviewing the basic setting.

I Definition 15 (Flow network). A flow network is a structure ((V,E),>,⊥, c) s.t. N = (V,E)
is a loop-free directed graph without infinite simple path (or rays), > and ⊥ are two distinct
distinguished vertices of N s.t. no edge starts from ⊥ and ends at >, and c : E → R+∪{+∞}
is a function assigning to each edge of N a capacity. The capacity c is extended to V 2 by
assigning capacity 0 to any pair (u, v) s.t. (u, v) /∈ E.

I Definition 16 (Flow). Given a flow network N 4= ((V,E),>,⊥, c), a function f : V 2 → R

is a flow for N iff
1. ∀u, v ∈ V. f(u, v) ≤ c(u, v),
2. ∀u, v ∈ V. f(u, v) = −f(v, u), and
3. ∀u ∈ V. u /∈ {>,⊥} =⇒

∑
v∈V f(u, v) = 0 (Kirchhoff’s Law).

The mass |f | of a flow f is defined as |f | 4=
∑
v∈V f(>, v) ∈ R{∪+∞}.
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?>

a>1

a>2

a>n

?⊥

b⊥1

b⊥2

b⊥n

> ⊥
ai R bj
⇓
∞

∞

e−ε · µ1(ai)

ω − e−ε|µ1|

µ2(bj)

e−εδ

Figure 1 Flow Network in Theorem 19.

I Definition 17 (Cut). Given a flow network N 4= ((V,E),>,⊥, c), a cut for N is any set
C ⊆ V that partition V s.t. > ∈ V but ⊥ /∈ V . The cut-set E(C) of a cut C is defined
as: {(u, v) ∈ E | u ∈ S, v /∈ S}. The capacity |C| ∈ R+ ∪ {∞} of a cut is defined as
|C| 4=

∑
(u,v)∈E(C) c(u, v).

For flow networks with finitely many vertices an edges, the maximum flow is equal to the
minimum cut. Aharoni et al. [1] consider when this is the case for a countable network. For
the flow networks that we consider in this paper – where there are no infinite directed paths
– equality holds.

I Theorem 18 (Weak Countable Max-Flow Min-Cut). Let N be a network flow. Then,

sup{|f | | f is a flow for N} = inf{|C| | C is a cut for N}

and both the supremum and infimum are reached.

We are now ready to prove an approximate version of Strassen’s theorem, thereby showing
equivalence between ?-liftings and Sato’s liftings.

I Theorem 19. Let µ1 ∈ D(A) and µ2 ∈ D(B), R be a binary relation over A & B and
ε, δ ∈ R+. Then, µ1 R

(?)
ε,δ µ2 iff ∀X ⊆ A.µ1(X) ≤ eε · µ2(R(X)) + δ.

Proof. We only detail the reverse direction. We can assume that A and B are countable; in
the case where A and B are not both countable, we first consider the restriction of µ1 and
µ2 to their respective supports – which are countable sets – and construct witnesses to the
?-lifting. The witnesses can then be extended to a coupling of µ1 and µ2 by adding a null
mass to the extra points.

Let ω 4= |µ2|+ e−ε · δ and let > and ⊥ be fresh symbols. For any set X, define X> and
X⊥ resp. as {x> | x ∈ X} and {x⊥ | x ∈ X}. Let N be the flow network of Figure 1 whose
resp. source and sink are > and ⊥, whose set of vertices V is {>,⊥} ] (A?)> ] (B?)⊥, and
whose set of edges E is E> ] E⊥ ] ER ] E? with

E>
4= {> 7→µ1(a) a

> | a ∈ A} E⊥
4= {b⊥ 7→e−εµ2(b) ⊥ | b ∈ B}

ER
4= {a> 7→∞ b⊥ | a R b ∨ a = ? ∨ b = ?} E?

4= {> 7→(ω−e−ε|µ1|) ?
>, ?⊥ 7→e−εδ ⊥}.

Let C be a cut of N – in the following, we use C independently for the cut C and its cut-set
E(C). We check |C| ≥ ω. If C ∩ ER 6= ∅ then |C| = ∞. Note that C ∩ E? = ∅ implies
C ∩ ER 6= ∅. If (>, ?>) ∈ C and (⊥, ?⊥) /∈ C then we must have E> ⊆ C. This implies that
|C| ≥ ω since E> ] {(>, ?>)} is a cut with capacity ω. If (>, ?>) /∈ C and (⊥, ?⊥) ∈ C then
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we have |C| ≥ ω in the similar way as above. Otherwise (i.e. C ∩ ER = ∅ and E? ⊆ C),
for C to be a cut, we must have R(A − A†) ⊆ B† where A† 4= {x ∈ A | (>, x>) ∈ C} and
B†

4= {y ∈ B | (y⊥,⊥) ∈ C}. Thus,

|C| = e−ε · µ1[A†] + µ2[B†] + |E?|
≥ e−ε · µ1[A†] + µ2[R(A − A†)] + e−ε · δ + (ω − e−ε · |µ1|)
≥ e−ε · (µ1[A†] + µ1[A − A†]) + ω − e−ε · |µ1| = ω.

Hence, E> ] {(?⊥,⊥)} is a minimum cut with capacity ω. By Theorem 18, we obtain a
maximum flow f with mass ω. Note that the flow f saturates the capacity of all edges
in E>, E⊥, and E?. Let f̂ : (a, b) ∈ A? × B? 7→ f(a>, b⊥). We now define the following
distributions:

ηC : A×B? → R+

(a, b) 7→ eε · f̂(a, b)
ηB : A? ×B → R+

(a, b) 7→ f̂(a, b).

We clearly have π]1(ηC) = µ1 and π]2(ηB) = µ2. Moreover, by construction of the flow
network N , supp(f̂|A×B) ⊆ R. Hence, supp(ηC|A×B), supp(ηB|A×B) ⊆ R. It remains to
show that ∆ε(ηC, ηB) ≤ δ. Let X be a subset of A? × B?. Let Xa

4= {a ∈ A | (a, ?) ∈ X},
Xb

4= {b ∈ B | (?, b) ∈ X} and X 4= X ∩ (A×B). Then,

ηC[X]− eε · ηB[X] = eε
(
f̂ [X] + f̂ [Xa × {?}]

)
− eε

(
f̂ [X] + f̂ [{?} ×Xb]

)
≤ eε · f̂ [Xa × {?}] ≤ eε · f̂ [A× {?}] = δ.

The last equality holds by Kirchhoff’s law: f̂ [A × {?}] =
∑
a∈A f(a>, ?⊥) = f(?⊥,⊥) =

e−ε · δ. J

4 Properties of ?-Liftings

Our main theorem can be used to show a variety of natural properties of ?-liftings. To begin,
we can generalize the mapping property from Theorem 6, lifting the requirement that the
maps must be surjective.

I Lemma 20. Let µ1 ∈ D(A1), µ2 ∈ D(A2), f1 : A1 → B1, f2 : A2 → B2 and R a binary
relation on B1 & B2. Let S such that a1 S a2

4⇐⇒ f1(a1) R f2(a2). Then

f ]1(µ1) R(?)
ε,δ f

]
2(µ2) ⇐⇒ µ1 S(?)

ε,δ µ2.

Similarly, we can generalize the existing rules for up-to-bad reasoning (cf. Barthe et al. [2,
Theorem 13]), which restrict the post-condition to be equality. There are two versions: the
conditional event is either on the left side, or the right side. Note that the resulting index δ
are different in the two cases.

I Lemma 21. Let µ1 ∈ D(A), µ2 ∈ D(B), θ ⊆ A and R ⊆ A × B. Assume that
µ1 (θC =⇒ R)(?)

ε,δ µ2 for some parameters ε, δ ≥ 0. Then, µ1 R(?)
ε,δ

µ2, where δ
4= δ + µ1[θ].

I Lemma 22. Let µ1 ∈ D(A), µ2 ∈ D(B), θ ⊆ B and R ⊆ A × B. Assume that
µ1 (θB =⇒ R)(?)

ε,δ µ2 for some parameters ε, δ ≥ 0. Then, µ1 R(?)
ε,δ

µ2, where δ
4= δ+ eε ·µ2[θ].
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As a consequence, an approximately lifted relation can be conjuncted with a one-sided
predicate if the δ parameter is increased. This principle is useful for constructing approximate
liftings that express accuracy bounds: when θa,C is an event that happens with high
probability, we can assume that θa,C holds if we increase the δ parameter of the approximate
lifting.

I Lemma 23. Let µ1 ∈ D(A), µ2 ∈ D(B), θa ⊆ A, θb ⊆ B and R ⊆ A × B. Assume that
µ1 R(?)

ε,δ µ2. Then, µ1 (θa,C∧ R)(?)
ε,δa

µ2 and µ1 (θb,B∧ R)(?)
ε,δb

µ2 where δa
4= δ + µ1[θa] and

δb
4= δ + eε · µ2[θb].

?-liftings also support a significant generalization of optimal subset coupling. Unlike the
known construction for 2-liftings (Theorem 7), the two subsets need not be nested, and either
subset may be the entire domain. Furthermore, the distributions µ1, µ2 need not be the
same, or even have the same domain. Finally, the equivalence is valid for any parameters
(ε, δ), not just δ = 0.

I Theorem 24 (Barthe et al. [2]). Let µ1 ∈ D(A1), µ2 ∈ D(A2) and consider two subsets
P1 ⊆ A1, P2 ⊆ A2. Then, we have the following equivalence:

Pµ1 [P1] ≤ eε · Pµ2 [P2] + δ ∧ Pµ1 [A1 − P1] ≤ eε · Pµ2 [A2 − P2] + δ ⇐⇒ µ1 R(?)
ε,δ µ2,

where a1 R a2
4⇐⇒ a1 ∈ P1 ⇐⇒ a2 ∈ P2.

Proof. Immediate by Theorem 19. J

Finally, we can directly extend known composition theorems from differential privacy
to ?-liftings. This connection is quite useful for lifting existing results from the privacy
literature–which can be quite sophisticated – to approximate liftings.

I Lemma 25. Pose R+
2
4= R+ × R+ and let (R+

2 )∗ be the set of finite sequences over R+
2 .

Let r : (R+
2 )∗ → R+

2 be a DP-composition operator, i.e. r is an operator such that for any
sets A,D and family {fi : D × A → D(A)}i<n of functions, if for every a ∈ A and i < n,
fi(−, a) : D → D(A) is (εi, δi)-differentially private for some parameters εi, δi ≥ 0 and fixed
adjacency relation φ, then, for any a ∈ A, F (−, a) is (ε∗, δ∗)-differentially private for φ,
where F : (d, a) 7→ (©i<n (fi(d,−))])(1a) is the the n-fold composition of the [fi]i<n and
(ε∗, δ∗) 4= r([(εi, δi)]i<n).

Let n ∈ N and assume given two families of sets {Ai}i≤n and {Bi}i≤n, together with a
family of binary relations {R(i) ⊆ Ai × Bi}i≤n. Fix two families of functions {gi : Ai →
D(Ai+1)}i<n and {hi : Bi → D(Bi+1)}i<n s.t. for any i < n and (a, b) ∈ R(i) we have:
1. gi(a) R(i+ 1)(?)

εi,δi
hi(b) for some parameters εi, δi ≥ 0, and

2. gi(a) and hi(b) are proper distributions.
Then, for (a0, b0) ∈ R0, there exists a ?-lifting

G(a0) R(n)(?)
ε∗,δ∗ H(b0)

where (ε∗, δ∗) 4= r([(εi, δi)]i<n), and G : A0 → D(An) and H : B0 → D(Bn) are the
n-fold compositions of [gi]i≤n and [hi]i≤n respectively – i.e. G(a) 4= (©i<n g]i )(1a) and
H(b) 4= (©i<n h

]
i)(1b).

For some of the more sophisticated composition results (notably, the advanced composition
theorem by Dwork et al. [8]), Lemma 25 is not quite strong enough and requires a slight
adaptation of the notion of ?-lifting. We refer to the full version of the paper for more details.
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5 Comparison with Existing Approximate Liftings

Now that we have seen ?-liftings, we briefly consider other definitions of approximate liftings.
We have already seen 2-liftings, which involve two witnesses (Definition 5). Evidently,
?-liftings strictly generalize 2-liftings.

I Theorem 26. For all binary relations R over A & B and parameters ε, δ ≥ 0, we have
R(2)
ε,δ⊆R

(?)
ε,δ . There exist relations and parameters where the inclusion is strict.

Proof. The inclusion R(2)
ε,δ⊆R

(?)
ε,δ is immediate. We have a strict inclusion R(2)

ε,δ(R
(?)
ε,δ even for

δ = 0 by considering the optimal subset coupling from Theorem 7. Consider a distribution µ
over set A, and let P1 ⊆ P2 = A. There is an (ε, 0)-approximate ?-lifting (by Theorem 24),
but a (ε, 0)-approximate 2-lifting does not exist if µ has non-zero mass outside of P1: the first
witness µC must place non-zero mass at (a1, a2) with a1 /∈ P1 in order to have π]1(µC) = µ,
but we must have a2 /∈ P2 for the support requirement, and there is no such a2. J

It is more interesting to compare ?-liftings with the original definitions of (ε, δ)-approximate
lifting, by Barthe et al. [5]. They introduce two notions, a symmetric lifting and an asym-
metric lifting, each using a single witness distribution. We will focus on the asymmetric
version.

I Definition 27 (Barthe et al. [5]). Let µ1 ∈ D(A) and µ2 ∈ D(B) be sub-distributions,
ε, δ ∈ R+ and R be a binary relation over A & B. An (ε, δ)-approximate 1-lifting of µ1 & µ2
for R is a sub-distribution µ ∈ D(A×B) s.t.
1. π]1(µ) ≤ µ1 and π]2(µ) ≤ µ2;
2. ∆ε(µ1, π

]
1(µ)) ≤ δ; and

3. supp(µ) ⊆R.
In the first point we take the point-wise order on sub-distributions: if µ and µ′ are sub-
distributions over X, then µ ≤ µ′ when µ(x) ≤ µ′(x) for all x ∈ X. We will write µ1 R(1)

ε,δ µ2
if there exists an (ε, δ)-approximate 1-lifting of µ1 & µ2 for R; the (1) indicates that there is
one witness for this lifting.

1-liftings bear a close resemblance to probabilistic couplings from probability theory, which
also have a single witness. However, 1-liftings are less well-understood theoretically than
2-liftings – basic properties such as mapping (Theorem 20) are not known to hold; the subset
coupling (Theorem 7) is not known to exist.

Somewhat surprisingly, 1-liftings are equivalent to ?-liftings (and hence by Theorem 19,
also to Sato’s approximate lifting).

I Theorem 28. For all binary relations R over A & B and parameters ε, δ ≥ 0, we have
R(1)
ε,δ=R(?)

ε,δ .

6 ?-Lifting for f-Divergences

The definition of ?-lifting can be extended to lifting constructions based on general f -
divergences, as previously proposed by Barthe and Olmedo [6], Olmedo [10]. Roughly, a
f -divergence a function ∆f (µ1, µ2) that measures the difference between two probability
distributions µ1 and µ2. Much like we generalized their definition for (ε, δ)-liftings, we can
define ?-lifting with f -divergences. Before going any further, let us first define formally
f -divergences. We denote by F the set of non-negative convex functions vanishing at 1:
F = {f : R+ → R+ | f(1) = 0}. We also adopt the following notational conventions:
0 · f(0/0) 4= 0, and 0 · f(x/0) 4= x · limt→0+ t · f(1/t); we write Lf for the limit.
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I Definition 29. Given f ∈ F , the f -divergence ∆f (µ1, µ2) between two distributions µ1
and µ2 in D(A) is defined as:

∆f (µ1, µ1) =
∑
a∈A

ν(a)f
(
µ1(a)
µ2(a)

)
.

Examples of f -divergences include statistical distance (f(t) = 1
2 |t− 1|), Kullback-Leibler

divergence (f(t) = ln(t)− t+ 1), and Hellinger distance (f(t) = 1
2 (
√
t− 1)2).

I Definition 30 (?-lifting for f -divergences). Let µ1 ∈ D(A) and µ2 ∈ D(B) be distributions,
R be a binary relation over A & B, and f ∈ F . An (f ; δ)-approximate lifting of µ1 & µ2 for
R is a pair of distributions ηC ∈ D(A×B?) and ηB ∈ D(A? ×B) s.t.

π]1(ηC) = µ1 and π]2(ηB) = µ2;
supp(ηC|A×B), supp(ηB|A×B) ⊆R; and
∆f (ηC, ηB) ≤ δ,

where η• is the canonical lifting of η• to A? ×B?. We will write: µ1 R
(?)
f ;δ µ2 if there exists

an (f ; δ)-approximate lifting of µ1 & µ2 for R.

?-liftings for f -divergences compose sequentially.

I Lemma 31. Suppose f has divergence statistical distance, Kullback-Leibler, or Hellinger
distance. For i ∈ {1, 2}, let µi ∈ D(Ai) and ηi : Ai → D(Bi). Let R (resp. S) be a binary
relation over A1 & A2 (resp. over B1 & B2). If µ1 R(?)

f ;δ µ2 for some δ ≥ 0 and for any
(a1, a2) ∈R we have η1(a1) S(?)

f ;δ′ η2(a2) for some δ′ ≥ 0, then

Eµ1 [η1] S(?)
f ;δ+δ′ Eµ2 [η2].

Much like the ?-liftings we saw before, ?-liftings for f -divergences have witness distribu-
tions with support determined by the support of µ1 and µ2 (cf. Lemma 10).

I Lemma 32. Let µ1 ∈ D(A) and µ2 ∈ D(B) be distributions such that µ1 R
(?)
f ;δ µ2 . Then,

there are witnesses with support contained in supp(µ1)? × supp(µ2)?.

Finally, the mapping property from Lemma 20 holds also for these ?-liftings. While the
proof of Lemma 20 relies on the equivalence for Sato’s definition, there is no such equivalence
(or definition) for general f -divergences. Therefore, we must work directly with the witnesses
of the approximate lifting.

I Lemma 33. Let µ1 ∈ D(A1), µ2 ∈ D(A2), g1 : A1 → B1, g2 : A2 → B2 and R a binary
relation on B1 & B2. Let S such that a1 S a2

4⇐⇒ g1(a1) R g2(a2). Then

g]1(µ1) R(?)
f ;δ g

]
2(µ2) ⇐⇒ µ1 S(?)

f ;δ µ2.

7 Conclusion

We have proposed a new definition of approximate lifting that unifies existing constructions
and satisfies an approximate variant of Strassen’s theorem. Our notion is useful both to
simplify the soundness proof of existing program logics and to strengthen some of their proof
rules. We see at least two important directions for future work. First, adapting existing
program logics (for instance, apRHL [5]) to use ?-liftings, and formalizing examples that
were out of reach of previous systems. Second, our notion of ?-liftings only applies when
distributions have discrete support. It would be interesting to see if ?-liftings – and the
approximate Strassen’s theorem – can be generalized to the continuous setting.
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Abstract
We develop a new bisimulation (pseudo)metric for weighted finite automata (WFA) that gener-
alizes Boreale’s linear bisimulation relation. Our metrics are induced by seminorms on the state
space of WFA. Our development is based on spectral properties of sets of linear operators. In
particular, the joint spectral radius of the transition matrices of WFA plays a central role. We
also study continuity properties of the bisimulation pseudometric, establish an undecidability res-
ult for computing the metric, and give a preliminary account of applications to spectral learning
of weighted automata.
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1 Introduction

Weighted finite automata (WFA) form a fundamental computational model that subsumes
probabilistic automata and various other types of quantitative automata. They are much
used in machine learning and natural language processing, and are certainly relevant to
quantitative verification and to the theory of control systems [16]. The theory of minimization
of weighted finite automata goes back to Schützenberger [30] which implicitly exploits duality
as made explicit in [9]. In [6] we began studying approximate minimization of WFA by using
spectral methods. The idea there was to obtain automata for a given weighted language,
smaller than the minimal possible which, of course, means that the automaton constructed
does not exactly recognize the given weighted language but comes “close enough.”

In [6] the notion of proximity to the desired language was captured by an `2 distance.
However, a powerful technique for understanding approximate behavioural equivalence is
by using more general behavioural metrics. In particular, with a behavioural pseudometric
we recover bisimulation as the kernel. Such behavioural metrics for Markov processes were
proposed by Giacalone et al. [20] and the first successful pseudometric that has bisimulation
as its kernel is due to Desharnais et al. [14, 15]; see [28] for an expository account. The
subject was greatly developed by van Breugel and Worrell [32] among others. For WFA,
a beautiful treatment of linear bisimulation relations was given by Boreale [10]. We were

∗ The full version of this paper, including the appendix, can be found at https://arxiv.org/abs/1702.
08017.

† This research has been supported by a grant from NSERC (Canada).
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motivated to develop a metric analogue of Boreale’s linear bisimulation with the eventual goal
of using it to analyze approximate minimization. In the present paper we develop the general
theory of bisimulation (pseudo)metrics for WFA (and for weighted languages) deferring the
application to approximate minimization to future work.

It turns out that in the linear algebraic setting appropriate to WFA it is a (semi)norm
rather than a (pseudo)metric that is the fundamental quantity of interest. Indeed, as one
might expect, in a vector space setting norms and seminorms are the natural objects from
which metrics and pseudometrics can be derived. The bisimulation metric that we construct
actually comes from a bisimulation seminorm which is obtained, as usual, using the Banach
fixed-point theorem. Interestingly, we also provide a closed-form expression for the fixed
point bisimulation seminorm and use it to study several of its properties.

Our main contributions are:
1. The construction of bisimulation seminorms and the associated pseudometric on WFA

(Section 3). The existence of the fixed point depends on some delicate applications of
spectral theory, specifically the joint spectral radius of a set of matrices.

2. We obtain metrics on the space of weighted languages from the metrics on WFA (Section 3).
3. We show two continuity properties of the metric; one using definitions due to Jaeger et

al. [24] and the other developed here (Section 4).
4. We show undecidability results for computing our metrics (Section 5).
5. Nevertheless, we show that one can successfully exploit these metrics for applications in

machine learning (Section 6).

The metric of the present paper led naturally to some sophisticated topological and
spectral theory arguments which one would not have anticipated from the treatment of linear
bisimulation in [10].

2 Background

In this section we recall preliminary definitions and results that will be used throughout the
rest of the paper. We assume the reader is familiar with norms and vector spaces; these topics
are reviewed in the appendix [4]. Here we discuss Boreale’s linear bisimulation relations for
weighted automata and provide a short primer on the joint spectral radius of a set of linear
operators.

2.1 Strings and Weighted Automata
Given a finite alphabet Σ we let Σ? denote the set of all finite strings with symbols in Σ and
let Σ∞ denote the set of all infinite strings with symbols in Σ and we write Σω = Σ? ∪ Σ∞.
The length of a string x ∈ Σω is denoted by |x|; |x| =∞ whenever x ∈ Σ∞. Given a string
x ∈ Σω and an integer 0 ≤ t ≤ |x| we write x≤t to denote the prefix containing the first
t symbols from x, with x≤0 = ε. Given an integer t ≥ 0 we will write Σt (resp. Σ≤t) for
the set of all strings with length equal to (resp. at most) t. The reverse of a finite string
x = x1x2 · · ·xt is given by x̄ = xtxt−1 · · ·x1.

We only consider automata with weights in the real field R. We will mostly be concerned
with properties of weighted automata that are invariant under change of basis. Accordingly,
our presentation uses weighted automata whose state space is an abstract real vector space.

A weighted finite automaton (WFA) is a tuple A = 〈Σ, V, α, β, {τσ}σ∈Σ〉 where Σ is a
finite alphabet, V is a finite-dimensional vector space, α ∈ V is a vector representing the
initial weights, β ∈ V ∗ is a linear form representing the final weights, and τσ : V → V is a
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linear map representing the transition indexed by σ ∈ Σ. The vectors in V are called states
of A. We shall denote by n = dim(A) = dim(V ) the dimension of A. The transition maps
τσ can be extended to arbitrary finite strings in the obvious way.

A weighted automaton A = 〈Σ, V, α, β, {τσ}σ∈Σ〉 computes the function fA : Σ? → R
(sometimes also referred to as the weighted language in RΣ? recognized by A) given by
fA(x) = β(τx(α)). Given a WFA A = 〈Σ, V, α, β, {τσ}σ∈Σ〉 and a state v ∈ V we define the
weighted automaton Av = 〈Σ, V, v, β, {τσ}σ∈Σ〉 obtained from A by taking v as the initial
state. We call fAv

the function realized by state v. Similarly, give a linear form w ∈ V ∗
we define the weighted automaton Aw = 〈Σ, V, α, w, {τσ}σ∈Σ〉 where the final weights are
replaced by w. The reverse of a weighted automaton A is Ā = 〈Σ, V ∗, β, α, {τ>σ }σ∈Σ〉, where
τ>σ : V ∗ → V ∗ is the transpose of τσ. It is easy to check that the function computed by Ā
satisfies fĀ(x) = fA(x̄) for all x ∈ Σ?.

2.2 Linear Bisimulations

Linear bisimulations for weighted automata were introduced by Boreale in [10]. Here we
recall the key definition and several important facts.

I Definition 1. A linear bisimulation for a weighted automaton A = 〈Σ, V, α, β, {τσ}σ∈Σ〉
on a vector space V is a linear subspace W ⊆ V satisfying the following two conditions:
1. β(v) = 0 for all v ∈W ; that is, W ⊆ ker(β), and
2. W is invariant by each τσ; that is, τσ(W ) ⊆W for all σ ∈ Σ.
Furthermore, two states u, v ∈ V are called W -bisimilar if u− v ∈W .

In particular, the trivial subspace W = {0} is always a linear bisimulation. The notion of
W -bisimilarity induces an equivalence relation on V which we will denote by ∼W . The kernel
of an equivalence relation ∼ on a vector space V is the set of vectors in the equivalence class
of the null vector: ker(∼) = {v ∈ V : v ∼ 0}. It is immediate from the definition that for
any bisimulation relation ∼W we have ker(∼W ) = W .

Given a weighted automaton A we say that u, v ∈ V are A-bisimilar if there exists a
bisimulation W for A such that u ∼W v. The corresponding equivalence relation is denoted
by ∼A. Boreale showed in [10] that for every WFA A there exists a bisimulation WA such
that ∼WA

exactly coincides with ∼A, and the bisimulation can be obtained asWA = ker(∼A).
He also showed that WA is in fact the largest linear bisimulation for A in the sense that any
other linear bisimulation W for A must be a subspace of WA. Accordingly, we shall refer to
the relation ∼A and the subspace WA as A-bisimulation.

Note that the subspaces considered in Definition 1 are independent of the initial state α
of A. In fact, A-bisimilarity can be understood as a relation between possible initial states
for A. Indeed, using the definition of ∼A it is immediate to check that for any states u, v ∈ V
we have u ∼A v if and only if fAu

= fAv
. This implies that in a WFA where the bisimulation

WA corresponding to ∼A satisfies WA = {0} every state realizes a different function. Such
an automaton is called observable. A weighted automaton is called reachable if the reverse
Ā is observable.

A weighted automaton A is minimal if for any other weighted automaton A′ over the
same alphabet such that fA = fA′ we have dim(A) ≤ dim(A′). It is also shown in [10] that
linear bisimulations can be used to characterize minimality, in the sense that A is minimal if
and only if it is observable and reachable.
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2.3 Joint Spectral Radius
The joint spectral radius of a set of linear operators is a natural generalization of the spectral
radius of a single linear operator. The joint spectral radius and several equivalent notions
have been thoroughly studied since the 1960’s. These radiuses arise in many fundamental
problems in operator theory, control theory, and computational complexity. See [25] for an
introduction to their properties and applications. Here we recall the basic definitions and
some important facts related to quasi-extremal norms.

I Definition 2. The joint spectral radius of a collection M = {τi}i∈I of linear maps τi : V →
V on a normed vector space (V, ‖ · ‖) is defined as

ρ(M) = lim sup
t→∞

(
sup
T∈It

∥∥∥∥∥∏
i∈T

τi

∥∥∥∥∥
)1/t

= lim
t→∞

(
sup
T∈It

∥∥∥∥∥∏
i∈T

τi

∥∥∥∥∥
)1/t

.

The second equality above is a generalization of Gelfand’s formula for the spectral radius
of a single operator due to Daubechies and Lagarias [11, 12]. An important fact about the
joint spectral radius is that ρ(M) is independent of the norm ‖ · ‖, i.e. one obtains the same
radius regardless of the norm given to the vector space V . The joint spectral radius behaves
nicely with respect to direct sums, in the sense that given two sets of operators M = {τi}i∈I
and M ′ = {τ ′i}i∈I , then ρ({τi ⊕ τ ′i}i∈I) = max{ρ(M), ρ(M ′)}.

The notion of joint spectral radius can be readily extended to weighted automata. Let
A = 〈Σ, V, α, β, {τσ}σ∈Σ〉 be a weighted automaton with states on a normed vector space
(V, ‖ · ‖). Then the spectral radius of A is defined as ρ(A) = ρ(M) where M = {τσ}σ∈Σ. In
this case the definition above can be rewritten as

ρ(A) = lim
t→∞

(
sup
x∈Σt

‖τx‖
)1/t

.

Now we discuss several fundamental properties of the joint spectral radius that will play a
role in the rest of the paper. Like in the case of the classic spectral radius, the joint spectral
radius is upper bounded by the norms of the operators in M : ρ(M) ≤ supi∈I ‖τi‖. Obtaining
lower bounds for ρ(M) is a major problem directly related to the hardness of computing
approximations to ρ(M). An approach often considered in the literature is to search for
extremal norms. A norm ‖ · ‖ on V is extremal for M if the corresponding induced norm
satisfies ‖τi‖ ≤ ρ(M) for all i ∈ I. This immediately implies that given an extremal norm for
M we have ρ(M) = supi∈I ‖τi‖. Conditions on M guaranteeing the existence of an extremal
norm have been derived by Barabanov and others; see [33] and references therein. However,
most of these conditions are quite technical and algorithmically hard to verify. On the other
hand, if one only insists on approximate extremality, the following result, due to Rota and
Strang, guarantees the existence of such norms for any set of matrices M that is compact
with respect to the topology generated by the operator norm in V .

I Theorem 3 ([29]). Let M = {τi}i∈I be a compact set of linear maps on V . For any η > 0
there exists a norm ‖ · ‖ on V that satisfies ‖τi(v)‖ ≤ (ρ(M) + η)‖v‖ for every i ∈ I and
every v ∈ V .

The statement above is in fact a special case of Proposition 1 in [29]; a proof for finite sets
M can be found in [8]. An important result due to Barabanov [7] states that the function
M 7→ ρ(M) defined on compact sets of operators is continuous (see also [22]). Another result
that we will need was again proved by Barbanov in [7] and it states that if M is a bounded
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set of linear operators and M̄ denotes its closure then ρ(M) = ρ(M̄). Note that if M is
bounded then its closure M̄ is compact by the Heine–Borel theorem.

A special case which makes the joint spectral radius easier to work with is when the
set of matrices M is irreducible. A set of linear maps M is called irreducible if the only
subspaces W ⊆ V such that τi(W ) ⊆ W for all i ∈ I are W = {0} and W = V . If there
exists a non-trivial subspace W ⊂ V invariant by all τi we say that M is reducible. In fact,
almost all sets of matrices are irreducible in following sense. The Hausdorff distance between
two sets of linear maps M and M ′ on the same normed vector space (V, ‖ · ‖) is given by

dH(M,M ′) = max
{

sup
τ∈M

inf
τ ′∈M ′

‖τ − τ ′‖, sup
τ ′∈M ′

inf
τ∈M
‖τ − τ ′‖

}
.

It is possible to show that irreducible sets of matrices are dense among compact sets of
matrices with respect to the topology induced by the Haussdorff distance. Furthermore,
Wirth showed in [33] that the joint spectral radius is locally Lipschitz continuous around
irreducible sets of matrices with respect to the Hausdorff topology (see also [26] for explicit
expressions for the Lipschitz constants). This can be seen as an extension of Barabanov’s
continuity result providing extra information about the behaviour of the function M 7→ ρ(M).

Again, the concept of irreducibility can be readily extended to WFA. We say that the
weighted automaton A = 〈Σ, V, α, β, {τσ}σ∈Σ〉 is irreducible if M = {τσ}σ∈Σ is irreducible.
This concept will play a role in Section 6. The following result provides a characterization
of irreducibility for weighted automata in terms of minimality. In particular, the result
shows that irreducibility is a stronger condition than minimality. A proof is provided in the
appendix [4].

I Theorem 4. A weighted automaton A = 〈Σ, V, α, β, {τσ}σ∈Σ〉 is irreducible if and only if
Awv is minimal for all v ∈ V and w ∈ V ∗ with v 6= 0 and w 6= 0.

3 Bisimulation Seminorms and Pseudometrics for WFA

In the same way that the largest bisimulation relation in many settings can be obtained
as a fixed point of a certain operator on equivalence relations, a possible way to define
bisimulation (pseudo)metrics is via a similar fixed-point construction. See [17] for an example
in the case of Markov decision processes. In this section, the fixed-point construction is used
to obtain a bisimulation seminorm on states of a given WFA. Given two WFA we can build
their difference automaton A and compute the corresponding seminorm of the initial state of
A. This construction yields a bisimulation pseudometric between weighted automata.

Let A = 〈Σ, V, α, β, {τσ}σ∈Σ〉 be a weighted automaton over the vector space V . Let S
denote the set of all seminorms on V . Given γ > 0 we define the map FA,γ : S → S between
seminorms given by

FA,γ(s)(v) = |β(v)|+ γmax
σ∈Σ

s(τσ(v)) . (1)

Note that this definition is independent of the initial state α, as is the linear bisimulation for
A described in Section 2.2. In the sequel we shall write F instead of FA,γ whenever A and γ
are clear from the context.

To verify that F : S → S is well defined we must check that the image F (s) of any
seminorm s is also a seminorm. Absolute homogeneity is immediate by the linearity of β
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and τσ and the absolute homogeneity of s. For the subadditivity we have

F (s)(u+ v) = |β(u+ v)|+ γmax
σ∈Σ

s(τσ(u+ v))

= |β(u) + β(v)|+ γmax
σ∈Σ

s(τσ(u) + τσ(v))

≤ |β(u)|+ |β(v)|+ γmax
σ∈Σ

(s(τσ(u)) + s(τσ(v)))

≤ F (s)(u) + F (s)(v) ,

where the last inequality uses subadditivity of the maximum.
To construct bisimulation seminorms for the states of a weighted automaton A we shall

study the fixed points of FA,γ . We start by showing that FA,γ has a unique fixed point
whenever γ is small enough.

I Theorem 5. Let A = 〈Σ, V, α, β, {τσ}σ∈Σ〉. If γ < 1/ρ(A), then FA,γ has a unique fixed
point.

Proof. For simplicity, let F = FA,γ . By the assumption on γ there exists some δ > 0 such
that γ ≤ 1/(ρ(A)+δ). Now takeM = {τσ}σ∈Σ and η = δ/2 and let ‖·‖ be the corresponding
quasi-extremal norm on V obtained from Theorem 3. Using this norm we can endow S
with the metric given by d(s, s′) = sup‖v‖≤1 |s(v)− s′(v)| to obtain a complete metric space
(S, d). To see this, note that for a fixed v with ‖v‖ ≤ 1 the sequence (sn(v)) is Cauchy, hence
convergent. Call this limit s(v); it is straightforward to see that this defines a seminorm.
Thus, if we show that F is a contraction on S with respect to this metric, then by Banach’s
fixed point theorem F has a unique fixed point. To see that F is indeed a contraction we
start by observing that:

d(F (s), F (s′)) = sup
‖v‖≤1

|F (s)(v)−F (s′)(v)| = γ sup
‖v‖≤1

∣∣∣max
σ

s(τσ(v))−max
σ′

s′(τσ′(v))
∣∣∣ . (2)

Fix any v ∈ V with ‖v‖ ≤ 1 and suppose without loss of generality (otherwise we exchange
s and s′) that maxσ s(τσ(v)) ≥ maxσ′ s′(τσ′(v)). Then, letting σ∗ = arg maxσ s(τσ(v)) and
using the absolute homogeneity of s and s′, it can be shown that:∣∣∣max

σ
s(τσ(v))−max

σ′
s′(τσ′(v))

∣∣∣ ≤ ‖τσ∗(v)‖d(s, s′) . (3)

We refer the reader to the appendix [4], for a full derivation. Finally, we use the definition of
‖ · ‖ and the choices of δ and η to see that

γ‖τσ∗(v)‖ ≤ γ(ρ(A) + η)‖v‖ ≤ ρ(A) + δ/2
ρ(A) + δ

< 1 ,

from which we conclude by combining (2) with (3) that d(F (s), F (s′)) < d(s, s′). J

We now exhibit the fixed point of FA,γ in closed form. This provides a useful formula for
studying properties of the resulting seminorm.

I Theorem 6. Let A = 〈Σ, V, α, β, {τσ}σ∈Σ〉. Suppose γ < 1/ρ(A) and let sA,γ ∈ S be the
fixed point of FA,γ . Then for any v ∈ V we have

sA,γ(v) = sup
x∈Σ∞

∞∑
t=0

γt|β(τx≤t
(v))| = sup

x∈Σ∞

∞∑
t=0

γt|fAv
(x≤t)| . (4)
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The proof can be found in the appendix [4]. The next theorem is the main result of this
section. It shows that any seminorm arising as a fixed point of FA,γ captures the notion of
A-bisimulation through its kernel for any γ. Namely, two states u, v ∈ V are A-bisimilar if
and only if sA,γ(u− v) = 0. Note that this result is independent of the choice of γ, as long
as the fixed point of FA,γ is guaranteed to exist.

I Definition 7. Let A = 〈Σ, V, α, β, {τσ}σ∈Σ〉 be a weighted automaton with A-bisimulation
∼A. We say that a seminorm s over V is a bisimulation seminorm for A if ker(s) = ker(∼A).

I Theorem 8. Let A = 〈Σ, V, α, β, {τσ}σ∈Σ〉. For any 0 < γ < 1/ρ(A) the fixed point
sA,γ ∈ S of FA,γ is a bisimulation seminorm for A.

Proof. For simplicity, let F = FA,γ and s = sA,γ . Since WA = ker(∼A) is the largest
bisimulation for A, it suffices to show that ker(s) is a bisimulation for A with WA ⊆ ker(s).
For the first property we recall that ker(s) is a linear subspace of V and note that for any
v ∈ ker(s) we have, using Theorem 6,

0 = s(v) = |β(v)|+ sup
x∈Σ∞

∞∑
t=1

γt|β(τx≤t
(v))| ≥ |β(v)| ≥ 0 .

Therefore ker(s) ⊆ ker(β). Using the fact that β(v) = 0, we can also verify the invariance of
ker(s) under all τσ, namely s(τσ(v)) = 0 for all v ∈ ker(s) and σ ∈ Σ (the full derivation is
shown in the appendix [4]). Therefore ker(s) is a bisimulation for A.

Now let v ∈WA. Since WA is contained in the kernel of β and is invariant for all τσ, we
see that β(τx(v)) = 0 for all x ∈ Σ?. Therefore, using the expression for s given in Theorem 6
we obtain s(v) = 0. This concludes the proof. J

Because every fixed point of FA,γ is a seminorm whose kernel agrees with that of Boreale’s
bisimulation relation ∼A, we shall call them γ-bisimulation seminorms for A. Interestingly,
we can show that when A is observable then every γ-bisimulation seminorm is in fact a norm.

I Corollary 9. Let A = 〈Σ, V, α, β, {τσ}σ∈Σ〉 and γ < 1/ρ(A). If A is observable then the
γ-bisimulation seminorm sA,γ is a norm.

Proof. By Theorem 8 and the observability of A we have ker(sA,γ) = ker(∼A) = {0}. Thus,
sA,γ is a norm. J

Given an automaton A, and state vectors v, w ∈ V , the pseudometric between states of
A induced by sA,γ is dA,γ(v, w) = sA,γ(v − w). Pseudometrics of this form will be called
γ-bisimulation pseudometrics. By Corollary 9, if A is observable then dA,γ is in fact a metric.

To conclude this section we show how to use our γ-bisimulation pseudometrics to define a
pseudometric between weighted automata. In order to capture the idea of distance between
two WFA let us build the automaton computing the difference between their functions.
Given weighted automata Ai = 〈Σ, Vi, αi, βi, {τi,σ}σ∈Σ〉 for i = 1, 2, we define their difference
automaton as A = A1 − A2 = 〈Σ, V, α, β, {τσ}σ∈Σ〉 where V = V1 ⊕ V2, α = α1 ⊕ (−α2),
β = β1⊕β2, and τσ = τ1,σ⊕ τ2,σ for all σ ∈ Σ. Note that A satisfies fA(x) = fA1(x)−fA2(x)
for all x ∈ Σ? and that ρ(A) = max{ρ(A1), ρ(A2)}. Then, letting sA,γ be the bisimulation
seminorm for A we are ready to define our bisimulation distance between weighted automata.

I Definition 10. Let A1 and A2 be two weighted automata and let A be their difference
automaton. For any γ < 1/ρ(A) we define the γ-bisimulation distance between A1 and A2
as dγ(A1, A2) = sA,γ(α).
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By exploiting the closed form expression for sA,γ given in Theorem 6 we can provide a
closed form expression for dγ .

I Corollary 11. Let A1 and A2 two weighted automata and γ < 1/max{ρ(A1), ρ(A2)}. Then
the γ-bisimulation distance between A1 and A2 is given by

dγ(A1, A2) = sup
x∈Σ∞

∞∑
t=0

γt |fA1(x≤t)− fA2(x≤t)| . (5)

Using the properties of our bisimulation seminorms one can immediately see that dγ is
indeed a pseudometric between all pairs of WFA such that γ < 1/ρ(A1 −A2). It is also easy
to see that dγ captures the notion of equivalence between weighted automata, in the sense
that dγ(A1, A2) = 0 if and only if fA1 = fA2 . Therefore, since minimal weighted automata
are unique up to a change of basis, the only way to have dγ(A1, A2) = 0 when A1 is minimal
is to have either A1 = A2 or A2 is a non-minimal WFA recognizing the same weighted
language as A1. In particular, this implies that dγ is a metric on the set of all minimal WFA
A with γ < 1/ρ(A).

4 Continuity Properties

In this section we study several continuity properties of our bisimulation pseudometrics
between weighted automata. The continuity notions we consider are adapted from those
presented by Jaeger et al. in [24], which are developed for labelled Markov chains. Here
we extend their definitions of parameter continuity and property continuity to the case
of weighted automata. Such notions can be motivated by applications of metrics between
transition systems to problems in machine learning [15, 19, 18]; see Section 6 for a discussion
on how to use our bisimulation pseudometrics in the analysis of learning algorithms.

4.1 Parameter Continuity
Given a sequence of weighted automata Ai converging to a weighted automaton A, parameter
continuity captures the notion that, as the weights in Ai converge to the weights in A, the
behavioural distance between Ai and A tends to zero. To make this formal we first define
convergence for a sequence of automata and then parameter continuity.

I Definition 12. Let (Ai)i∈N be a sequence of WFA Ai = 〈Σ, V, αi, βi, {τi,σ}σ∈Σ〉 over
the same alphabet Σ and normed vector space (V, ‖ · ‖). We say that the sequence (Ai)
converges to A = 〈Σ, V, α, β, {τσ}σ∈Σ〉 if limi→∞ ‖αi − α‖ = 0, limi→∞ ‖βi − β‖∗ = 0, and
limi→∞ ‖τi,σ − τσ‖ = 0 for all σ ∈ Σ.

I Definition 13. A pseudometric d between weighted automata is parameter continuous if for
any sequence (Ai)i∈N converging to some weighted automaton A we have limi→∞ d(A,Ai) = 0.

The main result of this section is the following theorem stating that our bisimulation
pseudometric dγ is parameter continuous.

I Theorem 14. The γ-bisimulation distance between weighted automata is parameter con-
tinuous for any sequence of weighted automata (Ai)i∈N converging to a weighted automaton
A with γ < 1/ρ(A).

The proof of this result is quite technical and combines the following two tools:
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1. A technical estimate of dγ(A,Ai) in terms of the distance between the weights of A and
Ai with respect to a certain norm (Lemma 25 in the appendix [4]). This result also plays
a prominent result in Section 6.

2. Several topological properties of the joint spectral radius discussed in Section 2.3.
These proofs are given in the appendix [4].

4.2 Input Continuity
Inspired by the notion of property continuity presented in [24], input g-continuity encapsulates
the idea that an upper bound on the behavioural distance between two systems should entail
an upper bound on the difference between their outputs on any input x ∈ Σ?.

I Definition 15. Let g : N→ R be such that g(l) > 0 for all l ∈ N. A distance function d
between weighted automata is input g-continuous when the following holds: if (Ai)i∈N is a
sequence of weighted automata such that limi→∞ d(A,Ai) = 0 for some weighted automaton
A, then one has

lim
i→∞

sup
x∈Σ?

|fA(x)− fAi(x)|
g(|x|) = 0 . (6)

Note the special case g(l) = 1 is tightly related to the notion of property continuity
presented in [24]. The authors of that paper consider differences between the probabilities of
the same event under different labelled Markov chains, and therefore always have numbers
between 0 and 1. However, for general weighted automata the quantity |fA(x)− fA′(x)| can
grow unboundedly with |x|. Thus, in some cases we will need to have a g(|x|) growing with
|x| in order to guarantee that (6) stays bounded. The next two results, whose proofs are
deferred to the appendix [4], show that essentially g(|x|) = γ−|x| is the threshold between
input continuity and input non-continuity in our γ-bisimulation pseudometrics.

I Theorem 16. The pseudometric dγ from Definition 10 is input g-continuous for any
g(l) = Ω(γ−l).

Note that when γ > 1 (i.e. when dealing with weighted automata with ρ(A) ≤ 1) we
have g(l) = 1 ∈ Ω(γ−l). This shows that in the case of weighted automata A where every
transition operator τσ can be represented by a stochastic matrix – a fact that implies ρ(A) = 1
– our γ-bisimulation pseudometric is property continuous with respect to the definition in
[24].

Further, if g does not grow fast enough as a function of the size of x ∈ Σ?, then our
bisimulation pseudometric is not input g-continuous. In particular, the proof of Theorem 17
provides simple examples of cases where dγ is not input g-continuous.

I Theorem 17. Let 0 < γ < 1. The pseudometric dγ from Definition 10 is not input
g-continuous for any g(l) = co(l) with c > 1.

5 An Undecidability Result

In this section we will prove that given a weighted automaton A = 〈Σ, V, α, β, {τσ}σ∈Σ〉,
a discount factor γ < 1/ρ(A), and a threshold ν > 0, it is undecidable to check whether
sA,γ(α) > ν. This implies that in general the seminorms and pseudometrics studied in the
previous sections are not computable.

The proof of our undecidability result involves a reduction from an undecidable planning
problem. Partially observable Markov decision processes (POMDPs) are a generalization of
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Markov Decision Processes (MDPs) where we have a set of observations Ω and conditional
observation probabilities O. Each state emits some observation o ∈ Ω with a certain
probability, and so we have a belief over which state we are in after taking an action and
observing o. An MDP is a special case of a POMDP where each state has a unique observation,
and an unobservable Markov decision process (UMDP) is a special case of a POMDP where
all the states emit the same observation. While planning for infinite-horizon UMDPs is
undecidable [27], planning for finite-horizon POMDPs is decidable.

Formally, a UMDP is a tuple U = 〈Σ, Q, α, {βσ}σ∈Σ, {Tσ}σ∈Σ, γ〉 where Σ is a finite set
of actions, Q is a finite set of states, α : Q→ [0, 1] is a probability distribution over initial
states in Q, βσ : Q→ R represents the rewards obtained by taking action σ from every state
in Q, Tσ : Q×Q→ [0, 1] is the transition kernel between states for action σ (i.e. Tσ(q, q′)
is the probability of transitioning to q′ given that action σ is taken in q), and 0 < γ < 1 is
a discount factor. The value VU (x) of an infinite sequence of actions x ∈ Σ∞ in U is the
expected discounted cumulative reward collected by executing the actions in x in U starting
from a state drawn from α. This can be obtained as follows:

VU (x) =
∞∑
t=1

γt−1α>Tx≤t−1βxt
, (7)

where Ty = Ty1 · · ·Tyt
for any finite string y = y1 · · · yt and Tε = I. The following undecid-

ability result was proved by Madani et al. in [27].

I Theorem 18 (Theorem 4.4 in [27]). The following problem is undecidable: given a UMDP
U and a threshold ν decide whether there exists a sequence of actions x ∈ Σ∞ such that
VU (x) > ν.

Given a UMDP U = 〈Σ, Q, α, {βσ}σ∈Σ, {Tσ}σ∈Σ, γ〉, we say that U has action-independent
rewards if βσ = β for all σ ∈ Σ. We say that U has non-negative rewards if βσ(q) ≥ 0
for all q ∈ Q and σ ∈ Σ. A careful inspection of the proof in [27] reveals that in fact the
reduction provided in the paper always produces as output a UMDP with non-negative
action-independent rewards. Thus, we have the following corollary, which forms the basis of
our reduction showing that sγ is not computable.

I Corollary 19. The problem in Theorem 18 remains undecidable when restricted to UMDP
with non-negative action-independent rewards.

I Theorem 20. The following problem is undecidable: given a weighted automaton A =
〈Σ, V, α, β, {τσ}σ∈Σ〉, a discount factor γ < 1/ρ(A), and a threshold ν > 0, decide whether
sA,γ(α) > ν.

Proof. Let U = 〈Σ, Q, α, β, {Tσ}σ∈Σ, γ〉 be a UMDP with non-negative action-independent
rewards. With each UMDP of this form we associate the weighted automaton A =
〈Σ,RQ, α, β, {τσ}σ∈Σ〉. Here we assume that the linear form β : RQ → R is given by
β(v) = v>β, and that the linear operators τσ : RQ → RQ are given by τσ(v) = v>Tσ.

Note that the matrices Tσ are row-stochastic and therefore we have ρ(A) ≤ maxσ ‖τσ‖∞ =
1. Thus, the discount factor in U satisfies γ < 1 ≤ 1/ρ(A) and the bisimulation seminorm
sA,γ associate with A is defined. Using that U has non-negative action-independent rewards
we can write for any x ∈ Σ∞:

VU (x) =
∞∑
t=1

γt−1α>Tx≤t−1β =
∞∑
t=0

γtα>Tx≤t
β =

∞∑
t=0

γt|α>Tx≤t
β| =

∞∑
t=0

γt|β(τx≤t(α))| .
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Therefore we have the relation sA,γ(α) = supx∈Σ∞ VU (x) between the bisimulation seminorm
of A and the value of U . Since deciding whether VU (x) > ν for some x ∈ Σ∞ is undecidable,
the theorem follows. J

6 Application: Spectral Learning for WFA

An important problem in machine learning is that of finding a weighted automaton Â

approximating an unknown automaton A given only access to data generated by A. A variety
of algorithms in different learning frameworks have been considered in the literature; see [5]
for an introductory survey. In most learning scenarios it is impossible to exactly recover
the target automaton A from a finite amount of data. In that case one aims for algorithms
with formal guarantees of the form “the output Â automaton gets closer to A as the amount
of training data grows”. To prove such a result one obviously needs a way to measure the
distance between two WFA. In this section we show how our γ-bisimulation pseudometric
can be used to provide formal learning guarantees for a family of learning algorithms widely
referred to as spectral learning. We also briefly discuss the case for behavioural metrics in
automata learning problems and compare our metric to other metrics used in the spectral
learning literature.

Generally speaking, spectral learning algorithms for WFA work in two phases: the first
phase uses the data obtained from the target automaton A to estimate a finite sub-block of
the Hankel matrix of fA; the second phase computes the singular value decomposition of
this Hankel matrix and uses the corresponding singular vectors to solve a set of systems of
linear equations yielding the weights of the output WFA Â. The Hankel matrix of a function
f : Σ? → R is an infinite matrix Hf ∈ RΣ?×Σ? with entries given by Hf (x, y) = f(xy), where
xy denotes the string obtained by concatenating the prefix x with the suffix y. Spectral
learning algorithms work with a finite sub-block H ∈ RP×S of this Hankel matrix indexed
by a set of prefixes P ⊂ Σ? and a set of suffixes S ⊂ Σ?. The pair B = (P, S) is usually
an input to the algorithm, in which case formal learning guarantees can be provided under
the assumption that B is complete for HfA

. This assumption essentially states that the
sub-block of HfA

indexed by B contains enough information to recover a WFA equivalent to
A, and is composed of a syntactic condition ensuring B contains a set of prefixes and their
extensions by any symbol in Σ, and an algebraic condition ensuring the rank of the Hankel
sub-matrix indexed by B has the same rank as the full Hankel matrix HfA

. We refer the
reader to [5, 3] for further details about the spectral learning algorithm and a discussion of
the completeness property for B. In the sequel we focus on the analysis of the error in the
output of the spectral learning algorithm, and show how to provide learning guarantees in
terms of our distance dγ .

The following lemma encapsulates the first step of the analysis of spectral learning
algorithms. It shows how the error between the operators of A and Â depends on the error
between the true and the approximated Hankel matrix as measured by the standard operator
`2-norm.

I Lemma 21. Let A = 〈Σ, V, α, β, {τσ}σ∈Σ〉 be a WFA and let H be a finite sub-block of the
Hankel matrix HfA

indexed by B = (P, S). Suppose Â = 〈Σ, V, α̂, β̂, {τ̂σ}σ∈Σ〉 is the WFA
returned by the spectral learning algorithm using an estimation Ĥ of H. Let ‖ · ‖ be any norm
on V . If B is complete, then we have ‖α− α̂‖, ‖β − β̂‖∗,maxσ∈Σ ‖τσ − τ̂σ‖ ≤ O(‖H − Ĥ‖2)
as ‖H − Ĥ‖2 → 0. Furthermore, the constants hidden in the big-O notation only depend on
the norm ‖ · ‖, the Hankel sub-block indices B = (P, S), and the size of the alphabet |Σ|.

Proof. Combine Lemma 9.3.5 and Lemma 6.3.2 from [2]. J
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The results from [2] also provide explicit expressions for the constants hidden in the big-O
notation. Concentration of measure for random matrices can be used to show that as the
amount of training data increases then the distance between H and Ĥ converges to zero
with high probability (see e.g. [13]). Thus, Lemma 21 implies that as more training data
becomes available, spectral learning will output a WFA Â converging to A.

The last step in the analysis involves showing that as the weights of Â get closer to the
weights of A, the behaviour of the two automata also gets closer. Invoking the parameter
continuity of dγ (Theorem 14) one readily sees that dγ(A, Â) → 0 as ‖H − Ĥ‖2 → 0.
This provides a proof of consistency of spectral learning with respect to the γ-bisimulation
pseudometric. However, machine learning applications often require more precise information
about the convergence rate of dγ(A, Â) in order to, for example, compute the amount of data
required to achieve a certain error. The following result provides such rate of convergence in
the case where the target automaton is irreducible.

I Theorem 22. Let A = 〈Σ, V, α, β, {τσ}σ∈Σ〉 be an irreducible WFA and let H be a finite
sub-block of the Hankel matrix HfA

indexed by B = (P, S). Suppose Â = 〈Σ, V, α̂, β̂, {τ̂σ}σ∈Σ〉
is the WFA returned by the spectral learning algorithm using an estimation Ĥ of H. Suppose
B is complete. Then for any γ < 1/ρ(A) we have dγ(A, Â) ≤ O(‖H−Ĥ‖2) as ‖H−Ĥ‖2 → 0.
Furthermore, the hidden constants in the big-O notation only depend on A, γ, the Hankel
block indices B = (P, S), and the size of the alphabet |Σ|.

The local Lipschitz continuity of ρ around irreducible sets of matrices plays an important
role in the proof of this result (see the appendix [4]). Nonetheless, the irreducibility constraint
is not a stringent one since the sets of irreducible matrices are known to be dense among
compact sets of matrices with respect to the Hausdorff metric.

We conclude this section by comparing Theorem 22 with analyses of spectral learning
based on other error measures. We start by noting that all finite-sample analyses of spectral
learning for WFA we are aware of in the literature provide error bounds in terms of some finite
variant of the `1 distance. In particular, the analyses in [23, 31] bound

∑
x∈Σt |fA(x)−fÂ(x)|

for a fixed t ≥ 0, while the analyses in [1, 2, 21] extend the bounds to
∑
x∈Σ≤t |fA(x)−fÂ(x)|

for a fixed t ≥ 0. This approach poses several drawbacks, including:
1. Finite `1-norms provide a pseudo-metric between WFA whose kernel includes pairs of

non-equivalent WFA.
2. The number of samples required to achieve a certain error increase with the horizon t,

meaning that more data is required to get the same error on longer strings, and that
existing bounds become vacuous in the case t→∞.

In contrast, our result in terms of dγ establishes a bound on the discrepancy between A and
Â on strings of arbitrary length and will never assign zero distance to a pair of automata
realizing different functions. Furthermore, our bisimulation metric still makes sense outside
the setting of spectral learning of probabilistic automata where most of the techniques
mentioned above have been developed.

7 Conclusion

The metric developed in this paper was very much motivated and informed by spectral ideas.
Not surprisingly it was well suited for analyzing spectral learning algorithms for weighted
automata. Two obvious directions for future work are:
1. Approximation algorithms for the bisimulation metric.
2. Exploring the relation to approximate minimization.
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Both of these are well underway. It seems that some recent ideas from non-linear optimization
are very useful in developing approximation algorithms and we hope to be able to report our
results soon. Exploring the relation to approximate minimization is less further along, but
the spectral ideas at the heart of the approximate minimization algorithm in [6] should be
well adapted to the techniques of the present paper.

Acknowledgements. We would like to thank Doina Precup who was actively involved in
the approximate minimization work.
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Abstract
We address the behavioral metric-based approximate minimization problem of Markov Chains
(MCs), i.e., given a finite MC and a positive integer k, we are interested in finding a k-state
MC of minimal distance to the original. By considering as metric the bisimilarity distance of
Desharnais at al., we show that optimal approximations always exist; show that the problem
can be solved as a bilinear program; and prove that its threshold problem is in PSPACE and
NP-hard. Finally, we present an approach inspired by expectation maximization techniques that
provides suboptimal solutions. Experiments suggest that our method gives a practical approach
that outperforms the bilinear program implementation run on state-of-the-art bilinear solvers.
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strong bisimulation [26]; by Baier [4] for the reduction of Markov Chains (MCs) w.r.t.
Larsen and Skou’s probabilistic bisimulation [23]; by Alur et al. [2] and by Yannakakis and
Lee [30], respectively, for the minimization of timed transition systems and timed-automata.
This technique was used also in parallel and distributed implementations of the above
algorithms [31, 8], and in the online reachability analysis of transition systems [24].

In [18], Jou and Smolka observed that for reasoning about the behavior of probabilistic
systems (and more in general, all type of quantitative systems), rather than equivalences, a
notion of distance is more reasonable in practice, since it permits “a shift in attention from
equivalent processes to probabilistically similar processes”. This observation motivated the
development of metric-based semantics for quantitative systems, that consists in proposing
1-bounded pseudometrics capturing the similarities of the behaviors in the presence of small
variations of the quantitative data. These pseudometrics generalize behavioral equivalences
in the sense that, two processes are at distance 0 iff they are equivalent, and at distance 1 if
no significant similarities can be observed between them.

The first proposal of a behavioral pseudometric is due to Desharnais et al. [12] on labelled
MCs, a.k.a. probabilistic bisimilarity distance, with the property that two MCs are at distance
0 iff they are probabilistic bisimilar. Its definition is parametric on a discount factor λ ∈ (0, 1]
that controls the significance of the future steps in the measurement. This pseudometric
has been greatly studied by van Breugel and Worrell [28, 29, 10] who noticed, among other
notable results, its relation with the Kantorovich distance on probability distributions and
provided a polynomial-time algorithm for its computation.

The introduction of metric-based semantics motivated the interest in the approximate
minimization of quantitative systems. The goal of approximate minimization is to start from
a minimal automaton and produce a smaller automaton that is close to the given one in a
certain sense. The desired size of the approximating automaton is given as input. Inspired
by the aggregation of equivalent states typical of partition refinement techniques, in [15],
the approximate minimization problem has been approached by aggregating states having
relative smaller distance. An example of this approach on MCs using the λ-bisimilarity
distance of Desharnais et al. is shown below.
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LetM be the MC on the left and assume we want to approximate it by an MC with at most
5 states. Since m1,m2 are the only two states at distance less than 1, the most natural choice
for an aggregation shall collapse (via convex combination) m1 and m2, obtaining the MC in
the middle, which has distance 4

9 ( λ2

2−λ ) fromM. However, the approximate aggregation of
states does not necessarily yield the closest optimal solution. Indeed, the MC on the right is
a closer approximant ofM, at distance 1

6 ( λ2

2−λ ) from it.
In this paper we address the issue of finding optimal solutions to the approximate

minimization problem. Specifically we aim to answer to the following problem, left open
in [15]: “given a finite MC and a positive integer k, what is its ‘best’ k-state approximant?
Here by ‘best’ we mean a k-state MC at minimal distance to the original”. We refer to this
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problem as Closest Bounded Approximant (CBA) and we present the following results related
to it.
1. We characterize CBA as a bilinear optimization problem, proving the existence of optimal

solutions. As a consequence of this result, approximations of optimal solutions can be
obtained by checking the feasibility of bilinear matrix inequalities (BMIs) [22, 21].

2. We provide upper- and lower-bound complexity results for the threshold problem of CBA,
called Bounded Approximant problem (BA), that asks whether there exists a k-state
approximant with distance from the original MC bounded by a given rational threshold.
We show that BA is in PSPACE and NP-hard. As a corollary we obtain NP-hardness for
CBA.

3. We introduce the Minimum Significant Approximant Bound (MSAB) problem, that asks
what is the minimum size k for an approximant to have some significant similarity to
the original MC (i.e., at distance strictly less than 1). We show that this problem is
NP-complete when one considers the undiscounted bisimilarity distance.

4. Finally, we present an algorithm for finding suboptimal solutions of CBA that is inspired
by Expectation Maximization (EM) techniques [25, 7]. Experiments suggest that our
method gives a practical approach that outperforms the bilinear program implementation
– state-of-the-art bilinear solvers [21] fails to handle MCs with more than 5 states!

Related Work. In [16], the approximate minimization of MCs is addressed via the notion
of quasi-lumpability. An MC is quasi-lumpable if the given aggregations of the states can be
turned into actual bisimulation-classes by a small perturbation of the transition probabilities.
This approach differs from ours since there is no relation to a proper notion of behavioral
distance (the approximation is w.r.t. the supremum norm of the difference of the stochastic
matrices) and we do not consider any approximate aggregation of states. In [6], Balle et al.
consider the approximate minimization of weighted finite automata (WFAs). Their method
is via a truncation of a canonical normal form for WFAs that they introduced for the SVD
decomposition of infinite Hankel matrices. Both [16] and [6] do not consider the issue of
finding the closest approximant, which is the main focus of this paper, instead they give
upper bounds on the distance from the given model.

2 Markov Chains and Bisimilarity Pseudometric

In this section we introduce the notation and recall the definitions of (discrete-time) Markov
chains (MCs), probabilistic bisimilarity of Larsen and Skou [23], and the probabilistic bisimil-
arity pseudometric of Desharnais et al. [13].

For R ⊆ X ×X an equivalence relation, X/R denotes its quotient set and [x]R denotes
the R-equivalence class of x ∈ X. D(X) denotes the set of discrete probability distributions
on X, i.e., functions µ : X → [0, 1], s.t. µ(X) = 1, where µ(E) =

∑
x∈E µ(x) for E ⊆ X.

In what follows we fix a countable set L of labels.

I Definition 1 (Markov Chain). A Markov chain is a tuple M = (M, τ, `) consisting of a
finite nonempty set of states M , a transition distribution function τ : M → D(M), and a
labelling function ` : M → L.

Intuitively, if M is in state m it moves to state m′ with probability τ(m)(m′). Labels
represent atomic properties that hold in certain states. The set of labels ofM is denoted by
L(M) = {`(m) | m ∈M}. Hereafter, we useM = (M, τ, `) and N = (N, θ, α) to range over
MCs and we refer to their constituents implicitly.

ICALP 2017
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I Definition 2 (Probabilistic Bisimulation [23]). An equivalence relation R ⊆ M ×M is a
probabilistic bisimulation onM if whenever m R n, then
1. `(m) = `(n), and
2. for all C ∈M/R, τ(m)(C) = τ(n)(C).
Two states m,n ∈M are probabilistic bisimilar w.r.t.M, written m ∼M n if they are related
by some probabilistic bisimulation onM. In fact, probabilistic bisimilarity is the greatest
probabilistic bisimulation.

Any bisimulation R on M induces a quotient construction, the R-quotient of M, de-
notedM/R = (M/R, τ/R, `/R), having R-equivalence classes as states, transition function
τ/R([m]R)([n]R) =

∑
u∈[n]R

τ(m)(u), and labelling function `/R([m]R) = `(m). An MCM
is said minimal if it is isomorphic to its quotient w.r.t. probabilistic bisimilarity.

A 1-bounded pseudometric on X is a function d : X × X → [0, 1] such that, for any
x, y, z ∈ X, d(x, x) = 0, d(x, y) = d(y, x), and d(x, y) + d(y, z) ≥ d(x, z). 1-bounded
pseudometrics on X forms a complete lattice under the point-wise partial order d v d′ iff,
for all x, y ∈ X, d(x, y) ≤ d′(x, y).

A pseudometric is said to lift an equivalence relation if it enjoys the property that two
points are at distance zero iff they are related by the equivalence. A lifting for the probabilistic
bisimilarity is provided by the bisimilarity distance of Desharnais et al. [13]. Its definition is
based on the Kantorovich (pseudo)metric on probability distributions over a finite set X,
defined as K(d)(µ, ν) = min

{∫
d dω | ω ∈ Ω(µ, ν)

}
, where d is a (pseudo)metric on X and

Ω(µ, ν) denotes the set of couplings for (µ, ν), i.e., distributions ω ∈ D(X ×X) such that,
for all E ⊆ X, ω(E ×X) = µ(E) and ω(X × E) = ν(E).

I Definition 3 (Bisimilarity Distance). Let λ ∈ (0, 1]. The λ-discounted bisimilarity pseudo-
metric onM, denoted by δλ, is the least fixed-point of the following functional operator on
1-bounded pseudometrics over M (ordered point-wise)

Ψλ(d)(m,n) =
{

1 if `(m) 6= `(n)
λ · K(d)(τ(m), τ(n)) otherwise .

The operator Ψλ is monotonic, hence, by Tarski fixed-point theorem, δλ is well defined.
Intuitively, if two states have different labels δλ considers them as “incomparable” (i.e., at

distance 1), otherwise their distance is given by the Kantorovich distance w.r.t. δλ between
their transition distributions. The discount factor λ ∈ (0, 1] controls the significance of the
future steps in the measurement of the distance; if λ = 1, the distance is said undiscounted.

The distance δλ has also a characterization based on the notion of coupling structure.

I Definition 4 (Coupling Structure). A function C : M ×M → D(M ×M) is a coupling
structure forM if for all m,n ∈M , C(m,n) ∈ Ω(τ(m), τ(n)).

Intuitively, a coupling structure can be thought of as an MC on the cartesian productM×M ,
obtained as the probabilistic combination of two copies ofM.

Given a coupling structure C forM and λ ∈ (0, 1], let γCλ be the least fixed-point of the
following operator on [0, 1]-valued functions d : M ×M → [0, 1] (ordered point-wise)

ΓCλ(d)(m,n) =
{

1 if `(m) 6= `(n)
λ
∫
d dC(m,n) otherwise .

The function γCλ is called λ-discounted discrepancy of C, and the value γCλ(m,n) is the
λ-discounted probability of hitting from (m,n) a pair of states with different labels in C.
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I Theorem 5 (Minimal coupling criterion [10]). For arbitrary MCsM and discount factors
λ ∈ (0, 1], δλ = min

{
γCλ | C coupling structure forM

}
.

Usually, MCs are associated with an initial state to be thought of as their initial configur-
ations. In the rest of the paper when we talk about the distance between two MCs, written
δλ(M,N ), we implicitly refer to the distance between their initial states computed over the
disjoint union of their MCs.

3 The Closest Bounded Approximant Problem

In this section we introduce the Closest Bounded Approximant problem w.r.t. δλ (CBA-λ),
and give a characterization of it as a bilinear optimization problem.

I Definition 6 (Closest Bounded Approximant). Let k ∈ N and λ ∈ (0, 1]. The closest bounded
approximant problem w.r.t. δλ for an MCM is the problem of finding an MC N with at
most k states minimizing δλ(M,N ).

Clearly, when k is greater than or equal to the number of bisimilarity classes ofM, an
optimal solution of CBA-λ is the bisimilarity quotient. Therefore, without loss of generality,
we will assume 1 ≤ k < |M | andM to be minimal. Note that, under these assumptionsM
must have at least two nodes with different labels.

Let MC(k) denote the set of MCs with at most k states and MCA(k) its restriction to
those using only labels in A ⊆ L. Using this notation, the optimization problem CBA-λ on
the instance 〈M, k〉 can be reformulated as finding an MC N ∗ such that

δλ(M,N ∗) = min {δλ(M,N ) | N ∈ MC(k)} , (1)

In general, it is not obvious that for arbitrary instances 〈M, k〉 a minimum in (1) exists. At
the end of the section, we will show that such a minimum always exists (Corollary 9).

A useful property of CBA-λ is that an optimal solution can be found among the MCs
using labels from the given MC.

I Lemma 7 (Meaningful labels). LetM be an MC. Then, for any N ′ ∈ MC(k) there exists
N ∈ MCL(M)(k) such that δλ(M,N ) ≤ δλ(M,N ′).

In the following, fix 〈M, k〉 as instance of CBA-λ, let m0 ∈M be the initial state ofM.
By Lemma 7, Theorem 5 and Tarski fixed-point theorem

inf {δλ(M,N ) | N ∈ MC(k)} = (2)
= inf

{
γCλ(M,N ) | N ∈ MCL(M)(k) and C ∈ Ω(M,N )

}
(3)

= inf
{
d(M,N ) | N ∈ MCL(M)(k), C ∈ Ω(M,N ), and ΓCλ(d) v d

}
, (4)

where Ω(M,N ) denotes the set of all coupling structures for the disjoint union ofM and
N . This simple change in perspective yields a translation of the problem of computing the
optimal value of CBA-λ to the bilinear program in Figure 1.

In our encoding, N = {n0, . . . , nk−1} are the states of an arbitraryN = (N, θ, α) ∈ MC(k)
and n0 is the initial one. The variable θn,v is used to encode the transition probability θ(n)(v).
Hence, a feasible solution satisfying (9–11) will have the variable cm,nu,v representing the value
C(m,n)(u, v) for a coupling structure C ∈ Ω(M,N ). An assignment for the variables αn,l
satisfying (7–8) encodes (uniquely) a labeling function α : N → L(M) satisfying the following
property:

for all n ∈ N, l ∈ L(M) αn,l = 1 iff α(n) = l . (12)
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mimimize dm0,n0

such that λ
∑

(u,v)∈M×N c
m,n
u,v · du,v ≤ dm,n m ∈M , n ∈ N (5)

1− αn,l ≤ dm,n ≤ 1 n ∈ N , l ∈ L(M), `(m) 6= l (6)
αn,l · αn,l′ = 0 n ∈ N , l, l′ ∈ L(M), l 6= l′ (7)∑

l∈L(M) αn,l = 1 n ∈ N (8)∑
v∈N c

m,n
u,v = τ(m)(u) m,u ∈M , n ∈ N (9)∑

u∈M cm,nu,v = θn,v m ∈M , n, v ∈ N (10)
cm,nu,v ≥ 0 m,u ∈M , n, v ∈ N (11)

Figure 1 Characterization of CBA-λ as a bilinear optimization problem.

The constraint (7) models the fact that each node n ∈ N is assigned to at most one label
l ∈ L(M), and the constraint (8) ensures that each node is assigned to at least one label.
Conversely, any labeling α : N → L(M) admits an assignment of the variables αn,l that
satisfy (7–8) and (12). Finally, an assignment for the variables dm,n satisfying the constraints
(5–6) represents a prefix point of ΓCλ. Note that (6) guarantees that dm,n = 1 whenever
α(n) 6= `(m) – indeed, by (7), αn,l = 0 iff α(n) 6= `(m).

Let Fλ〈M, k〉 denote the bilinear optimization problem in Figure 1. Directly from the
arguments stated above we obtain the following result.

I Theorem 8. inf {δλ(M,N ) | N ∈MC(k)} is the optimal value of Fλ〈M, k〉.

I Corollary 9. Any instance of CBA-λ admits an optimal solution.

Proof. Let h be the number of variables in Fλ〈M, k〉. The constraints (6–11) describe a
compact subset of Rh – it is an intersection of closed sets bounded by [0, 1]h. The objective
function of Fλ〈M, k〉 is linear, hence the infimum is attained by a feasible solution. The
thesis follows by Theorem 8. J

The following example shows that even by starting with a MC with rational transition
probabilities, optimal solutions for CBA-λ may have irrational transition probabilities.

I Example 10. Consider the MC M depicted below, with initial state m0 and labeling
represented by colors. An optimal solution of CBA-1 on 〈M, 3〉 is the MC Nxy depicted
below, with initial state n0 and parameters x = 1

30
(
10 +

√
163
)
, y = 21

100 .

M =
m0 m1 m2 m3

m4

79
100

21
100

79
100

21
100

79
100

21
100

1

1

Nxy =
n0 n1

n2

y

1− x− y
x

1

1

Since the distance δ1(M,Nxy) = 436
675 −

163
√

163
13500 ≈ 0.49 is irrational, by [10, Proposition 13],

any optimal solution must have some irrational transition probability.
Next we show that the above is indeed an optimal solution. Assume by contradiction

that N ∗ 6∼ Nxy is an optimal solution. By Lemma 7, we can assume L(N ∗) ⊆ L(M). If
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L(N ∗) = L(M), then δ1(M,N ∗) = min {δ1(M,Nzy) | z ∈ [0, 1− y]} since one can show
that for any y′ 6= y and z′, there exists z ∈ [0, 1− y], such that δ1(M,Nzy) ≤ δ1(M,Nz′y′).
δ1(M,Nzy) is analytically solved by z3 − z2 − 21

100z −
79

100 and its minimum value is achieved
at z = 1

30
(
10 +

√
163
)
. This contradicts N ∗ 6∼ Nxy. Assume L(N ∗) ( L(M). By [10,

Corollary 11], for any measurable set A ⊆ Lω, δ1(M,N ∗) ≥ |PM(A)−PN∗(A)|, where PN (A)
denotes the probability that a run of N is in A. If `(m0) /∈ L(N ∗), we have that δ1(M,N ∗) ≥
|PM(`(m0)Lω) − PN∗(`(m0)Lω)| = PM(`(m0)Lω) = 1 > δ1(M,Nxy). Analogously, if
`(m3) /∈ L(N ∗) we have δ1(M,N ∗) ≥ PM(L∗`(m3)Lω) =

( 79
100
)3
> δ1(M,Nxy). Finally, if

`(m4) /∈ L(N ∗), δ1(M,N ∗) ≥ PM(L∗`(m4)Lω) = 21
100
∑2
i=0
( 79

100
)i
> δ1(M,Nxy). J

4 The Bounded Approximant Threshold Problem

The Bounded Approximant problem w.r.t. δλ (BA-λ) is the threshold decision problem of
CBA-λ, that, given MC M, integer k ≥ 1, and rational ε ≥ 0, asks whether there exists
N ∈ MC(k) such that δλ(M,N ) ≤ ε.

From the characterization of CBA-λ as a bilinear optimization problem (Theorem 8) we
immediately get the following complexity upper-bound for BA-λ.

I Theorem 11. For any λ ∈ (0, 1], BA-λ is in PSPACE.

Proof. By Theorem 8, deciding an instance 〈M, k, ε〉 of BA-λ can be encoded as a decision
problem for the existential theory of the reals, namely, checking the feasibility of the
constraints (6–11) in conjunction with dm0,n0 ≤ ε. The encoding is polynomial in the size of
〈M, k, ε〉, thus it can be solved in PSPACE (cf. Canny [9]). J

In the rest of the section we provide a complexity lower-bound for BA-λ, by showing
that BA-λ is NP-hard via a reduction from Vertex Cover. Recall that, a vertex cover of
an undirected graph G is a subset C of vertices such that every edge in G has at least one
endpoint in C. Given a graph G and a positive integer h, the Vertex Cover problem asks
if G has a cover of size at most h.

Before presenting the reduction we establish structural properties for an optimal solution
of CBA-λ in the case the given MC has injective labeling (i.e., no two distinct states with
the same label). Specifically, we show that an optimal solution for an instance 〈M, k〉 of
CBA-λ can be found among MCs with injective labeling into L(M).

I Lemma 12. IfM has injective labeling, there exists N ∈ MCL(M)(k) with injective labeling
that minimizes the distance δλ(M,N ).

I Lemma 13. For all m ∈M and n ∈ N , δλ(m,n) ≥ λ · τ(m)({u ∈M | `(u) /∈ L(N )}).

Note that Lemma 13 provides a lower-bound on the optimal distance betweenM and
any N ∈ MC(k). This lower-bound will be useful in the proof of the following result.

I Theorem 14. For any λ ∈ (0, 1], BA-λ is NP-hard.

Proof. We provide a polynomial-time many-one reduction from Vertex Cover.
Let 〈G = (V,E), h〉 be an instance of Vertex Cover and let e = |E|. Without loss of

generality we assume e ≥ 2 and k < n. From G we construct the MC MG = (M, τ, `) as
follows. The set of states M is given as the union of V and E to which we add two extra
states: a root r (thought of as the initial state) and a sink s. Each node ofMG is associated
with a unique label (i.e., ` is injective). The sink state s and all v ∈ V loop to themselves
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Figure 2 (Left) An undirected graph G; (Center) The MCMG associated to the graph G; (Right)
The MCMC associated to the vertex cover C = {2, 3} of G. (see Thm. 14).

with probability 1. All the other states go with probability 1− 1
e to the sink state s. The rest

of their transition probability mass is assigned as follows. The root r goes with probability 1
e2

to each a ∈ E, and all (u, v) ∈ E go with probability 1
2e to their endpoints u, v. An example

of construction forMG is given in Figure 2. Next we show that

〈G, h〉 ∈ Vertex Cover iff 〈MG, e+ h+ 2, λ
2

2e2 〉 ∈ BA-λ .

(⇒) Let C be a h-vertex cover of G. ConstructMC ∈ MC(e+ h+ 2) by taking a copy
ofMG, removing all states in V \ C, and redirecting the exceeding transition probability to
the sink state s (an example is shown in Figure 2). Next we show that δλ(MG,MC) ≤ λ2

2e2 .
For convenience, the states inMC will be marked with a bar. By construction ofMG,MC ,
for each a ∈ E, δλ(a, a) ≤ λ

2e . Thus, δλ(MG,MC) = δλ(r, r̄) = λ
e2

∑
a∈E δλ(a, a) ≤ λ2

2e2 .

(⇐) By contradiction, assume there exists N = (N, θ, α) ∈ MC(e + h + 2) such that
δλ(MG,N ) ≤ λ2

2e2 but no vertex cover of G of size h. Since ` is injective, by Lemma 12 we
can assume α to be injective and L(N ) ⊆ L(MG). We consider three cases separately:

Case: `(s) /∈ L(N ). By Lemma 13 and the fact that e > 1 and λ ∈ (0, 1], we get the
following contradiction: δλ(MG,N ) = δλ(r, n0) ≥ λ · τ(r)(s) = λ(e−1)

e > λ2

2e2 .
Case: `((u, v)) /∈ L(N ), for some (u, v) ∈ E. By Lemma 13 and the fact that λ ∈ (0, 1]

and e > 1, leading to the contradiction δλ(MG,N ) = δλ(r, n0) ≥ λ · τ(r)((u, v)) = λ
e2 >

λ2

2e2 .
Case: `(s) ∈ L(N ) and {`((u, v)) | (u, v) ∈ E} ⊆ L(N ). Let N ′ ⊆ N be the states with

labels in {`(u) | u ∈ V }. By the structural hypothesis assumed on N , we have |N ′| ≤ h.
For each (u, v) ∈ E, two possible cases apply: if α(n) ∈ {`(u), `(v)}, for some n ∈ N ′, then
δλ((u, v), (u, v)) ≥ λ

2e ; otherwise δλ((u, v), (u, v)) ≥ λ
e >

λ
2e . By hypothesis, there is no vertex

cover of size h, hence there is at least one edge (u, v) ∈ E for which the second case applies.
Therefore, δλ(MG,N ) = δλ(r, n0) = λ

e2

∑
(u,v)∈E δλ((u, v), (u, v)) > λ

e2 · e · λ2e = λ2

2e2 .

The instance 〈MG, e+ h+ 2, λ
2

2e2 〉 of BA-λ can be constructed in polynomial time in the
size of 〈G, h〉. Thus, since Vertex Cover is NP-hard, so is BA-λ. J

5 Minimum Significant Approximant Bound

Recall that, two MCs are at distance 1 from each other when there is no significant similarity
between their behaviors. Thus an MC N is said to be a significant approximant for the MC
M w.r.t. δλ if δλ(M,N ) < 1.

Given an MC M, the Minimum Significant Approximant Bound problem w.r.t. δλ
(MSAB-λ) looks for the smallest k such that δλ(M,N ) < 1, for some N ∈ MC(k). The
decision version of this problem is called Significant Bounded Approximant problem w.r.t. δλ
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Figure 3 (Left) The MC MG associated to the graph G in Figure 2 and (right) an MC N
associated to the vertex cover C = {1, 2} of G such that δ1(MG,N ) < 1 (cf. Theorem 16).

(SBA-λ), and asks whether, for a given positive integer k, there exists N ∈ MC(k) such that
δλ(M,N ) < 1.

When the discount factor λ < 1, the two problems above turn out to be trivial. Indeed,
δλ(M,N ) ≤ λ when the initial states ofM and N have the same label. On the contrary,
in the case the distance is undiscounted (λ = 1), these problems are NP-complete. Before
presenting the result, we provide the following technical lemma.

I Lemma 15. LetM be a MC (assumed to be minimal) with initial state m0 and G(M) its
underlying directed graph. Then, 〈M, k〉 ∈ SBA-1 iff there exists a bottom strongly connected
component (SCC) G′ = (V,E) in G(M) and a path m0 . . .mh in G(M) such that mh ∈ V
and | {`(mi) | i < h,@ a path vi . . . vh−1mh in G′ s.t. ∀i ≤ j < h. `(mj) = `(vj)} |+ |V | ≤ k.

I Theorem 16. SBA-1 is NP-complete.

Proof. The membership in NP is easily proved by using the characterization in Lemma 15
and exploiting Tarjan’s algorithm for generating bottom SCCs. As for the NP-hardness, we
provide a polynomial-time many-one reduction from Vertex Cover. Let G = (V,E) be a
graph with E = {e1, . . . , en}. We construct the MCMG as follows. The set of states is given
by the set of edges E along with two states e1

i and e2
i , for each edge ei ∈ E, representing

the two endpoints of ei and an extra sink state e0. The initial state is en. The transition
probabilities are given as follows. The sink state e0 loops with probability 1 to itself. Each
edge ei ∈ E goes with probability 1

2 to e1
i and e2

i , respectively. For 1 ≤ i ≤ n, the states
e1
i and e2

i go with probability 1 to the state ei−1. The edge states and the sink state are
labelled by pairwise distinct labels, while the endpoints states e1

i and e2
i are labelled by the

node in V they represent. An example of construction forMG is shown in Figure 3.
Next we show the following equivalence:

〈G, h〉 ∈ Vertex Cover iff 〈MG, h+ n+ 1〉 ∈ SBA-1 (13)

By construction,MG is minimal and its underlying graph H has a unique bottom strongly
connected component, namely the self-loop in e0. Each path p = en ; e0 in H passes
through all edge states, and the set of labels of the endpoint states in p is a vertex cover of
G. Since e0, . . . , en have pairwise distinct labels, we have that G has a vertex cover of size at
most h iff there exists a path in H from en to e0 that has at most n+ 1 + h different labels.
Thus, (13) follows by Lemma 15. J

6 An Expectation Maximization-like Heuristic

In this section we describe an approximation algorithm for determining suboptimal solutions
of CBA-λ for an arbitrary instance 〈M, k〉.

ICALP 2017
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Algorithm 1 Approximate Minimization – Expectation Maximization-like heuristic
Input: M = (M, τ, `), N0 = (N, θ0, α), and h ∈ N.
1. i← 0
2. repeat
3. i← i+ 1
4. compute C ∈ Ω(M,Ni−1) such that δλ(M,Ni−1) = γCλ(M,Ni−1)
5. θi ← UpdateTransition(θi−1, C)
6. Ni ← (N, θi, α)
7. until δλ(M,Ni) > δλ(M,Ni−1) or i ≥ h
8. return Ni−1

Given an initial approximant N0 ∈ MC(k), the algorithm produces a sequence of MCs
N0,N1, . . . in MC(k) having successively decreased distance fromM. We defer until later a
discussion of how the initial MC N0 is chosen. The procedure is described in Algorithm 1.

The intuitive idea of the algorithm is to iteratively update the initial MC by assigning
relatively greater probability to transitions that are most representative of the behavior of
the MCM w.r.t. δλ. The procedure stops when the last iteration has not yield an improved
approximant w.r.t. the preceding one. The input also includes a parameter h ∈ N that
bounds the number of iterations.

The rest of the section explains two heuristics for implementing the UpdateTransition
function invoked at line 5. This function shall return the transition probabilities for the
successive approximant (see line 6).

Define βCλ to be the least fixed-point of the following functional operator on 1-bounded
real-valued functions d : M ×N → [0, 1] (ordered point-wise):

BCλ(d)(m,n) =


1 if γCλ(m,n) = 0
0 if `(m) 6= α(n)
(1− λ) + λ

∫
M×N d dC(m,n) otherwise .

By Theorem 5, the relation RC =
{

(m,n) | γCλ(m,n) = 0
}
is easily shown to be a bisimulation,

specifically, the greatest bisimulation induced by C.
Define Cλ as the MC obtained by augmenting C with an ‘sink’ state ⊥ to which any other

state moves with probability (1− λ). Intuitively, the value βCλ(m,n) can be interpreted as
the reachability probability in Cλ of either hitting the sink state or a pair of bisimilar states
in RC along a path formed only by pairs of states with identical labels starting from (m,n).

I Lemma 17. For all m ∈M and n ∈ N , βCλ(m,n) = 1− γCλ(m,n).

From equation (3) and Lemma 17, we can turn the problem CBA-λ as

argmax
{
βCλ(M,N ) | N ∈ MCL(M)(k), C ∈ Ω(M,N )

}
. (14)

Equation (14) says that a solution of CBA-λ is the right marginal of a coupling structure
C such that Cλ maximizes the probability of generating paths with prefix in ∼=∗(RC ∪ ⊥)
starting from the pair (m0, n0) of initial states1, where ∼= = {(m,n) /∈ RC | `(m) = α(n)}.

In the rest of the section we assume Ni−1 ∈ MC(k) to be the current approximant with
associated coupling structure C ∈ Ω(M,Ni−1) as in line 4 in Algorithm 1.

1 We borrowed notation from regular expressions, such as union, concatenation, and Kleene star, to
express the set of finite paths ∼=∗RC as a language over the alphabet M ×N .
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The “Averaged Marginal” Heuristic. The first heuristic is inspired by the Expectation
Maximization (EM) algorithm described in [7]. The idea is to count the expected number of
occurrences of the transitions in C in the set of paths ∼=∗RC and, in accordance with (14),
updating C by increasing the probability of the transitions that were contributing the most.

For each m,u ∈M and n, v ∈ N let Zm,nu,v : (M ×N)ω → N be the random variable that
counts the number of occurrences of the edge ((m,n)(u, v)) in a prefix in ∼=∗(RC ∪ ⊥) of
the given path. We denote by E[Zm,nu,v | C] the expected value of Zm,nu,v w.r.t. the probability
distribution induced by Cλ. Using these values we define the optimization problem EM〈N , C〉:

maximize
∑
m,u∈M

∑
n,v∈N E[Zm,nu,v | C] · ln(cm,nu,v )

such that
∑
v∈N c

m,n
u,v = τ(m)(u) m,u ∈M , n ∈ N (15)∑

u∈M cm,nu,v = θn,v m ∈M , n, v ∈ N (16)
cm,nu,v ≥ 0 m,u ∈M , n, v ∈ N

A solution of EM〈N , C〉 can be used to improve a pair 〈N , C〉 in the sense of (14).

I Theorem 18. If βCλ(M,N ) > 0, then an optimal solution for EM〈N , C〉 describes an MC
N ′ ∈ MC(k) and a coupling structure C′ ∈ Ω(M,N ′) such that βC′λ (M,N ′) ≥ βCλ(M,N ).

Unfortunately, EM〈N , C〉 does not have an easy analytic solution and turns out to
be inefficiently solved by nonlinear optimization methods. On the contrary, the relaxed
optimization problem obtained by dropping the constraints (16) has a simple analytic solution,
and the first heuristic at line 5, updates θi as follows2

cm,nu,v =
τ(m)(n) ·E[Zm,nu,v | C]∑

x∈N E[Zm,nu,x | C]
, θi(n)(v) =


θi−1(n)(v) if ∃m ∈M.n RC m∑

m,u∈M cm,nu,v∑
x∈N

∑
m,u∈M cm,nu,x

otherwise

Note that, the cm,nu,v above may not describe a coupling structure. Nevertheless we recover
the transition probability θi, from it by averaging the right marginals.

The “Averaged Expectations” Heuristic. In contrast to the previous case, the second
heuristic will update θi by directly averaging the expected values of Zm,nu,v as follows

θi(n)(v) =


θi−1(n)(v) if ∃m ∈M.n RC m∑

m,u∈M E[Zm,nu,v | C]∑
x∈N

∑
m,u∈M E[Zm,nu,x | C]

otherwise .

Computing the Expected Values. We compute E[Zm,nu,v | C] using a variant of the forward-
backward algorithm for hidden Markov models. Let Zm,n : (M ×N)ω → N be the random
variable that counts the number of occurrences of the pair (m,n) in a prefix in ∼=∗(RC ∪ ⊥)
of the path. We compute the expected value of Zm,n w.r.t. the probability induced by Cλ as
the solution zm,n of the following system of equations

zm,n =
{

0 if m 6∼= n

ι(m,n) + λ
∑
u,v(zu,v + 1) · C(u, v)(m,n) otherwise ,

where ι denotes the characteristic function for {(m0, n0)}. Then, the expected value of Zm,nu,v

w.r.t. the probability induced by Cλ is given by E[Zm,nu,v | C] = λ · zm,n · C(m,n)(u, v) · βCλ(u, v).

2 By abusing the notation, whenever the nominator is 0, we consider entire expression equal to 0, regardless
of any division by 0. The same convention is used implicitly in the rest of the section.
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Table 1 Comparison of the performance of Algorithm 1 on the IPv4 zeroconf protocol and the
classic Drunkard’s Walk w.r.t. the heuristics AM and AE.

Case |M | k
λ = 1 λ = 0.8

δλ-init δλ-final h time δλ-init δλ-final h time

IPv4
(AM)

53 5 0.856 0.062 3 25.7 0.667 0.029 3 25.9
103 5 0.923 0.067 3 116.3 0.734 0.035 3 116.5
53 6 0.757 0.030 3 39.4 0.544 0.011 3 39.4
103 6 0.837 0.032 3 183.7 0.624 0.017 3 182.7

IPv4
(AE)

53 5 0.856 0.110 2 14.2 0.667 0.049 3 21.8
103 5 0.923 0.110 2 67.1 0.734 0.049 3 100.4
53 6 0.757 0.072 2 21.8 0.544 0.019 3 33.0
103 6 0.837 0.072 2 105.9 0.624 0.019 3 159.5

DrkW
(AM)

39 7 0.565 0.466 14 259.3 0.432 0.323 14 252.8
49 7 0.568 0.460 14 453.7 0.433 0.322 14 420.5
59 8 0.646 – – TO 0.423 – – TO

DrkW
(AE)

39 7 0.565 0.435 11 156.6 0.432 0.321 2 28.6
49 7 0.568 0.434 10 247.7 0.433 0.316 2 46.2
59 8 0.646 0.435 10 588.9 0.423 0.309 2 115.7

Choosing the initial approximant. Similarly to EM algorithms, the choice of the initial
approximant N0 may have a significant effect on the quality of the solution. For the labeling
of the states, one should follow Lemma 7. As for the choice of the underlying structure one
shall be guided by Lemma 15. However, due to Theorem 14, it seems unlikely to have generic
good strategies for a starting approximant candidate. Nevertheless, good selections for the
transition probabilities may be suggested by looking at the problem instance.

Experimental Results Table 1 shows the results of some tests3 on Algorithm 1. run on
a number of instances 〈M, k〉 of increasing size, where M is the bisimilarity quotient of
either the IPv4 protocol [5, Ex.10.5] or the drunkard’s walk, parametric on the number of
states |M |. As initial approximant we use a suitably small instance of the same model. Each
row reports the distance to the original model respectively from N0 and Nh, where h is the
total number of iterations; and execution time (in seconds). We compare the two heuristics,
averaged marginals (AM) and averaged expectation (AE), on the same initial approximant.

The results obtained on the IPv4 protocol show significant improvements between the
initial and the returned approximant. Notably, these are obtained in very few iterations. On
this model, AM gives approximants of better quality compared with those obtained using
AE; however AE seems to be slightly faster than AM. On the drunkard’s walk model, the
two heuristics exhibit opposite results w.r.t. the previous experiment: AE provides the best
solutions with fewer iterations and significantly lower execution times.

7 Conclusions and Future Work

To the best of our knowledge, this is the first paper addressing the complexity of the optimal
approximate minimization of MCs w.r.t. a behavioral metric semantics. Even though for a
good evaluation of our heuristics more tests are needed, the current results seem promising.
Moreover, in the light of [10, 3], relating the probabilistic bisimilarity distance to the LTL-
model checking problem as δ1(M,N ) ≥ |PM(ϕ)−PN (ϕ)|, for all ϕ ∈ LTL, our results might
be used to lead saving in the overall model checking time. A deeper study of this topic

3 The tests are done on a prototype implementation coded in Mathematicar (http://people.cs.aau.
dk/giovbacci/tools.html) running on an Intel Core-i5 2.5GHz with 8GB of DDR3 RAM 1600MHz.

http://people.cs.aau.dk/giovbacci/tools.html
http://people.cs.aau.dk/giovbacci/tools.html
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will be the focus of future work. We close with an interesting open problem. Membership
of BA-λ in NP is left open. However, by arguments analogous to [11, 14] and leveraging
on the ideas that made us produce the MC in Example 10, we suspect that BA-λ is hard
for the square-root-sum problem. The latter is known to be NP-hard and in PSPACE, but
membership in NP has been open since 1976. Allender et al. [1] showed that it can be decided
in the 4th level of the counting hierarchy, thus it is unlikely its PSPACE-completeness.
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Abstract
Labelled Markov processes are probabilistic versions of labelled transition systems. In general,
the state space of a labelled Markov process may be a continuum. Logical characterizations of
probabilistic bisimulation and simulation were given by Desharnais et al. These results hold for
systems defined on analytic state spaces and assume that there are countably many labels in the
case of bisimulation and finitely many labels in the case of simulation.

In this paper, we first revisit these results by giving simpler and more streamlined proofs. In
particular, our proof for simulation has the same structure as the one for bisimulation, relying
on a new result of a topological nature. This departs from the known proof for this result, which
uses domain theory techniques and falls out of a theory of approximation of Labelled Markov
processes.

Both our proofs assume the presence of countably many labels. We investigate the necessity
of this assumption, and show that the logical characterization of bisimulation may fail when there
are uncountably many labels. However, with a stronger assumption on the transition functions
(continuity instead of just measurability), we can regain the logical characterization result, for
arbitrarily many labels. These new results arose from a new game-theoretic way of understanding
probabilistic simulation and bisimulation.
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F.4.1 Mathematical Logic

Keywords and phrases probabilistic modal logic, probabilistic bisimulation, probabilistic simu-
lation
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1 Introduction

It is now 40 years since the logical characterization of bisimulation was established by van
Benthem [14] and by Hennessy and Milner [10] for nondeterministic transition systems. It
was shown that two states (or processes) are bisimilar if and only if they satisfied the same
formulas of a modal logic that has come to be called Hennessy-Milner logic. The probabilistic
version was studied by Larsen and Skou [12] who defined probabilistic bisimulation for
discrete probabilistic transition systems and established a logical characterization theorem
for discrete systems with a strong finite-branching assumption.
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105:2 Expressiveness of Probabilistic Modal Logics

The analysis of bisimulation was extended to continuous state spaces by Blute et al. [4] and
a logical characterization was shown by Desharnais et al. [6, 7] who proved the result without
using any negative constructs in the logic nor any kind of finite branching assumptions.
Their proofs marked a departure from the usual combinatorial arguments and used some
non-trivial results from measure theory, specifically using remarkable properties of analytic
spaces; see [13] for an expository account.

The fact that the logical characterization result can be established with a purely positive
logic was a surprise at the time. It opened the door to the possibility that there could be a
logical characterization of simulation; we define this precisely below but the idea should be
intuitively clear. A clever example, due to Josée Desharnais [8], showed that this cannot be
done with the same logic as the one used for bisimulation; one needs to have disjunction in
the logic. A logical characterization of simulation was proved [8] for transition systems with
finitely many labels. The main contribution of [8] was approximation theory which included
a domain-theoretic treatment; the logical characterization result fell out of the domain theory
results. Desharnais [5] in her thesis gave a proof not using domain theory in the discrete
case. What remained unknown until now is a proof that works for countably many labels,
continuous state spaces and, if possible, not using domain theory. We provide such a result,
extending the characterization for simulation to countably many labels with a proof very
much analogous to the one given for bisimulation.

1.1 Results
1. We give a characterization of bisimulation and simulation in terms of Spoiler/Duplicator

games. This is elementary but interesting: it was the main driver of the intuitions that
led to the proofs of the present paper though, in the end, one does not actually need the
games to establish the results.

2. The logical characterization of bisimulation has a proof which has a structure which can
be boiled down to two main ingredients: Dynkin’s π-λ theorem and the Unique Structure
Theorem for analytic spaces. For simulation, it turns out that a completely analogous
proof exists. It is enough to replace the two main ingredients by new positive versions:
a positive analogue of the monotone class theorem and a positive UST, both of which
we prove. This simplifies the previous domain-theoretic proof and clarifies the picture.
The small price to pay is to move from analytic spaces to Polish ones; moving back to
analytic is future work.

3. Both proofs rely on the countability of the set of formulas. This is necessary, as an
explicit counterexample shows. But if the transition structure is continuous, logical
characterization results are regained for arbitrary sized sets of labels. As far as we know,
this is the first result of this type for uncountable label spaces.

Both logical characterization proofs, for bisimulation and simulation, have a similar structure
and can even be said to follow the same top-level strategy as the original Hennessy-Milner
proof.

2 Probabilistic systems and logics

We review some definitions and concepts from measure theory and topology. We assume
that the reader is familiar with concepts like: σ-algebra, measurable functions, measures,
topology and continuity.

Given a topological space X the σ-algebra induced by its open sets (or its closed sets) is
called the Borel algebra; we will always work with Borel algebras of topological spaces. We
call them Borel spaces.
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A topological space is said to be separable if it has a countable dense subset. For metric
spaces this is equivalent to having a countable base of open sets. A Polish space is the
topological space underlying a complete separable metric space. Note that a space like
(0, 1) which is not complete in its usual metric is nevertheless Polish, since it can be given a
complete metric that produces the same topology. If X,Y are Polish spaces and f : X → Y

is a continuous function then the image f(X) ⊂ Y is an analytic space. The class of analytic
spaces is not altered if we allow f to be measurable instead of continuous or if we take the
image of a Borel set instead of all of X.

I Definition 1. A Markov kernel on a Borel space (X,Σ) is a function τ : X ×Σ→ [0, 1]
such that for each fixed x ∈ X, the set function τ(x, ·) is a sub-probability measure, and for
each fixed C ∈ Σ the function τ(·, C) is a measurable function.

One interprets τ(x,C) as the probability of the process starting in state x making a transition
into one of the states in C.

I Definition 2. A labelled Markov process (LMP) S with label set A is a structure
(X,Σ, {τa | a ∈ A}), where (X,Σ) is a Borel space and

τa : X × Σ −→ [0, 1]

is a Markov kernel for each a ∈ A.

A key concept is bisimulation. The following definition is adapted from Larsen and
Skou [12] to deal with measurability issues.

IDefinition 3 (Bisimulation). Let S = (X,Σ, τ) be a labelled Markov process. An equivalence
relation R on X is a bisimulation if whenever xRy, with x, y ∈ X, we have that for all
a ∈ A and every R-closed measurable set C ∈ Σ, τa(x,C) = τa(y, C). We say that x and y
are bisimilar, denoted x ≈ y, if there exists a bisimulation R such that xRy.

The modal logic L∧ used in the logical characterization theorem of [7] is generated by
the grammar:

φ ::= > | φ ∧ φ | 〈a〉pφ

where p ranges over rational numbers between 0 and 1. A state x satisfies the modal formula
〈a〉pφ if there exists a measurable subset C with every state in C satisfying φ and τa(x,C) > p.
It is easy to show that the sets defined by formulas [[φ]] := {x | x |= φ} are all measurable.
We write x ≡∧ y to say that x and y satisfy the same formulas in L∧.

The logical characterization theorem for probabilistic bisimulation is:

I Theorem 4 ([7]). For any labelled Markov process (X,Σ, τ) where (X,Σ) is analytic and
A is countable, and for any x, y ∈ X, we have that x ≡∧ y if and only if x ≈ y. J

For a preorder R on a set X, we say that C ⊆ X is R-closed if x ∈ C and xRy implies
y ∈ C, for all x, y ∈ X.

I Definition 5 (Simulation). Let S = (X,Σ, τ) be a labelled Markov process. An preorder
relation R on X is a simulation if whenever xRy, with x, y ∈ X, we have that for all a ∈ A
and every R-closed measurable set C ∈ Σ, τa(x,C) ≤ τa(y, C). We say that x is simulated
by y, denoted x . y, if there exists a simulation R such that xRy.
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The logic L∨∧ extends L∧ with disjunction:

φ = > | φ ∧ φ | φ ∨ φ | 〈a〉pφ.

We write x ≤∨∧ y to say that every formula in L∨∧ satisfied by x is also satisfied by y.
The previous logical characterization theorem for probabilistic simulation is:

I Theorem 6 ([8]). For any labelled Markov process (X,Σ, τ) where (X,Σ) is analytic and
A is finite, and for any x, y ∈ X, we have that x ≤∨∧ y if and only if x . y.

Existing proofs of Theorems 4 and 6 span several pages each, and are markedly dissim-
ilar. In particular, the latter relies on the machinery of domain theory. One of our main
contributions is to provide new, short proofs of both results.

3 Probabilistic (bi)simulation games

The classical notion of bisimulation and simulation for nondeterministic processes has a
simple and elegant characterization in terms of games. These games, played between two
players named Spoiler (who tries to prove that some two states in a process are not bisimilar)
and Duplicator (who claims the opposite), provide convenient intuitions about the essence of
bisimilarity.

To the best of our knowledge, probabilistic bisimulation and simulations have not been
characterized by games before. In this section we fill this gap; as we shall see, the relevant
games have a pleasantly simple structure, even in the setting of continuous space processes.

We begin with the case of bisimulation game. As in the classical case, we consider a
spoiler/duplicator game with two players. Duplicator’s plays are pairs of states that she
claims are bisimilar. Spoiler tries to show that a given pair of states proffered by Duplicator
are not bisimilar. Let S = (X,Σ, τ) be a labelled Markov process, and x, y ∈ X. The
bisimulation game starting from the position (x, y) alternates between moves of the following
kinds:

Spoiler chooses a ∈ A and C ∈ Σ such that τa(x,C) 6= τa(y, C),
Duplicator answers by choosing x′ ∈ C and y′ 6∈ C and the game continues from (x′, y′).

A player who cannot make a move at any point loses. Duplicator wins if the game goes on
forever.

Note that the only way for Spoiler to win is to choose C = X at some point; otherwise
Duplicator can always choose some x′ and y′ as prescribed. (The only other situation where
Duplicator cannot proceed would be C = ∅, but that is not a legal move for Spoiler since
always τa(x, ∅) = τa(y, ∅) = 0.) On the other hand, Duplicator can win either by forcing an
infinite play or by reaching a position (x, y) where τa(x,C) = τa(y, C) for every C ∈ Σ.

The intuition behind the game should be clear. Spoiler tries to prove that states x and y
are not bisimilar by showing a label a and a set C, purportedly closed under bisimilarity,
such that the probabilities of a-labelled transitions to C are different for x and y. This
difference of probabilities is checked but not disputed by Duplicator, who instead claims that
C, in fact, is not closed under bisimilarity. She does that by choosing x′ ∈ C and y′ 6∈ C and
claiming that these two are bisimilar; the game then proceeds in the same fashion.

Before we formally prove the correctness of this game, let us spend a moment to consider
what makes a game-theoretic characterization “elegant”. In our opinion, the classical bisimu-
lation game for nondeterministic processes is elegant because it allows one to characterize a
global property of behaviours (bisimilarity) in terms of a game whose rules only depend on
local considerations. Indeed, whether a move in the game is legal or not does not depend on
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bisimilarity or other long-range properties, but merely on local observations about transition
capabilities that cannot be disputed by either player.

We argue that this criterion of elegance is satisfied by our probabilistic game. One can
imagine the players engaging in a brief experiment with the given Markov process after
each move by Spoiler, to determine that the two transition probabilities involved are indeed
different. By performing random a-transitions from x and y sufficiently many times, Spoiler
can demonstrate to Duplicator, with an arbitrarily high confidence level, that the probabilities
of getting to C are different and so that the move to C is legal for Spoiler. It is important to
note, comparing the game to the definition of probabilistic bisimulation itself, that the legality
of a Spoiler’s move does not depend on the set C being actually closed under bisimilarity; a
game with such a condition would not be “elegant”.

The question of how many random transitions are enough to convince Duplicator that
a Spoiler’s move is legal, and hence how much time it takes for Spoiler to win the game if
x and y are not bisimilar, suggests a potentially interesting connection of the bisimulation
game to the quantitative framework of metrics on labelled Markov processes [9]. We leave
this for future work.

Back to formal development. Since all infinite plays are won by the same player (Duplic-
ator), standard game-theoretic arguments prove that:

I Fact 7. The bisimulation game is determined, i.e., from every position (x, y) either Spoiler
has a winning strategy or Duplicator does. J

From this we infer:

I Theorem 8. The states x and y are bisimilar if and only if Duplicator has a winning
strategy from (x, y).

Proof. For the left-to-right implication, for bisimilar x and y, we construct a winning strategy
from (x, y) for Duplicator. In this strategy, for any move a and C by Spoiler, Duplicator
chooses some arbitrary x′ ∈ C and y′ 6∈ C such that x′ and y′ are bisimilar. This is always
possible: since Spoiler’s move was legal, and it originated from a pair of bisimilar states, C
cannot be closed under bisimilarity. This strategy is winning for Duplicator since it allows
her response to any move by Spoiler, and Duplicator wins all infinite plays.

For the right-to-left implication, we shall show that the set R of all pairs (x, y) whence
Duplicator has a winning strategy, is a bisimulation. To this end, first we need to show that
R is an equivalence relation. Reflexivity is immediate, since from a position (x, x) Spoiler
has no legal moves. For symmetry, given a winning strategy from (x, y) Duplicator builds a
strategy from (y, x) trivially: she simply replies to any first move by Spoiler as if she would
reply to a move from (x, y), and then she follows the given strategy. For transitivity, assume
winning strategies for Duplicator from (x, y) and (y, z). A winning strategy for (x, z) works
as follows: for a legal move a and C from Spoiler, it must be that τa(x,C) 6= τa(y, C) or
τa(y, C) 6= τa(z, C). Depending on which of these inequalities holds, reply according to the
strategy from (x, y) or from (y, z), and then follow that winning strategy.

Now assume towards contradiction that R is not a bisimulation. This means that for
some x, y such that xRy, there exists a letter a in A and an R-closed subset C of X such
that τa(x,C) 6= τa(y, C). Consider a and C as a Spoiler’s move from (x, y). No matter what
Duplicator chooses as x′ ∈ C and y′ 6∈ C, since C is R-closed we have that not (x′Ry′) and,
by Fact 7, Spoiler has a winning strategy from (x′, y′). This forms a winning strategy for
Spoiler from (x, y), contradicting the assumption that xRy. J
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Figure 1 It takes four steps for Spoiler to convince Duplicator that the state p1 does not
simulate q.

Simulation game is defined in a very similar fashion, alternating the following moves:
Spoiler chooses a ∈ A and C ∈ Σ such that τa(x,C) > τa(y, C),
Duplicator answers by choosing x′ ∈ C and y′ 6∈ C and the game continues from (x′, y′).

Again, a player who cannot make a move at any point loses, and Duplicator wins all infinite
plays.

The intuition behind the game is as before, except now Spoiler maintains that his chosen
sets C are .-closed, and Duplicator contradicts that by choosing x′ ∈ C and y′ 6∈ C and
maintaining that x′ . y′. All other considerations remain virtually the same, up to and
including:

I Theorem 9. x . y if and only if Duplicator has a winning strategy from (x, y).

I Example 10. We illustrate the simulation game on an example (see Fig. 1). In this Markov
process there is only one label. From the state q, the process loops forever. On the other
hand, from the state p1, one can reach the deadlock state p4 through the path to p2 and p3.

We examine the simulation game and how Spoiler can successfully prove to Duplicator
that the state p1 does not simulate q. We start the simulation game from (q, p1). A possible
first move is C = {q, p2} since τ(q, C) = 1 > τ(p1, C) = 1

2 , but it allows Duplicator to play
(q, p1), back to the original position. A smarter move is C = {q, p1}, to which Duplicator
has several possible answers, all losing. For instance, if Duplicator plays (q, p4), Spoiler wins
immediately by choosing C = X. Duplicator may survive more steps by playing (q, p2), then
(q, p3), before the fatal (q, p4).

4 Logical characterization of bisimulation, revisited

In this section, we give a short proof for the logical characterization of bisimulation, which
relies on two ingredients: the π-λ theorem and the Unique Structure Theorem.

4.1 The π-λ Theorem and the Unique Structure Theorem
A π-system is a family of subsets of a set X closed under finite intersections. A λ-system is
a family that contains X and is closed under complement and countable disjoint unions. A
σ-algebra is a family closed under complement, countable unions and countable intersections.
For a family E , let σ(E) denote the least σ-algebra that contains E .

I Theorem 11 (Dynkin’s π-λ theorem, [3]). For any π-system Π and a λ-system Λ on the
same set X, if Π ⊆ Λ then σ(Π) ⊆ Λ.

Below, ≡E is the relation of equivalence up to E , i.e., x ≡E y if and only if, for every
Y ∈ E , x ∈ Y iff y ∈ Y .
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I Theorem 12 (Unique Structure Theorem, [1]). In any analytic space (X,Σ), for every
countable family E ⊆ Σ such that X ∈ E, every measurable, ≡E-closed subset of X is an
element of σ(E).

4.2 Logical Characterization
I Theorem 13. For any labelled Markov process (X,Σ, τ) where (X,Σ) is analytic and A is
countable, ≡∧ is a bisimulation.

Proof. Take some x, y ∈ X and assume that there exists some a ∈ A such that τa(x,C) 6=
τa(y, C) for some ≡∧-closed set C ∈ Σ. We need to prove that x 6≡∧ y.

Denote δ = τa(x,−) and γ = τa(y,−). If δ(X) > γ(X), then pick a rational number
p such that δ(X) > p > γ(X); it is easy so see that x |= 〈a〉p> and y 6|= 〈a〉p>, therefore
x 6≡∧ y. The same formula distinguishes x and y if δ(X) < γ(X).

If δ(X) = γ(X) then pick any ≡∧-closed C ∈ Σ such that δ(C) 6= γ(C). Define

Π = {[[φ]] | φ ∈ L∧} and Λ = {Y ∈ Σ | δ(Y ) = γ(Y )}.

It is easy to see that Π is a π-system and Λ is a λ-system (in particular, Λ is closed under
complement since δ(X) = γ(X)). Clearly, ≡Π = ≡∧. Moreover, since there are only countably
many formulas, Π is countable and, by Theorem 12, C ∈ σ(Π). Since by assumption C 6∈ Λ,
we have σ(Π) 6⊆ Λ, hence (by Theorem 11) Π 6⊆ Λ. In other words, there exists an L∧
formula φ such that δ([[φ]]) 6= γ([[φ]]).

Without loss of generality, assume δ([[φ]]) > γ([[φ]]) and pick p ∈ Q such that δ([[φ]]) >
p > γ([[φ]]). We readily obtain x |= 〈a〉pφ and y 6|= 〈a〉pφ, hence x 6≡∧ y as requested. J

This easily implies Theorem 4, repeated here:

I Corollary 14. For any labelled Markov process (X,Σ, τ) where (X,Σ) is analytic and A is
countable, and for any x, y ∈ X, we have that x ≡∧ y if and only if x ≈ y.

Proof. The right-to-left implication is an easy induction on the structure of formulas. The
left-to-right implication is immediate by Theorem 13. J

5 Logical characterization of simulation, revisited

Our proof of the logical characterization of simulation is completely analogous to the one for
bisimulation. It is enough to replace the two main ingredients (Theorems 11 and 12) by new
ones.

5.1 The Positive Monotone Class Theorem and the Positive Unique
Structure Theorem

A lattice of sets is a family of subsets of a set X closed under finite unions and intersections.1
A monotone class is a family closed under unions of increasing chains and under intersections
of decreasing chains. A σ-lattice of sets is a family of sets closed under countable unions
and countable intersections. For a family E , let L(E) denote the least σ-lattice of sets that
contains E .

1 A lattice of sets is sometimes called ring of sets. However, in measure theory ring of sets means
something else (a family closed under union and set difference), so we choose a different name.

ICALP 2017
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I Theorem 15 (Positive Monotone Class Theorem). For any lattice of sets E and any monotone
classM on the same set X, if E ⊆M then L(E) ⊆M.

This result is similar and easier to prove than Theorem 11, and it should be treated as
folklore.

Below, vE is the preorder determined by E , i.e., x vE y if and only if, for every Y ∈ E ,
x ∈ Y implies y ∈ Y .
I Theorem 16 (Positive Unique Structure Theorem). In any Polish space (X,Σ), for every
countable family E ⊆ Σ, every nonempty, different from X, measurable and vE -closed subset
of X is an element of L(E).

This result strengthens Theorem 12, albeit on the restricted domain of Polish spaces.
(Extending it to analytic spaces is future work.) Its proof is also more involved, using ideas
similar to the proof of Lusin’s Separation Theorem for analytic sets (see [11]). The proof
was pointed out to us by Roman Pol.

5.2 The logical characterization
I Theorem 17. For any labelled Markov process (X,Σ, τ) where (X,Σ) is Polish and A is
countable, ≤∨∧ is a simulation.
Proof. Take some x, y ∈ X and assume that there exists some a ∈ A such that τa(x,C) >
τa(y, C) for some ≤∨∧-closed set C ∈ Σ. We need to prove that x 6≤∨∧ y.

Denote δ = τa(x,−) and γ = τa(y,−). Pick any ≤∨∧-closed C ∈ Σ such that δ(C) > γ(C).
Then C cannot be empty, since δ(∅) = γ(∅) = 0. If C = X, pick a rational number p such
that δ(X) > p > γ(X); it is easy so see that x |= 〈a〉p> and y 6|= 〈a〉p>, therefore x 6≤∨∧ y.

If C 6= X, define

E = {[[φ]] | φ ∈ L∨∧} and M = {Y ∈ Σ | δ(Y ) ≤ γ(Y )}.

It is easy to see that E is a lattice of sets and (by continuity of measure)M is a monotone class.
Clearly, vE = ≤∨∧. Moreover, since there are only countably many formulas, E is countable
hence, by Theorem 16, C ∈ L(E). Since by assumption C 6∈ M, we have L(E) 6⊆ M, hence
(by Theorem 15) E 6⊆ M. In other words, there exists a formula φ such that δ([[φ]]) > γ([[φ]]).
Pick p ∈ Q such that δ([[φ]]) > p > γ([[φ]]). We readily obtain x |= 〈a〉pφ and y 6|= 〈a〉pφ,
hence x 6≤∨∧ y as requested. J

Compared to Theorem 6, the following easy consequence is restricted to Polish spaces
but generalized to countable sets of labels.
I Corollary 18. For any labelled Markov process (X,Σ, τ) where (X,Σ) is Polish and A is
countable, and for any x, y ∈ X, we have that x ≤∨∧ y if and only if x . y.
Proof. The right-to-left implication is an easy induction on the structure of formulas. The
left-to-right implication is immediate by Theorem 17. J

6 The case of uncountably many labels

Our proofs of the logical characterizations for simulation and bisimulation rely on the
assumption that the set of formulas (and, equivalently, the set of transition labels) is
countable. In this section we investigate the necessity of this assumption. We first observe
that indeed if there are uncountably many labels, then the logical characterization fails in
general. However, we show that if the transition structure is continuous, then the logical
characterization holds again, without any assumption on the set of labels.
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p q
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Figure 2 The two states p and q do not simulate each other, but they satisfy the same formulas
of L∨∧.

6.1 A counterexample
In the classical logical characterization of (bi)similarity for nondeterministic labelled transition
systems [10], one can restrict to a logic with finite conjunction and disjunction only if the
systems in question satisfy a finite branching property called image finiteness: each state
can have only finitely many successors for any given transition label. Since [6, 7] it has been
known that this restriction does not apply to probabilistic systems, where a finitary logic is
enough to characterize bisimilarity on systems with arbitrary (probabilistic) branching.

On the other hand, in the classical nondeterministic setting, once image finiteness is
ensured, the size of the set of transition labels matters very little. Even if infinitely many,
or even uncountably many labels are permitted, a finitary logic (with a correspondingly
large set of modal operators) is enough to characterize (bi)similarity for nondeterministic
transition systems labelled with them.

We now show that this is not the case for labelled Markov processes with continuous
state spaces. Specifically, we show an example where the set of labels is uncountable and
the logical characterization fails, even though the space of states is a particularly simple,
compact Polish space.

Denote X = {p, q,>} ∪ [0, 1]. We equip X with the smallest σ-algebra that makes all
Borel sets of [0, 1] as well as the singletons {p} , {q} and {>} measurable. Denote by µ the
Lebesgue2 probability measure on [0, 1].

Consider a set of actions A = [0, 1]. Define functions τa : X × Σ→ [0, 1] for each a ∈ A
as follows:

τa(p, C) = µ(C ∩ [0, 1
2 ])

τa(q, C) = µ(C ∩ [ 1
2 , 1])

τa(x,>) =
{

1 if x = a

0 otherwise

The following proposition easily implies that logical characterizations both for bisimulation
and for simulation fail for this labelled Markov process.

I Proposition 19. Neither p nor q simulates the other, but they satisfy the same formulas
of L∨∧.

2 We mean the usual measure on [0, 1] which assigns to intervals their length. However this is usually
extended to the Lebesgue σ-algebra, i.e., the one obtained by completing the Borel σ-algebra with
respect to this measure. We are just using this measure on the Borel sets.

ICALP 2017
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Proof. We prove that neither p nor q simulates the other. First, for any x, y in [0, 1], if
x 6= y then neither of these simulates the other. Indeed, from x, the action a = x leads to >
with probability 1 and leads nowhere from y. It follows that every subset of [0, 1] is .-closed;
in particular this applies to [0, 1

2 ] and [ 1
2 , 1]. This implies that neither p nor q simulates

the other, because τa(p, [0, 1
2 ]) = 1 and τa(q, [0, 1

2 ]) = 0, and vice-versa τa(p, [ 1
2 , 1]) = 0 and

τa(q, [ 1
2 , 1]) = 1.

To see that p and q satisfy the same formulas, we observe that for every finite subset
B ⊆ A, p and q do simulate each other (indeed, they are even bisimilar) in the system
restricted to labels from B. The claim easily follows from this, since every formula of L∨∧
uses finitely many labels.

So for a finite B ⊆ A, define a relation R on X to be the least equivalence relation such
that pRq and xRy for each x, y ∈ [0, 1] \ B. We claim that R is a bisimulation on the system
restricted to labels with B. The only nontrivial case is the pair pRq: every R-closed set
C ⊆ [0, 1] is either finite or co-finite, from which it easily follows that τa(p, C) = τa(q, C). J

Intuitively, the core of the problem here is the highly non-continuous nature of transitions
from [0, 1], allowing one to observe specific states from that uncountable space. Indeed, as
we show in the following section, the problem disappears and the logical characterizations
hold if we assume that the transition function τa(·, C) is continuous for each a and C.

6.2 Logical characterizations for continuous transition functions
Given a labelled Markov process (X,Σ, τ) with labels from a set A, we denote by (X,Σ, τ|B)
the same system restricted to labels from B ⊆ A.

I Theorem 20. For any labelled Markov process (X,Σ, τ) where (X,Σ) is Polish and such
that for all a ∈ A, C ∈ Σ, the function τa(·, C) is continuous, there exists a countable set B
such that the bisimilarity relation ≈ on (X,Σ, τ|B) coincides with that on (X,Σ, τ).

Proof. We will use the fact that, under the above assumptions, X2 is also a Polish space for
the product topology, hence it satisfies the hereditary Lindelöf property: any open cover of a
subset of X2 has a countable subcover.

By definition, the bisimilarity relation ≈ on (X,Σ, τ) is the largest bisimulation. It is
standard to define it as the greatest fixpoint of a certain operator on binary relations on
X. For us it will be convenient to speak in terms of complements, and we consider the
complement of ≈ as the least fixpoint of the operator:

Φ(R) =
{

(x, y) ∈ X2 ∣∣ ∃a ∈ A,∃C ∈ Σ (X2 \R)-closed, s.t. τa(x,C) 6= τa(y, C)
}

Thanks to Tarski’s fixed point theorem, this is obtained by defining a sequence (Wα)α of
subsets of X2 indexed by ordinals α: for α + 1 a successor ordinal and β a limit ordinal,
define:

W0 = ∅
Wα+1 =

{
(x, y) ∈ X2

∣∣ ∃a ∈ A,∃C ∈ Σ (X2 \Wα)-closed, s.t. τa(x,C) 6= τa(y, C)
}

Wβ =
⋃
α<βWα.

The complement of ≈ on (X,Σ, τ) is the union of all Wα for all ordinals α. More specifically,
(Wα)α form an increasing sequence that reaches a fixpoint at some ordinal γ not larger than
the cardinality of P(X2).
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Note that all Wα are open sets in X2. This is proved by ordinal induction: for a successor
ordinal, Wα+1 is a union of sets of the form{

(x, y) ∈ X2 | τa(x,C) 6= τa(y, C)
}

for some a and C. Such a set is open, since it is the inverse image of the (open) inequality
relation on [0, 1] along the continuous function τa(·, C).

For each ordinal α we construct a countable subset Bα ⊆ A such that Wα calculated on
(X,Σ, τ|Bα

) coincides with Wα calculated on (X,Σ, τ).
For sucessor ordinals, rewrite the definition of Wα+1 as:

Wα+1 =
⋃
a∈A

{
(x, y) ∈ X2 | ∃C ∈ Σ (X2 \Wα)-closed, s.t. τa(x,C) 6= τa(y, C)

}
.

This is a union of open sets. Since X2 is hereditary Lindelöf, one can extract a countable
subcover of this union, indexed by some set B ⊆ A. It is then enough to take Bα+1 = Bα ∪B.

For limit ordinals, extract a countable subcover of the union Wβ =
⋃
α<βWα and take

Bβ to be the union of the Bα’s defined for α’s from that subcover.
Now the countable set Bγ , where γ is the ordinal for which Wγ reaches the least fixpoint

of Φ, satisfies the desired property. J

The same result holds for simulation:

I Theorem 21. For any labelled Markov process (X,Σ, τ) where (X,Σ) is Polish and such
that for all a ∈ A, C ∈ Σ, the function τa(·, C) is continuous, there exists a countable set B
such that the similarity preorder . on (X,Σ, τ|B) coincides with that on (X,Σ, τ).

Proof. Completely analogous to the proof of Theorem 20, but with the operator

Φ(R) =
{

(x, y) ∈ X2 ∣∣ ∃a ∈ A,∃C ∈ Σ (X2 \R)-closed, s.t. τa(x,C) > τa(y, C)
}

instead. In particular the fact that each Wα is open, still holds. J

The following immediately follows from Theorems 20 and 21 in the light of Corollaries 14
and 18.

I Corollary 22. For any labelled Markov process (X,Σ, τ) where (X,Σ) is Polish and such
that for all a ∈ A, C ∈ Σ, the function τa(·, C) is continuous, for any x, y ∈ X,

x ≡∧ y if and only if x ≈ y,
x ≤∨∧ y if and only if x . y.

7 Conclusions

The results of this paper suggest that we have arrived at a deeper understanding of the
interplay of modal logic and probabilistic transition structure. Variations of the logic can also
be used for logical characterization of bisimulation, for example, with the modal construct
and just disjunction instead of just conjunction, as studied in [2]. The arguments are
minor variations of the proofs given in Section 3sec:bisim. The earlier proof of logical
characterization of simulation [8] emerged as a by-product of the theory of approximation;
the proof of the present paper is direct. It is particularly pleasing that the two logical
characterization proofs have the same general shape and also resemble the overall strategy of
the Hennessy-Milner proof.
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The game characterization, though elementary, is both pleasing and intriguing. As
suggested earlier, there might be interesting links to metrics and the number of moves
it takes for Spoiler to win a game. The connection between metrics and bisimulation is
well understood but it is possible that via the game one might gain a more quantitative
understanding of the numerical significance of the metric.
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Abstract
Zero automata are a probabilistic extension of parity automata on infinite trees. The satisfiability
of a certain probabilistic variant of mso, called tmso + zero, reduces to the emptiness problem
for zero automata. We introduce a variant of zero automata called nonzero automata. We prove
that for every zero automaton there is an equivalent nonzero automaton of quadratic size and
the emptiness problem of nonzero automata is decidable, with complexity co-np. These results
imply that tmso + zero has decidable satisfiability.
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1 Introduction

In this paper, we prove that emptiness is decidable for two classes of automata, namely zero
and nonzero automata. Zero automata were introduced as a tool for recognizing models of a
probabilistic extension of MSO on infinite trees [1]. Nonzero automata, introduced in this
paper, are equivalent to zero automata, but have simpler semantics.

Both zero and nonzero automata are probabilistic extensions of parity automata on infinite
trees. Here we focus on the case of binary trees. The automaton performs a random walk on
the infinite binary input tree: when the automaton is in a state q on a node labelled with a,
it selects non-deterministically a transition (q, a, r0, r1) and moves with equal probability 1

2
either to the left node in state r0 or to the right node in state r1.

The set of branches of the infinite binary tree is equipped with the uniform probability
measure, which is used to define the acceptance condition. There are two variants of the
acceptance condition, one for zero automata and one for nonzero automata

A nonzero automaton is equipped with a total order ≤ on its set of states Q and three
accepting subsets of states F∀, F1 and F>0. A run is accepting if:
(a) on every branch the limsup state (i.e. the maximal state seen infinitely often) is in F∀;
(b) and with probability 1 the limsup state is in F1;
(c) and every time the run visits a state in F>0 there is a nonzero probability that all

subsequent states are in F>0.
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Condition (a) is the classical parity condition for tree automata and condition (b) is equivalent
to the qualitative condition from [5]. Condition (c) seems to be new. Conditions (a) and (b)
are used to define the acceptance condition of zero automata as well, the difference between
zero and nonzero automata lies in condition (c).

The paper [1] introduced a variant of mso on infinite trees with a probabilistic quantifier,
called tmso+zero, inspired by probabilistic mso from [9]. In the case where zero is the unary
predicate which checks whether a set of branches has probability 0, the contribution of [1] was
a proof that for every formula of this logic one can compute a zero automaton which accepts
the same trees. The logic is powerful enough to formulate properties like “every node in the
tree has a descendant node labelled with b and the set of branches with infinitely many b has
probability 0”. As argued in [1], the motivation for this logic is twofold. First, it extends
various probabilistic logics known in the literature, e.g. qualitative probabilistic ctl* [8], or
qualitative probabilistic ctl* extended with ω-regular path properties [3]. Second, the logic,
although less general than mso, represents a robust class of languages of infinite trees that
goes beyond classical mso, and thus falls under the scope of the programme of searching for
decidable extensions of mso.

The emptiness problem for zero automata was not solved in [1], thus leaving open the
logic’s decidability. A step toward an emptiness algorithm was made in [10], where it was
shown that for subzero automata – the special case of zero automata where only conditions
(a) and (b) are used – one can decide if the recognized language contains a regular tree. In
this paper we prove that zero and nonzero automata have decidable emptiness, and therefore
also the logic from [1] has decidable satisfiability.

The main results of this paper are:
(i) For every zero automaton there is an equivalent nonzero automaton of quadratic size.
(ii) A nonzero automaton with F∀ = Q is nonempty if and only if its language contains a

regular tree of size |Q|. This is decidable in np.
(iii) The emptiness problem of nonzero automata is in co-np.

To prove (iii) we provide a reduction of the emptiness problem to the computation of the
winner of a parity game called the jumping game. For that we rely on (ii): the states of the
jumping game are regular runs of a nonzero automaton where F∀ = Q. According to (i) the
emptiness problem for zero automata is in co-np as well.

These results were recently improved: the emptiness problem is actually in np∩co-np,
and even in ptime if F∀ = Q, see [2].

The plan of the paper is as follows. In Section 2 we introduce zero and nonzero automata
and state our main result (iii) (Theorem 3). In Section 3 we show (i) (Lemma 5). In Section 4
we focus on the special case where Q = F∀ and show (ii) (Theorem 10). In Section 5 we
introduce jumping games and combine the previous results to provide a proof of (iii).

2 Zero and nonzero automata

This section introduces trees and nonzero and zero automata.

Trees, branches and subtrees. The automata of this paper describe properties of infinite
binary labelled trees. A node in a tree is a sequence in {0, 1}∗. A tree over an alphabet Σ is a
function t : {0, 1}∗ → Σ. We use standard terminology for trees: node, root, left child, right
child, leaf, ancestor and descendant. A branch is a sequence in {0, 1}ω, viewed as an infinite
sequence of left or right turns. A branch visits a node if the node is a prefix of the branch.
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A subtree is a non-empty and ancestor-closed set of nodes. A subtree is leaf-free if each
of its nodes has at least one child in the subtree. A branch of a subtree is a branch which
visits only nodes of the subtree.

Probability measure over branches. We use the coin-flipping measure on {0, 1}ω: each bit
is chosen independently at random, with 0 and 1 having equal probability, and every Borel
subset of {0, 1}ω is measurable. The probability of a subtree is the probability of the set
of branches of the subtree. The inner regularity of the coin-flipping measure (see e.g. [7,
Theorem 17.10]) implies:

I Lemma 1. The probability of a measurable set E is the supremum of the probabilities of
the subtrees whose every branch belongs to E.

Nonzero automata. Intuitively, a nonzero automaton is a nondeterministic parity tree
automaton which has the extra ability to check whether the set of branches satisfying the
parity condition has zero or nonzero probability.

I Definition 2. The syntax of a nonzero automaton is a tuple

Q︸︷︷︸
states

Σ︸︷︷︸
input alphabet

∆ ⊆ Q× Σ×Q2︸ ︷︷ ︸
transitions

,

with all components finite, together with a total order ≤ on Q and three subsets

F∀, F1, F>0 ⊆ Q .

A run of the automaton on an input tree t : {0, 1}∗ → Σ is an infinite binary tree
r : {0, 1}∗ → Q whose root is labelled by the maximal state of Q, also called the initial
state and which is consistent with the transition relation in the usual sense, i.e. ∀v ∈
{0, 1}∗, (r(v), t(v), r(v0), r(v1)) ∈ ∆. Define the limsup of a branch of the run to be the
maximal state that appears infinitely often on the branch.

The run is accepting if it is surely, almost-surely and nonzero accepting:
surely accepting: every branch has limsup in F∀; and
almost-surely accepting: the set of branches with limsup in F1 has probability 1; and
nonzero accepting: for every node v with state in F>0, the set of branches which visit v
and visit only F>0-labelled nodes below v has nonzero probability.

The emptiness problem. The emptiness problem asks whether an automaton has an
accepting run. Our main result:

I Theorem 3. Emptiness of a nonzero automaton is decidable in co-np.

Proof. This is a corollary of a series of intermediary results. In section 4 we focus on the
special case where F∀ = Q (Theorem 10). In section 5 we reduce the emptiness problem for
nonzero automata to the computation of the winner in a parity game called the jumping
game (Lemma 17) and give an np algorithm to compute the winner of the jumping game
(Lemma 18). J
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Zero automata. Nonzero automata are a variant of zero automata introduced in [1]. A
zero automaton differs slightly from a nonzero automaton in that it uses a notion of “seed
state” for the nonzero acceptance condition. On top of F∀, F1 and F>0 there is a subset
Qseed ⊆ Q. A run is accepting if it is surely, almost-surely and zero accepting:

zero accepting: for every node v with state q ∈ Qseed, with nonzero probability the run
visits node v, then below v visits only states ≤ q and moreover has limsup in F>0.

In the next section, we show that every zero automaton can be transformed in an
equivalent nonzero automaton of quadratic size (Lemma 5). Combined with Theorem 3,

I Corollary 4. The emptiness problem of zero automata is decidable in co-np.

According to [1], this implies that tmso + zero has decidable satisfiability when zero is the
unary predicate checking that a set of branches has probability 0.

An example: the dense but not very dense language. A tree over alphabet {a, b} is dense
but not very dense if:
1. every node has a descendant with label a; and
2. there is zero probability that a branch visit infinitely many nodes with letter a.
This language is non-empty, contains no regular tree and is recognized by a nonzero automaton.
This automaton has three states, totally ordered as follows:

s︸︷︷︸
searching for a

< n︸︷︷︸
not searching for a

< f︸︷︷︸
just found a

.

The automaton begins in state f in the root. When the automaton reads a node with label
b, then it sends s to some child and n to the other child, regardless of its current state.
Choosing which child gets s and which child gets n is the only source of nondeterminism in
this automaton. When the automaton sees letter a, it sends f to both children regardless of
its current state. The acceptance condition is:

F∀ = {n, f} F1 = {n} F>0 = ∅ .

3 From zero to nonzero automata

In this section we show that nonzero automata are as expressive as zero automata.

I Lemma 5. For every zero automaton one can compute a nonzero automaton of quadratic
size which accepts the same trees.

The rest of the section is dedicated to the proof of Lemma 5, which is a direct corollary
of Lemma 7 and Lemma 8 below.

Without loss of generality, we assume that in every zero automaton F>0 ⊆ F1 ⊆ F∀.
Changing F1 for F1 ∩ F∀ and F>0 for F>0 ∩ F1 does not modify the set of accepting runs of
a zero automaton, since all branches should have limsup in F∀ and if the limsup is equal
with nonzero probability to some q ∈ F>0 then necessarily q ∈ F1. By contrast, for nonzero
automata there is no obvious reason for the same remark to hold.

We make use of an intermediary acceptance condition. Let r be a run. We say that a
path from a node v to a node w is seed-consistent if whenever the path visits a seed state s,
subsequent states are ≤ s.
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Strong zero acceptance condition: for every node v labelled by a seed state, there is a
seed-consistent path from v to a strict descendant w of v such that the state r(w) of w is
in F>0 and there is a nonzero probability that the run

visits node w and visits only states ≤ r(w) below w,
has limsup r(w),
in case r(w) 6∈ Qseed, visits no seed state below w,
in case r(w) ∈ Qseed, visits no seed state other than r(w) below w.

Actually, the strong zero and zero acceptance conditions coincide (proof in appendix):

I Lemma 6. A run is zero accepting if and only if it is strongly zero accepting.

Construction of the nonzero automaton. Intuitively, every zero automaton can be simu-
lated by a nonzero automaton which guesses on the fly a run of the zero automaton and checks
simultaneously that the guessed run is strongly zero accepting. Whenever the automaton
visits a node v with a seed state then it enters in the next step a path-finding state and
guesses a seed-consistent path to a node w which is a witness of the strong zero condition.
Once on the node w the automaton enters a subtree-guessing state and starts guessing a
leaf-free subtree of the run, whose nodes are labelled by states ≤ r(w), whose branches have
limsup r(w) and which has nonzero probability.

There are some verifications to do in order to certify that the guessed run is strongly zero
accepting. The surely accepting condition is used to prevent the automaton from staying
forever in the path-finding mode and also to check that every branch of the subtree has
limsup r(w). The nonzero condition is used to check that the subtree has nonzero probability.
To perform these verifications, the nonzero automaton stores some data in its control state.
In path-finding mode the automaton records the smallest seed state seen so far in order to
check on-the-fly that the path from v to w is seed-consistent. In subtree-guessing mode the
automaton keeps track of the state r(w).

The set of states of this automaton is denoted R, every state in R has as a first component
a control state Q of the zero automaton. Precisely, R is the union of three sets:

normal states: Q,
path-finding states: {(q, s) | q ∈ Q, s ∈ Qseed, q ≤ s},
subtree-guessing states: {(q, f, ∗) | q ∈ Q, f ∈ F>0, q ≤ f, (q 6∈ Qseed ∨ q = f)}.

We equip R with any order ≺ such that
the projection on the first component Π1 : (R,≺)→ (Q,<) is monotonic,
(q, s) ≺ q for every q ∈ Q and s ∈ Qseed with q ≤ s.

The zero, almost-surely and surely accepting conditions are defined respectively as:

G>0 = the set of subtree-guessing states,
G1 = F1 ∪ {(f, f, ∗) | f ∈ F>0},
G∀ = F∀ ∪ {(f, f, ∗) | f ∈ F>0} .

The transitions of the automaton can be informally described as follows. The nonzero
automaton guesses on the fly a run ρ : {0, 1}∗ → Q of the zero automaton by storing the value
of ρ(v) as the first component of its own control state on the node v. The nonzero automaton
stays in the set of normal states as long as the run does not enter a seed state. On a node
v labelled by s ∈ Qseed, the nonzero automaton starts looking for a path to a descendant
node w that satisfies the strong zero condition. For that in the next step the automaton
enters either a path-finding or a subtree-guessing state. While in a path-finding state, the
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automaton guesses on the fly a seed-consistent path. Whenever the run is in a nonzero state
f ∈ F>0 the nonzero automaton can enter the subtree-guessing state (f, f, ∗), or not. While
in subtree-guessing mode the second component is constant, and the automaton control state
is of type (q, f, ∗) with q ≤ f and q 6∈ Qseed unless q = f ∈ Qseed. From a subtree-guessing
state the automaton may switch back any time to a normal state.

Formally, for every transition q → r0, r1 of the zero automaton, there is a transition

q′ → r′0, r
′
1

in the nonzero automaton if the first component of q′ is q and

r′0 =


r0 whenever q′ is not path-finding

(r0, r0, ∗) whenever
{
q ∈ Qseed, q

′ = q and r0 ∈ F>0 and r0 ≤ q
or q′ = (q, s) and r0 ∈ F>0 and r0 ≤ s,

(r0, f, ∗) whenever q′ = (q, f, ∗) and r0 ≤ f and (r0 6∈ Qseed ∨ r0 = f).

The possible values of r′1 are symmetric. There are also left path-finding transitions: for
every seed states s, s′ ∈ Qseed such that q ≤ s and r0 ≤ s there are transitions

q′ → (r0, s
′), r1 where q′ =

{
q or (q, q) if q = s

(q, s) otherwise
and s′ =

{
s if r0 6∈ Qseed

r0 if r0 ∈ Qseed.

There may also be a symmetric right path-finding transition (q, s) → r0, (r1, s
′) when the

symmetric conditions hold.
The next two lemmas relate the accepting runs of the zero and the nonzero automata,

their proofs can be found in the appendix.

I Lemma 7. Let d : {0, 1}∗ → R be an accepting run of the nonzero automaton. Then its
projection r = Π1(d) on the first component is an accepting run of the zero automaton.

I Lemma 8. If the zero automaton has an accepting run r : {0, 1}∗ → Q then the nonzero
automaton has an accepting run d : {0, 1}∗ → R such that r = Π1(d).

4 Emptiness of F∀-trivial automata is in NP

A run of a nonzero automaton needs to satisfy simultaneously three conditions, which
correspond to the accepting sets F∀, F1, F>0. For a subset

I ⊆ {F∀, F1, F>0}

define I-automata to be the special case of nonzero automata where only the acceptance
conditions corresponding to I need to be satisfied. These are indeed special cases: ignoring
F>0 can be achieved by making it empty, ignoring F1 can be achieved by making it equal to
F∀, and ignoring F∀ can be achieved by making it equal to all states Q.

Generalizing parity automata, with standard and qualitative semantics. A {F∀}-automaton
is a parity automaton. Thus solving emptiness for nonzero automata is at least as hard as
emptiness for parity automata on trees, which is polynomial time equivalent to solving parity
games, in np ∩co-np [12] or in quasi-polynomial time [4].

A {F1}-automaton is the same as a parity automaton with qualitative semantics as
introduced in [5]. Emptiness for such automata can be solved in polynomial time using
standard linear programming algorithms for Markov decision processes.
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Subzero automata. A {F1, F∀}-automaton is the same as a subzero automaton as considered
in [10]. In [10], it was shown how to decide if a subzero automaton accepts some regular tree.
Since some subzero automata are nonempty but accept no regular trees, see e.g. the example
in [1], the result from [10] does not solve non-emptiness for subzero automata.

F∀-trivial automata. In a {F1, F>0}-automaton, the surely accepting condition is trivial,
i.e. F∀ = Q. We call such automata F∀-trivial. The acceptance of a run of a F∀-trivial
automaton depends only on the probability measure on Qω induced by the run, individual
branches do not matter.

I Definition 9 (Positional run). A run is positional if whenever the states of two nodes
coincide then the states of their left children coincide and the states of their right children
coincide.

I Theorem 10. If a F∀-trivial automaton has an accepting run, then it has a positional
accepting run. Emptiness of F∀-trivial automata is in co-np.

This result was recently improved in [2]: the complexity is actually ptime. The proof of this
theorem relies on the notion of acceptance witnesses.

I Definition 11 (Transition graph and acceptance witness). Let D be a set of transitions.
The transition graph of D, denoted GD, is the directed graph whose vertices are all states

appearing in one of the transitions in D, denoted QD, and whose edges are induced by the
transitions in D: for every (q, a, l, r) ∈ D both (q, l) and (q, r) are edges of GD.

The set D is an acceptance witness if it satisfies the four following conditions:
(i) QD contains the initial state of the automaton and GD has no dead-end,
(ii) the maximum of every bottom strongly connected component (BSCC) of GD is in F1,
(iii) every BSCC of GD is either contained in F>0 or does not intersect F>0,
(iv) from every state in F>0 ∩QD there is a path in F>0 ∩QD to a BSCC contained in F>0.

I Lemma 12. If a F∀-trivial automaton has an acceptance witness, it has a positional
accepting run.

Proof. The proof is by induction on ND = |D| − |QD|. Since GD has no dead-end, every
state in QD is the source of a transition in D thus ND ≥ 0.

If ND = 0 then for every state q ∈ QD there is a unique transition δq = (q, aq, lq, rq). Let
ρ be the positional run whose root has the initial state and every node with vertex q ∈ QD

has children lq and rq, which is well-defined according to property (i). We show that ρ is an
accepting run. The graph GD can be seen as a Markov chain, with probability either 1 or 1

2
on every edge, depending on the out-degree. The probability measure on Qω

D produced by
the random walk on ρ coincide with the probability measure on Qω

D produced by this finite
Markov chain: indeed both measures coincide on finite cylinders q0 · · · qnQ

ω
D. Basic theory

of finite homogenous Markov chain implies that almost-surely every branch of the run ends
up in one of the BSCCs of GD and visits all its states infinitely often. Thus property (ii)
ensures that the run ρ is almost-surely accepting. Properties (iii) and (iv) guarantee that
the run is moreover nonzero-accepting.

Assume now that ND > 0. We show that there is a strictly smaller acceptance witness
D′ ( D. Let q ∈ QD which is the source of several transitions in D, then D′ is obtained by
removing from D all these transitions except one. To choose which transition δ to keep, pick
some shortest path q = q0 . . . qn in GD of length ≥ 1 which leads to a maximal state of one
of the BSCCs of GD. Moreover if q ∈ F>0 we require the whole path to stay in F>0. By
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definition of GD there is at least one transition in D whose origin is q and one of the two
successors is q1. To get D′ we delete all other transitions with source q from D.

Clearly property (i) is preserved by this operation. To address properties (ii)–(iv), we
show that every BSCC B′ of GD′ is either a BSCC of GD or contained in the BSCC B of
GD whose maximum is qn, in which case maxB = maxB′ = qn. There are two cases. If B′
does not contain qn then it does not contain q either (because q = q0 . . . qn is still a path in
GD′). Since the only difference between GD and GD′ are the outgoing transitions from q

then B′ is actually a BSCC of GD. If B′ contains qn then B′ ⊆ B (because there are less
edges in GD′ than in GD) and since qn = maxB then maxB = maxB′.

As a consequence property (ii) and (iii) are preserved. And property (iv) is preserved as
well: in case q 6∈ F>0 then there is nothing to prove and in case q ∈ F>0 then q = q0 . . . qn is
still a path in GD′ , with all vertices in F>0. Moreover the set of vertices from which qn is
accessible is the same in GD and GD′ thus qn is in a BSCC of GD′ . J

A strong version of the converse implication of Lemma 12 holds:

I Lemma 13. If a F∀-trivial automaton has an accepting run, it has an acceptance witness.

Proof. We fix an accepting run ρ on some input tree t. To extract an acceptance witness
from ρ, we make use of the notion of end-component introduced in [6].

IDefinition 14 (End-component). The transition of a node v is d(v) = (ρ(v), t(v), ρ(v0), ρ(v1)).
For every branch b, we denote ∆∞(b) the set of transitions labelling infinitely many nodes
of the branch. For every subset D ⊆ ∆ we denote BD the set of branches b such that
∆∞(b) = D. A set of transitions D ⊆ ∆ is an end-component of the run if BD has nonzero
probability.

Call a branch b even if for every transition δ = (q, a, l, r) ∈ ∆∞(b), not only the state q
but also the states l and ρ appear infinitely often on the branch in the run ρ. Almost-surely
every branch is even, because each time a branch visits a node with transition δ it proceeds
left or right with equal probability 1

2 . As a consequence,

I Lemma 15. Let D be an end-component of the run. Then the transition graph of D has
no dead-end, is strongly connected and its maximal state is in F1.

Proof. Denote GD the transition graph of D, with states QD. Since D is an end-component
then BD has non-zero probability, and since almost every branch is even then BD contains at
least one even branch b. The set of states appearing infinitely often on b is exactly QD. By
removing a prefix long enough of b so that only states in QD occur on the remaining suffix
then one obtains a path in GD which visits every state in QD infinitely often. Thus GD

has no dead-end and is strongly connected. Moreover every even branch in BD has limsup
maxQD and since the run is almost-surely accepting then maxQD ∈ F1. J

Let D be the collection of all end-components of the run ρ. We define two subsets of
D, denoted respectively D0 and D1, which collect the end-components whose states are
respectively included in F>0 and disjoint from F>0. Let D0 ⊆ ∆ (resp. D1 ⊆ ∆) be the
union of all end-components in D0 (resp. in D1). These transitions are easy to reach:

I Lemma 16. Every node v has a descendant w whose transition d(w) belongs to D0 ∪D1.
Moreover if the state of v is in F>0 then w can be chosen such that the path v to w is labelled
by F>0 and the transition d(w) is in D0.
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Proof. Let v be a node and Sv the set of branches which visit v and, in case v is labelled
by F>0, visit only F>0-labelled nodes below v. Since the run is accepting then Sv has
positive probability. By definition of end-components, almost-every branch is in

⋃
D∈D BD.

Thus there exists an end-component D such that BD ∩ Sv has positive probability. As a
consequence, v has a descendant w whose transition is in D. Since almost-every branch is
even and BD ∩Sv has positive probability then there is at least one branch in BD ∩Sv which
visits infinitely often all states appearing in QD. In case v is labelled by F>0, this implies
that QD ⊆ F>0 thus D ∈ D0, and the proof of the second statement is complete. In case v
has no descendant labelled by F>0 this implies that QD ∩ F>0 = ∅ thus D ∈ D1, and the
first statement holds in this case. In the remaining case, v has a descendant v′ labelled with
F>0, which itself has a descendant w whose transition belongs to some D ∈ D0, thus the
first statement holds for v. J

We terminate the proof of Lemma 13. Let G0 (resp. G1) the transition graph of D0 (resp.
D1) and denote Q0 (resp. Q1) the set of states of G0 (resp. G1).

Let D be the set of all transitions appearing in the run. According to Lemma 16, in the
transition graph GD, Q0 ∪ Q1 is accessible from every state q ∈ QD and moreover Q0 is
accessible from every state q ∈ QD ∩ F>0 following a path in QD ∩ F>0.

We say that an edge (q, r) of GD is progressive if q 6∈ Q0 ∪Q1 and either (q ∈ F>0 and
r ∈ F>0 and (q, r) decrements the distance to Q0 in GD) or (q 6∈ F>0 and (q, r) decrements
the distance to Q0 ∪Q1 in GD). Every state in QD \ (Q0 ∪Q1) is the source of at least one
progressive edge.

We denote D+ the union of D0 and D1 plus all the transitions δ = (q, a, r0, r1) ∈ D such
that either (q, r0) or (q, r1) is progressive. Then D+ has all four properties of Lemma 12.
Denote G+ the transition graph associated to D+. Property (i) holds because every state in
QD, including the initial state, is either in Q0 ∪Q1 or is the source of a progressive edge.

Remark that the BSCCs of G+ are exactly the BSCCs of G0 and G1. Since both G0 and
G1 are unions of strongly connected graphs, they are equal to the union of their BSCCs.
The BSCCs of G0 and G1 are still BSCCs in G+ because no edges are added inside them
(progressive edges have their source outside G0 and G1). Following the progressive edges
leads to G0 or G1 from every state in G+, thus there are no other BSCCs in G+.

This implies property (ii) because, according to Lemma 15, both graphs G0 and G1 are
the union of strongly connected graphs whose maximal states are in F1. This also implies
property (iii) since Q0 ⊆ F>0 and Q1 ∩ F>0 = ∅. Property (iv) is obvious for states in Q0
because Q0 is a union of BSCCs included in F>0. Property (iv) holds as well for states in
(QD ∩F>0)\Q0, the path to Q0 is obtained following the progressive edges in F>0×F>0. J

Proof of Theorem 10. According to Lemma 13, the existence of an accepting run implies
the existence of an acceptance witness and according to Lemma 12 this implies the existence
of a positional accepting run. Guessing a subset of transitions and checking it is an acceptance
witness can be done in non-deterministic polynomial time. J

5 Emptiness of nonzero automata is in co-NP

In this section we show how to decide the emptiness of nonzero automata. The main
ingredient are jumping games.

Call a run {F1, F>0}-accepting if it satisfies the almost-surely and the nonzero acceptance
condition, but it does not necessarily satisfy the surely accepting condition, and the condition
on the initial state is dropped as well.
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Figure 1 The left picture illustrates how an accepting run is turned into a winning strategy for
Automaton in the jumping game, the two other pictures illustrate the converse transformation.

The jumping game. For a run ρ, define its profile to be the set of state pairs (q,m) such
that some non-root node in ρ has state q and m is the maximal state of its strict ancestors.

The jumping game is a parity game played by two players, Automaton and Pathfinder.
Positions of Automaton are states of the automaton and positions of Pathfinder are profiles
of {F1, F>0}-accepting runs, not necessarily positional. The game is an edge-labelled parity
game, i.e. the priorities are written on the edges. The edges originating in Automaton
positions are of the form

q
q→ Π such that Π is the profile of some {F1, F>0}-accepting run with root state q.

The edges originating in Pathfinder positions are of the form

Π m→ q such that (q,m) ∈ Π.

We say that Automaton wins the jumping game if he has a winning strategy from the position
which is the initial state of the automaton. If the play ever reaches a dead-end, i.e. a state
which is not the root of any {F1, F>0}-accepting run, then the game is over and Automaton
loses. Otherwise Automaton wins iff the limsup of the priorities is in F∀.

Lemmas 17 and 18 below establish that non-emptiness of a nonzero automaton is equivalent
to Automaton winning the jumping game, and this can be decided in np.

I Lemma 17. The automaton is nonempty if and only if Automaton wins the jumping game.

Sketch of Proof. The proof transforms an accepting run ρ of the nonzero automaton into a
winning strategy σ of Automaton, and back, this is illustrated by Fig. 1.

When the nonzero automaton has an accepting run ρ, Automaton can win the jumping
game as follows. For a start, Automaton plays the profile Π0 of ρ. Then Pathfinder chooses
some pair (q1,m1) ∈ Π0, by definition of profiles this corresponds to some non-root node v1
of ρ labelled by q1 and m1 is the maximal state of the ancestors of v1. At each step n > 0,
Pathfinder chooses some pair (qn,mn) ∈ Πn corresponding to some node vn+1 whose vn is
a strict ancestor, and Automaton plays the profile Πn of the subtree ρn of ρ rooted in vn.
Since the run ρ is accepting then a fortiori the run ρn is {F1, F>0}-accepting. Quite clearly,
this is a winning strategy for Automaton.

Conversely, we use a positional winning strategy of Automaton (whose existence is well-
known [12]) to build an accepting run of the nonzero automaton. Denote W the set of states
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winning for Automaton. With every state q in W we associate the profile Πq chosen by the
positional winning strategy of Automaton and a {F1, F>0}-accepting run ρq with profile Πq.

We show the existence of a leaf-free subtree dq of ρq such that:
(a) the set of branches of dq has probability ≥ 1

2 ,
(b) every branch of dq has limsup in F1,
(c) for every node v of dq with state in F>0, the set of branches of dq which visit v and visit

only F>0-labelled nodes below v has nonzero probability.
Since ρq is almost-surely accepting, then according to Lemma 1, there is a subtree dq of

ρq whose set of branches has probability ≥ 1
2 and all of them have limsup in F1 (while in the

run ρq there may be a non-empty set of branches with limsup in F∀ \ F1, with probability
zero). Since we are only interested in branches of dq, we can assume that dq is leaf-free. This
guarantees properties a) and b) but not c), however using Lemma 1 again, we can extend dq

to d′q such that property c) holds as well.
These partial runs (d′q)q∈W can be combined in order to get a graph whose unravelling,

starting from the initial state, is an accepting run of the automaton. Each time a branch
enters a subtree d′q, there is probability ≥ 1

2 to stay in dq forever. Thus almost every branch
of the unravelling eventually stays in one of the subtrees (d′q)q∈W , thus has limsup in F1 ⊆ F∀
according to property b). As a consequence the unravelling is almost-surely accepting. Still,
with probability 0, some branches switch infinitely often from a subtree to another. These
branches correspond to an infinite play consistent with σ and are F∀-accepting. J

I Lemma 18. Given a nonzero automaton, whether Automaton wins the jumping game is
decidable in np .

The game is not constructed explicitly, which would require exponential time, but strategies
of Automaton can be represented in a compact way, which is enough to get the np upper
bound. This result was recently improved: the winner can be decided in np∩co-np, see [2].

Sketch of Proof. By positional determinacy of parity games, it suffices to find a positional
strategy of player Automaton, which maps states to profiles of {F1, F>0}-accepting runs. It
is equivalent and easier to find an acceptance witness. This is a pair (W,σ) where W is a
subset of Q containing the initial state of the automaton, and σ : W → 2W×W satisfies:
α) For every sequence (q0,m0)(q1,m1) . . . in (W ×W )ω, if q0 is the initial state of the

automaton and ∀n, (qn+1,mn+1) ∈ σ(qn) then lim supn mn ∈ F∀.
β) ∀q ∈W , σ(q) contains the profile of a {F1, F>0}-accepting run with initial state q.
Finding a witness can be done in NP. Condition α) is checked in linear time. Given Π ⊆ Q×Q,
one can use Theorem 10 to check condition Condition β) in np, by storing in the state space
of the automaton the maximal state of the ancestors of the curent node. J

Example: the everywhere positive language. A tree t on the alphabet {a, b} is everywhere
positive if for every node v,
1. there is positive probability to see only the letter t(v) below v,
2. there is positive probability to see finitely many times the letter t(v) below v.

This language is non-empty and contains no regular tree. The language of everywhere
positive trees with root state a is recognized by a nonzero automaton with six states

{sb < sa < nb < na < fb < fa} .

On a node labelled by letter a, the automaton can perform a transition from any of the
three states {sb, nb, fa}, meaning intuitively “searching for b”, “not searching for b” and “just
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found a”. From these states the automaton can choose any pair of successor states which
intersects {sb, fb}. Transitions on letter b are symmetrical. The acceptance condition is:

F∀ = {na, nb, fa, fb} F1 = F∀ F>0 = {na, sa, nb, sb} .

Among the simplest moves of Automaton in the jumping game are the two moves
nb → {(nb, nb)(sb, nb)} and sb → {(nb, nb)(sb, nb)}, which correspond to the profiles of some
{F1, F>0}-accepting runs on the tree whose all nodes have letter a, and everywhere in the
tree the automaton applies the same two transitions nb →b (nb, sb) and sb →b (nb, sb). In
those runs, the automaton always looks for a letter b in the right direction (state sb), and
does not look for b in the left direction (state nb). Since the tree has no b at all then the
quest for a letter b is hopeless, and on all branches of the run that ultimately always turn
right (i.e. branches in {0, 1}∗1ω), the automaton ultimately stays in state sb and the branch
has limsup sb, which is neither in F∀ nor in F1. But such branches happen with probability
zero: almost-every branch performs infinitely many turns left and right, thus has limsup nb.
As a consequence such a run is almost-surely accepting: Such a run is nonzero-accepting as
well because every node labelled by F>0 has all its descendants labelled by F>0.

Yet legal, these two moves are not good options for Automaton in the jumping game
because then Pathfinder can generate the play

sb
sb→ {(nb, nb)(sb, nb)} nb→ sb

sb→ {(nb, nb)(sb, nb)} sb→ sb
sb→ . . .

which has limsup nb = max{sb, nb} and is losing for Automaton since nb 6∈ F∀.
Actually, Automaton can win with the moves

sa/na → {(fa, fa), (nb, fa), (sb, fa), (na, na), (sa, na)}
fa → {(nb, fa), (sb, fa)}

and their symmetric counterparts from states {sb, nb, fb}. In the jumping game, this forces
Pathfinder to take only edges labelled by one of the states {fa, na, fb, nb}. These states
dominate the states {sa, sb} thus the limsup of the corresponding plays is in F∀ and Automaton
wins.

6 Conclusion

We have shown that the emptiness problem for zero and nonzero automata is decidable and
belongs to co-NP. As a consequence, the satisfiability for the logic mso+zero from [1] is
decidable (in non-elementary time), when zero is the unary predicate that checks a set of
branches has probability 0.

As shown by Stockmeyer, the satisfiability problem for first-order logic on finite words
cannot be solved in elementary time [11]. Therefore any translation from a logic stronger
than first-order logic on finite words (such as tmso+zero on infinite trees) to an automaton
model with elementary emptiness (such as nonzero automata) is necessarily non-elementary.
This does not make the relatively low np complexity of nonzero automata any less interesting.
One can imagine other logics than tmso+zero, either less expressive or maybe even equally
expressive but less succinct, which will have a relatively low complexity by virtue of a
translation into nonzero automata. One natural direction is the study of temporal logics.

Our results were recently improved [2]: the emptiness of nonzero automata actually
belongs to np∩co-np, and is even in ptime for F∀-trivial automata.

Acknowledgments. We thank Henryk Michalewski and Matteo Mio for helpful discussions.
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Abstract
We look at characterizing which formulas are expressible in rich decidable logics such as guarded
fixpoint logic, unary negation fixpoint logic, and guarded negation fixpoint logic. We consider
semantic characterizations of definability, as well as effective characterizations. Our algorithms
revolve around a finer analysis of the tree-model property and a refinement of the method of
moving back-and-forth between relational logics and logics over trees.
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1 Introduction

A major line of research in computational logic has focused on obtaining extremely expressive
decidable logics. The guarded fragment (GF) [1], the unary negation fragment (UNF) [23],
and the guarded negation fragment (GNF) [3] are rich decidable fragments of first-order logic.
Each of these has extensions with a fixpoint operator that retain decidability: GFP [18],
UNFP [23], and GNFP [3] respectively. In each case the argument relies on “moving to trees”.
This involves showing that the logic possesses the tree-like model property: whenever there
is a satisfying model for a formula, it can be taken to be of tree-width that can be effectively
computed from the formula. Such models can be coded by trees, thus reducing satisfiability
of the logic to satisfiability of a corresponding formula over trees, which can be decided using
automata-theoretic techniques. This method has been applied for decades (e.g. [25, 16]).

A question is how to recognize formulas in these logics, and more generally how to
distinguish the properties of the formulas in one logic from another. Clearly if we start with
a formula in an undecidable logic, such as first-order logic or least fixed point logic (LFP),
we have no possibility for effectively recognizing any non-trivial property. But we could still
hope for an insightful semantic characterization of the subset that falls within the decidable
logic. One well-known example of this is van Benthem’s theorem [24] characterizing modal
logic within first-order logic – a first-order sentence is equivalent to a modal logic sentence
exactly when it is bisimulation-invariant. For fixpoint logics, an analogous characterization
is the Janin-Walukiewicz theorem [20], stating that the modal mu-calculus (Lµ) captures
the bisimulation-invariant fragment of monadic second-order logic (MSO). If we start in
one decidable logic and look to characterize another decidable logic, we could hope for a
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characterization that is effective. For example, Otto [22] showed that if we start with a
formula of Lµ, we can determine whether it can be expressed in modal logic.

In this work we will investigate both semantic and effective characterizations. We will
begin with GFP. Grädel, Hirsch, and Otto [16] have already provided a characterization of
GFP-definability within a very rich logic extending MSO called guarded second-order logic
(GSO). The characterization is exactly analogous to the van Benthem and Janin-Walukiewicz
results mentioned above: GFP captures the “guarded bisimulation-invariant” fragment of
GSO. The characterization makes use of a refinement of the method used for decidability of
these logics, which moves back-and-forth between relational structures and trees: (1) define a
forward mapping taking a formula φ0 in the larger logic (e.g. GSO invariant under guarded
bisimulation) over relational structures to a formula φ′0 over trees that describes codes of
structures satisfying φ0; (2) define a backward mapping based on the invariance going back
to some φ1 in the restricted logic (e.g. GFP). The method is shown in Figure 1a.

Our first main theorem is an effective version of the above result: if we start with a
formula in certain richer decidable fixpoint logics, such as GNFP, we can decide whether the
formula is in GFP. At the same time we provide a refinement of [16] which accounts for two
signatures, the one allowed for arbitrary relations and the one allowed for “guard relations”
that play a key role in the syntax of all guarded logics. We extend this result to deciding
membership in the “k-width fragment”, GNFPk; roughly speaking this consists of formulas
built up from guarded components and positive existential formulas with at most k variables.
We provide a semantic characterization of this fragment within GSO, as the fragment closed
under the corresponding notion of bisimulation (essentially, the GNk-bisimulation of [3]).
As with GFP, we show that the characterization can be made effective, provided that one
starts with a formula in certain larger decidable logics. The proof also gives an effective
characterization for the k-width fragment of UNFP.

As in the method for invariance and decidability above, we apply a forward mapping to
move from a formula φ0 in a larger logic L0 on relational structures to a formula φ′0 on tree
encodings. But then we can apply a different backward mapping, tuned towards the smaller
logic L1 and the special properties of its tree-like models. The backward mapping of a tree
property φ′0 is always a formula φ1 in the smaller logic L1 (e.g. GFP). But it is no longer
guaranteed to be “correct” unconditionally – i.e. to always characterize structures whose
codes satisfy φ′0. Still, we show that if the original formula φ0 is definable in the smaller
logic L1, then the backward mapping applied to the forward mapping gives such a definition.
Since we can check equivalence of two sentences in these logics effectively, this property
suffices to get decidability of definability. The revised method is shown schematically in
Figure 1b.

The technique above has a few inefficiencies; first, the general forward mapping passes
through MSO and has non-elementary complexity. Secondly, the technique implicitly moves
between relational structures and trees twice: once to construct φ0, and a second time to
check that φ0 is equivalent to φ1, which in turn requires first forming a formula φ′1 over trees
via a forward mapping and then checking its equivalence with φ′0. We show that in some
cases we can optimize this, allowing us to get tight bounds on the equivalence problem.

We show that our results “restrict” to fragments of these guarded logics, including
their first-order fragments. In particular, our results give effective characterizations of GF
definability when the input is in FO. They can be thus seen as a generalization of well-known
effective characterizations of the conjunctive existential formulas in GF, the acyclic queries.
We show that we can apply our techniques to the problem of transforming conjunctive
formulas to a well-known efficiently-evaluable form (acyclic formulas) relative to GF theories.
These results complement previous results on query evaluation with constraints from [6, 13].
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This refined back-and-forth method can be tuned in a number of ways, allowing us to
control the signature as well as the sublogic. We show this can be adapted to give an
approximation of the formula φ0 within the logic L1, which is a kind of uniform interpolant.

2 Preliminaries

We work with finite relational signatures σ. We use x,y, . . . (respectively, X,Y , . . . ) to
denote vectors of first-order (respectively, second-order) variables. For a formula φ, we write
φ(x) to indicate that the free first-order variables in φ are among x. If we want to emphasize
that there are also free second-order variables X, we write φ(x,X). We often use α to
denote atomic formulas, and if we write α(x) then we assume that the free variables in α are
precisely x. The width of φ, denoted width(φ), is the maximum number of free variables in
any subformula of φ, and the width of a signature σ is the maximum arity of its relations.

The Guarded Negation Fragment of FO [3] (denoted GNF) is built up inductively according
to the grammar φ ::= Rx | ∃x.φ | φ∨φ | φ∧φ | α(x)∧¬φ(x) where R is either a relation symbol
or the equality relation, and α is an atomic formula or equality such that free(α) ⊇ free(φ).
Such an α is a guard. If we restrict α to be an equality, then each negated formula can be
rewritten to use at most one free variable; this is the Unary Negation Fragment, UNF [23].
GNF is also related to the Guarded Fragment [1] (GF), typically defined via the grammar
φ ::= Rx | ∃x.α(xy) ∧ φ(xy) | φ ∨ φ | φ ∧ φ | ¬φ(x) where R is either a relation symbol or
the equality relation, and α is an atomic formula or equality that uses all of the free variables
of φ. Here it is the quantification that is guarded, rather than negation. GNF subsumes GF
sentences and UNF formulas.

The fixpoint extensions of these logics (denoted GNFP, UNFP, and GFP) extend the base
logic with formulas [lfpX,x .α(x) ∧ φ(x, X,Y )](x) where (i) α(x) is an atomic formula or
equality guarding x, (ii) X only appears positively in φ, (iii) second-order variables like X
cannot be used as guards. Some alternative (but equi-expressive) ways to define the fixpoint
extension are discussed in [3]; in all of the definitions, the important feature is that tuples in
the fixpoint are guarded by an atom in the original signature. In UNFP, there is an additional
requirement that only unary or 0-ary predicates can be defined using the fixpoint operators.
GNFP subsumes both GFP sentences and UNFP formulas. These logics are all contained in
LFP, the fixpoint extension of FO, so the semantics are inherited from there.

It is often helpful to consider the formulas in a normal form. Strict normal form GNFP
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formulas can be generated using the following grammar:

φ ::=
∨
i ∃xi.

∧
j ψij

ψ ::= Rx | X x | α(x) ∧ φ(x) | α(x) ∧ ¬φ(x) | [lfpX,x .α(x) ∧ φ(x, X,Y )](x)

where α is an atomic formula or equality statement such that free(α) = free(φ); we call such
an α a strict guard. Every GNFP-formula can be converted into this form in a canonical way
with an exponential blow-up in size. We denote by GNFPk the set of GNFP-formulas that
are of width k when they are brought into this normal form. For convenience in proofs, we
are using a slightly different normal form than previous papers on these logics.

These guarded fixpoint logics are expressive: the µ-calculus is contained in each of these
fixpoint logics, and every positive existential formula is expressible in UNFP and GNFP (and
even UNF and GNF). Nevertheless, these logics are decidable and have nice model theoretic
properties. In particular satisfiability and finite satisfiability is 2-ExpTime-complete for
GNF and GNFP [5]. The same holds for UNFP and GFP [23, 18]. GNFP (and hence UNFP
and GFP) has the tree-like model property [5]: if φ is satisfiable, then φ is satisfiable
over structures of bounded tree-width. In fact satisfiable GNFPk formulas have satisfying
structures of tree-width k − 1. GNF (and hence UNF and GF) has the finite-model property
[5]: if φ is satisfiable, then φ is satisfiable in a finite structure. This does not hold for the
fixpoint extensions. In this paper we will be concerned with equivalence over all structures.

In this work we will be interested in varying the signatures considered, and in distinguishing
more finely which relations can be used in guards. If we want to emphasize the relational
signature σ being used, then we will write, e.g., GNFP[σ]. For σg ⊆ σ, we let GNFP[σ, σg]
denote the logic built up as in GNFP but allowing only relations R ∈ σ at the atomic step
and only guards α using equality or relations R ∈ σg. We define GFP[σ, σg] similarly. Note
that UNFP[σ] is equivalent to GNFP[σ, ∅], since if the only guards are equality guards, then
the formula can be rewritten to use only unary negation and monadic fixpoints.

Guarded second-order logic over a signature σ (denoted GSO[σ]) is a fragment of second-
order logic in which second-order quantification is interpreted only over guarded relations,
i.e. over relations where every tuple in the relation is guarded by some predicate from σ. We
refer the interested reader to [16] for more background and some equivalent definitions of
this logic. The logics UNFP, GNFP, and GFP can all be translated into GSO.

A special kind of signature is a transition system signature Σ consisting of a finite set of
unary predicates (corresponding to a set of propositions) and binary predicates (corresponding
to a set of actions). A structure for such a signature is a transition system. Trees allowing
both edge-labels and node-labels have a natural interpretation as transition systems. We will
be interested in two logics over transition system signatures. One is monadic second-order
logic (denoted MSO) – where second-order quantification is only over unary relations. MSO
is contained in GSO, because unary relations are trivially guarded. While MSO and GSO can
be interpreted over arbitrary signatures, there are logics like modal logic that have syntax
specific to transition system signatures. Another is the modal µ-calculus (denoted Lµ), an
extension of modal logic with fixpoints. Given a transition system signature Σ, formulas
φ ∈ Lµ[Σ] can be generated using the grammar φ ::= P | X | φ∧ φ | ¬φ | 〈ρ〉φ | µX.φ where
P is a unary relation in Σ and ρ is a binary relation in Σ. The formulas µX.φ are required
to use the variable X only positively in φ, and the semantics define a least-fixpoint operation
based on φ. It is easy to see that Lµ can be translated into MSO.

It is well-known that σ-structures of tree-width k−1 can be encoded by labelled trees over
an alphabet that depends only on the signature of the structure and k, which we denote Σcode

σ,k .
Our encoding scheme will make use of trees with both node and edge labels, i.e. trees over a
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transition system signature Σcode
σ,k . Roughly speaking, a node label is a set of unary relations

(like Ri1,...,in) from Σcode
σ,k that encodes the set of atomic formulas (like R(ai1 , . . . , ain)) that

hold of the elements represented at that node, and an edge label ρ is a binary relation from
Σcode
σ,k that indicates the relationship between the names of encoded elements in neighboring

nodes. This scheme differs slightly from the one used in [16]. The exact coding conventions
are not important for understanding the ideas in the rest of the paper. Given some Σcode

σ,k -tree
T , we say T is consistent if it satisfies certain natural conditions that ensure that the tree
actually corresponds to a code of some tree decomposition of a σ-structure. A consistent
Σcode
σ,k -tree T can be decoded to an actual σ-structure, denoted D(T ).

Bisimulation games and unravellings. The logic Lµ over transition system signatures lies
within MSO. Similarly the guarded logics GFP, UNFP, and GNFP all lie within GSO and
apply to arbitrary-arity signatures. It is easy to see that these containments are proper. In
each case, what distinguishes the smaller logic from the larger is invariance under certain
equivalences called bisimulations, each of which is defined by a certain player having a
winning strategy in a two-player infinite game played between players Spoiler and Duplicator.

For Lµ, the appropriate game is the classical bisimulation game between transition systems
A and B. It is straightforward to check that Lµ[Σ]-formulas are Σ-bisimulation invariant,
i.e. they cannot distinguish between Σ-bisimilar transition systems. We will make use of a
stronger result of Janin and Walukiewicz [20] that the µ-calculus is the bisimulation-invariant
fragment of MSO (we state it here for trees because of how we use this later): A class of trees
is definable in Lµ[Σ] iff it is definable in MSO[Σ] and closed under Σ-bisimulation within the
class of all Σ-trees. Moreover, the translation between these logics is effective.

We now describe a generalization of these games between structures A and B over a
signature σ with arbitrary arity relations, parameterized by some subsignature σ′ of the
structures. Each position in the game is a partial σ′ homomorphism h from A to B, or vice
versa. The active structure in position h is the structure containing the domain of h. The
game starts from the empty partial map from A to B. In each round of the game, Spoiler
chooses between one of the following moves:

Extend: Spoiler chooses some set X of elements in the active structure such that X ⊇
dom(h), and Duplicator must then choose h′ extending h (i.e. such that h(c) = h′(c) for
all c ∈ dom(h)) such that h′ is a partial σ′ homomorphism; Duplicator loses if this is not
possible. Otherwise, the game proceeds from the position h′.
Switch: Spoiler chooses to switch active structure. If h is not a partial σ′ isomorphism,
then Duplicator loses. Otherwise, the game proceeds from the position h−1.
Collapse: Spoiler selects some X ⊆ dom(h) and the game continues from position h �X .

Duplicator wins if she can continue to play indefinitely.
We will consider several variants of this game. These were essentially known already

in the literature (see, e.g., [16, 17, 3]), sometimes with different names or minor technical
differences in the definitions. For k ∈ N and σg ⊆ σ′:
1. k-width guarded negation bisimulation game: The GNk[σ′, σg]-game is the version of

the game where the domain of every position h is of size at most k, and Spoiler can only
make a switch move at h if dom(h) is strictly σg-guarded in the active structure.

2. block k-width guarded negation bisimulation game: The BGNk[σ′, σg]-game is like the
GNk[σ′, σg]-game, but additionally Spoiler is required to alternate between extend/switch
moves and moves where he collapses to a strictly σg-guarded set. We call it the “block”
game since Spoiler must select all of the new extension elements in a single block, rather
than as a series of small extensions. The key property is that the game alternates
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between positions with a strictly σg-guarded domain, and positions of size at most k.
The restriction mimics the alternation between formulas of width at most k and strictly
σg-guarded formulas within normalized GNFPk formulas.

3. guarded bisimulation game: The G[σ′, σg]-game is the version of the game where the
domain of every position must be strictly σg-guarded in the active structure. Note that
in such a game, every position h satisfies |dom(h)| ≤ width(σg).

We say A and B are GNk[σ′, σg]-bisimilar if Duplicator has a winning strategy in the
GNk[σ′, σg]-game starting from the empty position. We say a sentence φ is GNk[σ′, σg]-
invariant if for any pair of GNk[σ′, σg]-bisimilar σ′-structures, A |= φ iff B |= φ. A logic
L is GNk[σ′, σg]-invariant if every sentence in L is GNk[σ′, σg]-invariant. When the guard
signature is the entire signature, we will write, e.g., GNk[σ′] instead of GNk[σ′, σ′].

It is known that the bisimulation games characterize certain fragments of FO: GF[σ′] is
the G[σ′]-invariant fragment of FO[σ′] [1] and GNFk[σ′] can be characterized as either the
BGNk[σ′]-invariant or the GNk[σ′]-invariant fragment of FO[σ′] (this follows from work in [3]
and [7]). Likewise, for fixpoint logics and fragments of GSO, GFP[σ′] is the G[σ′]-invariant
fragment of GSO[σ′] [16], while UNFPk[σ′] is the BGNk[σ′, ∅]-invariant fragment of GSO[σ′]
(this follows from [9]). The survey in [17] also describes some of these invariance results.

In this paper, we will prove a corresponding characterization for GNFPk[σ′] in terms
of BGNk[σ′]-invariance: GNFPk[σ′] is the BGNk[σ′]-invariant fragment of GSO[σ′] (see The-
orem 16). Note that for fixpoint logics, GNk[σ′]-invariance is strictly weaker than BGNk[σ′]-
invariance, and applies to other decidable logics (e.g. [7]).

Unravellings. Given a σ-structure A and k ∈ N and σg ⊆ σ′ ⊆ σ, we would like to construct
a structure that is GNk[σ′, σg]-bisimilar to A but has a tree-decomposition of bounded
tree-width. A standard construction achieves this, called the GNk[σ′, σg]-unravelling of A.
Let Πk be the set of finite sequences of the form Y0Y1 . . . Ym such that Y0 = ∅ and each Yi is
a set of elements from A of size at most k. Each such sequence can be seen as the projection
to A of a play in the GNk[σ′, σg]-bisimulation game between A and some other structure.
For Y a set of elements from A, let ATA,σ′(Y ) be the set of atoms that hold of the elements
in Y : {R(a1, . . . , al) : R ∈ σ′, {a1, . . . , al} ⊆ Y , A |= R(a1, . . . , al)}. Now define a Σcode

σ′,k -tree
UGNk[σ′,σg ](A) where each node corresponds to a sequence in Πk, and the sequences are
arranged in prefix order. Roughly speaking, the node label of every v = Y0 . . . Ym−1Ym
is an encoding of ATA,σ′(Ym), and the edge label between its parent u and v indicates
the relationship between the shared elements Ym−1 ∩ Ym encoded in u and v. We define
D(UGNk[σ′,σg](A)) to be the GNk[σ′, σg]-unravelling of A. By restricting the set Πk to reflect
the possible moves in the games, we can define unravellings based on the other bisimulation
games in a similar fashion. We summarize the two unravellings that will be most relevant:
1. block k-width guarded negation unravelling: The BGNk[σ′, σg]-unravelling is denoted

D(UBGNk[σ′,σg](A)). Its encoding UBGNk[σ′,σg ](A) is obtained by considering only se-
quences Y0 . . . Ym ∈ Πk such that for all even i, Yi−1 ⊇ Yi and Yi ⊆ Yi+1 and Yi is strictly
σg-guarded in A. The tree UBGNk[σ′,σg ](A) is consistent and is called a σg-guarded-
interface tree since it alternates between interface nodes with strictly σg-guarded domains
– corresponding to collapse moves in the game – and bag nodes with domain of size at
most k that are not necessarily σg-guarded.

2. guarded unravelling: The G[σ′, σg]-unravelling is denoted D(UG[σ′,σg](A)) and its encod-
ing UG[σ′,σg ](A) is obtained by considering only sequences Y0 . . . Ym ∈ Πk such that for
all i, Yi is strictly σg-guarded in A. The tree UG[σ′,σg ](A) is consistent and is called a
σg-guarded tree since the domain of every node in the tree is strictly σg-guarded.
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All of these unravellings are bisimilar to A, with respect to the appropriate notion of
bisimilarity. Because these unravellings have tree decompositions of some bounded tree-width,
this proposition implies that these guarded logics have tree-like models. The structural
differences in the tree decompositions will be exploited for our definability decision procedures.

3 Decidability via back-and-forth and equivalence

We now give the main components of our approach, and explain how they fit together.
The first component is a forward mapping, translating an input GSO formula φ0 to an

MSO formula φ′0 over tree-codes, holding on the codes that correspond to tree-like models
of φ0. We will be interested only in formulas that are invariant under a form of guarded
bisimulation or guarded negation bisimulation, so we assume the input is a GNl-invariant
formula, for some l ≥ width(σ). For such formulas, we can actually define a forward mapping
that produces a µ-calculus formula.

I Lemma 1 (Fwd, adapted from [16]). Given a GNl[σ]-invariant sentence φ ∈ GSO[σ] and
given some k ≥ width(σ), we can construct φµ ∈ Lµ[Σcode

σ,max{k,l}] such that for all consistent
Σcode
σ,max{k,l}-trees T , T |= φµ iff D(T ) |= φ.

The second component will depend on our target sublogic L1. It requires a mapping
(not necessarily effective) taking a σ-structure B to a tree structure UL1(B) such that
D(UL1(B)) agrees with B on all L1 sentences. Informally, UL1(B) will be the encoding of
some unravelling of B appropriate for L1, perhaps with additional properties. A backward
mapping for L1 takes sentences φ′0 over tree codes (with some given k and σ) to a sentence
φ1 ∈ L1 such that: for all σ-structures B, B |= φ1 iff UL1(B) |= φ′0.

The formula φ1 will depend on simplifying the formula φ′0 based on the fact that one is
working on an unravelling. For L1 = GFP[σ′, σg] over subsignatures σ′, σg of the original
signature σ, UL1(B) will be a guarded unravelling; the results of [16] can easily be refined
to give the formula component in GFP[σ′, σg]. For GNFPk, providing both the appropriate
unravelling and the formula in the backward mappings will require more work.

The L1 definability problem for logic L asks: given some input sentence φ ∈ L, is there
some ψ ∈ L1 such that φ and ψ are logically equivalent? The forward and backward method
of Figure 1b gives us a generic approach to this problem. The algorithm consists of applying
the forward mapping to get φ′0, applying the backward mapping to φ′0 based on L1 to get φ1,
and then checking if φ1 is equivalent to φ0. We claim φ0 is L1 definable iff φ0 and φ1 are
equivalent. If φ0 and φ1 are logically equivalent then φ0 is clearly L1 definable using φ1. In
the other direction, suppose that φ0 is L1-definable. Fix B, and let UL1(B) be given by the
backward mapping. Then

B |= φ0 ⇔ D(UL1(B)) |= φ0 since D(UL1(B)) agrees with B on L1 sentences
⇔ UL1(B) |= φ′0 by Lemma Fwd⇔ B |= φ1 by Backward Mapping for L1.

Hence, φ0 and φ1 are logically equivalent, as required. Thus, we get the following general
decidability result:

I Proposition 2. Let L1 be a subset of GNl[σ]-invariant GSO[σ] such that we have an
effective backward mapping for L1. Then the L1 definability problem is decidable for GNl[σ]-
invariant GSO[σ].

Above, we mean that there is an algorithm that decides L1 definability for any input
GSO[σ] sentence that is GNl[σ]-invariant, with the output being arbitrary otherwise. The
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approach above gives a definability test in the usual sense for inputs in GNFP[σ], since these
are all GNl[σ]-invariant for some l. In particular we will see that we can test whether a
GNFPl[σ] sentence is in GFP[σ′] or in GNFPk[σ′]. But there are larger GNl-invariant logics
(e.g. [7]), and the algorithm immediately applies to these as well.

4 Identifying GFP definable sentences

For GFP, we can instantiate the high-level algorithm by giving a backward mapping.

I Lemma 3 (GFP-Bwd, adapted from [16]). Given φµ ∈ Lµ[Σcode
σ,m ] and σg ⊆ σ′ ⊆ σ, φµ can be

translated into ψ ∈ GFP[σ′, σg] such that for all σ-structures B, B |= ψ iff UG[σ′,σg ](B) |= φµ.

Plugging this into our high-level algorithm, with UG[σ′,σg ](B) as UL1(B), we get decidab-
ility of the GFP-definability problem:

I Theorem 4. The GFP[σ′, σg] definability problem is decidable for GNk[σ]-invariant GSO[σ]
where k ≥ width(σ) and σg ⊆ σ′ ⊆ σ.

There are two sources of inefficiency in the high-level algorithm. First, the forward
mapping is non-elementary since we pass through MSO on the way to a µ-calculus formula.
Second, testing equivalence of the original sentence with the sentence produced by the forward
and backward mappings implicitly requires a second forward mapping in order to reduce the
problem to regular language equivalence on trees.

For the special case of input in GNFP, we can use an optimized procedure that avoids
these inefficiencies and allows us to obtain an optimal complexity bound.

I Theorem 5. The GFP[σ′, σg] definability problem is 2-ExpTime-complete for input in
GNFP[σ].

The main idea behind our optimized procedure is to directly use automata throughout
the process. First, for input φ in GNFP it is known from [9] how to give a forward mapping
that directly produces a tree automaton Aφ (with exponentially-many states) that accepts a
consistent tree T iff D(T ) |= φ – exactly the consistent trees that satisfy φµ. This direct
construction avoids passing through MSO, and can be done in 2-ExpTime. We can then
construct an automaton A′φ from Aφ that accepts a tree T iff UG[σ′,σg ](D(T )); we call this the
G[σ′, σg]-view automaton, since it mimics the view of T running on the guarded unravelling
of D(T ). This can be seen as an automaton that represents the composition of the backward
mapping with the forward mapping. With these constructions in place, we have the following
improved algorithm to test definability of φ in GFP: construct Aφ from φ, construct A′φ from
Aφ, and test equivalence of Aφ and A′φ over consistent trees. Note that with this improved
procedure it is not necessary to actually construct the backward mapping, or to pass forward
to trees for a second time in order to test equivalence. Overall, the procedure can be shown
to run in 2-ExpTime. A reduction from GFP-satisfiability testing, which is known to be
2-ExpTime-hard, yields the lower bound.

Our results give us a corollary on definability in fragments of FO when the input is in FO:

I Corollary 6. The GF[σ′, σg] definability problem is decidable for GNl[σ]-invariant FO[σ]
where k, l ≥ width(σ) and σg ⊆ σ′ ⊆ σ.

Note that in this work we are characterizing sublogics within fragments of fixpoint logics
and within fragments of first-order logic. We do not deal with identifying first-order definable
formulas within a fixpoint logic, as in [10, 8].
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We also can get a version of the definability result for a restriction of fixpoint logic. One
well-studied restriction is called alternation-freeness (see, e.g., [14, 2]). We say a sentence
φ in GFP is alternation-free if it does not contain subformulas ψ1 := [lfpY,y .χ1](y) and
ψ2 := [gfpZ,z .χ2](z) such that Y occurs in χ2 and ψ2 is a subformula of ψ1, or Z occurs in
χ1 and ψ1 is a subformula of ψ2 (recall that a greatest fixpoint can be defined in terms of
least fixpoints and negations as [gfpZ,z .χ2](z) ≡ ¬[lfpZ,z .¬χ2[¬Z/Z]](z)). Alternation-free
fragments of GNFP and Lµ are defined by restricting the nesting of fixpoints in a similar
way. It is desirable to know if a sentence is in this alternation-free fragment of GFP since
this fragment has better computational properties: for instance, model checking for this
alternation-free fragment can be done in linear time. This was shown in [14]. A language
called DATALOG-LITE – a variant of DATALOG that has some restricted forms of negation
and universal quantification – was also introduced, and shown to exactly characterize this
alternation-free GFP [14]. A corollary of the definability result in this section, is that it is
possible to decide definability in alternation-free GFP when the input is in alternation-free
GNFP, using the same decision procedure as before. Roughly speaking, this comes from
observing that if the input is in alternation-free GNFP, then the forward mapping produces
alternation-free Lµ, and the backward mapping produces alternation-free GFP.

I Corollary 7. The alternation-free GFP[σ′] (equivalently, DATALOG-LITE[σ′]) definability
problem is decidable in 2-ExpTime for input in alternation-free GNFP[σ].

We can also apply our theorem to answer some questions about conjunctive queries (CQs):
formulas built up from relational atoms via ∧ and ∃. When the input φ to our definability
algorithm is a CQ, φ can be written as a GF sentence exactly when it is acyclic: roughly
speaking, this means it can be built up from guarded existential quantification (see [15]).
Transforming a query to an acyclic one could be quite relevant in practice, since acyclic queries
can be evaluated in linear time [26]. There are well-known methods for deciding whether
a CQ φ is acyclic, and recently these have been extended to the problem of determining
whether φ is acyclic for all structures satisfying a set of constraints (e.g., Guarded TGDs
[6] or Functional Dependencies [13]). Using Corollary 6 above along with an equivalence
between guardedness and acyclicity that follows from [4], we can get an analogous result for
arbitrary constraints in the guarded fragment:

I Corollary 8. Given a set of GF sentences Σ and a CQ sentence Q, we can decide whether
there is a union of acyclic CQs Q′ equivalent to Q for all structures satisfying Σ. The problem
is 2-ExpTime-complete.

Note that if Σ consists of universal Horn constraints (“TGDs”), then a CQ Q is equivalent
to union of CQs Q′ relative to Σ implies that it is equivalent to one of the disjuncts of
Q′. Thus the result above implies decidability of acyclicity relative to universal horn GF
sentences, one of the main results of [6].

5 Identifying GNFPk and UNFPk sentences

We now turn to extending the prior results to GNFP and UNFP. In order to make use of
the back-and-forth approach described in the previous section, we must be able to restrict
to structures of some bounded tree-width. For GFP this tree-width depends only on the
signature σ′, so this width-restriction was implicit in the GFP[σ′, σg]-definability problems.
However, for GNFP and UNFP this bound on the tree-width depends on the width of the
formula, so for definability questions, we must state this width explicitly. Hence, in this
section, we consider definability questions related to GNFPk and UNFPk.
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We apply the high-level algorithm of Proposition 2, using the forward mapping of Lemma 1.
The unravelling and backward mapping for GNFPk is more technically challenging than the
corresponding construction for GFP.

We first need an appropriate notion of unravelling. We use a variant of the block k-width
guarded negation unravelling discussed in Section 2, but we will need to assume we have a
certain repetition of facts. This idea of modifying a classical unravelling to include extra
copies of certain pieces of the structure has been used before (e.g. the ω-expansions in [21],
and “shrewd” unravellings for UNFPk in [9]). We will need a new, subtler property for
GNFPk, which we call “plumpness”.

In order to define the property that this special unravelling has, we need to define how we
can modify copies of certain parts of the structure in a way that still leads to a GNk-bisimilar
structure. Let τ and τ ′ be sets of σ′-facts over some elements A. Let I, J ⊆ A. We say τ
and τ ′ agree on J if for all σ′-atoms R(a1, . . . , al) with {a1, . . . , al} ⊆ J , R(a1, . . . , al) ∈ τ
iff R(a1, . . . , al) ∈ τ ′. We say τ ′ is an (σg, I)-safe restriction of τ if (i) τ ′ ⊆ τ ; (ii) τ ′ agrees
with τ on I; (iii) τ ′ agrees with τ on every J ⊆ A that is σg-guarded in τ ′. Note that τ itself
is considered a trivial (σg, I)-safe restriction of τ . Here is another example:

I Example 9. Consider signatures σ′ = {U,R, T} and σg = {R}, where U is a unary
relation, R is a binary relation, and T is a ternary relation. Consider I = {1, 2} and τ =
{U(1), U(3), R(1, 2), R(2, 3), R(3, 1), T (3, 2, 2)} . Then the possible (σg, I)-safe restrictions
of τ are τ itself and

τ ′1 =


U(1), U(3)

R(1, 2), R(2, 3)
T (3, 2, 2)

 τ ′2 =


U(1), U(3)

R(1, 2), R(3, 1)
T (3, 2, 2)

 τ ′4 =


U(1), U(3)
R(1, 2)
T (3, 2, 2)


τ ′3 =

{
U(1), U(3)

R(1, 2), R(3, 1)

}
τ ′5 =

{
U(1), U(3)
R(1, 2)

}
.

Note that we cannot drop facts over unary relations (since these are always trivially guarded),
and we can never drop facts over I. Further, the σg-facts that we keep restrict what other
facts we can drop, since for any σg-guarded set that remains we must preserve facts over that
set. By a (σg, I)-safe restriction of a node in a tree decomposition, we mean a (σg, I)-safe
restriction of the atoms represented by the node. We will be interested in trees with the
property that for every bag node w, all safe restrictions of w are realized by siblings of w.
Formally a Σcode

σ′,k -tree has the σg-plumpness property if for all interface nodes v: if w is a
ρ0-child of v over names J with I = rng(ρ0) and τ is the encoded set of σ′-atoms that hold
at w, then for any (σg, I)-safe restriction τ ′ of τ , there is a ρ0-child w′ of v such that (i) τ ′ is
the encoded set of σ′-atoms that hold at w′; (ii) for each ρ-child u′ of w′, there is a ρ-child
u of w such that the subtrees rooted at u and u′ are bisimilar; and (iii) for each ρ-child u
of w such that dom(ρ) is strictly σg-guarded in τ ′, there is a ρ-child u′ of w′ such that the
subtrees rooted at u′ and u are bisimilar.

I Example 10. Let T be a plump tree. Suppose there is an interface node v in T with label
encoding τ0 = {U(1), R(1, 2)}, and there is a ρ0-child w of v such that the label of w is the
encoding of τ = {U(1), U(3), R(1, 2), R(2, 3), R(3, 1), T (3, 2, 2)} from Example 9, and ρ0 is
the identity function with domain {1, 2}. Then by plumpness there must also be ρ0-children
w1, . . . , w5 of v with labels encoding τ ′1, . . . , τ ′5 from Example 9.

The following proposition shows that one can obtain unravellings that are plump:
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I Proposition 11. Let B be a σ-structure, k ∈ N, and σg ⊆ σ′ ⊆ σ. There is a consistent,
plump, σg-guarded-interface tree Uplump

BGNk[σ′,σg ](B) such that B is BGNk[σ′, σg]-bisimilar to
D(Uplump

BGNk[σ′,σg ](B)). We call D(Uplump
BGNk[σ′,σg ](B)) the plump unravelling of B.

Returning to the components required for the application of Proposition 2, we see that
Proposition 11 says that B is BGNk[σ′, σg]-bisimilar to D(Uplump

BGNk[σ′,σg](B)) as required for
an application of Proposition 2. Plumpness will come into play in the backward mapping:

I Lemma 12 (GNFPk-Bwd). Given φµ ∈ Lµ[Σcode
σ,m ], relational signatures σg and σ′ with

σg ⊆ σ′ ⊆ σ, and k ≤ m, we can construct ψ ∈ GNFPk[σ′, σg] such that for all σ-structures
B, B |= ψ iff Uplump

BGNk[σ′,σg ](B) |= φµ.

There is a naïve backward mapping of the µ-calculus into LFP, by structural induction.
The problem is that the formula produced by the translation fails to be in GNFPk for two
reasons. First, the inductive step for negation in the naïve algorithm simply applies negation
to the recursively-produced formula. Clearly this can produce unguarded negation. Similarly,
the recursive step for fixpoints may use unguarded fixpoints.

For example, the original µ-calculus formula can include subformulas of the form
〈ρ〉ExactLabel(τ) where τ is a set of unary relations from Σcode

σ′,k , and ExactLabel(τ)
asserts P for all P ∈ τ and ¬P for all unary relations P not in τ . This would be problematic
for a straightforward backward mapping, since the backward translation of some ¬Ri1,...,in
would be converted into an unguarded negation ¬R(xi1 , . . . , xin). On the other hand the
formula 〈ρ〉GNLabel(τ) where GNLabel(τ) asserts P for all P ∈ τ but only asserts ¬P for
unary relations P that are not in τ but whose indices are σg-guarded by some P ′ ∈ τ would
be unproblematic, since this could be translated to a formula with σg-guarded negation.
The key observation is that from an interface node in a plump tree, these two formulas are
equivalent: if T , v |= 〈ρ〉GNLabel(τ) at any interface node v, then plumpness ensures that
if there is some ρ-child w′ of v with label τ ′ satisfying GNLabel(τ), then there is a ρ-child w
of v with label τ satisfying ExactLabel(τ) – it can be checked that τ is a (σg, rng(ρ))-safe
restriction of τ ′. Thus the proof of Lemma GNFPk-Bwd relies on first simplifying Lµ-formulas
so that problematic subformulas like ExactLabel(τ) are eliminated, with the correctness
of this simplification holding only over plump trees. After this simplification, an inductive
backward mapping can be applied.

Using the above lemma and Proposition 2, we obtain the following analog of Theorem 4.

I Theorem 13. The GNFPk[σ′, σg] definability problem is decidable for GNl[σ]-invariant
GSO[σ] and k, l ≥ width(σ).

Since UNFPk[σ′] is just GNFPk[σ′, ∅], we obtain the following corollary:

I Corollary 14. The UNFPk[σ′] definability problem is decidable for GNl[σ]-invariant GSO[σ]
and k, l ≥ width(σ).

We get corollaries for fragments of FO, analogous to Corollary 6:

I Corollary 15. The GNFk[σ′, σg] and UNFk[σ′] definability problems are decidable for
GNl[σ]-invariant FO[σ] and k, l ≥ width(σ).

We can also apply the backward and forward mappings to get a semantic characterization
for GNFPk, analogous to the Janin-Walukiewicz theorem. The following extends a result
of [3] characterizing GNFk formulas as the BGNk-invariant fragment of FO.

I Theorem 16. GNFPk[σ′, σg] is the BGNk[σ′, σg]-invariant fragment of GSO[σ′].
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The proof is similar to the characterizations of Janin-Walukiewicz and [16], and can also
be seen as a variant of Proposition 2, where we use BGNk[σ′, σg]-invariance rather than
equivalence to a GNFPk[σ′, σg] sentence in justifying that the input formula is equivalent to
the result of the composition of backward and forward mappings.

Interpolation. The forward and backward mappings utilized for the definability questions
can also be used to prove that GFP and GNFPk have a form of interpolation.

Let φL and φR be sentences over signatures σL and σR such that φL |= φR (φL entails φR).
An interpolant for such a validity is a formula θ for which φL |= θ and θ |= φR, and θ mentions
only relations appearing in both φL and φR. We say a logic L has Craig interpolation if
for all φL, φR ∈ L with φL |= φR, there is an interpolant θ ∈ L for it. We say a logic L has
the stronger uniform interpolation property if one can obtain θ from φL and a signature
σ′, and θ can serve as an interpolant for any φR entailed by φL and such that the common
signature of φR and φL is contained in σ′. A uniform interpolant can be thought of as the
best over-approximation of φL over σ′.

Uniform interpolation holds for Lµ [11] and UNFPk [9]. Unfortunately, GFP[σ] and
GNFPk[σ] both fail to have uniform interpolation and Craig interpolation (this follows from
[19, 9]). However, if we disallow subsignature restrictions that change the guard signature,
then we regain interpolation. This “preservation of guard” variant was investigated first by
Hoogland, Marx, and Otto in the context of Craig interpolation [19]. The uniform variant
was introduced by D’Agostino and Lenzi [12], who called it uniform modal interpolation.
Formally, we say a guarded logic L[σ, σg] with guard signature σg ⊆ σ has uniform modal
interpolation if for any φL ∈ L[σ, σg] and any subsignature σ′ ⊆ σ containing σg, there exists
a formula θ ∈ L[σ′, σg] such that φL entails θ and for any σ′′ containing σg with σ′′ ∩ σ ⊆ σ′
and any φR ∈ L[σ′′, σg] entailed by φL, θ entails φR. It was shown in [12] that GF has
uniform modal interpolation. We strengthen this to GFP and GNFPk.

I Theorem 17. For σ a relational signature, σg ⊆ σ, k ∈ N: GFP[σ, σg] and GNFPk[σ, σg]
sentences have uniform modal interpolation, and the interpolants can be found effectively.

We sketch the argument for GFP[σ, σg]. Consider φL ∈ GFP[σ, σg] of width k and
subsignature σ′ ⊆ σ containing σg. We apply Lemma Fwd to get a formula φµL ∈ Lµ[Σcode

σ,k ]
that captures codes of tree-like models of φL. We want to go backward now, to get a formula
over the subsignature σ′. We saw that the backward mapping for GFP[σ′, σg] (Lemma 3)
can do this: it can start with a µ-calculus formula over Σcode

σ,k , and produce a formula in
GFP[σ′, σg]. As discussed earlier, the formula produced by this backward mapping has a
nice property related to definability: it is equivalent to φL exactly when φL is definable
in GFP[σ′, σg]. In general, however, we do not expect φL to be equivalent to a formula
over the subsignature – for uniform interpolation we just want to approximate the formula
over this subsignature. The backward mapping of φµL does not always do this. Hence, it is
necessary to add one additional step before taking the backward mapping: we apply uniform
interpolation for the µ-calculus [11], obtaining θµ ∈ Σcode

σ′,k which is entailed by φµL and entails
each Lµ[Σcode

σ′,k ]-formula implied by φµL. Finally, we apply Lemma GFP[σ′, σg]-Bwd to θµ to
get θ ∈ GFP[σ′, σg]. We can check that θ ∈ GNFPk[σ′, σg] is the required uniform modal
interpolant for φL over subsignature σ′.

Theorem 17 also implies that UNFPk has the traditional uniform interpolation property:
since the guard signature is empty for UNFPk, uniform modal interpolation and uniform
interpolation coincide. This was shown already in [9].
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6 Conclusions

In this paper we have taken a first look at effective characterizations of definability in
expressive logics. We did not allow constants in the formulas in this paper, but we believe
that similar effective characterization results hold for guarded fixpoint logics with constants.
We leave open the question of definability in GNFP without any width restriction. For this
the natural way to proceed is to bound the width of a defining sentence based in terms of
the input. We also note that our results on fixpoint logics hold only when equivalence is
considered over all structures, leaving open the corresponding questions over finite structures.

Acknowledgements. We thank the referees for many improvements.
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Abstract
We investigate the decidability and computational complexity of (deductive) conservative exten-
sions in fragments of first-order logic (FO), with a focus on the two-variable fragment FO2 and
the guarded fragment GF. We prove that conservative extensions are undecidable in any FO
fragment that contains FO2 or GF (even the three-variable fragment thereof), and that they are
decidable and 2ExpTime-complete in the intersection GF2 of FO2 and GF.
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1 Introduction

Conservative extensions are a fundamental notion in logic. In mathematical logic, they
provide an important tool for relating logical theories, such as theories of arithmetic and
theories that emerge in set theory [35, 31]. In computer science, they come up in diverse areas
such as software specification [12], higher order theorem proving [15], and ontologies [24].
In these applications, it would be very useful to decide, given two sentences ϕ1 and ϕ2,
whether ϕ1 ∧ ϕ2 is a conservative extension of ϕ1. As expected, this problem is undecidable
in first-order logic (FO). In contrast, it has been observed in recent years that conservative
extensions are decidable in many modal and description logics [13, 26, 27, 7]. This observation
is particularly interesting from the viewpoint of ontologies, where conservative extensions
have many natural applications including modularity and reuse, refinement, versioning, and
forgetting [9, 24].

Regarding decidability, conservative extensions thus seem to behave similarly to the
classical satisfiability problem, which is also undecidable in FO while it is decidable for modal
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and description logics. In the case of satisfiability, the aim to understand the deeper reasons
for this discrepancy and to push the limits of decidability to more expressive fragments of FO
has sparked a long line of research that identified prominent decidable FO fragments such as
the two-variable fragment FO2 [34, 29], its extension with counting quantifiers C2 [19], the
guarded fragment GF [1], and the guarded negation fragment GNF [4], see also [6, 16, 33, 23]
and references therein. These fragments have sometimes been used as a replacement for the
modal and description logics that they generalize, and in particular the guarded fragment
has been proposed as an ontology language [3]. Motivated by this situation, the aim of the
current paper is to study the following two questions:
1. Are conservative extensions decidable in relevant fragments of FO such as FO2, C2, GF,

and GNF?
2. What are the deeper reasons for decidability of conservative extensions in modal and

description logics and how far can the limits of decidability be pushed?
To be more precise, we concentrate on deductive conservative extensions, that is, ϕ1 ∧ ϕ2
is a conservative extension of ϕ1 if for every sentence ψ formulated in the signature of
ϕ1, ϕ1 ∧ ϕ2 |= ψ implies ϕ1 |= ψ. There is also a model-theoretic notion of conservative
extension which says that ϕ1 ∧ ϕ2 is a conservative extension of ϕ1 if every model of ϕ1 can
be extended to a model of ϕ2 by interpreting the additional symbols in ϕ2. Model-theoretic
conservative extensions imply deductive conservative extensions, but the converse fails unless
one works with a very expressive logic such as second-order logic [24]. In fact, model-theoretic
conservative extensions are undecidable even for some very inexpressive description logics
that include neither negation nor disjunction [25]. Deductive conservative extensions, as
studied in this paper, are closely related to other important notions in logic, such as uniform
interpolation [30, 36, 5]. For example, in logics that enjoy Craig interpolation, a decision
procedure for conservative extensions can also be used to decide whether a given sentence ϕ2
is a uniform interpolant of a given sentence ϕ1 regarding the symbols used in ϕ2.

Instead of concentrating only on conservative extensions, we also consider two related
reasoning problems that we call Σ-entailment and Σ-inseparability, where Σ denotes a
signature. The definitions are as follows: a sentence ϕ1 Σ-entails a sentence ϕ2 if for every
sentence ψ formulated in Σ, ϕ2 |= ψ implies ϕ1 |= ψ. This can be viewed as a more relaxed
notion of conservative extension where it is not required that one sentence actually extends
the other as in the conjunction ϕ1 ∧ ϕ2 used in the definition of conservative extensions.
Two sentences ϕ1, ϕ2 are Σ-inseparable if they Σ-entail each other. We generally prove lower
bounds for conservative extensions and upper bounds for Σ-entailment, in this way obtaining
the same decidability and complexity results for all three problems.

Our first main result is that conservative extensions are undecidable in FO2 and (the
three-variable fragment of) GF, and in fact in all fragments of FO that contain at least
one of the two; note that the latter is not immediate because the separating sentence ψ
in the definition of conservative extensions ranges over all sentences from the considered
fragment, giving greater separating power when we move to a larger fragment. The proofs
are by reductions from the halting problem for two-register machines and a tiling problem,
respectively. We note that undecidability of conservative extensions also implies that there is
no extension of the logic in question in which consequence is decidable and that has effective
uniform interpolation (in the sense that uniform interpolants exist and are computable). We
then show as our second main result that, in the two-variable guarded fragment GF2, Σ-
entailment is decidable in 2ExpTime. Regarding the satisfiability problem, GF2 behaves fairly
similarly to modal and description logics. It is thus suprising that deciding Σ-entailment (and
conservative extensions) in GF2 turns out to be much more challenging than in most modal
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and description logics. There, the main approach to proving decidability of Σ-entailment is
to first establish a suitable model-theoretic characterization based on bisimulations which is
then used as a foundation for a decision procedure based on tree automata [27, 7]. In GF2,
an analogous characterization in terms of appropriate guarded bisimulation fails. Instead,
one has to demand the existence of k-bounded (guarded) bisimulations, for all k, and while
tree automata can easily handle bisimulations, it is not clear how they can deal with such an
infinite family of bounded bisimulations. We solve this problem by a very careful analysis of
the situation and by providing another characterization that can be viewed as being ‘half
way’ between a model-theoretic characterization and an automata-encoding of Σ-entailment.

We also observe that a 2ExpTime lower bound from [13] for conservative extensions
in description logics can be adapted to GF2, and consequently our upper bound is tight.
It is known that GF2 enjoys Craig interpolation and thus our results are also relevant to
deciding uniform interpolants and to a stronger version of conservative extensions in which
the separating sentence ψ can also use ‘helper symbols’ that occur neither in ϕ1 nor in ϕ2.

2 Preliminaries

We introduce the fragments of classical first-order logic (FO) that are relevant for this
paper. We generally admit equality and disallow function symbols and constants. With FO2,
we denote the two-variable fragment of FO, obtained by fixing two variables x and y and
disallowing the use of other variables [34, 29]. In FO2 and fragments thereof, we generally
admit only predicates of arity one and two, which is without loss of generality [17]. In the
guarded fragment of FO, denoted GF, quantification is restricted to the pattern

∀y(α(x,y)→ ϕ(x,y)) ∃y(α(x,y) ∧ ϕ(x,y))

where ϕ(x,y) is a GF formula with free variables among x,y and α(x,y) is an atomic
formula Rxy or an equality x = y that in either case contains all variables in x,y [1, 16]. The
formula α is called the guard of the quantifier. The k-variable fragment of GF, defined in the
expected way, is denoted GF k. Apart from the logics introduced so far, in informal contexts
we shall also mention several related description logics. Exact definitions are omitted, we
refer the reader to [2].

A signature Σ is a finite set of predicates. We use GF(Σ) to denote the set of all GF-
sentences that use only predicates from Σ (and possibly equality), and likewise for GF2(Σ)
and other fragments. We use sig(ϕ) to denote the set of predicates that occur in the FO
formula ϕ. Note that we consider equality to be a logical symbol, rather than a predicate,
and it is thus never part of a signature. We write ϕ1 |= ϕ2 if ϕ2 is a logical consequence
of ϕ1. The next definition introduces the central notions studied in this paper.

I Definition 1. Let F be a fragment of FO, ϕ1, ϕ2 F -sentences and Σ a signature. Then
1. ϕ1 Σ-entails ϕ2, written ϕ1 |=Σ ϕ2, if for all F (Σ)-sentences ψ, ϕ2 |= ψ implies ϕ1 |= ψ;
2. ϕ1 and ϕ2 are Σ-inseparable if ϕ1 Σ-entails ϕ2 and vice versa;
3. ϕ1 ∧ ϕ2 is a conservative extension of ϕ1 if ϕ1 sig(ϕ1)-entails ϕ1 ∧ ϕ2.
Note that Σ-entailment could equivalently be defined as follows when F is closed under nega-
tion: ϕ1 Σ-entails ϕ2 if for all F (Σ)-sentences ψ, satisfiability of ϕ1 ∧ ψ implies satisfiability
of ϕ2 ∧ ψ. If ϕ1 does not Σ-entail ϕ2, there is thus an F (Σ)-sentence ψ such that ϕ1 ∧ ψ is
satisfiable while ϕ2 ∧ψ is not. We refer to such ψ as a witness sentence for non-Σ-entailment.

I Example 2. (1) Σ-entailment is a weakening of logical consequence, that is, ϕ1 |= ϕ2
implies ϕ1 |=Σ ϕ2 for any Σ. The converse is true when sig(ϕ2) ⊆ Σ.
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(2) Consider the GF2 sentences ϕ1 = ∀x∃yRxy and ϕ2 = ∀x(∃y(Rxy ∧Ay) ∧ ∃y(Rxy ∧
¬Ay)) and let Σ = {R}. Then ψ = ∀xy(Rxy → x = y) is a witness for ϕ1 6|=Σ ϕ2. If ϕ1
is replaced by ϕ′1 = ∀x∃y(Rxy ∧ x 6= y) we obtain ϕ′1 |=Σ ϕ2 since GF2 cannot count the
number of R-successors.

It is important to note that different fragments F of FO give rise to different notions
of Σ-entailment, Σ-inseparability and conservative extensions. For example, if ϕ1 and ϕ2
belong to GF2, then they also belong to GF and to FO2, but it might make a difference
whether witness sentences range over all GF2-sentences, over all GF-sentences, or over all
FO2-sentences. If we want to emphasize the fragment F in which witness sentences are
formulated, we speak of F (Σ)-entailment instead of Σ-entailment and write ϕ1 |=F (Σ) ϕ2,
and likewise for F (Σ)-inseparability and F -conservative extensions.

I Example 3. Let ϕ′1, ϕ2, and Σ = {R} be from Example 2 (2). Then ϕ′1 GF2(Σ)-entails ϕ2
but ϕ′1 does not FO(Σ)-entail ϕ2; a witness is given by ∀xy1y2((Rxy1 ∧Rxy2)→ y1 = y2).

Note that conservative extensions and Σ-inseparability reduce in polynomial time to Σ-
entailment (with two calls to Σ-entailment required in the case of Σ-inseparability). Moreover,
conservative extensions reduce in polynomial time to Σ-inseparability. We thus state our
upper bounds in terms of Σ-entailment and lower bounds in terms of conservative extensions.

There is a natural variation of each of the three notions in Definition 1 obtained by
allowing to use additional ‘helper predicates’ in witness sentences. For a fragment F of FO,
F -sentences ϕ1, ϕ2, and a signature Σ, we say that ϕ1 strongly Σ-entails ϕ2 if ϕ1 Σ′-entails ϕ2
for any Σ′ with Σ′ ∩ sig(ϕ2) ⊆ Σ. Strong Σ-inseparability and strong conservative extensions
are defined accordingly. Strong Σ-entailment implies Σ-entailment, but the converse may fail.

I Example 4. GF(Σ)-entailment does not imply strong GF(Σ)-entailment. Let ϕ1 state
that the binary predicate R is irreflexive and symmetric and let ϕ2 be the conjunction
of ϕ1 and ∀x(Ax → ∀y(Rxy → ¬Ay)) ∧ ∀x(¬Ax → ∀y(Rxy → Ay)). Thus, an {R}-
structure satisfying ϕ1 can be extended to a model of ϕ2 if it contains no R-cycles of odd
length. Now observe that any satisfiable GF({R}) sentence is satisfiable in a forest {R}-
structure (see Section 4 for a precise definition). Hence, if a GF({R})-sentence is satisfiable
in an irreflexive and symmetric structure then it is satisfiable in a structure without odd
cycles and so ϕ1 GF({R})-entails ϕ2. In contrast, for the fresh ternary predicate Q and
ψ = ∃x1x2x3(Qx1x2x3 ∧Rx1x2 ∧Rx2x3 ∧Rx3x1) we have ϕ2 |= ¬ψ but ϕ1 6|= ¬ψ and so ψ
witnesses that ϕ1 does not GF({R,Q})-entail ϕ2.

The example above is inspired by proofs that GF does not enjoy Craig interpolation [21, 11].
This is not accidental, as we explain next. Recall that a fragment F of FO has Craig
interpolation if for all F -sentences ψ1, ψ2 with ψ1 |= ψ2 there exists an F -sentence ψ (called
an F -interpolant for ψ1, ψ2) such that ψ1 |= ψ |= ψ2 and sig(ψ) ⊆ sig(ψ1) ∩ sig(ψ2). F

has uniform interpolation if one can always choose an F -interpolant that does not depend
on ψ2, but only on ψ1 and sig(ψ1) ∩ sig(ψ2). Thus, given ψ1, ψ and Σ with ψ1 |= ψ and
sig(ψ) ⊆ Σ, then ψ is a uniform F (Σ)-interpolant of ψ1 iff ψ strongly F (Σ)-entails ψ1.
Both Craig interpolation and uniform interpolation have been investigated extensively, for
example for intuitionistic logic [30], modal logics [36, 10, 28], guarded fragments [11], and
description logics [27]. The following observation summarizes the connection between (strong)
Σ-entailment and interpolation.

I Theorem 5. Let F be a fragment of FO that enjoys Craig interpolation. Then F (Σ)-
entailment implies strong F (Σ)-entailment. In particular, if ϕ2 |= ϕ1 and sig(ϕ1) ⊆ Σ, then
ϕ1 is a uniform F (Σ)-interpolant of ϕ2 iff ϕ1 F (Σ)-entails ϕ2.
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Proof. Assume ϕ1 does not strongly F (Σ)-entail ϕ2. Then there is an F -sentence ψ with
sig(ψ) ∩ sig(ϕ2) ⊆ Σ such that ϕ2 |= ψ and ϕ1 ∧ ¬ψ is satisfiable. Let χ be an interpolant
for ϕ2 and ψ in F . Then ¬χ witnesses that ϕ1 does not F (Σ)-entail ϕ2. J

The uniform interpolant recognition problem for F is the problem to decide whether a
sentence ψ is a uniform F (Σ)-interpolant of a sentence ψ′. It follows from Theorem 5 that in
any fragment F of FO that enjoys Craig interpolation, this problem reduces in polynomial
time to Σ-inseparability in F and that, conversely, conservative extension in F reduces in
polynomial time to the uniform interpolant recognition problem in F . Neither GF nor FO2

nor description logics with role inclusions enjoy Craig interpolation [21, 8, 24], but GF2 does
[21]. Thus, our decidability and complexity results for Σ-entailment in GF2 also apply to
strong Σ-entailment and the uniform interpolant recognition problem.

3 Undecidability

We prove that conservative extensions are undecidable in GF3 and in FO2, and consequently
so are Σ-entailment and Σ-inseparability (as well as strong Σ-entailment and the uniform
interpolant recognition problem). These results hold already without equality and in fact
apply to all fragments of FO that contain at least one of GF3 and FO2 such as the guarded
negation fragment [4] and the two-variable fragment with counting quantifiers [19].

We start with the case of GF3, using a reduction from the halting problem of two-
register machines. A (deterministic) two-register machine (2RM) is a pair M = (Q,P ) with
Q = q0, . . . , q` a set of states and P = I0, . . . , I`−1 a sequence of instructions. By definition,
q0 is the initial state, and q` the halting state. For all i < `,

either Ii = +(p, qj) is an incrementation instruction with p ∈ {0, 1} a register and qj the
subsequent state;
or Ii = −(p, qj , qk) is a decrementation instruction with p ∈ {0, 1} a register, qj the
subsequent state if register p contains 0, and qk the subsequent state otherwise.

A configuration of M is a triple (q,m, n), with q the current state and m,n ∈ N the register
contents. We write (qi, n1, n2)⇒M (qj ,m1,m2) if one of the following holds:

Ii = +(p, qj), mp = np + 1, and m1−p = n1−p;
Ii = −(p, qj , qk), np = mp = 0, and m1−p = n1−p;
Ii = −(p, qk, qj), np > 0, mp = np − 1, and m1−p = n1−p.

The computation of M on input (n,m) ∈ N2 is the unique longest configuration sequence
(p0, n0,m0)⇒M (p1, n1,m1)⇒M · · · such that p0 = q0, n0 = n, and m0 = m. The halting
problem for 2RMs is to decide, given a 2RM M , whether its computation on input (0, 0) is
finite (which implies that its last state is q`).

We show how to convert a given 2RM M into GF3-sentences ϕ1 and ϕ2 such that M
halts on input (0, 0) iff ϕ1 ∧ ϕ2 is not a conservative extension of ϕ1. Let M = (Q,P )
with Q = q0, . . . , q` and P = I0, . . . , I`−1. We assume w.l.o.g. that ` ≥ 1 and that if
Ii = −(p, qj , qk), then qj 6= qk. In ϕ1, we use the following set Σ of predicates:

a binary predicate N connecting a configuration to its successor configuration;
binary predicates R1 and R2 that represent the register contents via the length of paths;
unary predicates q0, . . . , q` representing the states of M ;
a unary predicate S denoting points where a computation starts.
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We define ϕ1 to be the conjunction of several GF2-sentences. First, we say that there is a
point where the computation starts:1

∃xSx ∧ ∀x(Sx→ (q0x ∧ ¬∃y R0xy ∧ ¬∃y R1xy))

And second, we add that whenever M is not in the final state, there is a next configuration.
For 0 ≤ i < `:

∀x(qix→ ∃y(Nxy ∧ qjy)) if Ii = +(p, qj)
∀x((qix ∧ ¬∃yRpxy)→ ∃y(Nxy ∧ qjy)) if Ii = −(p, qj , qk)
∀x((qix ∧ ∃yRpxy)→ ∃y(Nxy ∧ qky)) if Ii = −(p, qj , qk)

The second sentence ϕ2 is constructed so as to express that either M does not halt or the
representation of the computation of M contains a defect, using the following additional
predicates:

a unary predicate P used to represent that M does not halt;
binary predicates D+

p , D
−
p , D

=
p used to describe defects in incrementing, decrementing,

and keeping register p ∈ {0, 1};
ternary predicates H+

1 , H
+
2 , H

−
1 , H

−
2 , H

=
1 , H

=
2 used as guards for existential quantifiers.

In fact, ϕ2 is the disjunction of two sentences. The first sentence says that the computation
does not terminate:

∃x (Sx ∧ Px) ∧ ∀x (Px→ ∃y (Nxy ∧ Py))

while the second says that registers are not updated properly:

∃x∃y
(
Nxy ∧

( ∨
Ii=+(p,qj)

(qix ∧ qjy ∧ (D+
p xy ∨D=

1−pxy))

∨
∨

Ii=−(p,qj ,qk)

(qix ∧ qky ∧ (D−p xy ∨D=
1−pxy))

∨
∨

Ii=−(p,qj ,qk)

(qix ∧ qjy ∧ (D=
p xy ∨D=

1−pxy))
))

∧∀x∀y (D+
p xy → (¬∃z Rpyz ∨ (¬∃z Rpxz ∧ ∃z (Rpyz ∧ ∃xRpzx))

∨∃z(H+
1 xyz ∧Rpxz ∧ ∃x(H+

2 xzy ∧Rpyx ∧D+
p zx)).

In this second sentence, additional conjuncts that implement the desired behaviour of D=
p

and D−p are also needed; they are constructed analogously to the last three lines above (but
using guards H−j and H=

j ), details are omitted. The following is proved in the appendix of
the full version of this paper.

I Lemma 6.
1. If M halts, then ϕ1 ∧ ϕ2 is not a GF 2-conservative extension of ϕ1.
2. If there exists a Σ-structure that satisfies ϕ1 and cannot be extended to a model of ϕ2 (by

interpreting the predicates in sig(ϕ2) \ sig(ϕ1)), then M halts.

In the proof of Point 1, the sentence that witnesses non-conservativity describes a halting
computation of M , up to global GF2(Σ)-bisimulations. This can be done using only two
variables. The following result is an immediate consequence of Lemma 6.

1 The formulas that are not syntactically guarded can easily be rewritten into such formulas.
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I Theorem 7. In any fragment of FO that extends the three-variable guarded fragment
GF 3, the following problems are undecidable: conservative extensions, Σ-inseparability,
Σ-entailment, and strong Σ-entailment.

Since Point 1 of Lemma 6 ensures GF2-witnesses, Theorem 7 can actually be strengthened
to say that GF2-conservative extensions of GF3-sentences are undecidable.

Our result for FO2 is proved by a reduction of a tiling problem that asks for the tiling
of a rectangle (of any size) such that the borders are tiled with certain distinguished tiles.
Because of space limitations, we defer details to the appendix of the full version and state
only the obtained result.

I Theorem 8. In any fragment of FO that extends FO2, the following problems are undecid-
able: conservative extensions, Σ-inseparability, Σ-entailment, and strong Σ-entailment.

It is interesting to note that the proof of Theorem 8 also shows that FO2-conservative
extensions of ALC-TBoxes are undecidable while it follows from our results below that
GF2-conservative extensions of ALC-TBoxes are decidable.

4 Characterizations

The undecidability results established in the previous section show that neither the restric-
tion to two variables nor guardedness alone are sufficient for decidability of conservative
extensions and related problems. In the remainder of the paper, we show that adopting
both restrictions simultaneously results in decidability of Σ-entailment (and thus also of
conservative extensions and of inseparability). We proceed by first establishing a suitable
model-theoretic characterization and then use it as the foundation for a decision procedure
based on tree automata. We in fact establish two versions of the characterization, the second
one building on the first one.

We start with some preliminaries. An atomic 1-type for Σ is a maximal satisfiable set τ
of atomic GF2(Σ)-formulas and their negations that use the variable x, only. We use atΣA(a)
to denote the atomic 1-type for Σ realized by the element a in the structure A. An atomic
2-type for Σ is a maximal satisfiable set τ of atomic GF2(Σ)-formulas and their negations
that use the variables x and y, only, and contains ¬(x = y). We say that τ is guarded if it
contains an atom of the form Rxy or Ryx, R a predicate symbol. We use atΣA(a, b) to denote
the atomic 2-type for Σ realized by the elements a, b in the structure A. A relation ∼ ⊆ A×B
is a GF2(Σ)-bisimulation between A and B if the following conditions hold whenever a ∼ b:
1. atΣA(a) = atΣB(b);
2. for every a′ 6= a such that atΣA(a, a′) is guarded, there is a b′ 6= b such that atΣA(a, a′) =

atΣB(b, b′) and a′ ∼ b′ (forth condition);
3. for every b′ 6= b such that atΣB(b, b′) is guarded, there is an a′ 6= a such that atΣA(a, a′) =

atΣB(b, b′) and a′ ∼ b′ (back condition).
We write (A, a) ∼Σ (B, b) and say that (A, a) and (B, b) are GF 2(Σ)-bisimilar if there is a
GF2(Σ)-bisimulation ∼ between A and B with a ∼ b. If the domain and range of ∼ coincide
with A and B, respectively, then ∼ is called a global GF 2(Σ)-bisimulation.

We next introduce a bounded version of bisimulations. For k ≥ 0, we write (A, a) ∼kΣ (B, b)
and say that (A, a) and (B, b) are k-GF 2(Σ)-bisimilar if there is a ∼ ⊆ A×B such that the
first condition for bisimulations holds and the back and forth conditions can be iterated up
to k times starting from a and b; a formal definition is in the appendix of the full version. It
is straightforward to show the following link between k-GF2-bisimilarity and GF2-sentences
of guarded quantifier depth k (defined in the obvious way).
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I Lemma 9. Let A and B be structures, Σ a signature, and k ≥ 0. Then the following
conditions are equivalent:
1. for all a ∈ A there exists b ∈ B with (A, a) ∼kΣ (B, b) and vice versa;
2. A and B satisfy the same GF 2(Σ)-sentences of guarded quantifier depth at most k.
The corresponding lemma for GF2(Σ)-sentences of unbounded guarded quantifier depth and
GF2(Σ)-bisimulations holds if A and B satisfy certain saturation conditions (for example, if
A and B are ω-saturated). It can then be proved that an FO-sentence ϕ is equivalent to a
GF2 sentence iff its models are preserved under global GF2(sig(ϕ))-bisimulations [18, 14].
In modal and description logic, global Σ-bisimulations can often be used to characterize
Σ-entailment in the following natural way [27]: ϕ1 Σ-entails ϕ2 iff every for every (tree)
model A of ϕ1, there exists a (tree) model B of ϕ2 that is globally Σ-bisimilar to A. Such a
characterization enables decision procedures based on tree automata, but does not hold for
GF2.

I Example 10. Let ϕ1 = ∀x∃yRxy and let ϕ2 = ϕ1 ∧ ∃xBx ∧ ∀x(Bx → ∃y(Ryx ∧ By)).
Let A be the model of ϕ1 that consists of an infinite R-path with an initial element. Then
there is no model of ϕ2 that is globally GF2({R})-bisimilar to A since any such model has
to contain an infinite R-path with no initial element. Yet, ϕ2 is a conservative extension of
ϕ1 which can be proved using Theorem 11 below.

We give our first characterization theorem that uses unbounded bisimulations in one
direction and bounded bisimulations in the other.

I Theorem 11. Let ϕ1, ϕ2 be GF2-sentences and Σ a signature. Then ϕ1 |=Σ ϕ2 iff for
every model A of ϕ1 of finite outdegree, there is a model B of ϕ2 such that
1. for every a ∈ A there is a b ∈ B such that (A, a) ∼Σ (B, b)
2. for every b ∈ B and every k ≥ 0, there is an a ∈ A such that (A, a) ∼kΣ (B, b).

The direction (⇐) follows from Lemma 9 and (⇒) can be proved using compactness and
ω-saturated structures. Because of the use of k-bounded bisimulations (for unbounded k), it
is not clear how to use Theorem 11 to find a decision procedure based on tree automata. In
the following, we formulate a more ‘operational’ but also more technical characterization
that no longer mentions bounded bisimulations. It additionally refers to forest models A of
ϕ1 (of finite outdegree) instead of unrestricted models, but we remark that Theorem 11 also
remains true under this modification.

A structure A is a forest if its Gaifman graph is a forest. Thus, a forest admits cycles
of length one and two, but not of any higher length. A (Σ-)tree in a forest structure A is a
maximal (Σ)-connected substructure of A. When working with forest structures A, we will
typically view them as directed forests rather than as undirected ones. This can be done by
choosing a root for each tree in the Gaifman graph of A, thus giving rise to notions such
as successor, descendant, etc. Which node is chosen as the root will always be irrelevant.
Note that the direction of binary relations does not need to reflect the successor relation.
When speaking of a path in a forest structure A, we mean a path in the directed sense; when
speaking of a subtree, we mean a tree that is obtained by choosing a root a and restricting
the structure to a and its descendants. We say that A is regular if it has only finitely many
subtrees, up to isomorphism.

To see how we can get rid of bounded bisimulations, reconsider Theorem 11. The
characterization is still correct if we pull out the quantification over k in Point 2 so that the
theorem reads ‘...iff for every model A of ϕ1 of finite outdegree and every k ≥ 0, there is...’. In
fact, this modified version of Theorem 11 is even closer to the definition of Σ-entailment. It
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also suggests that we add a marking A⊥ ⊆ A of elements in A, representing ‘break-off points’
for bisimulations, and then replace k-bisimulations with bisimulations that stop whenever
they have encountered the second marked element on the same path—in this way, the distance
between marked elements (roughly) corresponds to the bound k in k-bisimulations. However,
we would need a marking A⊥, for any k ≥ 0, such that there are infinitely many markers
on any infinite path and the distance between any two markers in a tree is at least k. It is
easy to see that such a marking may not exist, for example when k = 3 and A is the infinite
full binary tree. We solve this problem as follows. First, we only demand that the distance
between any two markers on the same path is at least k. And second, we use the markers
only when following bisimulations upwards in a tree while downwards, we use unbounded
bisimulations. This does not compromise correctness of the characterization.

We next introduce a version of bisimulations that implement the ideas just explained. Let
A and B be forest models, Σ a signature, and A⊥ ⊆ A. Two relations ∼A⊥,0Σ ,∼A⊥,1Σ ⊆ A×B
form an A⊥-delimited GF 2(Σ)-bisimulation between A and B if the following conditions are
satisfied:
1. if (A, a) ∼A⊥,0Σ (B, b), then atΣA(a) = atΣB(b) and

a. for every a′ 6= a with atΣA(a, a′) guarded, there is a b′ 6= b such that (A, a′) ∼A⊥,iΣ (B, b′)
where i = 1 if a′ is the predecessor of a and a′ ∈ A⊥, and i = 0 otherwise;

b. for every b′ 6= b with atΣB(b, b′) guarded, there is an a′ 6= a such that (A, a′) ∼A⊥,iΣ (B, b′)
where i = 1 if a′ is the predecessor of a and a′ ∈ A⊥, and i = 0 otherwise;

2. if (A, a) ∼A⊥,1Σ (B, b) and the predecessor of a in A is not in A⊥, then atΣA(a) = atΣB(b)
and
a. for every a′ 6= a with atΣA(a, a′) guarded, there is a b′ 6= b such that (A, a′) ∼A⊥,iΣ (B, b′)

where i = 0 if a is the predecessor of a′ and a ∈ A⊥, and i = 1 otherwise;
b. for every b′ 6= b with atΣB(b, b′) guarded, there is an a′ 6= a such that (A, a′) ∼A⊥,iΣ (B, b′)

where i = 0 if a is the predecessor of a′ and a ∈ A⊥, and i = 1 otherwise.

Then (A, a) and (B, b) are A⊥-delimited GF 2(Σ)-bisimilar, in symbols (A, a) ∼A⊥Σ (B, b),
if there exists an A⊥-delimited GF2(Σ)-bisimulation ∼A⊥,0Σ ,∼A⊥,1Σ between A and B such
that (A, a) ∼A⊥,0Σ (B, b).

Let ϕ be a GF2-sentence. We use cl(ϕ) to denote the set of all subformulas of ϕ closed
under single negation and renaming of free variables (using only the available variables x
and y). A 1-type for ϕ is a subset t ⊆ cl(ϕ) that contains only formulas of the form ψ(x)
and such that ϕ ∧ ∃x

∧
t(x) is satisfiable. For a model A of ϕ and a ∈ A, we use tpA(a)

to denote the 1-type {ψ(x) ∈ cl(ϕ) | A |= ψ(a)}, assuming that ϕ is understood from the
context. We say that the 1-type t is realized in A if there is an a ∈ A with tpA(a) = t. We
are now ready to formulate our final characterizations.

I Theorem 12. Let ϕ1, ϕ2 be GF 2-sentences and Σ a signature. Then ϕ1 |=Σ ϕ2 iff for
every regular forest model A of ϕ1 that has finite outdegree and for every set A⊥ ⊆ A with
A⊥ ∩ ρ infinite for any infinite Σ-path ρ in A, there is a model B of ϕ2 such that
1. for every a ∈ A, there is a b ∈ B such that (A, a) ∼Σ (B, b);
2. for every 1-type t for ϕ2 that is realized in B, there are a ∈ A and b ∈ B such that

tpB(b) = t and (A, a) ∼A⊥Σ (B, b).

Regularity and finite outdegree are used in the proof of Theorem 12 given in the appendix of
the full version, but it follows from the automata constructions below that the theorem is
still correct when these qualifications are dropped.
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5 Decidability and Complexity

We show that Σ-entailment in GF2 is decidable and 2ExpTime-complete, and thus so are
conservative extensions and Σ-inseparability. The upper bound is based on Theorem 12 and
uses alternating parity automata on infinite trees. Since Theorem 12 does not provide us with
an obvious upper bound on the outdegree of the involved tree models, we use alternating tree
automata which can deal with trees of any finite outdegree, similar to the ones introduced
by Wilke [37], but with the capability to move both downwards and upwards in the tree.

A tree is a non-empty (and potentially infinite) set of words T ⊆ (N \ 0)∗ closed under
prefixes. We generally assume that trees are finitely branching, that is, for every w ∈ T ,
the set {i | w · i ∈ T} is finite. For any w ∈ (N \ 0)∗, as a convention we set w · 0 := w. If
w = n0n1 · · ·nk, we additionally set w · −1 := n0 · · ·nk−1. For an alphabet Θ, a Θ-labeled
tree is a pair (T, L) with T a tree and L : T → Θ a node labeling function.

A two-way alternating tree automata (2ATA) is a tuple A = (Q,Θ, q0, δ,Ω) where Q is a
finite set of states, Θ is the input alphabet, q0 ∈ Q is the initial state, δ is a transition function
as specified below, and Ω : Q → N is a priority function, which assigns a priority to each
state. The transition function maps a state q and some input letter θ ∈ Θ to a transition
condition δ(q, θ) which is a positive Boolean formula over the truth constants true and false
and transitions of the form q, 〈−〉q, [−]q, ♦q, �q where q ∈ Q. The automaton runs on
Θ-labeled trees. Informally, the transition q expresses that a copy of the automaton is sent
to the current node in state q, 〈−〉q means that a copy is sent in state q to the predecessor
node, which is then required to exist, [−]q means the same except that the predecessor node
is not required to exist, ♦q means that a copy is sent in state q to some successor, and �q
that a copy is sent in state q to all successors. The semantics is defined in terms of runs
in the usual way, we refer to the appendix of the full version for details. We use L(A) to
denote the set of all Θ-labeled trees accepted by A. It is standard to verify that 2ATAs are
closed under complementation and intersection. We show in the appendix that the emptiness
problem for 2ATAs can be solved in time exponential in the number of states.

We aim to show that given two GF2-sentences ϕ1 and ϕ2 and a signature Σ, one can
construct a 2ATA A such that L(A) = ∅ iff ϕ1 |=GF2(Σ) ϕ2. The number of states of the
2ATA A is polynomial in the size of ϕ1 and exponential in the size of ϕ2, which yields the
desired 2ExpTime upper bounds.

Let ϕ1, ϕ2, and Σ be given. Since the logics we are concerned with have Craig interpolation,
we can assume w.l.o.g. that Σ ⊆ sig(ϕ1). With Θ, we denote the set of all pairs (τ,M) where
τ is an atomic 2-type for sig(ϕ1) and M ∈ {0, 1}. For p = (τ,M) ∈ Θ, we use p1 to denote
τ and p2 to denote M . A Θ-labeled tree (T, L) represents a forest structure A(T,L) with
universe A(T,L) = T and where w ∈ AA(T,L) if A(y) ∈ L(w) and (w,w′) ∈ RA(T,L) if one of
the following conditions is satisfied: (1) w = w′ and Ryy ∈ L(w)1; (2) w′ is a successor of w
and Rxy ∈ L(w′)1; (3) w is a successor of w′ and Ryx ∈ L(w)1. Thus, the atoms in a node
label that involve only the variable y describe the current node, the atoms that involve both
variables x and y describe the connection between the predecessor and the current node,
and the atoms that involve only the variable x are ignored. The M -components of node
labels are used to represent a set of markers A⊥ = {w ∈ A(T,L) | L(w)2 = 1}. It is easy to
see that, conversely, for every tree structure A over Σ, there is a Θ-labeled tree (T, L) such
that A(T,L) = A.

To obtain the desired 2ATA A, we construct three 2ATAs A1,A2,A3 and then define
A so that it accepts L(A1) ∩ L(A2) ∩ L(A3). The 2ATA A3 only makes sure that the
set A⊥ ⊆ A(T,L) is such that for any infinite Σ-path ρ, A⊥ ∩ ρ is infinite (as required by
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Theorem 12), we omit details. We construct A1 so that it accepts a Θ-labeled tree (T, L)
iff A(T,L) is a model of ϕ1. The details of the construction, which is fairly standard, can
be found in the appendix. The number of states of A1 is polynomial in the size of ϕ1 and
independent of ϕ2. The most interesting automaton is A2.

I Lemma 13. There is a 2ATA A2 that accepts a Θ-labeled tree (T, L) iff there is a model B
of ϕ2 s.t. Conditions 1 and 2 from Theorem 12 are satisfied when A is replaced with A(T,L).

The general idea of the construction of A2 is to check the existence of the desired model
B of ϕ2 by verifying that there is a set of 1-types for ϕ2 from which B can be assembled,
represented via the states that occur in a successful run. Before we can give details, we
introduce some preliminaries.

A 0-type s for ϕ2 is a maximal set of sentences ψ() ∈ cl(ϕ2) such that ϕ2 ∧ s is satisfiable.
A 2-type λ for ϕ2 is a maximal set of formulas ψ(x, y) ∈ cl(ϕ2) that contains ¬(x = y) and
such that ϕ2 ∧ ∃xy λ(x, y) is satisfiable. If a 2-type λ contains the atom Rxy or Ryx for at
least one binary predicate R, then it is guarded. If additionally R ∈ Σ, then it is Σ-guarded.
Note that each 1-type contains a (unique) 0-type and each 2-type contains two (unique)
1-types. Formally, we use λx to denote the 1-type obtained by restricting the 2-type λ to the
formulas that do not use the variable y, and likewise for λy and the variable x. We use TPn
to denote the set of n-types for ϕ2, n ∈ {0, 1, 2}. For t ∈ TP1 and a λ ∈ TP2, we say that λ
is compatible with t and write t ≈ λ if the sentence ϕ2 ∧ ∃xy(t(x) ∧ λ(x, y)) is satisfiable; for
t ∈ TP1 and T ⊆ TP2 a set of guarded 2-types, we say that T is a neighborhood for t and
write t ≈ T if the sentence

ϕ2 ∧ ∃x
(
t(x) ∧

∧
λ∈T

∃y λ(x, y) ∧ ∀y
∨

R∈sig(ϕ2)

((Rxy ∨Ryx)→
∨
λ∈T

λ(x, y))
)

is satisfiable. Note that each of the mentioned sentences is formulated in GF2 and at most
single exponential in size (in the size of ϕ1 and ϕ2), thus satisfiability can be decided in
2ExpTime.

To build the automaton A2 from Lemma 13, set A2 = (Q2,Θ, q0, δ2,Ω2) where Q2 is

{q0, q⊥} ∪ TP0 ∪ {t, t?, t↑, t↓, t&, ti, ti↑, ti↓ | t ∈ TP1, i ∈ {0, 1}}∪
{λ, λ↑, λi, λi↑ | λ ∈ TP2, i ∈ {0, 1}},

Ω2 assigns two to all states except for those of the form t?, to which it assigns one.
The automaton begins by choosing the 0-type s realized in the forest model B of ϕ2

whose existence it aims to verify. For every ∃xϕ(x) ∈ s, it then chooses a 1-type t in which
ϕ(x) is realized in B and sends off a copy of itself to find a node where t is realized. To
satisfy Condition 1 of Theorem 12, at each node it further chooses a 1-type that is compatible
with s, to be realized at that node. This is implemented by the following transitions:

δ2(q0, σ) =
∨

s∈TP0

(
s ∧

∧
∃xϕ(x)∈s

∨
t∈TP1|

s∪{ϕ(x)}⊆t

t?
)

δ2(s, σ) = �s ∧
∨

t∈TP1,s⊆t

t

δ2(t?, σ) = 〈−1〉t? ∨ ♦t? ∨ t0

where s ranges over TP0. When a state of the form t is assigned to a node w, this is an
obligation to prove that there is a GF2(Σ)-bisimulation between the element w in A(T,L) and
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an element b of type t in B. A state of the form t0 represents the obligation to verify that
there is an A⊥-delimited GF2(Σ)-bisimulation between w and an element of type t in B. We
first verify that the former obligations are satisfied. This requires to follow all successors of
w and to guess types of successors of b to be mapped there, satisfying the back condition of
bisimulations. We also need to guess successors of b in B (represented as a neighborhood for
t) to satisfy the existential demands of t and then select successors of a to which they are
mapped, satisfying the “back” condition of bisimulations. Whenever we decide to realize a
1-type t in B that does not participate in the bisimulation currently being verified, we also
send another copy of the automaton in state t? to guess an a ∈ A(T,L) that we can use to
satisfy Condition 2 from Theorem 12:

δ2(t, (τ,M)) = t↑ ∧�t↓ ∧
∨

T |t≈T

∧
λ∈T

(♦λ ∨ λ↑) if τy =Σ t

δ2(t, (τ,M)) = false if τy 6=Σ t

δ2(t↓, (τ,M)) = true if τ is not Σ-guarded
δ2(t↓, (τ,M)) =

∨
λ|t≈λ∧τ=Σλ

λy if τ is Σ-guarded

δ2(t↑, (τ,M)) = true if τ is not Σ-guarded
δ2(t↑, (τ,M)) =

∨
λ|t≈λ∧τ=Σλ−

[−1]λy if τ is Σ-guarded

δ2(λ, (τ,M)) = λy if λ is Σ-guarded and τ =Σ λ

δ2(λ, (τ,M)) = false if λ is Σ-guarded and τ 6=Σ λ

δ2(λ, (τ,M)) = λ?
y if λ is not Σ-guarded

δ2(λ↑, (τ,M)) = 〈−1〉λy if λ is Σ-guarded and τ =Σ λ−

δ2(λ↑, (τ,M)) = false if λ is Σ-guarded and τ 6=Σ λ−

δ2(λ↑, (τ,M)) = λ?
y if λ is not Σ-guarded

where τy =Σ t means that the atoms in τ that mention only y are identical to the Σ-relational
atoms in t (up to renaming x to y), τ =Σ λ means that the restriction of λ to Σ-atoms is
exactly τ , and λ− is obtained from λ by swapping x and y. We need further transitions
to satisfy the obligations represented by states of the form t0, which involves checking
A⊥-delimited bisimulations. Details are given in the appendix where also the correctness of
the construction is proved.

I Theorem 14. In GF 2, Σ-entailment and conservative extensions can be decided in time
22p(|ϕ2|·log |ϕ1|) , for some polynomial p. Moreover, Σ-inseparability is in 2ExpTime.

Note that the time bound for conservative extensions given in Theorem 14 is double expo-
nential only in the size of ϕ2 (that is, the extension). In ontology engineering applications,
ϕ2 will often be small compared with ϕ1.

A matching lower bound is proved using a reduction of the word problem of exponentially
space-bounded alternating Turing machines, see the appendix for details. The construction
is inspired by the proof from [13] that conservative extensions in the description logic ALC
are 2ExpTime-hard, but the lower bound does not transfer directly since we are interested
here in witness sentences that are formulated in GF2 rather than in ALC.

I Theorem 15. In any fragment of FO that contains GF 2, the problems Σ-entailment,
Σ-inseparability, conservative extensions, and strong Σ-entailment are 2ExpTime-hard.
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6 Conclusion

We have shown that conservative extensions are undecidable in (extensions of) GF and
FO2, and that they are decidable and 2ExpTime-complete in GF2. It thus appears that
decidability of conservative extensions is linked even more closely to the tree model property
than decidability of the satisfiability problem: apart from cycles of length at most two, GF2

enjoys a ‘true’ tree model property while GF only enjoys a bounded treewidth model property
and FO2 has a rather complex regular model property that is typically not even made explicit.
As future work, it would be interesting to investigate whether conservative extensions remain
decidable when guarded counting quantifiers, transitive relations, equivalence relations, or
fixed points are added, see e.g. [32, 22, 20]. It would also be interesting to investigate a finite
model version of conservative extensions.
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Abstract
We define a notion of model for the λΠ-calculus modulo theory and prove a soundness theorem.
We then define a notion of super-consistency and prove that proof reduction terminates in the
λΠ-calculus modulo any super-consistent theory. We prove this way the termination of proof
reduction in several theories including Simple type theory and the Calculus of constructions.

1998 ACM Subject Classification F.4.1 Mathematical Logic

Keywords and phrases model, proof reduction, Simple type theory, Calculus of constructions

Digital Object Identifier 10.4230/LIPIcs.ICALP.2017.109

1 Introduction

1.1 Models and termination
In Predicate logic, a model is defined by a domain M, a set B of truth values, and an
interpretation function, parametrized by a valuation φ, mapping each term t to an element
JtKφ ofM, and each proposition A to an element JAKφ of B.

Predicate logic can be extended to Deduction modulo theory [11, 12], where a congruence
on propositions defining a computational equality, also known as definitional equality in
Constructive type theory [17], is added. Proofs of a proposition A are then considered to also
be proofs of any proposition congruent to A. In Deduction modulo theory, like in Predicate
logic, a model is defined by a domain M, a set B of truth values, and an interpretation
function.

Usually, the set B is the two-element set {0, 1}, but the notion of model can be extended
to a notion of many-valued model, where B is an arbitrary Boolean algebra, a Heyting
algebra, a pre-Boolean algebra [5], or a pre-Heyting algebra [9]. Boolean algebras permit to
introduce intermediate truth values for propositions that are neither provable nor disprovable,
Heyting algebras to construct models of constructive logic, and pre-Boolean and pre-Heyting
algebras, where the order relation ≤ is replaced by a pre-order relation, to distinguish a
notion of weak equivalence: JAKφ ≤ JBKφ and JBKφ ≤ JAKφ, for all φ, from a notion of strong
equivalence: JAKφ = JBKφ, for all φ. In Deduction modulo theory, the first corresponds to
the provability of A⇔ B and the second to the congruence.

In a model valued in a Boolean algebra, a Heyting algebra, a pre-Boolean algebra, or
a pre-Heyting algebra, a proposition A is said to be valid when it is weakly equivalent to
the proposition >, that is when, for all φ, JAKφ ≥ >̃, and this condition can be rephrased as
JAKφ = >̃ in Boolean and Heyting algebras. A congruence ≡ defined on propositions is said
to be valid when, for all A and B such that A ≡ B, A and B are strongly equivalent, that is,
for all φ, JAKφ = JBKφ. Note that the relation ≤ is used in the definition of the validity of a
proposition, but not in the definition of the validity of a congruence.
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Proof reduction terminates in Deduction modulo a theory defined by a set of axioms T
and a congruence ≡, when this theory has a model valued in the pre-Heyting algebra of
reducibility candidates [12]. As a consequence, proof reduction terminates if the theory is
super-consistent, that is if, for all pre-Heyting algebras B, it has a model valued in B [9].
This theorem permits to completely separate the semantic and the syntactic aspects that are
often mixed in the usual proofs of termination of proof reduction. The semantic aspect is in
the proof of super-consistency of the considered theory and the syntactic in the universal
proof that super-consistency implies termination of proof reduction.

For the termination of proof reduction, the congruence matters, but the axioms do not.
Thus, the pre-order relation ≤ does not matter in the algebra of reducibility candidates and
it is possible to define it as the trivial pre-order relation such that C ≤ C ′, for all C and C ′.
Such a pre-Heyting algebra is said to be trivial. As the pre-order is trivial, all the conditions
defining pre-Heyting algebras, such as a ∧̃ b ≤ a, a ∧̃ b ≤ b... are always satisfied in a trivial
pre-Heyting algebra, and a trivial pre-Heyting algebra is just a set equipped with arbitrary
operations ∧̃, ⇒̃... Thus, in order to prove that proof reduction terminates in Deduction
modulo a theory defined by a set of axioms T and a congruence ≡, it is sufficient to prove
that for all trivial pre-Heyting algebras B, the theory has a model valued in B.

1.2 The λΠ-calculus modulo theory
In Predicate logic and in Deduction modulo theory, terms, propositions, and proofs belong
to three distinct languages. But, it is more thrifty to consider a single language, such as
the λΠ-calculus modulo theory [8], which is implemented in the Dedukti system [1], or
Martin-Löf’s Logical Framework [21], and express terms, propositions, and proofs, in this
language. For instance, in Predicate logic, 0 is a term, P (0) ⇒ P (0) is a proposition and
λα : P (0) α is a proof of this proposition. In the λΠ-calculus modulo theory, all these
expressions are terms of the calculus. Only their types differ: 0 has type nat, P (0)⇒ P (0)
has type Type and λα : P (0) α has type P (0)⇒ P (0).

Like the λΠ-calculus, the λΠ-calculus modulo theory is a λ-calculus with dependent
types, but, like in Deduction modulo theory, its conversion rule is extended to an arbitrary
congruence, typically defined with a confluent and terminating rewrite system. This idea
of extending the conversion rule beyond β-reduction is already present in Martin-Löf type
theory. It is used, in various ways, in different systems [20, 6, 13, 3].

1.3 From pre-Heyting algebras to Π-algebras
The first goal of this paper is to extend the notion of pre-Heyting algebra to a notion of
Π-algebra, adapted to the λΠ-calculus modulo theory.

In Predicate logic and in Deduction modulo theory, the propositions are built from atomic
propositions with the connectors and quantifiers >, ⊥, ∧, ∨, ⇒, ∀, and ∃. Accordingly, the
operations of a pre-Heyting algebra are >̃, ⊥̃, ∧̃, ∨̃, ⇒̃, ∀̃, and ∃̃. In the λΠ-calculus and in
the λΠ-calculus modulo theory, the only connector is Π. Thus, a Π-algebra mainly has an
operation Π̃. As expected, its properties are a mixture of the properties of the implication
and of the universal quantifier of the pre-Heyting algebras.

1.4 Layered models
The second goal of this paper is to extend the usual notion of model to the λΠ-calculus
modulo theory.
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Extending the notion of model to many-sorted predicate logic requires to consider not
just one domain M, but a family of domains Ms indexed by the sorts. For instance, in
a model of Simple type theory, the family of domains is indexed by simple types. In the
λΠ-calculus modulo theory, the sorts also are just terms of the calculus. Thus, we shall
define a model of the λΠ-calculus modulo theory by a family of domains (Mt)t indexed by
the terms of the calculus and a function J.K mapping each term t of type A and valuation φ
to an element JtKφ ofMA.

The functionsM and J.K are similar, in the sense that both their domains is the set of
terms of the calculus. The goal of the model construction is to define the function J.K and
the functionM can be seen as a tool helping to define this function. For instance, if f is a
constant of type A→ A, where A is a term of type Type, and we have the rule f(x) −→ x,
we want to define the interpretation JfK as the identity function over some set, but to state
which, we must first define the functionM that maps the term A to a setMA, and then
define JfK as the identity function over the setMA.

In Predicate logic and in Deduction modulo theory, terms may be typed with sorts, but
the sorts themselves have no type. In the λΠ-calculus modulo theory, in contrast, terms
have types that have types... This explains that, in some cases, constructing the function
M itself requires to define first another function N , that is used as a tool helping to define
this function. This can be iterated to a several layer model, where the function J.K is defined
with the help of a functionM, that is defined with the help of a function N , that is defined
with the help... The number of layers depends on the model. Such layered constructions are
common in proofs of termination of proof reduction [14, 18, 4], for instance for Pure Type
Systems where sorts are stacked: Type0 : Type1 : Type2 : Type3.

Note that, in this definition of the notion of model, when a term t has type A, we do
not require JtKφ to be an element of JAKφ, but ofMA. This is consistent with the notion of
model of many-sorted predicate logic, where we require JtKφ to be an element ofMs and
where JsKφ is often not even defined.

Valuations must be handled with care in such layered models. In a three layer model, for
instance, the definition of Nt is absolute, the definition ofMt is relative to a valuation ψ,
mapping each variable of type A to an element of NA, and the definition of JtK is relative to
a valuation ψ and to a valuation φ mapping each variable of type A to an element ofMA,ψ.

1.5 Super-consistency and proof reduction

The third goal of this paper is to use this notion of Π-algebra to define a notion of super-
consistency and to prove that proof reduction, that is β-reduction, terminates in the λΠ-
calculus modulo any super-consistent theory.

We prove this way the termination of proof reduction in several theories expressed
in the λΠ-calculus modulo theory, including Simple type theory [11] and the Calculus of
constructions [8]. Together with confluence, this termination of proof reduction is a property
required to define these theories in the system Dedukti [1].

In Section 2, we recall the definition of the λΠ-calculus modulo theory and give three
examples of theories expressed in this framework. In Section 3, we introduce the notion of
Π-algebra and that of model for the λΠ-calculus modulo theory and we prove a soundness
theorem. In Section 4, we define the notion of super-consistency and prove that the three
theories introduced in Section 2 are super-consistent. In Section 5, we prove that proof
reduction terminates in the λΠ-calculus modulo any super-consistent theory.
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Empty[ ] well-formed
Γ ` A : Type x 6∈ Γ Declaration (for object variables)Γ, x : A well-formed
Γ ` A : Kind x 6∈ Γ Declaration (for type family variables)Γ, x : A well-formed
Γ well-formed SortΓ ` Type : Kind
Γ well-formed

x : A ∈ Γ VariableΓ ` x : A
Γ ` A : Type Γ, x : A ` B : Type Product (for types)Γ ` Πx : A B : Type
Γ ` A : Type Γ, x : A ` B : Kind Product (for kinds)Γ ` Πx : A B : Kind

Γ ` A : Type Γ, x : A ` B : Type Γ, x : A ` t : B Abstraction (for objects)Γ ` λx : A t : Πx : A B
Γ ` A : Type Γ, x : A ` B : Kind Γ, x : A ` t : B Abstraction (for type families)Γ ` λx : A t : Πx : A B

Γ ` t : Πx : A B Γ ` u : A ApplicationΓ ` (t u) : (u/x)B
Γ ` A : Type Γ ` B : Type Γ ` t : A A ≡β B Conversion (for types)Γ ` t : B
Γ ` A : Kind Γ ` B : Kind Γ ` t : A A ≡β B Conversion (for kinds)Γ ` t : B

Figure 1 The λΠ-calculus.

2 The λΠ-calculus modulo theory

2.1 The λΠ-calculus

The syntax of the λΠ-calculus is

t = x | Type | Kind | Πx : t t | λx : t t | t t

and the typing rules are given in Figure 1.
As usual, we write A→ B for Πx : A B when x does not occur in B. The α-equivalence

relation is defined as usual and terms are identified modulo α-equivalence. The relation β –
one step β-reduction at the root – is defined as usual. If r is a relation on terms, we write
−→1

r for the congruence closure of r, −→+
r for the transitive closure of −→1

r, −→∗r for its
reflexive-transitive closure, and ≡r for its reflexive-symmetric-transitive closure.

If Σ, Γ, and ∆ are contexts, a substitution θ, binding the variables of Γ, is said to have
type Γ  ∆ in Σ if for all x : A in Γ, we have Σ,∆ ` θx : θA. In this case, if Σ,Γ ` t : B,
then Σ,∆ ` θt : θB.

Types are preserved by β-reduction. The β-reduction relation is confluent and strongly
terminating. And each term has a unique type modulo β-equivalence [16].

A term t, well-typed in some context Γ, is a kind if its type in this context is Kind.
For instance, Type and nat → Type are kinds. It is a type family if its type is a kind. In
particular, it is a type if its type is Type. For instance, nat, array, and (array 0) are type
families, among which nat and (array 0) are types. It is an object if its type is a type. For
instance, 0 and [0] are objects.
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ι : Type

o : Type

⇒ : o→ o→ o

∀A : (A→ o)→ o

ε : o→ Type

(ε (⇒ x y)) −→ (ε x)→ (ε y)
(ε (∀A x)) −→ Πz : A (ε (x z))

with a finite number of quantifiers ∀A

Figure 2 Simple type theory.

2.2 The λΠ-calculus modulo theory
I Definition 1 (Rewrite rule). A rewrite rule is a triple l −→Γ r where Γ is a context and l
and r are β-normal terms. Such a rule is well-typed in the context Σ if, in the λΠ-calculus,
the context Σ,Γ is well-formed and there exists a term A such that the terms l and r both
have type A in this context.

If Σ is a context, l −→Γ r is a rewrite rule well-typed in Σ and θ is a substitution of
type Γ  ∆ in Σ, then the terms θl and θr both have type θA in the context Σ,∆. The
relation R – one step R-reduction at the root – is defined by: t R u is there exists a rewrite
rule l −→Γ r and a substitution θ such that t = θl and u = θr. The relation βR – one step
βR-reduction at the root – is the union of β and R.

I Definition 2 (Theory). A theory is a pair formed with a context Σ, well-formed in the
λΠ-calculus, and a set of rewrite rules R, well-typed in Σ in the λΠ-calculus.

The variables declared in Σ are called constants. They replace the sorts, the function
symbols, the predicate symbols, and the axioms of a theory in Predicate logic.

IDefinition 3 (The λΠ-calculus modulo theory). The λΠ-calculus modulo Σ,R is the extension
of the λΠ-calculus obtained modifying the Declaration rules to replace the condition x 6∈ Γ
with x 6∈ Σ,Γ, the Variable rules to replace the condition x : A ∈ Γ by x : A ∈ Σ,Γ, and
the Conversion rules to replace the condition A ≡β B with A ≡βR B.

In this paper, we assume that the relation −→1
βR is confluent and has the subject reduction

property. Confluence and subject reduction are indeed needed to build models and prove
termination of proof reduction. This is consistent with the methodology proposed in [2]: first
prove confluence and subject reduction, then termination.

2.3 Examples of theories
Simple type theory can be expressed in Deduction modulo theory [10]. The main idea in this
presentation is to distinguish terms of type o from propositions. If t is a term of type o, the
corresponding proposition is written ε(t). The term t is a propositional content or a code
of the proposition ε(t). This way, it is not possible to quantify over propositions, but it is
possible to quantify over codes of propositions: there is no proposition ∀X (X ⇒ X), but
there is a proposition ∀x (ε(x)⇒ ε(x)), respecting the syntax of Predicate logic, where the
predicate symbol ε is applied to the variable x to form a proposition. In this presentation,
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type : Type

ι : type

o : type

arrow : type→ type→ type

η : type→ Type

⇒ : (η o)→ (η o)→ (η o)
∀ : Πa : type (((η a)→ (η o))→ (η o))
ε : (η o)→ Type

(η (arrow x y)) −→ (η x)→ (η y)
(ε (⇒ x y)) −→ (ε x)→ (ε y)

(ε (∀ x y)) −→ Πz : (η x) (ε (y z))

Figure 3 Simple type theory with a parametric quantifier.

each simple type is a sort and, for each simple type A, there is a quantifier ∀A. Thus, the
language contains an infinite number of sorts and an infinite number of constants.

This presentation can be adapted to the λΠ-calculus modulo theory. To avoid declaring
an infinite number of constants for simple types, we can just declare two constants ι and o of
type Type and use the product of the λΠ-calculus modulo theory to represent the simple
types ι → ι, ι → ι → ι, ι → o... We should declare an infinite number of quantifiers ∀A,
indexed by simple types, but this can be avoided as, in each specific proof, only a finite
number of such quantifiers occur. This leads to the theory presented in Figure 2.

Another possibility is to add the type A as an extra argument of the quantifier ∀. To
do so, we need to introduce a type type for codes of simple types, two constants ι and
o, of type type, and not Type, a constant arrow of type type → type → type, and a
decoding function η of type type→ Type. This way, the quantifier ∀ can be given the type
Πa : type (((η a)→ (η o))→ (η o)). This leads to the theory presented in Figure 3.

The Calculus of constructions [7] can also be expressed in the λΠ-calculus modulo theory
[8] as the theory presented in Figure 4.

3 Algebras and Models

3.1 Π-algebras
The notion of Π-algebra is an adaptation of that of pre-Heyting algebra to the λΠ-calculus.

I Definition 4 (Π-algebra). A Π-algebra is formed with
a set B,
a pre-order relation ≤ on B,
an element >̃ of B,
a function ∧̃ from B × B to B,
a subset A of P+(B), the set of non-empty subsets of B,
a function Π̃ from B ×A to B,

such that
>̃ is a maximal element for ≤, that is for all a in B, a ≤ >̃,
a ∧̃ b is a greatest lower bound of {a, b} for ≤, that is a ∧̃ b ≤ a, a ∧̃ b ≤ b, and for all c,
if c ≤ a and c ≤ b, then c ≤ a ∧̃ b,
a ≤ Π̃(b, S) if and only if for all c in S, a ∧̃ b ≤ c.

A Π-algebra is full if A = P+(B), that is if Π̃ is total on B × P+(B).
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type : Type

o : type

η : type→ Type

ε : (η o)→ Type

Π̇KK : Πx : type (((η x)→ type)→ type)
Π̇TT : Πx : (η o) (((ε x)→ (η o))→ (η o))
Π̇KT : Πx : type (((η x)→ (η o))→ (η o))
Π̇TK : Πx : (η o) (((ε x)→ type)→ type)

(η (Π̇KK x y)) −→ Πz : (η x) (η (y z))
(ε (Π̇TT x y)) −→ Πz : (ε x) (ε (y z))
(ε (Π̇KT x y)) −→ Πz : (η x) (ε (y z))
(η (Π̇TK x y)) −→ Πz : (ε x) (η (y z))

Figure 4 The Calculus of constructions.

Note that is the relation ≤ is a pre-order, and not necessarily an order, greatest lower
bounds are not necessarily unique, when they exist.

Note also that, from the operation Π̃, we can define an exponentiation operation b →̃ c =
Π̃(b, {c}) that verifies the usual properties of exponentiation: a ≤ b →̃ c if and only if
a ∧̃ b ≤ c. When the set S has a greatest lower bound

∧̃
S, the operation mapping b and S

to b →̃
∧̃
S verifies the same properties as Π̃: a ≤ b →̃

∧̃
S if and only if a ∧̃ b ≤

∧̃
S if and

only if for all c in S, a ∧̃ b ≤ c. But this decomposition is possible only when all sets of A
have greatest lower bounds.

I Example 5. The algebra 〈{0, 1}, 1, ∧̃,P+({0, 1}), Π̃〉, where ∧̃ and Π̃ are defined by the
tables below, is a Π-algebra. Note that, dropping the middle column of the table of Π̃, we
get the table of implication and, dropping the first line, that of the universal quantifier.

∧̃ 0 1
0 0 0
1 0 1

Π̃ {0} {0, 1} {1}
0 1 1 1
1 0 0 1

3.2 Models valued in a Π-algebra B
I Definition 6 (Model). A model is a family of interpretation functions D1, ...,Dn such that
for all i, Di is a function mapping each term t of type B in some context Γ, function φ1
mapping each variable x : A of Γ to an element of D1

A, ..., and function φi−1 mapping each
variable x : A of Γ to an element of Di−1

A,φ1,...,φn−2
, to some Dit,φ1,...,φi−1

in Di−1
B,φ1,...,φi−2

, and
for all t, u, φ1, ..., φn−1

Dn(u/x)t,φ1,...,φn−1
= Dn

t,(φ1,x=D1
u),...,(φn−1,x=Dn−1

u,φ1,...,φn−2
)

For the last function Dn, we write JtKφ1,...,φn−1 instead of Dnt,φ1,...,φn−1
.

In the examples presented in this paper, we use the cases n = 2 and n = 3 only. The
general definition then specializes as follows.
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I Example 7. When n = 2, a model is given by two functionsM and J.K such that
M is a function mapping each term t of type B in Γ to someMt,
J.K is a function mapping each term t of type B in Γ and function φ mapping each variable
x : A of Γ to an element ofMA, to some JtKφ inMB , such that for all t, u and φ

J(u/x)tKφ = JtKφ,x=JuKφ .

This generalizes of the usual definition of model for many-sorted predicate logic.
Note that if f is a constant of type A→ A→ A, we can define the function f̂ mapping a

and b inMA to J(f x y)Kx=a,y=b. Using the property J(u/x)tKφ = JtKφ,x=JuKφ , we then get
J(f t u)Kφ = f̂(JtKφ, JuKφ), which is the usual definition of an interpretation.

Note also that the first interpretation functionM does not depend on any valuation, so
it must be very rudimentary. For instance in Definition 15 below, for all objects and most
types, we haveMt = {e}. Only the types o, o→ o... are interpreted in a non trivial way.
Nevertheless, it is sufficient to support the definition of the function J.K.

I Example 8. When n = 3, a model is given by three functions N ,M, and J.K such that
N is a function mapping each term t of type B in Γ to some Nt,
M is a function mapping each term t of type B in Γ and function ψ mapping each
variable x : A of Γ to an element of NA, to someMt,ψ in NB ,
J.K is a function mapping each term t of type B in Γ, function ψ mapping each variable
x : A of Γ to an element of NA, and function φ mapping each variable x : A of Γ to an
element ofMA,ψ, to some JtKψ,φ inMB,ψ, such that for all t, u, ψ, and φ

J(u/x)tKψ,φ = JtK(ψ,x=Mu,ψ),(φ,x=JuKψ,φ) .

I Definition 9 (Model valued in a Π-algebra B). Let B = 〈B, >̃, ∧̃,A, Π̃〉 be a Π-algebra. A
model is valued in B if
Dn−1
Kind,φ1,...,φn−2

= Dn−1
Type,φ1,...,φn−2

= B,
JKindKφ1,...,φn−1 = JTypeKφ1,...,φn−1 = >̃,
JΠx : C DKφ1,...,φn−1 = Π̃(JCKφ1,...,φn−1 , {JDK(φ1,x=c1),...,(φn−1,x=cn−1) | c1 ∈ D1

C , ..., cn−1 ∈
Dn−1
C,φ1,...,φn−2

}).

We often write φ for a sequence φ1, ..., φn and, if c = c1, ..., cn, we write φ, x = c for the
sequence (φ1, x = c1), ..., (φn, x = cn).

I Definition 10 (Validity). A model M valued in some Π-algebra B is model of a theory
Σ,R, or the theory is valid in the model, if

for all constants c : A in Σ, we have JAK ≥ >̃,
and for all A and B well-typed in a context Γ, such that A ≡βR B, we have for all i, for
all φ, Di

A,φ
= Di

B,φ
.

I Theorem 11 (Soundness). Let M be a model, valued in some Π-algebra B, of a theory
Σ,R. Then, for all judgments x1 : A1, ..., xp : Ap ` t : B derivable in Σ,R, and for all φ, we
have

JA1Kφ ∧̃ ... ∧̃ JApKφ ≤ JBKφ .

I Corollary 12 (Consistency).
LetM be a model, valued in some Π-algebra B, of a theory Σ,R. Then, for all judgments
` t : B derivable in Σ,R, we have JBKφ ≥ >̃.
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LetM be a model, valued in the two-element Π-algebra of Example 5, of a theory Σ,R.
Then, for all judgments ` t : B, derivable in this theory, we have JBKφ = 1.
Let Σ,R be a theory that has a model, valued in the two-element Π-algebra of Example 5.
Then, there is no term t such that the judgment P : Type ` t : P is derivable in Σ,Γ.

4 Super-consistency

4.1 Super-consistency
We now want to define a notion of notion of super-consistency: a theory is super-consistent
if for every Π-algebra, there exists a model of this theory valued in this algebra.

Unfortunately, this constraint is sometimes too strong, as it does not allow to define
interpretations as fixed points, for instance if we have a rule P −→ ((P ⇒ Q)⇒ Q), we want
to define the interpretation of P as the fixed point of the function mapping b to (b ⇒̃ a) ⇒̃ a,
where a is the interpretation of Q, but this function does not have a fixed point in all
Π-algebras. Thus, we weaken this constraint, requiring the existence of model for complete
Π-algebras only. Defining this notion of completeness requires to introduce an order relation
v, that need not be related to the pre-order ≤.

I Definition 13 (Ordered, complete Π-algebra). A Π-algebra is ordered if it is equipped with
an order relation v such that the operation Π̃ is left anti-monotonic and right monotonic
with respect to v, that is

if a v b, then for all S, Π̃(b, S) v Π̃(a, S),
if S v T , then for all a, Π̃(a, S) v Π̃(a, T ),

where the relation v is extended to sets of elements of B in a trivial way: S v T if for all a
in S, there exists a b in T such that a v b.

It is complete if every subset of B has a least upper bound for the relation v.

I Definition 14 (Super-consistency). A theory Σ,R, is super-consistent if, for every full,
ordered and complete Π-algebra B, there exists a modelM, valued in B, of Σ,R.

We now prove that the three theories presented in Section 2.3 are super-consistent.

4.2 Simple type theory
Let B = 〈B, >̃, ∧̃,P+(B), Π̃〉 be a full Π-algebra. We construct a model of Simple type theory,
valued in B, in two steps. The first is the construction of the interpretation function M
and the second the construction of the interpretation function J.K. The key idea in this
construction is to takeMo = B, to interpret ε as the identity over B, and ⇒ like → in order
to validate the rewrite rule

ε (⇒ x y) −→ (ε x)→ (ε y) .

Let S and T be two sets, we write F(S, T ) for the set of functions from S to T . Let {e} be
an arbitrary one-element set such that e is not in B.

I Definition 15 (A model of Simple type theory).
MKind =MType = B,
MΠx:C D = F(MC ,MD), except ifMD = {e}, in which caseMΠx:C D = {e},
Mι =M⇒ =M∀A =Mε = {e},
Mo = B,
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Mx = {e},
Mλx:C t =Mt,
M(t u) =Mt.

JKindKφ = JTypeKφ = >̃,
JΠx : C DKφ = Π̃(JCKφ, {JDKφ,x=c | c ∈MC}),
JιKφ = >̃,
JoKφ = >̃,
J⇒Kφ is the function mapping a and b in B to Π̃(a, {b}),
J∀CKφ is the function mapping f in F(MC ,B) to Π̃(JCKφ, {(f c) | c ∈MC}),
JεKφ is the identity on B,
JxKφ = φx,
Jλx : C tKφ is the function mapping c in MC to JtKφ,x=c, except if for all c in MC ,
JtKφ,x=c = e in which case Jλx : C tKφ = e,
J(t u)Kφ = JtKφ JuKφ, except if JtKφ = e, in which case J(t u)Kφ = e.

We prove that if Γ ` t : B, and φ is a function mapping variables x : A of Γ to elements of
MA, then JtKφ ∈MB . That for all t, u and φ, J(u/x)tKφ = JtKφ,x=JuKφ . And that if t ≡βR u

thenMt =Mu and JtKφ = JuKφ. We thus get the following theorem.

I Theorem 16. Simple type theory is super-consistent.

4.3 Simple type theory with a parametric quantifier
In a model of Simple type theory with a parametric quantifier, like in the previous section,
we want to takeMo = B. But, unlike in the previous section, we do not have o : Type, but
o : type : Type. So o is now an object.

In the previous section, we tookMt = {e} for all objects. This permitted to defineM(t u)
andMλx:C t asMt and validate β-reduction trivially. But this is not possible anymore in
Simple type theory with a parametric quantifier, whereMo is B andMarrow(o,o) is F(B,B).
So, we cannot defineMλx:type x to beMx, but we need to define it as a function. To help
to construct this function, we need to construct first another interpretation function (Nt)t
and parametrize the definition ofMt itself by a function ψ mapping variables of type A to
elements of NA. Thus the model is a three layer model.

Like in the previous section, we want to defineMΠx:C D,ψ, as the set of functions from
MC,ψ toMD,ψ′ . But to define this setMD,ψ′ , we need to extend the function ψ, mapping x
to an element of NC . To have such an element of NC , we need to defineMΠx:C D,ψ as the set
of functions mapping 〈c′, c〉 in NC ×MC,ψ to an element ofMD,(ψ,x=c′). As a consequence,
if φ is a function mapping x of type A to some element ofMA, we need to define J(t u)Kφ
not as JtKφ JuKφ but as JtKφ 〈Mu,ψ, JuKφ〉. As a consequence J.K must be parametrized by
both ψ and φ.

Let B = 〈B, >̃, ∧̃,P+(B), Π̃〉 be a full Π-algebra.
Let {e} be an arbitrary one-element set. Let U be a set containing B and {e}, and closed

by function space and Cartesian product, that is such that if S and T are in U then so are
S × T and F(S, T ). Such a set can be constructed, with the replacement scheme, as follows

U0 = {B, {e}},
Un+1 = Un ∪ {S × T | S, T ∈ Un} ∪ {F(S, T ) | S, T ∈ Un},

U =
⋃
n

Un.
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Then, let V be the smallest set containing {e}, B, and U , and closed by Cartesian product
and dependent function space, that is, if S is in V and T is a family of elements of V indexed
by S, then the set of functions mapping an element s of S to an element of Ts is an element
of V . As noted in [19], the construction of the set V , unlike that of U , requires an inaccessible
cardinal. Note that U is both an element and a subset of V.

I Definition 17 (A model of Simple type theory with a parametric quantifier).
NType = NKind = V,
NΠx:C D is the set F(NC ,ND), except if ND = {e}, in which case NΠx:C D = {e},
Ntype = U ,
Nι = No = Narrow = N⇒ = N∀ = Nη = Nε = {e},
Nx = {e},
Nλx:C t = Nt,
N(t u) = Nt.

MKind,ψ =MType,ψ = B,
MΠx:C D,ψ,φ is the set of functions f mapping 〈c′, c〉 in NC ×MC,ψ to an element of
MD,(ψ,x=c′), except if for all c′ in NC ,MD,(ψ,x=c′) = {e}, in which caseMΠx:C D,ψ =
{e},
Mtype,ψ = B,
Mη,ψ is the function of F(U ,V) mapping S to S,
Mε,ψ is the function of F({e},V), mapping e to {e},
Mι,ψ = {e},
Mo,ψ = B,
Marrow,ψ is the function mapping S and T in U to the set F({e} × S, T ), except if
T = {e} in which case it maps S and T to {e},
M⇒,ψ =M∀,ψ = e,
Mx,ψ = ψx,
Mλx:C t,ψ is the function mapping c in NC to Mt,(ψ,x=c), except if for all c in NC ,
Mt,(ψ,x=c) = e, in which caseMλx:C t,ψ = e,
M(t u),ψ =Mt,ψ Mu,ψ, except ifMt,ψ = e in which caseM(t u),ψ = e.

JKindKψ,φ = JTypeKψ,φ = >̃,
JΠx : C DKψ,φ = Π̃(JCKψ,φ, {JDK(ψ,x=c′),(φ,x=c) | c′ ∈ NC , c ∈MC,ψ}),
JtypeKψ,φ = >̃,
JιKψ,φ = >̃,
JoKψ,φ = >̃,
JarrowKψ,φ is the function from U × B and U × B to B mapping 〈S, a〉 and 〈T, b〉 to
Π̃(a, {b}),
J⇒Kψ,φ is the function {e} × B and {e} × B to B mapping 〈e, a〉 and 〈e, b〉 to Π̃(a, {b}),
J∀Kψ,φ is the function mapping 〈S, a〉 in U × B, and 〈e, g〉 in {e} × F({e} × S,B) to
Π̃(a, {(g 〈e, s〉) | s ∈ S}),
JηKψ,φ is the function from U × B to B, mapping 〈S, a〉 to a,
JεKψ,φ is the function from {e} × B to B, mapping 〈e, a〉 to a,
JxKψ,φ = φx,
Jλx : C tKψ,φ is the function mapping 〈c′, c〉 in NC ×MC,ψ to JtK(ψ,x=c′),(φ,x=c), except
if for all 〈c′, c〉 in NC ×MC,ψ, JtK(ψ,x=c′),(φ,x=c) = e, in which case Jλx : C tKψ,φ = e,
J(t u)Kψ,φ = JtKψ,φ 〈Mu,ψ, JuKψ,φ〉, except if JtKψ,φ = e, in which case J(t u)Kψ,φ = e.
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We prove that if Γ ` t : B and ψ is a function mapping the variables x : A of Γ to
elements of NA, thenMt,ψ ∈ NB . That if Γ ` t : B, ψ is a function mapping variables x : A
of Γ to elements of NA, and φ is a function mapping variables x : A of Γ to elements of
MA,ψ, then JtKψ,φ ∈ MB,ψ and J(u/x)tKψ,φ = JtKψ,x=Mu,ψφ,x=JuKψ,φ . And that if t ≡βR u

then Nt = Nu,Mt,ψ =Mu,ψ, and JtKψ,φ = JuKψ,φ. We thus get the following theorem.

I Theorem 18. Simple type theory with a parametric quantifier is super-consistent.

Note that the set V, thus an inaccessible cardinal, are not really needed to prove the
super-consistency of Simple type theory with a parametric quantifier if we can adapt the
notion of model in such a way that the family N is defined for type families only. The
systematic development of this notion of partial interpretation is left for future work.

A similar proof for the Calculus of constructions is given in the long version of the paper.

5 Termination of proof reduction

We finally prove that proof reduction terminates in the λΠ-calculus modulo any super-
consistent theory.

In Deduction modulo theory, we can define a congruence with non terminating rewrite
rules, without affecting the termination of proof reduction. For instance, the rewrite rule
c −→ c does not terminate, but the congruence it defines is the identity and proofs modulo
this congruence are just proofs in pure Predicate logic. Thus, proof reduction in Deduction
modulo this congruence terminates. So, in the λΠ-calculus modulo this congruence, the
β-reduction terminates, but the βR-reduction does not, as the R-reduction alone does not
terminate. Here, we restrict to prove the termination of β-reduction, not βR-reduction. In
some cases, like for the three theories presented above, the termination of the βR-reduction
is a simple corollary of the termination of the β-reduction. In some others, it is not.

The main notion used in this proof is that of reducibility candidate introduced by Girard
[15]. Our inductive definition, however, follows that of Parigot [22].

I Definition 19 (Candidates). The set >̃ is defined as the set of strongly terminating terms.
Let C be a set of terms and S be a set of sets of terms. The set Π̃(C, S) is defined as the

set of strongly terminating terms t such that if t −→∗β λx : A t′ then for all t′′ in C, and for
all D in S, (t′′/x)t′ ∈ D.

Candidates are inductively defined by the three rules
the set >̃ of all strongly terminating terms is a candidate,
if C is a candidate and S is a set of candidates, then Π̃(C, S) is a candidate,
if S is a non empty set of candidates, then

⋂
S is a candidate.

We write C for the set of candidates. The algebra 〈C,≤, >̃, ∧̃,P+(C), Π̃〉, where ≤ is the
trivial relation such that C ≤ C ′ always, and ∧̃ is any function from C × C to C, for instance
the constant function equal to >̃, is a full Π-algebra. It is ordered by the subset relation and
complete for this order. If C is a candidate, then all the elements of C strongly terminate.

Consider a super-consistent theory Σ,R. We want to prove that β-reduction terminates
in the λΠ-calculus modulo this theory.

As usual, we want to associate a candidate JAK to each term A in such a way that if t
is a term of type A, then t ∈ JAK. In the λΠ-calculus modulo theory, the main difficulty is
to assign a candidates to terms in such a way that if A ≡ B then JAK = JBK. For instance,
if we have the rule P −→ P ⇒ P that permits to type all lambda-terms, including non
terminating ones, we should associate, to the term P , a candidate C such that C = C ⇒̃ C,
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but there is no such candidate. For super-consistent theories, in contrast, such an assignment
exists, as the theory has a modelM valued in the Π-algebra 〈C,≤, >̃, ∧̃,P+(C), Π̃〉. In this
model, if t is a term of type B in some context Γ, then JBKφ is a candidate.

We then prove that if Γ is a context, φ = φ1, ..., φn is be a sequence of valuations, σ is a
substitution mapping every x : A of Γ to an element of JAKφ and t is a term of type B in Γ,
then σt ∈ JBKφ. We thus get the following theorem.

I Theorem 20. In a super-consistent theory Σ,≡, all well-typed terms strongly terminate.

Acknowledgements. The author wants to thank Frédéric Blanqui for very helpful remarks
on a previous version of this paper.
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Abstract
We analyse how the standard reductions between constraint satisfaction problems affect their
proof complexity. We show that, for the most studied propositional and semi-algebraic proof
systems, the classical constructions of pp-interpretability, homomorphic equivalence and addition
of constants to a core preserve the proof complexity of the CSP. As a result, for those proof
systems, the classes of constraint languages for which small unsatisfiability certificates exist can
be characterised algebraically. We illustrate our results by a gap theorem saying that a constraint
language either has resolution refutations of bounded width, or does not have bounded-depth
Frege refutations of subexponential size. The former holds exactly for the widely studied class
of constraint languages of bounded width. This class is also known to coincide with the class of
languages with Sums-of-Squares refutations of sublinear degree, a fact for which we provide an
alternative proof. We hence ask for the existence of a natural proof system with good behaviour
with respect to reductions and simultaneously small size refutations beyond bounded width. We
give an example of such a proof system by showing that bounded-degree Lovász-Schrijver satisfies
both requirements.
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1 Introduction

The notion of efficient reduction is at the heart of all subareas of computational complexity.
However, in some subareas such as proof complexity, even though the concept exists, it is
much less developed. The study of the lengths of proofs has developed mostly by studying
combinatorial statements, each somewhat in isolation. There is little theory, for instance,
explaining why the best studied families of propositional tautologies are encodings of the
pigeonhole principle or those derived from systems of linear equations over the 2-element
field. Whether there is any connection between the two is an even less explored mystery.

Luckily this fact is subject to revision, especially if proof complexity exports its methods
to the study of problems beyond universal combinatorial statements. Consider the NP-hard
optimization problem called MAX-CUT. The objective is to find a partition of the vertices
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of a given graph which maximizes the number of edges that cross the partition. The best
efficient approximation algorithm known for this problem relies on certifying a bound on the
optimum of its semidefinite programming relaxation. Once the certificate for the relaxation
is in place, a rounding procedure gives an approximate integral solution: at worst 87% of the
optimum in this case [12].

In the example of the previous paragraph, the problem that is subject to proof complexity
analysis is that of certifying a bound on the optimum of an arbitrary MAX-CUT instance.
The celebrated Unique Games Conjecture (UGC) can be understood as a successful approach
to explaining why current algorithms and proof complexity analyses stop being successful
where they do, and reductions play an important role there [26]. One of the interesting open
problems in this area is whether the analysis of the Sums-of-Squares semidefinite programming
hierarchy of proof systems (SOS) could be used to improve over the 87% approximation ratio
for MAX-CUT. Any improvement on this would improve the approximation status of all
problems that reduce to it, and refute the UGC [16]. For the constraint satisfaction problem,
in which all constraints must be satisfied, the analogue question was resolved very recently
also by exploiting the theory of reducibility: in that arena, low-degree SOS unsatisfiability
proofs exist only for problems of bounded width [11, 25].

The goal of this paper is to develop the standard theory of reductions between constraint
satisfaction problems in a way that it applies to many of the proof systems from the literature,
including but not limited to SOS. Doing this requires a good amount of tedious work, but at
the same time has some surprises to offer that we discuss next.

Consider a constraint language B given by a finite domain of values, and relations over
that domain. The instances of the constraint satisfaction problem (CSP) over B are given
by a set of variables and a set of constraints, each of which binds some tuple of the variables
to take values in one of the relations of B. The literature on CSPs has focussed on three
different types of conditions that, if met by two constraint languages, give a reduction from
the CSP of one language to the CSP of the other. These conditions are a) pp-interpretability,
b) homomorphic equivalence, and c) addition of constants to the core (see [9, 5]). What
makes these three types of reductions important is that they correspond to classical algebraic
constructions at the level of the algebras of polymorphisms of the constraint languages. Indeed,
pp-interpretations correspond to taking homomorphic images, subalgebras and powers. The
other two types of reductions put together ensure that the algebra of the constraint language
is idempotent. Thus, for any fixed algorithm, heuristic, or method M for deciding the
satisfiability of CSPs, if the class of constraint languages that are solvable byM is closed
under these notions of reducibility, then this class admits a purely algebraic characterization
in terms of identities.

Our first result is that, for most proof systems P in the literature, each of these methods
of reduction preserves the proof complexity of the problem with respect to proofs in P .
Technically, what this means is that if B is obtained from B′ by a finite number of con-
structions a), b) and c), then, for an appropriate fixed encoding scheme of the statement
that an instance is unsatisfiable, efficient proofs of unsatisfiability in P for instances of B′
translate into efficient proofs of unsatisfiability in P for instances of B. The propositional
proof systems for which we prove this include DNF-resolution with terms of bounded size,
bounded-depth Frege, and Frege. The semi-algebraic proof systems for which we prove
it include Sherali-Adams, Lasserre/SOS, and Lovász-Schrijver of bounded and unbounded
degree.

Our second main result is an application: we obtain unconditional gap theorems for the
proof complexity of CSPs. Building on the bounded-width theorem for CSPs [4, 8], the
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known correspondance between local consistency algorithms, existential pebble games and
bounded width resolution [17, 2], the lower bounds for propositional and semi-algebraic proof
systems [1, 19, 6, 7, 13, 10], and a modest amount of additional work to fill in the gaps, we
prove the following strong gap theorem:

I Theorem 1. Let B be a finite constraint language. Then exactly one of the following
holds:
1. B has resolution refutations of bounded width and hence polynomial size,
2. B has neither Frege refutations of bounded depth and subexponential size, nor Lasser-

re/SOS refutations of sublinear degree.

Moreover, case 1. in Theorem 1 happens precisely if B has bounded width. As noted
earlier, the collapse of Lasserre/SOS to bounded width was already known; here we give a
different proof. As an immediate corollary we get that resolution is also captured by algebra,
despite the fact that our methods fall short to prove that it is closed under reductions.

I Corollary 2. Let B be a finite constraint language. Then B has resolution refutations of
subexponential size if and only if B has resolution refutations of polynomial size, if and only
if B has resolution refutations of bounded width.

Our third main result is about proof systems that operate with polynomial inequalities
beyond Lasserre/SOS. Theorem 1 raises a question of identifying a proof system that can
surpass bounded width. In other words: is there a natural proof system for which the class of
languages that have efficient unsatisfiability proofs is closed under the standard reducibility
methods for CSPs, and that at the same time has efficient unsatisfiability proofs beyond
bounded width? By the bounded-width theorem for CSPs, one way, and indeed the only
way, of surpassing bounded width is by having efficient proofs of unsatisfiability for systems
of linear equations over some finite Abelian group. In view of the limitations of certain
semi-algebraic proof systems that are imposed by Theorem 1, it is perhaps a surprise that,
as we show, bounded degree Lovász-Schrijver (LS) is such a proof system.

I Theorem 3. Unsatisfiable systems of linear equations over the 2-element group have LS
refutations of bounded degree and polynomial size.

Proving this amounts to showing that Gaussian elimination over Z2 can be simulated
by reasoning with low-degree polynomial inequalities over R. The proof of this counter-
intuitive fact relies on earlier work in proof complexity for reasoning about gaps of the type
(−∞, c] ∪ [c+ 1,+∞), for c ∈ Z, through quadratic polynomial inequalities [15].

We want to close by pointing out that another proof system that can efficiently solve
CSPs of bounded width, and that at the same time goes beyond bounded width, is the proof
system that operates with ordered binary decision diagrams from [3]. Although it looks
unlikely that our methods could be used for this proof system, whether it is closed under the
standard CSP reducibilities is something that was not checked, neither in [3], nor here.

2 Preliminaries

2.1 Propositional logic and proofs
A literal is a variable X or the negation of a variable X. We think of ∧ and ∨ as commutative,
associative and idempotent. Negation is allowed only on literals, so formulas are in negation
normal form. If A is a formula, we define its complement A by exchanging ∨ and ∧ and
negating literals. The size of a formula A is the number of symbols in it.

ICALP 2017
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We work with a Tait-style proof system for propositional logic that we call Frege. Its
rules are axiom, cut, introduction of conjunction, and weakening:

A ∨A
C ∨A D ∨A

C ∨D
C ∨A D ∨B
C ∨D ∨ (A ∧B)

C

C ∨A
. (1)

In these rules, C and D could be the empty formula 0 or its complement 1, and A is a
formula. A Frege proof of A from a set of formulas H is a sequence of formulas ending with
A each of which is either in H, or follows from previous formulas in the sequence by one of
the inference rules. The proof is called a refutation of H if the last formula is the empty
formula 0. As a proof system, Frege is sound and implicationally complete. If C is a class of
formulas, a C-Frege proof is one that has all its formulas in the class C. The size of a proof is
the sum of the sizes of the formulas in it.

A k-term is a conjunction of at most k literals and a k-clause is a disjunction of at most k
literals. A k-DNF is a disjunction of k-terms and a k-CNF is a conjunction of k-clauses. We
define the classes of Σt,k- and Πt,k-formulas inductively. For t = 1, these are just the classes
of k-DNF and k-CNF formulas, respectively. For t ≥ 2, a formula is Σt,k if it is a disjunction
of Πt−1,k-formulas, and it is Πt,k if it is a conjunction of Σt−1,k-formulas. We write Σt and
Πt for Σt,1 and Πt,1, respectively. The t and the k in Σt,k and Πt,k are called the depth and
the bottom fan-in, respectively.

Observe that Σ1-Frege is essentially resolution, and Σ1,k-Frege is the system R(k) intro-
duced by Krajicek [18], also known as Res(k), k-DNF resolution, and k-DNF Frege. This
proof system is important for us because it is the weakest for which we can prove closure
under reductions. It is a sound and implicationally complete proof system for proving k-DNFs
from k-DNFs. A resolution proof has width k if all clauses in it are k-clauses.

In this paper, we use the expression Frege proof of depth d and bottom fan-in k to mean
a Σd,k-Frege proof. Bounded-depth Frege means Σd-Frege for some d. This coincides with
other definitions in the literature. Again, Frege of depth d and bottom fan-in k, as a proof
system, is sound and implicationally complete for proving Σd,k-formulas from Σd,k-formulas.

2.2 Polynomials and algebraic proofs
Let X1, . . . , Xn be n algebraic commuting variables ranging over R. We define proof systems
for inequalities P ≥ 0, where P is a polynomial in R[X1, . . . , Xn]. We think of equations
P = 0 as two inequalities P ≥ 0 and −P ≥ 0. For our purposes it will suffice to have the
variables range over {0, 1}. Accordingly, we introduce twin variables X̄1, . . . , X̄n with the
meaning that X̄i = 1−Xi for i = 1, . . . , n.

In all proof systems, the following axioms will be imposed on these variables:

X2
i −Xi = 0 X̄2

i − X̄i = 0 Xi + X̄i − 1 = 0, (2)
Xi ≥ 0 X̄i ≥ 0 1−Xi ≥ 0 1− X̄i ≥ 0 1 ≥ 0. (3)

Observe that XiX̄i = 0 follows from these axioms: multiply Xi + X̄i − 1 = 0 by Xi and use
X2

i −Xi = 0. This sort of reasoning is captured by the proof systems we are about to define.
Let P and Q denote polynomials. In addition to the axioms in (2), we consider rules of

inference for deriving polynomial inequalities: from P ≥ 0 and Q ≥ 0, derive P +Q ≥ 0, and
from P ≥ 0 and Q ≥ 0 derive PQ ≥ 0. Also we allow square inequalities for free: P 2 ≥ 0.
These are called addition, multiplication and positivity of squares.

If H denotes a system of polynomial inequalities P1 ≥ 0, . . . , Pr ≥ 0, a semi-algebraic
proof of P ≥ 0 from H is a sequence of polynomial inequalities ending with P ≥ 0 each of
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which is either in H, or is an axiom inequality from (2) and (3), or follows from previous
inequalities in the sequence by one of the inference rules. The semi-algebraic proof is called a
refutation of H if the last inequality is −1 ≥ 0. As a proof system for inequalities evaluated
over {0, 1}, this is sound and implicationally complete (we note, however, that without some
restrictions on the domain of evaluation, completeness is not true).

The main complexity measures for semi-algebraic proofs are size and degree. Polynomials
are typically represented as explicit sums of monomials, or as algebraic formulas or circuits.
Using formulas or circuits as representations requires some additional technicalities that we
want to avoid (see [22, 14]). For all our examples below, we use the representation of an
explicit sum of monomials; its size includes the sizes of the coefficients.

The proofs in the Lovász-Schrijver (LS) proof system are semi-algebraic proofs for which
the following restrictions apply: 1) the polynomial Q in the multiplication rule is either a
positive real or a variable, and 2) the positivity-of-squares is not allowed. When it is allowed,
the system is called Positive Semidefinite Lovász-Schrijver and is denoted LS+. Originally
the Lovász-Schrijver proof system was defined to manipulate quadratic polynomials only
(see [21, 23]). We follow [15] and consider the extension to arbitrary degree. For LS- and
LS+-proofs, an important complexity measure originally studied by Lovász and Schrijver is
its rank, which is the maximum nesting depth of multiplication by a variable in the proof.
Note that, due to possible cancellations, the degree of an LS-proof could in principle be much
smaller than its rank.

We define two additional proof systems called Sherali-Adams (SA) and Lasserre/Sums-of-
Squares (SOS). One way to do that is by thinking of them as subsystems LS and LS+ proof
systems, respectively, with the additional restriction that all applications of the multiplication
rule must precede all applications of the addition rule. Due to the structural restriction
in which multiplications precede additions, we can think of a proof of P ≥ 0 from H as a
polynomial identity of the form

r∑
i=1

ci · Pi ·
∏
j∈Ji

Xj

∏
k∈Ki

X̄k = P, (4)

where c1, . . . , cr are non-negative real numbers, and P1, . . . , Pr are polynomials such that
either the inequality Pi ≥ 0 is in the set of hypothesis H, or they are axiom polynomials
from (2) and (3), or they are squares of polynomials, when these are allowed. Note that the
size of an SA or SOS proof thought of as a semi-algebraic proof is polynomially related to
the sum of the sizes of the non-zero ci’s in (4).

We close this section by noting the relationships between LS and SA proofs on one hand,
and LS+ and SOS proofs on the other. Clearly, each SA proof of degree d is also an LS
proof of degree d. The converse is certainly not true, but what is true is that every LS proof
of degree d and rank k can be converted into an SA proof of degree d+ k, where the rank
is the complexity measure for LS proofs that we defined earlier. The same relationships
hold between LS+ and SOS: every SOS-proof of degree d is an LS+ of degree d, and every
LS+ proof of degree d and rank k can be converted into an SOS-proof of degree d+ k. The
conversions go by swapping the order in which the addition and the multiplication rules are
applied in LS proofs, when they appear in the wrong order. See [20] for a related discussion.

2.3 Constraint satisfaction problem
There are many equivalent definitions of the constraint satisfaction problem. Here we use
the definition in terms of homomorphisms. Below we introduce the necessary terminology.

ICALP 2017
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A relational vocabulary L is a set of symbols, each symbol has an associated arity. A
structure B over L is a set B, called a domain together with a set of relations over B. For
each R ∈ L or arity r, there is a relation R(B) ⊆ Br sometimes called an interpretation of
R in B. We say that a relational structure is finite if its domain is finite and it has finitely
many non-empty relations. For two structures B and B′ over the same vocabulary L, a
homomorphism from B to B′ is a function h : B → B′, which preserves all the relations, that
is, if (b1, . . . , br) ∈ R(B), then (h(b1), . . . , h(br)) ∈ R(B′), for each R ∈ L.

For a fixed L-structure B over a relational vocabulary L, the constraint satisfaction
problem of B, denoted CSP(B), is the following computational problem: given a finite
L-structure A, decide whether there exists a homomorphism from A to B. In the context
of CSP the structure B is often called a constraint language. We usually assume that the
constraint language B is finite.

To reason about propositional proof systems for CSP we use the following fixed encoding.
By CNF(A,B) we denote the CNF formula which has clauses
1.
∨

b∈B X(a, b) for each a ∈ A,
2. X(a, b0) ∨X(a, b1) for each a ∈ A and (b0, b1) ∈ B2 with b0 6= b1,
3. X(a1, b1) ∨ · · · ∨ X(ar, br) for each natural number r, each R ∈ L of arity r, each

(a1, . . . , ar) ∈ R(A), and each (b1, . . . , br) ∈ Br \R(B).
It is not difficult to see that the formula CNF(A,B) is satisfiable if and only if there is a
homomorphism from A to B.

To reason about semi-algebraic proof systems in the context of CSP we use the following
fixed encoding. By INEQ(A,B) we denote the system of linear inequalities defined as follows:
1.
∑

b∈B X(a, b)− 1 ≥ 0 for each a ∈ A,
2. X̄(a, b0) + X̄(a, b1)− 1 ≥ 0 for each a ∈ A and (b0, b1) ∈ B2 with b0 6= b1,
3.
∑r

i=1 X̄(a, bi)−1 ≥ 0 for each natural number r, each R ∈ L of arity r, each (a1, . . . , ar) ∈
R(A), and each (b1, . . . , br) ∈ Br \R(B).

It is easy to see that the above system of linear inequalities has a solution satisfying the
axioms from (2) and (3) if and only if there is a homomorphism from A to B.

The existential k-pebble game is played on two relational structures A and B over the
same vocabulary by two players called Spoiler and Duplicator. The players are given two
corresponding sets of pebbles {a1, . . . , ak} and {b1, . . . , bk}. In each round Spoiler picks one
of the k pebbles a1, . . . , ak, say ai, and puts it on an element of the structure A. Duplicator
responds by picking the corresponding pebble bi and placing it on some element of the
structure B. For simplicity, in any given configuration of the game let us identify a pebble
with the element of the structure that it is placed on. Spoiler wins if at any point during the
game the partial function f : A→ B defined by f(ai) = bi, for each pebbled element ai of A,
is either not well defined or is not a partial homomorphism. Otherwise, the Duplicator wins.

A finite relational structure B has width k if, for every finite structure A of the same
vocabulary as B, if there is no homomorphism from A to B, then Spoiler wins the existential
k-pebble game on A and B. The structure B has bounded width if it has width k for some k.
Structures of bounded width are exactly those structures for which CSP(B) can be solved by
a local consistency algorithm [17].

3 Closure under reductions

There are three types of reductions often considered in the context of CSPs: a) pp-
interpretability b) homomorphic equivalence c) addition of constants to a core.
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Let B and B′ be finite relational structures over finite vocabularies L and L′. The structure
B′ is pp-definable in B if is has the same domain and for every relation symbol T ∈ L′ the
relation T (B′) is definable in B by a pp-formula, i.e., a first order formula using only symbols
from L, conjunction, equality, and existential quantification. Formally, for every relation
symbol T ∈ L′ there exists a pp-formula φT (x1, . . . , xr), where r is the arity of T , such that
T (B′) = {(b1, . . . , br) ∈ Br : B |= φT (x1/b1, . . . , xr/br)}.

Pp-interpretability is a generalization of pp-definability which allows for changing the
domain of a CSP language. Given two relational structures B and B′, we say that B′ is
pp-interpretable in B if there exist a positive integer n and a surjective partial function
f : Bn → B′ such that the preimages of all relations in B′ (including the equality relation)
and the domain of f are pp-definable in B. One of the fundamental results of the algebraic
approach to the constraint satisfaction problem is that, whenever B′ is pp-interpretable in B,
the CSP of the language B′ is not harder than the CSP of the language B [9].

Structures B and B′ over a vocabulary L are homomorphically equivalent if there exist
homomorphisms from B to B′ and from B′ to B. Obviously, if L-structures B and B′ are
homomorphically equivalent, then any L-structure A maps homomorphically to B if and only
if it maps homomorphically to B′. So the CSP problems over both languages are the same.

Homomorphic equivalence allows us to focus on studying constraint satisfaction problems
of well-behaved structures which in this context turn out to be those exhibiting little symmetry.
A finite relational structure is called a core if all its endomorphisms are surjective. It is
known that every relational structure has a homomorphically equivalent substructure that is
a core. Core structures can be extended by one-element unary relations which we refer to as
constants, without increasing the complexity of the language [9].

It has been shown recently [5] that any class of constraint languages that is closed under
the constructions a), b) and c) has an algebraic characterization in terms of identities of
height 1. Here we show that DNF Frege, bounded-depth Frege, Frege, Sherali-Adams,
Sums-of-Squares and Lovász-Schrijver proof systems behave well with respect to those three
types of reductions.

Let us fix relational structures B and B′ such that B′ is obtained from B by a finite
sequence of constructions a), b) and c). There is a known polynomial-time computable
transformation that maps instances A′ of CSP(B′) to instances A of CSP(B) such that A
is satisfiable if and only if A′ is satisfiable, and the size of A is linear in the size of A′. We
prove that this transformation satisfies the following:

I Theorem 4. For any positive integers t, k and s, and any instance A′, if there is a
Frege refutation of CNF(A,B) of depth t, bottom fan-in k, and size s, then there is a Frege
refutation of CNF(A′,B′) of depth t, bottom fan-in polynomial in k, and size polynomial in
the size of A′ and s.

I Theorem 5. For any positive integers k and s, and any instance A′, if there is a Sherali-
Adams, Sums-of-Squares or Lovász-Schrijver refutation of INEQ(A,B) of degree k and size s,
then there is, respectively, a Sherali-Adams, Sums-of-Squares or Lovász-Schrijver refutation
of INEQ(A′,B′) of degree linear in k and size polynomial in the size of A′ and s.

We point out that Theorem 5 in the case of the Sherali-Adams and Sums-of-Squares
proof systems can be extracted from [24] and [25]. We include it here to illustrate the broad
applicability of the systematic proof-complexity approach.

The main idea in proving the above theorems for all the proof systems under consideration
is the same. The refutation for an instance A of CSP(B) is transformed into a refutation
for an instance A′ of CSP(B′) by substituting the variables of CNF(A,B) or INEQ(A,B) by
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DNFs with bounded terms and a bounded number of terms or by polynomials with bounded
degree, a bounded number of monomials and coefficients from a fixed, finite set, respectively.
The additional condition we need to ensure in order to control the growth of the size and
depth/degree of the refutations is that each formula from CNF(A,B) and every polynomial
inequality from INEQ(A,B) after applying the substitution is a logical consequence of a
bounded number of formulas/inequalities from CNF(A′,B′) or INEQ(A′,B′), respectively.

4 Upper bound

We say that a finite relational structure B has resolution refutations of bounded width if
there is a positive integer k such that, for every finite structure A over the same vocabulary,
if there is no homomorphism from A to B, then CNF(A,B) has a resolution refutation of
width k. The goal of this section is to prove the following:

I Theorem 6. Let B be a finite relational structure. The following are equivalent:
1. B has bounded width,
2. B has resolution refutations of bounded width.

In preparation for the proof we revisit the characterization of resolution width in terms
of existential pebble games from [2].

Let L = {R0, . . . , Rq} be a finite relational vocabulary consisting of q + 1 symbols of
arity q. Let Sq be an L-structure with two-element domain {0, 1}, where each relation Ri(Sq)
encodes the set of valuations that satisfy a q-clause with i negated variables. More precisely,
for 0 ≤ i ≤ q, let Ri(Sq) = {0, 1}q \ {(x1, . . . , xq)} where (x1, . . . , xq) ∈ {0, 1}q is the vector
defined by xj = 0 for j > i and xj = 1, otherwise. Now for every q-CNF F , we define an
L-structure AF . Its domain is the set of variables in F , and Ri(AF ) is the set of all tuples
(X1, . . . , Xq) such that the clause X1 ∨ . . . ∨Xi ∨Xi+1 ∨ . . . ∨Xq belongs to F . We allow
the variables in the clauses to repeat, so the definition covers clauses with less than q literals.
Observe that partial homomorphisms from AF to Sq correspond to partial truth assignments
to the variables of F that do not falsify any clause from F . Hence, for every q-CNF F , it
holds that F is satisfiable if and only if there is a homomorphism from AF to Sq.

I Theorem 7 ([2]). Let k and q be positive integers such that k ≥ q and let F be q-CNF.
Then F has a resolution refutation of width k if and only if Spoiler wins the existential
(k + 1)-pebble game on AF and Sq.

We use the above theorem to establish a similar correspondence between existential
pebble games on structures A and B and bounded width resolution refutations of CNF(A,B).

I Lemma 8. Let A and B be relational structures over the same vocabulary of maximum
arity r, let q = |B|, and let k be an integer such that k ≥ q and k ≥ r. Then:
1. if Spoiler wins the existential (k + 2)-pebble game on A and B, then CNF(A,B) has a

resolution refutation of width k + q,
2. if Duplicator wins the existential (k + 2)-pebble game on A and B, then CNF(A,B) does

not have a resolution refutation of width k + 1.

Proof of Theorem 6. For the implication 1 to 2, assume that B has bounded width, say l.
Let k = max{q, r, l}, where q = |B| and r is the maximum arity of the vocabulary of B. Let
A be a structure over the same vocabulary and assume that there is no homomorphism from
A to B. Then Spoiler wins the existential l-pebble game on A and B, and hence also the
existential (k + 2)-pebble game on A and B, since k + 2 ≥ l. The hypotheses of Lemma 8



A. Atserias and J. Ochremiak 110:9

hold, so by part 1 CNF(A,B) has a resolution refutation of width k + q. This shows that B
has resolution refutations of width k + q, and hence resolution refutations of bounded width.

For the implication 2 to 1, assume that B has resolution refutations of width l. Again let
k = max{q, r, l}. Let A be a structure over the same vocabulary as B and assume that there
is no homomorphism from A to B. Then CNF(A,B) has a resolution refutation of width l,
and hence of width k + 1 since k + 1 ≥ l. The hypotheses of Lemma 8 hold, so by part 2 in
that lemma, Spoiler wins the existential (k+ 2)-pebble game on A and B. This shows that B
has width k + 2, and hence bounded width. J

5 Lower bounds

Let d(n) and s(n) be functions. We say that a finite relational structure B has Frege refutations
of depth d(n) and size s(n) if, for every finite structure A over the same vocabulary, if there
is no homomorphism from A to B, then CNF(A,B) has a Frege refutation of depth d(|A|)
and size s(|A|). We say that B has Frege refutations of bounded depth and subexponential
size if there exist d(n) = O(1) and s(n) = 2no(1) such that B has Frege refutations of depth
d(n) and size s(n).

Similarly, we say that a finite relational structure B has Sums-of-Squares refutations
of degree d(n) if, for every finite structure A over the same vocabulary, if there is no
homomorphism from A to B, then INEQ(A,B) has a Sums-of-Squares refutation of degree
d(|A|). We say that B has Sums-of-Squares refutations of sublinear degree if there exists
d(n) = o(n) such that B has Sums-of-Squares refutations of degree d(n). We prove:

I Theorem 9. Let B be a finite relational structure. The following are equivalent:
1. B has bounded width,
2. B has Frege refutations of bounded depth and subexponential size,
3. B has Sums-of-Squares refutations of sublinear degree.

The equivalence of 1 and 3 is known [11, 25]. Here we provide an alternative proof. The
implication 1 to 2 follows from Theorem 6: every resolution refutation is a Frege refutation
of depth one, and if the refutation has bounded width, then it has polynomial size and
hence subexponential size. The implication 1 to 3 follows from Theorem 6 via the fact
that bounded-degree SA simulates bounded-width resolution: bounded-width resolution is
simulated by bounded-degree SA, which implies Sums-of-Squares refutations of a constant,
and hence sublinear, degree.

For both implications 2 to 1 and 3 to 1 we use an algebraic characterization of unbounded
width. We begin with some definitions.

Let G = (G,+, 0) be a finite Abelian group. For each g ∈ G and every (z1, . . . , zk) ∈ Zk,
we define a relation R(g,z1,...,zk) = {(g1, . . . , gk) ∈ Gk : z1g1 + . . . + zkgk = g}, where zigi

is a shortcut for the sum of |zi| copies of sign(zi)gi. Let ∼ be the equivalence relation
on the set G × Zk that identifies tuples defining the same relation. Since there are only
finitely many k-ary relations on the finite set G, the equivalence relation ∼ has finitely many
equivalence classes. Let L(G, k) be the relational vocabulary that for every equivalence class
[(g, z1, . . . , zk)] has one k-ary relation symbol E[(g,z1,...,zk)], and let B(G, k) be the L(G, k)-
structure that has domain G and where each relation symbol E[(g,z1,...,zk)] is interpreted as
R(g,z1,...,zk). The CSP of B(G, k) is called kLIN(G). Instances of kLIN(G) are systems of
linear equations over the group G with k variables per equation.

I Theorem 10 ([4, 8]). Let B be a finite relational structure. The following are equival-
ent:
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1. B does not have bounded width,
2. there exists a non-trivial finite Abelian group G such that B(G, 3) is pp-interpretable in

B+, where B+ is the expansion of the core of B with all constants.

Thus, in view of Theorems 4 and 5, in order to prove that 2 implies 1, and that 3 implies
1 in Theorem 9, it suffices to prove lower bounds for 3LIN(G), for every non-trivial finite
Abelian group G.

For bounded-depth Frege we appeal to the lower bound for the pigeonhole principle [1, 6,
19]. To use that we need to be able to encode the pigeonhole principle as an unsatisfiable
system of equations over an arbitrary Abelian group G. In [7], such a reduction was obtained
for the so-called Tseitin formulas, that encode a certain system of linear equations over Z2
that is derived from an expander graph. Here we adapt the formulas to encode systems of
linear equations over arbitrary finite Abelian groups and then show that the reduction in [7]
can be adapted to our formulas. For Sums-of-Squares, unlike for bounded-depth Frege, we
do not need to adapt an existing lower bound proof from the literature for Z2 to all finite
Abelian groups because this was already done. The lower bound that we need to complete
the proof of Theorem 9 is the following.

I Theorem 11 ([10]). For every non-trivial finite Abelian group G there exists a positive δ
such that for every sufficiently large integer n there is an n-variable unsatisfiable instance A
of 3LIN(G) such that every SOS refutation of INEQ(A,B(G, 3)) has degree at least δn.

The exact statement from [10] is Theorem G.8 from Appendix G, which differs from the
version above. However, the original one implies the variant that we need.

6 Upper bounds in Lovász-Schrijver

In this section we show that all unsatisfiable instances of 3LIN(Z2) have LS refutation
of degree 6 and size polynomial in the number of variables. Indeed, the argument to get
polynomial-size upper bound in constant degree works equally well for 3LIN(Zp), when p is
prime, with some inessential complications. We focus on Z2 for simplicity.

6.1 Initial remarks on the encoding
We identify the elements of the two-element field Z2 with {0, 1}. Let E be an instance of
kLIN(Z2) with n variables. In the encoding INEQ(E,B(Z2, k)) of E as a system of linear
inequalities, there are four variables X(a, 0), X(a, 1), X̄(a, 0), X̄(a, 1) for each variable a in E.
Note, however, that they are restricted to satisfy X(a, 0) = X̄(a, 1) and X̄(a, 0) = X(a, 1) by
the inequality X(a, 0) +X(a, 1)− 1 ≥ 0 from INEQ and the default equations in (2), which
in this case read X(a, 0)2 −X(a, 0) = X(a, 1)2 −X(a, 1) = 0 and X(a, 0) + X̄(a, 0)− 1 =
X(a, 1) + X̄(a, 1) − 1 = 0. Consequently, in the following we will ignore the variables of
the type X(a, 0) and their twins and keep only the variables X(a, 1) and X̄(a, 1). In order
to simplify the notation even further, we will assume that the variables of E are called
X1, . . . , Xn, and that those of INEQ are called X1, . . . , Xn and X̄1, . . . , X̄n.

We interpret the variables X1, . . . , Xn as ranging over Z2 or Q depending on the context.
Let E be an equation of E, say E : a1X1 + · · ·+anXn = b, where a1, . . . , an ∈ Z2 and b ∈ Z2.
Without loss of generality we can assume that there are exactly k many ai’s that are 1. In
INEQ, the encoding of this equation is given by the following inequalities:∑

i∈T

X̄i +
∑

i∈I\T

Xi − 1 ≥ 0 for all T ⊆ I such that |T | ≡ 1− b mod 2,



A. Atserias and J. Ochremiak 110:11

where I = {i ∈ [n] : ai 6= 0}. Note that |I| = k. We write S(E) to denote this set of
inequalities; it has exactly 2k−1 many inequalities, and all of them are satisfied in Q by a
{0, 1}-assignment if and only if the equation E is satisfied in Z2 by the same assignment. Let
S(E) be the union of all S(E) as E ranges over the equations in E. Observe that, except for
the small detail that only half of the variables are used, INEQ is basically the same as S(E).

6.2 Some technical lemmas
For every linear form L(X1, . . . , Xn) =

∑n
i=1 aiXi with rational coefficients a1, . . . , an and

every integer c, let Dc(L) = (L− c)(L− c+ 1), which is a quadratic polynomial. In words,
the inequality Dc(L) ≥ 0 states that L does not fall in the open interval (c − 1, c). Such
statements have short proofs of low degree:

I Lemma 12 ([15]). For every integer c and for every linear form L(X1, . . . , Xn) =∑n
i=1 aiXi with integer coefficients a1, . . . , an, there is a LS proof of the inequality Dc(L) ≥ 0

(from nothing) of degree 3 and size polynomial in max{|ai| : i = 1, . . . , n}, |c| and n.

In the following, for I ⊆ [n] and T ⊆ I, let M I
T (X1, . . . , Xn) :=

∏
i∈T Xi

∏
i∈I\T X̄. As

usual, M I
∅ (X1, . . . , Xn) = 1. Such polynomials are called extended monomials.

I Lemma 13. For every I ⊆ [n], there is an LS proof of
∑

T⊆I M
I
T − 1 = 0 (from nothing)

of degree |I| and size polynomial in 2|I|, and for every T ⊆ I ⊆ [n], there is an LS proof of(∑
i∈I Xi − |T |

)
M I

T = 0 (from nothing) of degree |I|+ 1 and size polynomial in |I|.

6.3 Simulating Gaussian elimination
Now we prove the main result of this section.

I Theorem 14. Let E be an instance of 3LIN(Z2) with n variables and m equations. If E is
unsatisfiable, then S(E) has an LS refutation of degree 6 and size polynomial in n and m.

Proof. Write E in matrix form AX = b, where X is a column vector of n variables, A is a
matrix in Zm×n

2 , and b is a vector in Zm
2 . Let aj,1, . . . , aj,n be the j-th row of A, so the j-th

equation of E is Ej : aj,1X1 + · · ·+ aj,nXn = bj . Assume E is unsatisfiable over Z2. Then
b cannot be expressed as a Z2-linear combination of the columns of A, so the Z2-rank of
the matrix [ A | b ] exceeds the Z2-rank of A. Since the rank of A is at most n, this means
that there exists a subset of at most n rows J such that, with arithmetic in Z2, we have∑

j∈J aj,i = 0 for every i ∈ [n], and at the same time
∑

j∈J bj = 1. In order to simplify the
notation, we assume without loss of generality that J = {1, . . . , |J |}.

For every k ∈ {0, . . . , |J |}, define the linear form

Lk(X1, . . . , Xn) := 1
2

 k∑
j=1

n∑
i=1

aj,iXi +
|J|∑

j=k+1
bj

 .

In this definition of Lk, the coefficients aj,i and bj are interpreted as rationals. We provide
proofs of Dc(Lk) ≥ 0 for every c ∈ Rk := {0, . . . , (k + 1)n} by reverse induction on
k ∈ {0, . . . , |J |}.

The base case k = |J | is a special case of Lemma 12. To see why note that the condition∑
j∈J aj,i = 0 over Z2 means that, if arithmetic were done in Q, then

∑
j∈J aj,i is an even

natural number. But then all the coefficients of

L|J|(X1, . . . , Xn) = 1
2

|J|∑
j=1

n∑
i=1

aj,iXi =
n∑

i=1

1
2

|J|∑
j=1

aj,i

Xi

are integers. Hence Lemma 12 applies.
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Suppose now that 0 ≤ k ≤ |J | − 1 and that we have a proof of Dd(Lk+1) ≥ 0 available
for every d ∈ Rk+1. Fix c ∈ Rk; our immediate goal is to give a proof of Dc(Lk) ≥ 0. As k is
fixed, write L in place of Lk+1, and let the (k+1)-st equation Ek+1 be written as

∑
i∈I Xi = b,

where I = {i ∈ [n] : ak+1,i = 1}. Note that L = Lk + `/2 where ` := −b +
∑

i∈I Xi. Fix
T ⊆ I such that |T | ≡ b mod 2, and let d = c+ (t− b)/2 where t = |T |. Note that d ∈ Rk+1
as c ∈ Rk and 0 ≤ t ≤ n and 0 ≤ b ≤ 1 are such that t− b is even. Multiplying Dd(L) ≥ 0
by the extended monomial M I

T we get (L− d)(L− d+ 1)M I
T ≥ 0. Replacing L = Lk + `/2

in the factor (L− d) and recalling d = c+ (t− b)/2, this inequality can be written as

(Lk − c)(L− d+ 1)M I
T + (L− d+ 1) 1

2A ≥ 0, (5)

where A := (`+b−t)M I
T . By the second part of Lemma 13 we have a proof of A = 0, and hence

of (L−d+1)A/2 = 0. Composing with (5) we get a proof of (Lk− c)(L−d+1)M I
T ≥ 0. The

same argument applied to the factor (L−d+1) of this inequality gives (Lk−c)(Lk−c+1)M I
T ≥

0. This is precisely Dc(Lk)M I
T ≥ 0. Adding up over all T ⊆ I with |T | ≡ b mod 2 we get

Dc(Lk)
∑
T⊆I
|T |≡b

M I
T ≥ 0. (6)

Now note that for each T ⊆ I such that |T | ≡ 1− b mod 2, the inequality −M I
T ≥ 0 is

the multiplicative encoding of one of the inequalities in S(E). Thus, it is not difficult to
show that it has an SA derivation from this inequality of size polynomial in |I| and degree
|I|+ 1. Therefore, we get proofs of −M I

T ≥ 0, and hence of M I
T = 0, for every T ⊆ I such

that |T | ≡ 1− b mod 2. But then also of Dc(Lk)M I
T = 0 for every such T . Adding up and

composing with (6) we get

Dc(Lk)
∑
T⊆I

M I
T ≥ 0. (7)

From Lemma 13 we get 1−
∑

T⊆I M
I
T = 0, and hence Dc(Lk)−Dc(Lk)

∑
T⊆I M

I
T ≥ 0, from

which Dc(Lk) ≥ 0 follows from addition with (7).
At this point we proved Dc(L0) ≥ 0 for every c ∈ R0 = {0, . . . , n}. Recall now that∑|J|

j=1 bj is odd, say 2q+1, and at most n. In particular q+1 belongs to R0 and L0 = q+1/2.
Thus we have a proof of Dq+1(L0) ≥ 0 where Dq+1(L0) = −(1/2)(1/2) = −1/4. Multiplying
by 4 we get the contradiction −1 ≥ 0. J

7 Conclusions and Open Questions

Theorems 4 and 5 imply that for the proof systems under consideration the class of constraint
languages admitting efficient refutations can be characterised algebraically. For most of
those proof systems such a characterisation follows from the fact that efficient proofs of
unsatisfiability exist exactly for languages of bounded width. However, by Theorem 14
the class of constraint languages admitting efficient refutations in Lovász-Schrijver, and
consequently also the class of constraint languages admitting efficient Frege refutations,
exceed bounded width. At the same time both of those classes are shown to admit algebraic
characterisations. Providing such characterisations is a natural open problem that arises
from our work.

A related direction that is also suggested by our work is whether the proof complexity of
approximating MAX CSPs is also preserved by reductions. On the one hand, it is known
that pp-definability preserves almost satisfiability; i.e., if B′ is pp-definable in B, then if A′ is
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an instance of MAX CSP(B′) that is almost satisfiable, then its standard transformation
into an instance A of MAX CSP(B) is also almost satisfiable. The question we raise is the
following: For which proof systems is it also the case that if there are efficient proofs that
A is far from satisfiable then there also are efficient proofs that A′ is far from satisfiable?
Depending on how the terms “almost satisfiable” and “far from satisfiable” are quantified,
a positive answer for such questions could lead to an algebraic approach to the theory of
approximability of MAX CSPs and the UGC.
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Abstract
We study the problem of enumerating the satisfying valuations of a circuit while bounding the
delay, i.e., the time needed to compute each successive valuation. We focus on the class of
structured d-DNNF circuits originally introduced in knowledge compilation, a sub-area of artificial
intelligence. We propose an algorithm for these circuits that enumerates valuations with linear
preprocessing and delay linear in the Hamming weight of each valuation. Moreover, valuations
of constant Hamming weight can be enumerated with linear preprocessing and constant delay.

Our results yield a framework for efficient enumeration that applies to all problems whose
solutions can be compiled to structured d-DNNFs. In particular, we use it to recapture classical
results in database theory, for factorized database representations and for MSO evaluation. This
gives an independent proof of constant-delay enumeration for MSO formulae with first-order free
variables on bounded-treewidth structures.
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1 Introduction

When a computational problem has many solutions, computing all of them at once can take
too much time. Enumeration algorithms are an answer to this challenge, and have been
studied in many contexts (see overview in [36]). They generally consist of two phases. First,
in a preprocessing phase, the input is read and indexed. Second, in an enumeration phase
that uses the preprocessing result, the solutions are computed one after the other. The goal
is to limit the amount of time between each pair of successive solutions, which is called delay.

We focus on a well-studied class of efficient enumeration algorithms with very strict
requirements: the preprocessing must be linear in the input size, and the delay between
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Figure 1 Overview of the proof of Theorem 2.1.

successive solutions must be constant. Such algorithms have been studied in particular for
database applications, to enumerate query answers (see [19, 6, 20, 7, 8, 25, 24] and the recent
survey [33]), or to enumerate the tuples of factorized database representations [29].

One shortcoming of these existing enumeration algorithms is that they are typically
shown by building a custom index structure tailored to the problem, and designing ad hoc
preprocessing and enumeration algorithms. This makes it hard to generalize them to
other problems, or to implement them efficiently. In our opinion, it would be far better if
enumeration for multiple problems could be done via one generic representation of the results
to enumerate, reusing general algorithms for the preprocessing and enumeration phases.

This paper accordingly proposes a new framework for constant-delay enumeration algo-
rithms, inspired by the field of knowledge compilation in artificial intelligence. Knowledge
compilation studies how the solutions to computational problems can be compiled to generic
representations, in particular classes of Boolean circuits, on which reasoning tasks can then
be solved using general-purpose algorithms. In this paper, we show how this knowledge
compilation approach can be implemented for constant-delay enumeration, by compiling to a
prominent class of circuits from knowledge compilation called deterministic decomposable
negation normal form (in short, d-DNNF) [17]. These circuits generalize several forms of
branching programs such as OBDDs [18] and were recently shown to be more expressive
than Boolean circuits of bounded treewidth [13]. Further, there are many efficient algorithms
to compute d-DNNF representations of small width CNF formulae for a wide range of
width notions [12], and even software implementations to compute such representations for
given Boolean functions [30, 14]. d-DNNFs are also intimately related to state-of-the-art
propositional model counters based on exhaustive DPLL [21], to syntactically multi-linear
arithmetic circuits [32], and to probabilistic query evaluation in database theory [22].

Our main technical contribution is an efficient algorithm to enumerate the satisfying
valuations of a d-DNNF under a standard structuredness assumption, namely, assuming that
a so-called v-tree is given [31]: this assumption holds in all works cited above. Our first main
result (Theorem 2.1) shows that we can enumerate the satisfying valuations of such a circuit
with linear preprocessing and delay linear in the Hamming weight of each valuation. Further,
our second main result (Theorem 2.2) shows that, if we impose a constant bound on the
Hamming weight, we can enumerate the valuations with constant delay. In these results we
express valuations succinctly as the set of the variables that they set to true.

To show our results, we consider d-DNNFs under a semantics with implicit negation:
variables that are not tested must be set to zero. We call this semantics zero-suppressed, like
zero-suppressed OBDDs [37]. Our preprocessing rewrites such d-DNNFs to a normal form
(Section 4) and pre-computes a multitree reachability index on them (Section 5), allowing
us to enumerate efficiently the traces of the circuit and the desired valuations (Section 6).
To enumerate for d-DNNFs in standard semantics, we show how to rewrite them to zero-
suppressed semantics, using the structuredness assumption and a new notion of range gates
to make the process efficient (Section 3). The overall proof (see Figure 1) is very modular.

Our second contribution is to illustrate how our circuit-based framework and enumeration
results can be useful in database theory. As a proof of concept, we present two known results
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that we can extend, or recapture with an independent proof. First, we re-prove with our
framework that the answers to MSO queries on trees and bounded-treewidth structures can
be enumerated with linear preprocessing and delay linear in each assignment, i.e., constant-
delay if the free variables are first-order. This was previously shown by Bagan [6] with a
custom construction, by Kazana and Segoufin [25] using a powerful result of Colcombet [15],
and by Courcelle [16] in a more general setting (but with O(n logn) preprocessing) using
AND/OR-DAGs (that share some similarities with DNNFs). Our proof follows our proposed
approach: we compute a circuit representation of the output following the provenance
constructions in [4], and simply apply our enumeration result to this circuit. Second, we show
how d-DNNFs generalize the deterministic factorized representations of relational instances
studied in database theory [29]. We can thus enumerate with linear preprocessing and
constant delay for arbitrary deterministic d-representations, which extends the result of [29].

The paper is structured as follows. Section 2 gives the main definitions and results.
We then describe the preprocessing phase of our algorithm: we reduce the input circuit
to zero-suppressed semantics in Section 3, rewrite it to a normal form in Section 4, and
compute the multitree index in Section 5. We then describe the enumeration algorithm in
Section 6. We present our two applications in Section 7 and conclude in Section 8. Due to
space restrictions, many details and the proofs are found in the complete version [3].

2 Preliminaries and Problem Statement

Circuits. A circuit C = (G,W, g0, µ) is a directed acyclic graph (G,W ) whose vertices G
are called gates, whose edges W are called wires, which has an output gate g0 ∈ G, and where
each gate g ∈ G has a type µ(g) among ∧ (AND-gate), ∨ (OR-gate), ¬ (NOT-gate), or var
(variable). We represent the circuit with adjacency lists that indicate, for each gate g ∈ G,
the gates having a wire to g (called the inputs of g), and the gates of which g is an input; the
number of such gates is called respectively the fan-in and fan-out of g. The size |C| of this
representation is then |G|+ |W |. We require that variables have fan-in zero, that NOT-gates
have fan-in one, and we will always work on negation normal form (NNF) circuits where the
input of NOT-gates is always a variable. A circuit without NOT-gates is called monotone.

We write Cvar for the set of variables of C. A valuation of Cvar is a function ν : Cvar →
{0, 1}. A circuit defines a Boolean function on Cvar, i.e., a function φ that maps each
valuation ν of Cvar to {0, 1}. The image of ν by φ is defined by substituting each gate in Cvar
by its value in ν, evaluating the circuit using the standard semantics of Boolean operations,
and returning the value of the output gate g0. Note that AND-gates (resp., OR-gates) with
no inputs always evaluate to 1 (resp., to 0) in this process. We call a gate unsatisfiable if it
evaluates to 0 under all valuations (and satisfiable otherwise); we call it 0-valid if it evaluates
to 1 under the valuation which sets all variable gates to 0. We say that ν satisfies C if φ
maps ν to 1 (i.e., g0 evaluates to 1 under ν), and call ν a satisfying valuation.

For enumeration, we represent a valuation ν of C as the set Sν of variables of Cvar that it
sets to 1, i.e., {g ∈ Cvar | ν(g) = 1}. We call Sν an assignment, and a satisfying assignment
if ν is a satisfying valuation. The Hamming weight |ν| of ν is the cardinality of Sν . Unlike
valuations, assignments of constant Hamming weight are of constant size, no matter the size
of Cvar. We write {} for the empty assignment, and write ∅ for an empty set of assignments.

The main class of circuits that we will study are d-DNNFs [17], of which we now recall
the definition. We say that an AND-gate g of a circuit C is decomposable if there is no pair
g1 6= g2 of input gates to g such that some variable g′ ∈ Cvar has a directed path both to g1
and to g2: intuitively, a decomposable AND-gate is a conjunction of inputs on disjoint sets of
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variables. We say that an OR-gate g of C is deterministic if there is no pair g1 6= g2 of input
gates of g and valuation ν of C such that g1 and g2 both evaluate to 1 under ν: intuitively, a
deterministic OR-gate is a disjunction of mutually exclusive inputs. A circuit C is a d-DNNF
if all its AND-gates are decomposable, and all its OR-gates are deterministic.

We further study the subclass of d-DNNFs called structured d-DNNFs, i.e., those having
a v-tree [31]. A v-tree on a set S of variables is a rooted unranked ordered tree T whose
set of leaves is exactly S. We write <T for the order on T in which the nodes are visited
in a pre-order traversal. For a circuit C, we say that a v-tree T on the set Cvar is a v-tree
of C if there is a mapping λ from the gates of C to the nodes of T such that: (i) λ maps the
variables of C to themselves; (ii) for each wire (g, g′) of C, the node λ(g) is a descendant
of λ(g′) in T ; and (iii) for each AND-gate g of C with inputs g1, . . . , gn (in this order), the
nodes λ(g1), . . . , λ(gn) are descendants of λ(g), none of them is a descendant of another, and
we have λ(g1) <T · · · <T λ(gn). Note that having a v-tree implies (by iii) that all AND-gates
are decomposable. A structured d-DNNF is a d-DNNF C given with a v-tree T of C.

Enumeration. As usual for efficient enumeration algorithms [33], we work in the RAM
model with uniform cost measure (see, e.g., [2]), where pointers, numbers, labels for vertices
and edges, etc., have constant size; thus an assignment has size linear in its Hamming weight.

An enumeration algorithm with linear-time preprocessing computes a set of results S(I)
from an input instance I. It consists of two parts. First, the preprocessing phase takes as
input an instance I and produces in linear time an indexed instance I ′ and an initial state.
Second, the enumeration phase repeatedly calls an algorithm A. Each call to A takes as input
the indexed instance I ′ and the current state, and returns a result and a new state: a special
state value indicates that the enumeration is over so A should not be called again. The
results produced by the calls to A must be exactly the elements of S(I), with no duplicates.

We say that the enumeration algorithm has linear delay if the time to produce each new
output element E is linear in the size of E (and independent of the input instance I). In
particular, when the output elements have constant size, each element must be produced
with constant delay, which we call constant-delay enumeration. The memory usage of an
enumeration algorithm is the maximum number of memory cells used during the enumeration
phase (not counting the indexed instance I ′, which resides in read-only memory), expressed
as a function of the input instance size |I| and of the size |O| of the largest output (as in [6]).
Note that constant delay does not imply a bound on memory usage, because the state can
become large even if we only add a constant quantity of information at each step.

Main results. Our main theorem on circuit enumeration is the following:

I Theorem 2.1. Given a structured d-DNNF C with a v-tree T , we can enumerate its
satisfying assignments with linear-time preprocessing, linear delay, and memory usage
O(|O| · log |C|), where |O| is the Hamming weight of the largest assignment.

If we fix a maximal Hamming weight k ∈ N, we can show constant-delay enumeration:

I Theorem 2.2. For any k ∈ N, given a structured d-DNNF C with a v-tree T , we can
enumerate its satisfying assignments of Hamming weight ≤ k with preprocessing in time
O(|T |+ k2 · |C|), delay in O(k), and memory in O(k · log |C|), i.e., linear-time preprocessing
and constant delay for fixed k.

In both results, remember that |C| is the number of gates and wires of C. We prove our
two results in Sections 3–6: the first three sections present the three steps of the linear-time
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preprocessing algorithm, and the last one presents the enumeration algorithm. We then use
the results for database applications in Section 7, in particular re-proving constant-delay
enumeration for MSO queries with free first-order variables on bounded-treewidth structures.

The memory bound in our results is not constant and depends logarithmically on the
input. While we think that this is reasonable, we also show constant-memory enumeration
for some restricted circuit classes: the details are deferred to [3] for lack of space.

3 Reducing to Zero-Suppressed Semantics

We start our linear preprocessing by rewriting the input circuit to an alternative zero-
suppressed semantics where negation is coded implicitly. For this rewriting, we will use the
structuredness assumption on the circuit, in a weaker form called having a compatible order :
this is the first thing that we present. We will also extend slightly our circuit formalism, to
concisely represent sets of inputs with range gates that use this order: we present this second.
Last, we present the alternative semantics, and give our translation result (Proposition 3.9).

Compatible orders. Our structuredness requirement is to have a compatible order :

I Definition 3.1. An order for a circuit C is a total order < on Cvar. For two variables
g1, g2 ∈ Cvar, the interval [g1, g2] consists of the variables g which are between g1 and g2
for <, i.e., g1 ≤ g ≤ g2 or g2 ≤ g ≤ g1. The interval of a gate g is then [min(g),max(g)],
where min(g) denotes the smallest gate according to < that has a directed path to g, and
max(g) is defined analogously. In particular, the interval of any g ∈ Cvar is [g, g] = {g}.

We say that the order < is compatible with C if, for every AND-gate g with inputs
g1, . . . , gn (in this order), for all 1 ≤ i < j ≤ n, we have max(gi) < min(gj); in particular,
the intervals of g1, . . . , gn are pairwise disjoint.

Note that, if a circuit C has compatible order <, every AND-gate g is decomposable: if
some g′ ∈ Cvar had a directed path to two inputs of g then their intervals would intersect.

Observe further that, given a structured d-DNNF C with a v-tree T , we can easily
compute a compatible order < for C in linear time in T . Indeed, let < be the restriction
to Cvar of the order <T on T given by pre-order traversal. Considering any suitable mapping λ
from C to T , for any gate g, we know that min(g) is no less than the first leaf of T in <
reachable from λ(g), and that max(g) is no greater than the last leaf reachable from λ(g).
The intervals of the inputs g1, . . . , gn to an AND-gate are then pairwise disjoint, because
they are included in the sets of reachable leaves from the nodes λ(g1), . . . , λ(gn) in the v-tree,
and none of these nodes is a descendant of another, so they cannot share any descendant
leaf. Hence, if we know a v-tree T for C then we know an order < for C.

Augmented circuits. We use compatible orders to define circuits with a new type of gates:

I Definition 3.2. For k ∈ N, we define a k-augmented circuit C as a circuit with a compatible
order < and with k additional types of gates, called range gates: there are the = i-range gates
for 0 ≤ i < k, and the ≥k-range gates. These gates must have exactly two inputs, which
must be variables of C (they are not necessarily different, so we allow multi-edges in circuits
for this purpose). We talk of augmented circuits when the value of k does not matter.

When evaluating a k-augmented circuit under a valuation ν, each = i-range gate g (resp.,
≥k-range gate g) with inputs g1 and g2 evaluates to 1 if there are exactly i gates (resp., at
least k gates) in [g1, g2] set to 1 by ν; note that g may be unsatisfiable if |[g1, g2]| is too small.
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Range gates are related to the threshold gates studied in circuit complexity (see e.g. [11]),
but we only apply them directly to variables. We can of course emulate range gates with
standard gates, e.g., ≥0-gates always evaluate to 1, and a ≥1-range gate on g1 and g2 can
be expressed as an OR-gate g having the interval [g1, g2] as its set of inputs. However, the
point of range gates is that we can now write this in constant space, thanks to <. This will
be important to rewrite circuits in linear time to our alternative semantics.

Zero-suppressed semantics. We are now ready to introduce our alternative semantics for
augmented circuits. We will do so only on monotone augmented circuits, i.e., without
NOT-gates, because negation will be coded implicitly. We use the notion of traces:

I Definition 3.3. An upward tree T of a monotone augmented circuit C = (G,W, µ, g0) is a
subgraph (G′,W ′) of C, with G′ ⊆ G and W ′ ⊆W , which is a rooted tree up to reversing
the direction of the wires. For all (g′, g) ∈ W ′, we call g′ ∈ G′ a child of g ∈ G′ in T , and
call g the parent of g′ in T ; note that g′ is an input of g in C. A gate g ∈ G′ in T is an
internal gate of T if it has a child in T , and a leaf otherwise. T is a partial trace if its internal
gates are AND-gates and OR-gates and if its gates satisfy the following:

for every AND-gate g in T , all its inputs in C are children of g in T ;
for every OR-gate g in T , exactly one of its inputs in C is a child of g in T .

Note that T cannot contain OR-gates with no inputs, and that its leaves consist of range
gates, variable gates, and AND-gates with no inputs. We call T a trace of C if its root is g0.

We define traces as trees, not general DAGs, because we cannot reach the same gate
in a trace by two different paths (remember that AND-gates in augmented circuits are
decomposable). We can see each trace (G′,W ′) of C = (G,W, µ, g0) as an augmented circuit
(G′,W ′, µ, g0), up to adding to range gates in the trace their inputs in C, and we then have:

I Observation 3.4. A valuation ν of a monotone augmented circuit C satisfies C if and
only if ν satisfies a trace of C.

Observe that we can check if a valuation ν of C satisfies a trace T simply by looking at
the value of ν on the leaves of T ; the definition of ν outside the intervals of the leaves does
not matter. We will change this point to define zero-suppressed semantics, where ν can only
satisfy T if it maps to 0 all the other variables. We then call ν a minimal valuation of T :

I Definition 3.5. Let C be a monotone augmented circuit, ν be a valuation of C, and T be
a trace or partial trace of C. We call ν a minimal valuation of T if:

For every variable g in T , we have ν(g) = 1;
For every ./i-range gate g in T with inputs g1 and g2 in C (where ./ ∈ {=,≥} and i ∈ N),
the number n of variables in [g1, g2] that are set to 1 by ν satisfies the constraint n ./ i;
All other variables of Cvar are set to 0 by ν.

Note that this implies that ν satisfies T . We call ν a minimal valuation for a gate g of C
(resp., for C) if it is a minimal valuation of a partial trace rooted at g (resp., at the output g0).

Note that C may have two minimal valuations ν1 and ν2 whose assignments S1 and S2 are
such that S1 ( S2 (see, e.g., Example 3.7 below). Minimality only imposes that, relatively to
a trace T , the valuation sets to 0 all variables that are not tested in T . Minimal valuations
allow us to define the zero-suppressed semantics of a monotone augmented circuit C: the
satisfying valuations of C in this semantics are those that are minimal for some trace.
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I Definition 3.6. A monotone augmented circuit C in zero-suppressed semantics captures the
(generally non-monotone) Boolean function Φ mapping a valuation ν to 1 iff ν is a minimal
valuation for C. We call S(C) the set of satisfying assignments of C in this semantics.

We call C a d-DNNF in zero-suppressed semantics if it satisfies the analogue of determin-
ism: there is no OR-gate g with two inputs g1 6= g2 and valuation ν of C that is a minimal
valuation for both g1 and g2. (Decomposability again follows from the compatible order.)

I Example 3.7. Consider the monotone circuit C whose output gate is an OR-gate with
three inputs: x, y, and an AND-gate of y and z. The circuit C captures x ∨ y in standard
semantics, and it is not a d-DNNF. C has three traces, having one minimal valuation each.
In the zero-suppressed semantics, we have S(C) = {{x}, {y}, {y, z}}, and C captures the
Boolean function (x ∧ ¬y ∧ ¬z) ∨ (¬x ∧ y). Further, C is a d-DNNF in that semantics.

Zero-suppressed semantics makes enumeration easier, because it expresses negation
implicitly in a very concise way. The name is inspired by zero-suppressed OBDDs [37,
Chapter 8]: variables that are not tested when following a trace are implicitly set to 0. We
can equivalently define the assignments S(C) of C inductively as follows:

I Lemma 3.8. Let C be a monotone augmented circuit. Let us define inductively a set of
assignments S(g) for each gate g in the following way:

for all g ∈ Cvar, we set S(g) := {g};
for all ./i-range gates g with inputs g1 and g2, we set S(g) := {t ⊆ [g1, g2] | |t| ./ i};
for all OR-gates g with inputs g1, . . . , gn, we set S(g) :=

⋃
1≤i≤n S(gi) (with S(g) = ∅ if

g has no inputs);
for all AND-gates g with inputs g1, . . . , gn, we set S(g) := {S1 ∪ · · · ∪ Sn | (S1, . . . , Sn) ∈∏

1≤i≤n S(gi)} (with S(g) = {{}} if g has no inputs); observe that the unions are always
disjoint because C has a compatible order.

Then, for any gate g, the set S(g) contains exactly the assignments that describe a minimal
valuation for g. In particular, for g0 the output gate of C, the set S(g0) is exactly S(C).

We can now state our main reduction result for this section: we can rewrite any d-DNNF
to an equivalent d-DNNF in zero-suppressed semantics, by introducing ≥0-range gates to
write explicitly that the variables not tested in a trace are unconstrained:

I Proposition 3.9. Given a d-DNNF circuit C and a compatible order <, we can compute
in linear time a monotone 0-augmented circuit C∗ having < as a compatible order, such
that C∗ is a d-DNNF in zero-suppressed semantics and such that S(C∗) is exactly the set of
satisfying assignments of C.

4 Reducing to Normal Form Circuits

In this section, given Proposition 3.9, we work on a monotone 0-augmented d-DNNF circuit C
in zero-suppressed semantics, with a compatible order < to define the semantics of range gates.
We present our next two preprocessing steps for the enumeration of the assignments S(C)
of C: restricting our attention to valuations of the right Hamming weight (for Theorem 2.2
only), and bringing C to a normal form that makes enumeration easier.

Homogenization. Our input augmented circuit C in zero-suppressed semantics may have
satisfying assignments of arbitrary Hamming weight. When proving Theorem 2.1, this is
intended, and the construction that we are about to describe is not necessary. However, when
proving Theorem 2.2 about enumerating valuations of constant weight, we need to restrict
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our attention to such valuations, to ensure constant delay. We do so using the following
homogenization result, adapted from the technique of Strassen [34]:

I Proposition 4.1. Given k ∈ N and a monotone augmented d-DNNF circuit C in zero-
suppressed semantics with compatible order <, we can construct in time O(k2 ·|C|) a monotone
augmented d-DNNF circuit C ′ in zero-suppressed semantics with compatible order < such
that S(C ′) = {t ∈ S(C) | |t| ≤ k}.

Proof Sketch. We create k+2 copies of each gate g, with each copy capturing the assignments
of a specific weight from 0 to k inclusive (or, for the k + 2-th copy, the assignments with
weight > k). In particular, for ≥0-gates g, for 0 ≤ i ≤ k, we use an = i-gate for the copy of g
capturing weight i. We then re-wire the circuit so that weights are correctly preserved. J

Note that this is the only place where our preprocessing depends on k: in particular, for
constant k, the construction is linear-time. This result allows us to assume in the sequel
that the set of assignments of the circuit in zero-suppressed semantics contains precisely the
valuations that we are interested in, i.e., those that have suitable Hamming weight.

Normal form. Now that we have focused on the interesting valuations of our circuit C, we
can bring it to our desired normal form:

I Definition 4.2. A normal circuit C is a monotone augmented circuit such that:
C is arity-two, i.e., each gate has fan-in at most two.
C is ∅-pruned, i.e., no gate g is unsatisfiable (i.e., each gate has some minimal valuation).
C is {}-pruned, i.e., no gate g is 0-valid (i.e., the valuation that sets all variables to 0 is
not a minimal valuation for any gate).
C is collapsed, i.e., it has no AND-gate with fan-in 1.
C is discriminative, i.e., for every OR-gate g with an input that is not an OR-gate (we
call g an exit), g has fan-in 1, fan-out 1, and the one gate with g as input is an OR-gate.

C is a normal d-DNNF if it is additionally a d-DNNF in the zero-suppressed semantics.

The pruned requirements slightly weaken the expressiveness of normal circuits C, because
they forbid that S(C) = ∅ or {} ∈ S(C), which are easy to handle separately. We then have:

I Proposition 4.3. Given a monotone augmented d-DNNF circuit C in zero-suppressed
semantics with compatible order < and with S(C) 6= ∅ and S(C) 6= {{}}, we can build in
O(|C|) a normal d-DNNF C ′, with < as a compatible order, such that S(C ′) = S(C)\{{}}.

Proof Sketch. We reuse the construction of Proposition 4.1 with k = 1 to split the gates so
that they are not 0-valid, eliminate bottom-up the unsatisfiable gates, make C arity-two in a
straightforward way, collapse all AND-gates with fan-in 1, and make C discriminative by
inserting new OR-gates (i.e., the exits) on all wires from non-OR-gates to OR-gates. J

This result allows us to assume in the sequel that we are working with normal d-DNNFs.

5 Indexing OR-Components

This section presents the last step of our preprocessing. Remember that we now work with
a normal d-DNNF, and we want to enumerate its set of assignments. Intuitively, this last
preprocessing will help us to enumerate the choices that can be made at OR-gates. Formally,
we will work on the OR-components of our circuit:
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I Definition 5.1. The OR-component K of an OR-gate g in a normal circuit C is the set of
OR-gates that can be reached from g by going only through OR-gates, following wires in
either direction. We abuse notation and also see K as a DAG, whose vertices are the gates
of K, and whose edges are the wires between them.

Recall from Definition 4.2 that, as C is discriminative, all gates of an OR-component K
with no inputs in K must be exits; we call them the exits of K. For a gate g in K, the exits
of g are the gates of K that have a directed path to g in K; intuitively, they are the “possible
choices” for a partial trace rooted at g. Our goal is to preprocess each OR-component of C
to be able to enumerate efficiently the exits of all OR-gates of C. This enumeration task is
tricky, however: exploring K naively when enumerating would take time dependent of C,
but materializing a reachability index would take quadratic preprocessing time. Thus, we
design an efficient indexing scheme, using the fact that OR-components are multitrees:

I Definition 5.2. A DAG G is a multitree if it has no pair n 6= n′ of vertices such that there
are two different directed paths from n to n′. In particular, forests are multitrees, and so are
polytrees (DAGs with no undirected cycles).

I Lemma 5.3. For any normal d-DNNF C, each OR-component of C is a multitree.

We can then prepare the enumeration of exits of gates in OR-components, by designing
an efficient and generic indexing scheme on multitrees (see [3]). We deduce:

I Theorem 5.4. Given a normal d-DNNF C, we can compute in O(|C|) a structure called
OR-index allowing us to do the following: given an OR-gate g of C, enumerate the exits of g
in its OR-component K, with constant delay and memory usage O(log |K|).

6 Enumerating Assignments

We have described in the previous sections our linear-time preprocessing on the input circuit:
this produces a normal d-DNNF C together with an OR-index, and we wish to enumerate
its assignments S(C) in zero-suppressed semantics. In this section, we show that we can
enumerate the elements of S(C), producing each assignment t with delay O(|t|).

To prove this, we will go back to our definition of zero-suppressed semantics in Section 3,
namely, the minimal valuations of the traces of C (recall Definition 3.3). We will proceed in
two steps. First, we use our preprocessing and the OR-index to show an efficient enumeration
scheme for the traces of C, in a compact representation called compressed traces. Second, we
show how to enumerate efficiently the minimal valuations of a compressed trace.

Compressed traces. We cannot enumerate traces directly because they can be arbitrarily
large (e.g., contain long paths of OR-gates) even for assignments of small weight. We
accordingly define compressed traces as a variant of traces that collapse such paths:

I Definition 6.1. An OR-path of a monotone augmented circuit C = (G,W, µ, g0) is a path
from g ∈ G to g′ ∈ G where all intermediate gates are OR-gates; in particular if (g, g′) ∈W
then there is an OR-path from g to g′. A compressed upward tree of C is a pair (G′,W ′)
where G′ ⊆ G and where W ′ ⊆ G′×G′ is such that for each (g, g′) ∈W ′ there is an OR-path
from g to g′: we require that T is a rooted tree up to reversing the direction of the edges. T
is a compressed partial trace if its internal gates are AND-gates and OR-gates such that:

for every AND-gate g in T , all its inputs in C are children of g in T ;
for every exit g in T (it is an OR-gate), its one input in C is a child of g in T ;
for every non-exit OR-gate g in T , exactly one of its exits g′ in C is a child of g in T .
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We write |T | := |G′|. We call T a compressed trace of C if its root is g0. The minimal
valuations of a compressed trace are defined like for non-compressed traces (Definition 3.5).

The use of compressed traces is that their size is linear in that of their minimal valuations:

I Lemma 6.2. For any compressed trace T of a normal circuit C and minimal valuation ν
for T and C, we have |T | ≤ 6 · |ν|.

From a trace T in a normal d-DNNF C, we can clearly define a compressed trace T ′ with
the same leaves, as follows. Whenever T contains an OR-gate g whose parent gate g′ in T is
not an OR-gate (or when g is the root of T ), as g cannot be an exit, we know that there is a
OR-path in T from g to an exit g′′ of g in its OR-component. We “compress” this OR-path
in T ′ as an edge from g to g′′. Conversely, given a compressed trace T ′, we can fill it to a
trace T with the same leaves, by replacing each edge from g to g′ by a witnessing OR-path;
there is only one way to do so because OR-components are multitrees (Lemma 5.3). Hence,
there is a bijection between traces and compressed traces that preserves the set of leaves. As
the minimal valuations of traces and compressed traces are defined in the same way from
this set, we can simply enumerate compressed traces instead of traces. We can then show:

I Proposition 6.3. Given a normal d-DNNF C with its OR-index, we can enumerate its
compressed traces, with the delay to produce each compressed trace T being in O(|T |).

In particular, if all compressed traces have constant size, then the delay is constant.

Proof Sketch. At each AND-gate, we enumerate the lexicographic product of the partial
traces of its two children; at each OR-gate, we enumerate its exits using the OR-index. J

Enumerating valuations of a compressed trace. We now show how, given a compressed
trace T , we can enumerate its minimal valuations (recall Definition 3.5). Restricting our
attention to the leaves of T , we can rephrase our problem in the following way:

I Definition 6.4. The assignment enumeration problem for a total order < on gates Cvar is
as follows: given pairwise disjoint intervals [g−1 , g

+
1 ], . . . , [g−n , g+

n ], and cardinality constraints
./1 ii, . . . , ./n in, where 0 < ij ≤

∣∣[g−j , g+
j ]
∣∣ and ./j ∈ {=,≥}, enumerate the values of the

products t1× · · · × tn for all the assignments of the tj ⊆ [g−j , g
+
j ] such that |tj | ./j ij for all j.

Indeed, remember that, as C is {}-pruned, the leaves of T consist of variables and range
gates, and their intervals are pairwise disjoint thanks to decomposability. A ./ i-gate with
inputs g−, g+ codes the interval [g−, g+] with cardinality constraint ./ i, and a variable g
simply codes [g, g] with constraint = 1. Further, thanks to {}-pruning, we know that no
range gate is labeled with = 0 or ≥ 0, and thanks to ∅-pruning, we know that no range gate
is labeled with an infeasible cardinality constraint. We claim:

I Proposition 6.5. We can enumerate the solutions to the assignment enumeration problem
for < on Cvar, with each solution t being produced with delay linear in its size |t|.

Again, this is constant-delay when all solutions have size bounded by a constant.

Proof Sketch. We enumerate the possible assignments of weights to intervals with constant-
delay, to reduce to the case where all cardinality constraints are equalities. We then enumerate
the assignments in lexicographic order, using an existing scheme [26, Section 7.2.1.3]. J
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We have concluded the proof of Theorem 2.1 (see Figure 1) and 2.2. Given our input
d-DNNF C and v-tree T rewritten to a compatible order, we rewrite C to an equivalent
normal d-DNNF and compute the OR-index. We then enumerate compressed traces, and the
valuations for each trace. The proof of Theorem 2.2 is the same except that we additionally
use Proposition 4.1 before Proposition 4.3 to restrict to valuations of Hamming weight ≤ k.

7 Applications

We now present two applications of our main results. Our first application recaptures the
well-known enumeration results for MSO queries on trees [6, 23]. The second application
describes links to factorized databases and strengthens the enumeration result of [29].

MSO enumeration. Recall that the class of monadic second-order formulae (MSO) consists
of first-order logical formulae extended with quantification over sets, see e.g. [27]. The
enumeration problem for a fixed MSO formula φ(X1, . . . , Xk) with free second-order variables,
given a structure I, is to enumerate the answers of φ on I, i.e., the k-tuples (B1, . . . , Bk)
of subsets of the domain of I such that I satisfies φ(B1, . . . , Bk). We measure the data
complexity of this task, i.e., its complexity in the input structure, with the query being fixed.

It was shown by Bagan [6] that MSO query enumeration on trees and bounded treewidth
structures can be performed with linear-time preprocessing and delay linear in each MSO
assignment; in particular, if the free variables of the formula are first-order, then the delay is
constant. This latter result was later re-proven by Kazana and Segoufin [25]. We show how
to recapture this theorem from our main results. From the results of Courcelle and standard
techniques (see, e.g., [23], Theorem 6.3.1 and Section 6.3.2), we restrict to binary trees.

I Definition 7.1. Let Γ be a finite alphabet. A Γ-tree T is a rooted unordered binary tree
where each node n ∈ T carries a label in Γ. We abuse notation and identify T to its node set.
MSO formulae on Γ-trees are written on the signature consisting of one binary predicate for
the edge relation and unary predicates for each label of Γ.

Let φ(X1, . . . , Xk) be an MSO formula on Γ-trees, and let T be a Γ-tree. We will show
our enumeration result by building a structured circuit capturing the assignments of φ on T :

I Definition 7.2. A singleton on X1, . . . , Xk and T is an expression of the form 〈Xi : n〉
with n ∈ T . An assignment on X1, . . . , Xk and T is a set S of singletons: it defines a k-tuple
(BS1 , . . . , BSk ) of subsets of T by setting BSi := {n ∈ T | 〈Xi : n〉 ∈ S} for each i. The
assignments of φ on T are the assignments S such that T satisfies φ(BS1 , . . . , BSk ).

We will enumerate assignments instead of answers: this makes no difference because we
can always rewrite each assignment in linear time to the corresponding answer. We now
state the key result: we can efficiently build circuits (with singletons as variable gates) that
capture the assignments to MSO queries. (While these circuits are not augmented circuits,
they are decomposable, so the definition of zero-suppressed semantics clearly extends.)

I Theorem 7.3. For any fixed MSO formula φ(X1, . . . , Xk) on Γ-trees, given a Γ-tree T , we
can build in time O(|T |) a monotone d-DNNF circuit C in zero-suppressed semantics whose
set S(C) of assignments (as in Definition 3.6) is exactly the set of assignments of φ on T .

Proof Sketch. We simplify φ to have a single free variable and limit to assignments on leaves
as in [6], and rewrite φ to a deterministic tree automaton A using the result of Thatcher and
Wright [35], in time independent of T (though the runtime is generally nonelementary in φ).
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We then compute our circuit as a variant of the provenance circuits in our earlier work [4],
observing that it is a d-DNNF thanks to the determinism of the automaton as in [5]. This
second step is in O(|A| · |T |), so linear in T . A self-contained proof is given in [3]. J

Note that the resulting circuit is already in zero-suppressed semantics, and has no range
gates. By continuing as in the proof of Theorem 2.1 (for free second-order variables) or
of Theorem 2.2 (for free first-order variables), we deduce the MSO enumeration results
of [6, 25]. Note that, once we have computed the tree automaton for the query and the
circuit representation, our proof of the enumeration result is completely query-agnostic: we
simply apply our enumeration construction on the circuit. Our proof also does not depend
on the factorization forest decomposition theorem of [15] used by [25]; it consists only of the
simple circuit manipulation and indexing that we presented in Sections 4–6. Note that the
delay is in O(k · |T |), with no large hidden constants, and O(k) for first-order variables.

A limitation of our approach is that our memory usage bound includes a logarithmic
factor in T , whereas [6, 25] show constant-memory enumeration. However, we can show
that the circuit computed in Theorem 7.3 satisfies an upwards-determinism condition that
allow us to replace the indexing scheme of Theorem 5.4 (our memory bottleneck) by a more
efficient index. We can thus reprove the constant-memory enumeration of [6, 25]: see [3].

Factorized representations. Our second application is the factorized representations of [29],
a concise way to represent database relations [1] by “factoring out” common parts. The atomic
factorized relations are the empty relation ∅, the relation 〈〉 containing only the empty tuple,
and singletons 〈A : a〉 where A is an attribute and a is an element. Larger relations are built
using the relational union and Cartesian product operators on sub-relations with compatible
schemas. For example, 〈A1 : a1〉 × (〈A2 : a2〉 ∪ 〈A2 : a′2〉) is a factorized representation of the
relation on attributes A1, A2 containing the tuples (a1, a2) and (a1, a

′
2). A d-representation

is a factorized representation given as a DAG, to reuse common sub-expressions. We show
that d-representations can be seen as circuits in zero-suppressed semantics:

I Lemma 7.4. For any d-representation D, let C be the monotone circuit obtained by
replacing × and ∪ by AND and OR, replacing ∅ and 〈〉 by AND-gates and OR-gates with no
inputs, and keeping singletons as variables. Then all AND-gates of C are decomposable, and
S(C) (defined as in Section 3) is exactly the database relation represented by D.

Hence, our results in Theorem 2.2 can be rephrased in terms of factorized representations:

I Theorem 7.5. The tuples of a deterministic d-representation D over a schema S can be
enumerated with linear-time preprocessing, delay O(|S|), and memory O(|S| log |D|).

Note that the existing enumeration result on factorized representations (Theorem 4.11
of [29]) achieves a constant memory bound, unlike ours, but it applies only to deterministic
d-representations that are normal (Definition 4.6 of [29]), which we do not assume. Normal
d-representations are intuitively pruned and collapsed circuits where no OR-gate is an input
to an OR-gate: this assumption avoids the need, e.g., for the constructions of Section 5.

8 Conclusion

We have shown how to enumerate satisfying valuations for the structured d-DNNF circuits
used in AI, with linear preprocessing and delay linear in each valuation (so constant delay
for constant Hamming weight). We applied this to factorized databases, and to MSO query
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enumeration [6, 23]. Beyond this, however, our method implies efficient enumeration for all
knowledge compilation problems that compile to structured d-DNNFs (see Introduction).

A natural question is to extend our constructions for other tasks, e.g., computing the i-th
valuation [6, 9]; managing updates [28]; or enumerating in order of weight, or in lexicographic
order: this latter problem is open for MSO [33, Section 6.1] but results are known for
factorized representations following an f-tree [10]. Another direction is to strengthen our
results to constant-memory enumeration on all d-DNNFs, or generalize them to other classes.
We also plan to study practical implementations, because our construction only performs
simple and modular transformations on input circuits, with no hidden large constants.
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Abstract
We propose an automata-theoretic framework for modularly expressing computations on streams
of data. With weighted automata as a starting point, we identify three key features that are
useful for an automaton model for stream processing: expressing the regular decomposition of
streams whose data items are elements of a complex type (e.g., tuple of values), allowing the hi-
erarchical nesting of several different kinds of aggregations, and specifying modularly the parallel
execution and combination of various subcomputations. The combination of these features leads
to subtle efficiency considerations that concern the interaction between nondeterminism, hierar-
chical nesting, and parallelism. We identify a syntactic restriction where the nondeterminism is
unambiguous and parallel subcomputations synchronize their outputs. For automata satisfying
these restrictions, we show that there is a space- and time-efficient streaming evaluation algo-
rithm. We also prove that when these restrictions are relaxed, the evaluation problem becomes
inherently computationally expensive.
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1 Introduction

Finite-state automata have been used very successfully to solve the problem of pattern
matching in strings [1]. For simple patterns that are given as regular expressions, there
have been proposed several pattern-matching algorithms based on Nondeterministic Finite
Automata (NFAs) [31] or Deterministic Finite Automata (DFAs) [7] with strong efficiency
guarantees. A particularly desirable feature of such automata-based algorithms is that they
process the input text in one pass, i.e. by reading each letter of the input text consecutively
from left to right, thus adhering to the so-called streaming model of computation [28].

Pattern-matching is one basic computational problem that arises in the context of data
stream processing [14], i.e. the processing of data that arrives in real time at a high rate (e.g.,
for analyzing stock market data and web click-streams, or for monitoring sensor measurements
and network traffic). To process data streams, the core computational problem that typically
needs to be solved is the aggregation of parts of the stream into numerical values. For
example, calculating the average price of a stock, monitoring the amount of network traffic
an IP address has generated so far, or maintaining for a sensor the minimum and maximum
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measurements it has recorded over the last 10 minutes. Given the usefulness of automata for
finding patterns in streams of symbols, the question arises whether similar automata-based
techniques can be employed for computing quantitative summaries of data streams.

We are thus led to consider weighted automata [19], which extend classical nondeterminis-
tic automata by annotating transitions with weights and can be used for the computation of
simple quantitative properties on finite or infinite strings of symbols [10]. Weighted automata
have found applications in speech and language processing [26], and they are also used for
modeling systems and verifying quantitative properties of these systems [12]. However, the
computational problems that are relevant for quantitative verification are analysis questions
such as universality and equivalence. These questions are decidable only when the weights
and the operations used on them are very simple [24, 2], so the studied models are usually
equipped with a very limited set of primitive operations that are insufficient for expressing
realistic streaming computations.

Since weighted automata are not expressive enough for typical streaming computations,
our goal is to extend them for this purpose while maintaining the efficiency of their evaluation.
First, we notice that the elements of data streams are typically not symbols from a finite
alphabet but rather structured objects such as tuples of values. It is therefore necessary
to work in the symbolic setting [33, 34]: the input elements belong to a potentially infinite
alphabet D, and we consider a collection of primitive predicates on D for describing subclasses
of elements using Boolean formulas over the primitive predicates. Additionally, realistic
computations often involve the parsing of an input stream and aggregation of subcomputations;
for example, we may want to subsample a sequence of sensor measurements by averaging them
in groups of three consecutive measurements, and then compute the maximum measurement
of every minute. Naturally describing such calculations requires that we allow hierarchical
nesting of operations. In general, the required subcomputations may be disjoint from one
another, and need to be executed in parallel. For example, suppose the automaton A1
describes a long-term average (e.g., over the last month) of a sensor measurement, A2
calculates a short-term average (e.g., over the last minute), and op is the “absolute difference”
binary operation. Then, the construct op(A1,A2) describes the parallel execution of A1 and
A2 and the combination of their results using the op operation. Thus, the overall computation
outputs the distance between the short-term and long-term average. This construct for
parallelism facilitates the modular description of computations.

Our contribution. Putting these desired features together in a model that supports nonde-
terministic parsing, hierarchical nesting of quantitative operations and modular parallelism
is challenging. The core computational problem is the incremental evaluation of automata
on unbounded data streams, and the goal is to provide an algorithm with strong space-
and time-efficiency guarantees. We will establish formally that the naive combination of
the desired features makes efficient evaluation impossible. Moreover, we will show that by
restricting to unambiguous nondeterminism [9] and by constraining the parallel execution
of op(A1, . . . ,Ak) so that the automata Ai synchronize their outputs, we can achieve very
efficient evaluation. More specifically, our main results are the following:
1. The evaluation problem for automata that allow ambiguous nondeterminism and nesting

of quantitative operations requires space that is linear in the size of the input stream.
2. The evaluation problem for automata with unambiguous nondeterminism and unsynchro-

nized parallel execution requires space that is exponential in the size of the automaton.
3. For automata that are unambiguous and allow only synchronized parallel execution, the

evaluation problem requires space and time-per-element that is quadratic in the size of
the automaton and independent of the size of the stream.
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Related work. The features of our Streaming Automata (SAs) were inspired by the Quanti-
tative Regular Expressions (QREs) of [5], which have constructs for parallelism and nesting of
sequential aggregators. QREs were extended in [25] with streaming relational operations [22],
and an efficient implementation was given for processing realistic workloads (Yahoo streaming
benchmark [13] and NEXMark benchmark [32]). However, the evaluation algorithm of [5] and
the implementation of [25] were not based on automata-theoretic techniques. A simplified
version of the QREs of [5] without parameters allows a straightforward translation into our
SAs that is very similar to the translation of unambiguous regexes into unambiguous NFAs.
This translation is desirable not only because it gives rise to a cleaner evaluation algorithm,
but also because it opens the door for systematic query optimization using automata-theoretic
techniques, which could be explored in future research.

The model of Cost Register Automata (CRAs) was proposed in [4] and was shown in
[5] to be expressively equivalent to QREs. However, CRAs cannot be used for the efficient
evaluation of QREs, because the translation of QREs into CRAs incurs a doubly exponential
blowup. The model of Streaming Automata that is proposed here is an appropriate setting
for the efficient evaluation of QREs.

A two-level variant of weighted automata for infinite strings has recently been proposed
[11] that can express long-run quantitative properties of a stream, for example, the average
response time of a system. By restricting both the nesting depth (to 1) and the allowed
aggregation operations, the model of [11] is shown to have decidable emptiness and universality
problems. With the goal of modeling realistic streaming computations, we focus on arbitrary
nesting and a general set of operations. We are therefore concerned primarily with evaluation
complexity rather than decidability of these problems.

Symbolic automata and transducers [33, 34, 15, 16] have been introduced for matching
and transforming strings over large or infinite alphabets. Our work builds on symbolic
automata but instead addresses the problem of quantitative aggregation.

There is also related work on data words and data/register automata and their associated
logics [23, 29, 18, 8]. These models operate on words over an infinite alphabet, which is
typically of the form Σ× N, where Σ is a finite set of tags. They allow the comparison of
infinite values using only the equality predicate. In contrast, our SAs do not allow binary
predicates on stream elements, but instead allow a rich set of operations on the values.

More broadly, there is a vast line of research on efficient algorithms for the streaming
model of computation. See the survey [28] and some illustrative works [27, 20, 3, 17, 6]
that have been influential. The algorithms studied in this line of research are designed for
specific problems (for example, finding the number of distinct elements in a stream) and
typically use approximation and randomization. Our considerations here are orthogonal, and
complementary, to the literature on streaming algorithms. We study the hierarchical nesting
of several different kinds of aggregations, and we study the computational resources that are
needed for parsing the stream and combining all intermediate results.

2 Streaming Automata

Symbolic input. Figure 1 shows two symbolic weighted automata over different inputs.
M1 implements MaxBlockSum: on an input stream of natural numbers separated into
(possibly empty) blocks by the separator 0, it returns the maximum sum of a block. As we
may viewM1 as a weighted automaton over the semiring (N ∪ {−∞},max,+), it does not
yet introduce anything new to our model except the symbolic input. All transitions use
the formal variable x to denote the current input data item, a natural number; the syntax
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M1 computing MaxBlockSum
input data type N, weights N, output N
fold + : N× N→ N, collect max : N× N→ N

q0 q1 q2
0

0

(x = 0) 7→ 0 (x = 0) 7→ 0

x 7→ 0 (x > 0) 7→ x x 7→ 0

M2 computing MaxSuffixSum
input data type Z, weights Z, output Z
fold + : Z× Z→ Z, collect max : Z× Z→ Z

q0 q1
0 ε 7→ 0

x 7→ 0 x 7→ x

Figure 1 Weighted automata with symbolic input.

M3 computing MaxBlockSum
input data type N, weights N, output N
fold max : N× N→ N

q0 q1
0 S

(x = 0) 7→ 0

(x = 0) 7→ 0

S computing Sum
input data type N, weights N, output N
fold + : N× N→ N

q0 q1
0 (x > 0) 7→ x

(x > 0) 7→ x

Figure 2 A streaming automaton employing hierarchy.

ϕ(x) 7→ α(x) means that if x matches predicate ϕ, then the transition can be taken, and has
weight α(x). We write simply x 7→ α(x) if ϕ is True, i.e. if any x is allowed. A transition
labeled with ε 7→ r matches the empty string and has weight r.
M1 starts at q0 for some time, mapping each input x to weight 0 (effectively ignoring it).

Then, it nondeterministically picks a block by transitioning to q1 on input the separator x = 0.
(q1 is also a start state, which corresponds to the first block, before any 0 has occurred.) At
q1, all inputs matching the predicate x > 0 are assigned weight x. Finally, on input x = 0,
the end of the block, it transitions to q2, where future x are again assigned weight 0. M1
adds up (folds) all the assigned weights to obtain the total weight of the path, which is by
construction the sum of the particular block chosen. The output of the automaton is the
maximum weight (collect) over all paths.
M2 implements MaxSuffixSum: on an input stream of integers, it returns the maximum

sum of a suffix of those integers. The input data type is now Z rather than N. M2 (likeM1)
starts at q0 and assigns inputs x to weight 0 for some time. Then, it nondeterministically
guesses the start of the suffix by switching to q1, where each future input x is assigned weight
x. The fold operation is again +, so that the weight of the path is the sum of that particular
suffix. The collect operation returns the max over all paths, i.e. over all suffixes.

Hierarchy. The nondeterminism ofM2 is very natural: exactly where the best suffix starts
cannot be known ahead of time, so we choose it nondeterministically. In contrast, since the
input toM1 is parsable into a sequence of blocks, using nondeterminism to choose a block
seems artificial. Instead, we would like to deterministically parse the stream into blocks,
then call a subroutine (sum) on each block. Figure 2 shows how to do this in our model.
First, the weighted automaton S is built to compute the sum of a nonempty input stream by
straightforwardly folding with +. M3 parses the stream into blocks separated by 0 and calls
S as a subautomaton on each block, where the weight of that transition is the return value
of S. All the block sums returned by S are now weights along a single path, and they are
folded with the operation max.
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M4 computing LastBlockAverage
input data type N, weights Q, output Q
fold + : Q×Q→ Q

q0 q1 q2
0

0
(x = 0) 7→ 0 div(S, C)

x 7→ 0

C computing Count
input data type N, weights N, output N
fold + : N× N→ N

q0 q1
0 (x > 0) 7→ 1

(x > 0) 7→ 1

Figure 3 A streaming automaton employing parallelism.

The example of MaxBlockSum is a typical case where the two operations of a nonde-
terministic weighted automaton (fold ⊗ and collect ⊕) can be replaced by a hierarchy of two
streaming automata, each of which is unambiguous: there is at most one accepting path on
any given input string. The fold operation ofM1 (+) becomes the fold operation of S, and
the collect operation ofM1 (max) becomes the fold operation ofM3. Unambiguity implies
that the collect operations inM3 and S are never used, and need not be specified.

Parallelism. After parsing a stream into blocks, multiple computations may be required on
each block. For this purpose, in our model a transition may be labeled not just with a single
subautomaton (as inM3), but with a call op(A1, . . . ,Am) where each Ai is a subautomaton.
In a simple example, the stream is separated by 0 into blocks, and we want to report the
average of the last block. Figure 3 gives an automatonM4 implementing this. On every 0
characterM4 may nondeterministically guess that we are now going to the last block, and
move from q0 to q1. It subsequently makes an invocation div(S, C) to two subautomata. S
(from Figure 2) returns the sum of the elements in the block if there is at least one, and C
returns the count if there is at least one. div : N×N→ Q then divides the two results to get
average. The parallelism arises because the stream is read into both S and C in parallel.

LikeM3,M4 is unambiguous, with at most one accepting path on each input. M4 also
satisfies parallel-consistency: in the call to div(S, C), S and C were defined on the same
input strings. Our definition of a streaming automaton requires both unambiguity and
parallel-consistency; the necessity of these restrictions is justified by Section 4.

Formal definition

The general definition is parameterized by a signature (D,O, D,P), where D is a collection
of (possibly infinite) types, and O is a collection of operations D1 ×D2 × · · · ×Dk → Dk+1
with each Di a type in D. We write O[D1×D2× · · · ×Dk → Dk+1] for the set of operations
in O which are functions of the specific indicated function type. D ∈ D is a specific set
for the input stream, and P is a set of predicates, which are identified with subsets of D.
We require that P is closed under Boolean operations, and that satisfiability for ϕ ∈ P is
decidable as in [34]. From this point, we assume the fixed signature (D,O, D,P).

The class of nondeterministic streaming automata is defined hierarchically as NSA :=⋃∞
k=0 NSAk. For k ≥ 0, an element of NSAk is a tuple (Q,X, Y,∆, I, F,⊗,⊕), semantically

representing a partial function from D∗ to Y . Q is a finite set of states, X ∈ D is the weight
type, Y ∈ D is the output type, and ∆ is a set of transitions. Each transition goes from a
state q ∈ Q to a state q′ ∈ Q, and has a label, which is one of three kinds: (i) A satisfiable
predicate ϕ ∈ P and a weight assignment α ∈ O[D → X]. (ii) An epsilon (ε) and a weight
x ∈ X. (iii) A call to op(A1,A2, . . . ,Am), where op ∈ O[Y1 × Y2 × · · · × Ym → X] and each
Ai ∈ NSAk−1, such that the output type of Ai is Yi. The weight of the transition in this
case will be op applied to the outputs of the Ai.
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I : Q ⇀ Y is the initialization function, a partial function assigning an initial value to the
computation. Its domain is the set of initial states, denoted QI ⊆ Q. Conversely, F : Q ⇀ X

is the final function; it allows for slightly more flexibility than in our examples by appending
a final weight to accepting paths. Its domain is the set of final states or accepting states,
denoted QF ⊆ Q. The fold operation ⊗ ∈ O[Y ×X → Y ] folds together the weights along a
path, and the collect operation ⊕ ∈ O[Y ×Y → Y ] combines the results of all accepting paths
to arrive at a final output value. The operation ⊕ must be commutative and associative,
and ⊗ must be left-distributive over ⊕.

The class NSA0, in which there are no transitions of kind (iii), consists of symbolic
weighted automata. A subautomaton of A is an automaton Ai ∈ NSAk−1 appearing in a
transition of kind (iii) in A. The size of A is the sum of the number of states |Q|, the number
of transitions |∆|, and the sizes of all the subautomata, counted with multiplicity. Effectively,
an automaton must be written down once for every time it is used.

As in the examples, the automaton A is semantically interpreted as a function JAK :
L(A) → Y , where L(A) ⊆ D∗ is the regular language of A. L(A) and JAK are defined
recursively by also defining L(τ) and JτK for each transition τ of the automaton. (i) For a
transition τ labeled with predicate ϕ ⊆ D and weight assignment α : D → X, L(τ) = {d ∈
D | ϕ(d)}, and JτK(d) = α(d). (ii) For an epsilon transition τ with weight x ∈ X, L(τ) = {ε}
and JτK(ε) = x. (iii) Finally, for a transition τ labeled with op(A1, . . . ,Am), the language
L(τ) = L(A1)∩ · · · ∩L(Am), and for any string s ∈ L(τ), JτK(s) = op(JA1K(s), . . . , JAmK(s)).

For an automaton A ∈ NSAk, a path on input s ∈ D∗ consists of a sequence of states
q0, q1, q2, . . . , qn ∈ Q, a sequence of strings s1, s2, . . . , sn ∈ D∗, and a sequence of transitions
τ1, τ2, . . . , τn ∈ ∆, such that q0 ∈ QI , s = s1s2 . . . sn, and for each i, τi is a transition from
qi−1 to qi such that si ∈ L(τi). A path is accepting if qn ∈ QF . The language L(A) is the set of
strings s for which there exists an accepting path on input s. The weight of an accepting path
is, with left-to-right evaluation order, I(q0)⊗ Jτ1K(s1)⊗ Jτ2K(s2)⊗· · ·⊗ JτnK(sn)⊗F (qn) ∈ Y .

An implicit ε-transition is a transition τ with ε ∈ L(τ). A is well-formed if it has no
implicit ε-transition cycles, and all of its subautomata are well-formed. Finally, the evaluation
of A on input s ∈ L(A) is given by JAK(s) := y1 ⊕ · · · ⊕ yN ∈ Y , where y1, . . . , yN are the
weights of all (finitely many) distinct accepting paths on input s. As ⊕ is commutative and
associative, this is well-defined.

Streaming automata. We recursively say that an NSA A is unambiguous if there is at
most one accepting path on every input string, and each subautomaton of A is unambiguous.
An NSA A is called parallel-consistent if, at every transition of kind (iii) labeled with
op(A1,A2, . . . ,Am), L(A1) = L(A2) = · · · = L(Am), and every subautomaton is parallel-
consistent. A streaming automaton (SA) is an NSA A that is unambiguous and parallel-
consistent. The collect operation ⊕ of an SA may be left off, as it is never invoked. We
additionally assume that every SA is trim: every state has an accepting path which goes
through it, and all subautomata are trim.

Checking if an NSA is an SA. Both of the two restrictions (unambiguity and parallel-
consistency) can be checked efficiently. The main idea is to assign to each subautomaton A
an underlying NFA NFA(A), such that L(A) = L(NFA(A)), from the bottom up. Given an
NSA A, the algorithm recursively verifies that A is unambiguous and parallel-consistent, and
also returns the NFA NFA(A) such that L(A) = L(NFA(A)). Assume this has been done for
all subautomata of A. Checking parallel-consistency of a transition labeled op(A1, . . . ,Am)
is then the equivalence problem for the unambiguous NFAs NFA(A1), . . . ,NFA(Am); ex-
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actly this problem is solved in polynomial time by a nontrivial algorithm of [30]. Once
parallel-consistency is established, we form NFA(A) by replacing each transition labeled with
op(A1, . . . ,Am) with ε-transitions to and from a copy of NFA(A1). Crucially, we assume
parallel-consistency in only using A1. This guarantees that the NFA is linear in the size of A,
and avoids the alternative of constructing an NFA for L(A1)∩ · · ·∩L(Am). The construction
preserves accepting paths, so L(A) = L(NFA(A)), and if one is unambiguous, both are.
Finally, checking that NFA(A) is unambiguous is a reachability check in NFA(A)×NFA(A).

The necessary operations for the algorithm to work lift to the symbolic setting given the
decidability restrictions on the predicates. See e.g. Corollary 1 of [34].

3 Evaluation Algorithm

In this section we present a space- and time-efficient evaluation algorithm for streaming
automata, i.e. NSAs that are unambiguous and parallel-consistent. We will show that for
such automata the space footprint of the evaluation algorithm and the time required to
process each element are independent of the size of the stream and quadratic in the size of
the automaton. As we will see in Section 4, both these syntactic restrictions on automata
are necessary for the efficiency guarantees that we present.

Given an SA A and a sequence w of data items, the computation of JAK(w) amounts to
discovering a global hierarchical path for w that may span several levels of subautomata
and performing incrementally the aggregations that are prescribed by the top level and all
subautomata. The crucial challenge is that the unambiguous nondeterminism of A requires
the exploration of all possible paths in parallel. It is not obvious how this can be accomplished
using a small amount of space, and indeed Theorem 5 in the next section shows that this
is impossible in the presence of ambiguous nondeterminism. For plain NFAs or weighted
automata, ambiguous nondeterminism is not an issue, because when two tokens end up at
the same state during evaluation they can be merged. For streaming automata, however,
such merging is not possible. The main insight is that unambiguity guarantees that no two
tokens will ever end up at the same state, even at the lowest level of the automaton. As the
evaluation algorithm explores each tentative path, it maintains a stack of values for that
path, which holds the partial aggregates for the subpaths that have been discovered so far.
We can think of these stacks as “execution tokens” that are updated whenever a simple
transition occurs (upon consumption of a data item), and which are passed to subautomata
as a way to implement the recursive definition of global accepting paths.

Before presenting the technical details, let us give a very high-level description of the
evaluation algorithm and its correctness proof. First, we will introduce the notion of a
configuration, which describes the assignment of stack tokens to the active states of the
automaton. This is a generalization of configurations for NFAs, which only indicate the
active states. We will define a semantics for configurations, which summarizes the accepting
paths from active states as well as the computations that are performed along these paths.
Then, the correctness proof of the algorithm can be reduced to establishing a simple semantic
property for configurations: if C is the current configuration and C ′ is the configuration
that the evaluation algorithm computes from C after consuming the data item d, then
JC ′K(w) = JCK(dw) for every possible suffix w. The presence of several nested levels of
subautomata presents a major challenge for proving this property, since a subautomaton
potentially has to compute simultaneously on several subsequences of the stream seen so far
(we call these subsequences “parallel input threads”).
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input data type Z
weights N, output N
fold + : N× N→ N

q0 q1
0 0(x = 0) 7→ 0

x 7→ 0

(x > 0) 7→ x

(x < 0) 7→ 0

start/next configuration input threads
[9] q0 : [9, 0] {[9] ε}

q1 : [9, 0]
2 q0 : [9, 0] {[9] 2}

q1 : [9, 2]
−1 q0 : [9, 0] {[9] 2 −1}

q1 : [9, 2]
3 q0 : [9, 0] {[9] 2 −1 3}

q1 : [9, 5]
0 q0 : [9, 0] {[9] 2 −1 3 0}

q1 : [9, 0]
6 q0 : [9, 0] {[9] 2 −1 3 0 6}

q1 : [9, 6]

Figure 4 Example evaluation of an SA on one input thread.

I Example 1. The automaton of Figure 4 computes on a stream of integers and outputs
the sum of all strictly positive numbers that have occurred after the last occurrence of a 0
(or from the start if no 0 has occurred yet). We start the execution by supplying a context
stack, which holds the partial aggregations of upper levels (if there are any), and then we
supply the sequence of data items. The context stack [9] of this example is initialized by
pushing the aggregate 0 onto it, and then every time an element is consumed the aggregate
at the top of the stack is appropriately updated.

I Example 2. The automaton of Figure 5 computes on a stream of integers and outputs
the sum of all strictly positive numbers that have occurred as long as there are exactly two
occurrences of a 0. We can compute on several parallel input threads by supplying a new
context stack every time we want to spawn a new thread of execution. Figure 5 shows an
example execution with three different input threads. By starting a new input thread after
the occurrence of a 0 we guarantee that there is at most one stack token on each state.

Epsilon transitions can be eliminated in a bottom-up fashion with a variant of the standard
ε-elimination construction for weighted automata [19]. We consider in this section automata
that are free of both explicit and implicit ε-transitions, and we assume w.l.o.g. that every
invocation op(A1, . . . ,Ak) has its own call state p, from which no other transition emanates.

Suppose that V is the type of all values. Let St be the type of all finite stacks of values,
and [] be the empty stack. We consider the total operation push : St × V → St, and the
partial operations pop : St ⇀ St and top : St ⇀ V . The operations pop and top are undefined
on the empty stack. We write s.push(x) to denote the application of push on the stack s
and the value x. Similarly, we write s.pop and s.top for the other operations. For example,
we have [].push(x).push(y) = [x].push(y) = [x, y] and [x, y].pop.top = [x].top = x. We write
St[X1, . . . , Xn−1, Xn] for the type of stacks of size n whose top element is of type Xn, the
next-to-top element is of type Xn−1 and so on. We call all types of this form bounded
stack types. If T = St[X1, . . . , Xn] then we write T@[Xn+1, . . . , Xn+m] to denote the type
St[X1, . . . , Xn, Xn+1, . . . , Xn+m]. We also abbreviate T@[Xn+1] by T@Xn+1.

The rank of an SA A is the smallest k such that A ∈ NSAk, or in other words the
nesting depth of the automaton. We define the notion of a configuration for an automaton by
induction on its rank. For an automaton A = (Q,X, Y,∆, I, F,⊗) of rank 0 and a bounded
stack type T , an (A, T )-configuration is a partial map C : Q ⇀ T@Y ; we denote the domain
dom(C). Intuitively, the configuration describes the placement of stack tokens on some of
the states of A. For an automaton A = (Q,X, Y,∆, I, F,⊗) of rank strictly greater than 0,
an (A, T )-configuration C is a vector consisting of a partial function C0 : Q ⇀ T@Y and a
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input data type Z
weights N, output N
fold + : N× N→ N

q0

q1

q2

0

(x = 0) 7→ 0

(x = 0) 7→ 0

(x > 0) 7→ x

(x < 0) 7→ 0

(x > 0) 7→ x

(x < 0) 7→ 0

(x > 0) 7→ x

(x < 0) 7→ 0

start/next configuration input threads
[90] q0 : [90, 0] {[90] ε}

3 q0 : [90, 3] {[90] 3}
−2 q0 : [90, 3] {[90] 3 −2}

0 q1 : [90, 3] {[90] 3 −2 0}
[70] q0 : [70, 0] {[90] 3 −2 0,

q1 : [90, 3] [70] ε}
2 q0 : [70, 2] {[90] 3 −2 0 2,

q1 : [90, 5] [70] 2}
−1 q0 : [70, 2] {[90] 3 −2 0 2 −1,

q1 : [90, 5] [70] 2 −1}
6 q0 : [70, 8] {[90] 3 −2 0 2 −1 6,

q1 : [90, 11] [70] 2 −1 6}
0 q1 : [70, 8] {[90] 3 −2 0 2 −1 6 0,

q2 : [90, 11] [70] 2 −1 6 0}
[30] q0 : [30, 0] {[90] 3 −2 0 2 −1 6 0,

q1 : [70, 8] [70] 2 −1 6 0,
q2 : [90, 11] [30] ε}

−4 q0 : [30, 0] {[90] 3 −2 0 2 −1 6 0 −4,
q1 : [70, 8] [70] 2 −1 6 0 −4,
q2 : [90, 11] [30] −4}

−5 q0 : [30, 0] {[90] 3 −2 0 2 −1 6 0 −4 −5,
q1 : [70, 8] [70] 2 −1 6 0 −4 −5,
q2 : [90, 11] [30] −4 −5}

4 q0 : [30, 4] {[90] 3 −2 0 2 −1 6 0 −4 −5 4,
q1 : [70, 12] [70] 2 −1 6 0 −4 −5 4,
q2 : [90, 15] [30] −4 −5 4}

Figure 5 Example evaluation of an SA on several input threads.

subconfiguration for every subautomaton occurrence. More specifically, for every transition
(p, opi(Ai1,Ai2, . . . ,Ain), q) of A, the configuration C specifies an (Ai1, T@Y )-configuration
Ci1 and a (Aij ,St[])-configuration Cij for j = 2, . . . , n. That is, the configuration describes
the placement of stack tokens on the top-level states and specifies subconfigurations for the
subautomata occurrences. We write Cfg〈A, T 〉 for the set of all (A, T )-configurations.

For an automaton A = (Q,X, Y,∆, I, F,⊗) and an (A, T )-configuration C, we will
define simultaneously C-paths, unambiguity of C, and the denotation JCK : D∗ ⇀ T@Y by
induction on the rank of A. A C-path is a path starting from the configuration C.

Automaton A of rank 0 : A C-path (labeled with d1d2 . . . dn ∈ D∗) is a sequence of
the following form: q0 →φ1/σ1

d1/x1
q1 →φ2/σ2

d2/x2
· · · →φn/σn

dn/xn
qn, such that q0 ∈ dom(C) and

(qi−1, φi, σi, qi) ∈ ∆ with φi(di) = true and xi = σi(di) for every i = 1, . . . , n. A C-path
is said to be accepting if it ends with an accepting state. The weight of an accepting
C-path is defined to be the value fold(y,⊗, x1x2 . . . xnxn+1) where y = C(q0).top and
xn+1 = F (qn). The configuration C is unambiguous if for every label w ∈ D∗ there is at
most one accepting C-path labeled with w. For an unambiguous configuration C, the
denotation JCK : D∗ ⇀ T@Y is defined as follows: if there is an accepting C-path π

labeled with w starting with the state q, then JCK w = s.pop.push(y) where s = C(q) is
the initial stack and y is the weight of π.
Automaton A of rank greater than 0 : A top-level C-path is a sequence of top-level
transitions that can be of the following two forms:

p→φ/σ
d/x q where (p, φ, σ, q) ∈ ∆ with φ(d) = true and x = σ(d)

p→op(A1,...,An)
w/x q where w 6= ε and (p, op(A1, . . . ,An), q) ∈ ∆ with

x = op(JA1K w, . . . , JAnK w)

that starts with a state in the domain of C0. Now, a cross-level C-path is a sequence of
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top-level transitions with an additional prefix called a cross-level transition:

→op(Ai1,...,Ain)
w/t qwhere w 6= ε and (p, op(Ai1, . . . ,Ain), q) ∈ ∆ for some state p

s1 = JCi1K(w) : T@[Y, Z1] and sj = JCijK(w) : [Zj ] for j = 2, . . . , n
t = s1.pop.pop.push(s1.pop.top⊗ op(z1, . . . , zn)) where zj = sj .top

Such a prefix summarizes a path in the lower levels, and its annotation w/t specifies both
a label w 6= ε and a stack t : T@Y for continuing at the top level. The label of a path is
the concatenation from left to right of the strings over D that annotate the transitions.
The weight of a top-level C-path is defined as in the 0-rank case, and the weight of a
cross-level C-path is similar but the initial stack is specified by the first (cross-level)
transition. The configuration C is unambiguous if it satisfies the following two conditions:
1. For every label w ∈ D∗ there is at most one accepting C-path (top-level or cross-level)

labeled with w.
2. For every transition (p, op(Ai1, . . . ,Ain), q), the denotations JCi1K, . . . , JCinK have

equal domains.
For an unambiguous configuration C, the denotation JCK : D∗ ⇀ T@Y is defined as
follows: if there is an accepting C-path π (top-level or cross-level) labeled with w, then
JCK w = s.pop.push(y) where s is the initial stack (specified by C0 for top-level C-paths,
and by the initial transition for the cross-level C-paths) and y is the weight of π.

For an SA A = (Q,X, Y,∆, I, F,⊗) and a bounded stack type T , we define the denotation
〈〈A〉〉T : T → (D∗ ⇀ T@Y ) as 〈〈A〉〉T s w = s.push(JAK w).

Figure 6 describes the evaluation algorithm for the base case of a streaming automaton of
rank 0. Observe that the algorithm specifies a procedure next(d) for consuming the element
d, and a procedure start(s) for starting a new input thread given the context stack s. This
generalization of being able to start several parallel input threads is necessary when the
automaton is nested beneath other upper-level automata.

Figure 7 describes the evaluation algorithm for the case of a streaming automaton of rank
strictly greater than 0. The interface is the same as for the base case: there are procedures
start(s) and next(d). The main difference is that the algorithm in this case has to deal
with the invocation transitions: every time a token is at a call state the corresponding
subautomata are restarted, and every time the subautomata have output the corresponding
return state is updated with the output stack.

I Lemma 3. Let A = (Q,X, Y,∆, I, F,⊗) be an SA and T be a bounded stack type. Then:
1. Let C be an unambiguous (A, T )-configuration and s a stack of type T so that JCK and
〈〈A〉〉T (s) are disjoint. Then, the configuration start(C, s), as described operationally in
Figure 6 and Figure 7, is unambiguous and satisfies Jstart(C, s)K = JCK t 〈〈A〉〉T (s).
Notation: If f and g are partial functions with disjoint domains, the partial function
f t g has domain dom(f) ∪ dom(g) and agrees with both f and g.

2. Let C be an unambiguous (A, T )-configuration and d ∈ D. Then, the configuration
next(C, d), as described operationally in Figure 6 and Figure 7, is unambiguous and
satisfies Jnext(C, d)K w = JCK dw for all sequences w ∈ D∗.

Lemma 3 establishes the main semantic property for configurations that is needed for
proving the correctness of the evaluation algorithm.

I Theorem 4. The streaming algorithm of Figure 6 and Figure 7 solves the evaluation
problem for streaming automata. The space footprint of the algorithm and the processing
time per element are independent of the length of the stream and quadratic in the size of the
automaton (assuming that the data types require unit space and the operations unit time).
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Streaming automaton A = (Q,X, Y,∆, I, F,⊗) of rank 0 & bounded stack type T .
state: unambiguous (A, T )-configuration C : Cfg〈A, T 〉, that is, C : Q ⇀ T@Y

initialize(Cfg〈A, T 〉 this) :
this.C := ⊥ // empty configuration

T@Y output(Cfg〈A, T 〉 this) :
foreach q ∈ QF do // iterate over final states

if (this.C(q) is defined) then return this.C(q)
return nil

start(Cfg〈A, T 〉 this, T s) : // precondition: Jthis.CK and 〈〈A〉〉T (s) are disjoint
foreach q ∈ QI do // place token on each initial state

// this.C(q) must be undefined
this.C(q) := s.push(I(q))

next(Cfg〈A, T 〉 this, D d) :
Map〈Q,T@Y 〉Cnext := ⊥
foreach transition (p, φ, σ, q) in ∆ do

if φ(d) = true then
T@Y s := this.C(p) // current stack
Y y := s.top⊗ σ(d) // new value
Cnext(q) := s.pop.push(y) // new stack

this.C := Cnext

Figure 6 General evaluation algorithm for an SA of rank 0.

The guarantees of Theorem 4 apply unconditionally to the case of constant-size types
and operations (e.g., integers and floating-point numbers specified by machine architectures).
In the case of infinite data types, one may need to account for the additional complexity
of computing on their unbounded values to obtain a more precise analysis. In any case,
however, Theorem 4 can be understood as saying that the computational overhead of parsing
the input stream and combining the intermediate results is not significant.

4 Lower Bounds

The efficient evaluation algorithm of the previous section depends crucially on the unambiguity
and parallel-consistency of the automata. In fact, both these syntactic restrictions are essential
for efficient evaluation. More specifically, ambiguous nondeterminism can make the streaming
space complexity of evaluation linear in the size of stream. Moreover, the absence of parallel-
consistency allows the encoding of unambiguous regular expressions with intersection. The
streaming matching problem for such expressions requires space that is exponential in the
size of the expression. These lower bounds highlight the difficulty of efficiently evaluating
quantitative automata that allow for the interaction between nondeterminism and parallelism.

Consider a stream of natural numbers and the problem MinAvgSuffix for the stream-
ing computation of the function f(x1x2 . . . xn) = minni=1 average(xi, xi+1, . . . , xn), where
x1x2 . . . xn is the stream seen so far. An NSA similar to M2 of Figure 1 may be constructed
which computes from each suffix a pair (sum, count), and that is nested inside an automaton
dividing the components of the pair to obtain the average. Since this automaton computes
MinAvgSuffix, the following theorem asserts a lower bound for the evaluation problem of
NSAs with two-level nesting but without parallelism.
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Streaming automaton A = (Q,X, Y,∆, I, F,⊗) of rank > 0 & bounded stack type T .
state: unambiguous (A, T )-configuration C : Cfg〈A, T 〉
initialize(Cfg〈A, T 〉 this) :

this.C0 := ⊥ // no top-level tokens
foreach occurrence Aij in ∆ do initialize(this.Cij)

T@Y output(Cfg〈A, T 〉 this) :
foreach q ∈ QF do // iterate over final states

if (this.C0(q) is defined) then return this.C0(q)
return nil

start(Cfg〈A, T 〉 this, T s) : // precondition: Jthis.CK and 〈〈A〉〉T (s) are disjoint
Map〈Q,T@Y 〉 Cnew

0 := ⊥
foreach q ∈ QI do Cnew

0 (q) := s.push(I(q)) // place token on each initial state
foreach transition (p, op(Ai1, . . . ,Ain), q) in ∆ do // restart subautomata

if (Cnew
0 (p) 6= nil) then // check if there is token on invocation state
start(this.Ci1, C

new
0 (p)); start(this.Cij , []) for all j = 2, . . . , n

Cnew
0 (p) := nil

this.C0 := this.C0 t Cnew
0

next(Cfg〈A, T 〉 this, D d) :
Map〈Q,T@Y 〉Cnext

0 := ⊥
foreach transition (p, φ, σ, q) in ∆ do

if φ(d) = true then
T@Y s := this.C(p) // current stack
Y y := s.top⊗ σ(d) // new value
Cnext

0 (q) := s.pop.push(y) // new stack
foreach transition (p, op(Ai1, . . . ,Ain), q) in ∆ do // propagate d to subautomata, collect outputs

next(this.Cij , d) for all j = 1, 2, . . . , n
T@[Y,Z1] s1 := output(this.Ci1)
if (s1 6= nil) then

z1 := s1.top; s′
1 := s1.pop; y := s′

1.top
zj := output(this.Cij).top for all j = 2, . . . , n
Cnext

0 (q) := s′
1.pop.push(y ⊗ op(z1, z2, . . . , zn))

foreach transition (p, op(Ai1, . . . ,Ain), q) in ∆ do // restart subautomata
if (Cnext

0 (p) 6= nil) then // check if there is token on invocation state
start(this.Ci1, C

next
0 (p)); start(this.Cij , []) for j = 2, . . . , n

Cnext
0 (p) := nil

this.C0 := Cnext
0

Figure 7 General evaluation algorithm for an SA of rank strictly greater than 0.

I Theorem 5. Any streaming algorithm for MinAvgSuffix requires Ω(n) bits of memory,
where n is the size of the stream seen so far.

The following theorem states that the parallel-consistency requirement is essential for
evaluation that is quadratic in the size of the automaton. The idea is based on [21].

I Theorem 6. The evaluation problem for unambiguous streaming automata without the
parallel-consistency restriction requires space exponential in the size of the automaton.

5 Conclusion

We have considered symbolic weighted automata extended with two crucial features for
expressing streaming computations: hierarchical nesting of several aggregators, and parallel
execution. The following table summarizes the space complexity of the evaluation problem,
where m is the size of the automaton and n the length of the data stream:
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no nesting nesting without
parallelism consistent parallelism general parallelism

unambiguous
nondeterminism O(m) O(m2) O(m2) [Thm 4] O(exp(m)) [Thm 6]

general
nondeterminism O(m) Ω(n) [Thm 5] Ω(n) Ω(n)

In nesting without parallelism, a transition may call a single subautomaton. General paral-
lelism allows transitions with the construct op(A1, . . . ,Am), which matches only those strings
accepted by every Ai. Consistent parallelism restricts this to require L(A1) = · · · = L(Am).
These complexities assume that the types of the signature require unit space, and that the
operations and predicates require unit time.
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Abstract
Deterministic two-way transducers define the robust class of regular functions which is, among
other good properties, closed under composition. However, the best known algorithms for com-
posing two-way transducers cause a double exponential blow-up in the size of the inputs. In this
paper, we introduce a class of transducers for which the composition has polynomial complexity.
It is the class of reversible transducers, for which the computation steps can be reversed determin-
istically. While in the one-way setting this class is not very expressive, we prove that any two-way
transducer can be made reversible through a single exponential blow-up. As a consequence, we
prove that the composition of two-way transducers can be done with a single exponential blow-up
in the number of states.

A uniformization of a relation is a function with the same domain and which is included in the
original relation. Our main result actually states that we can uniformize any non-deterministic
two-way transducer by a reversible transducer with a single exponential blow-up, improving the
known result by de Souza which has a quadruple exponential complexity. As a side result, our
construction also gives a quadratic transformation from copyless streaming string transducers to
two-way transducers, improving the exponential previous bound.
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Figure 1 The language A˚aA˚ can be recognized by a deterministic (left) or codeterministic
(right) automaton, but not by a reversible one.

One of the reasons for this is that many descriptions which are equivalent for automata
become different in expressiveness in the case of transducers. For instance, deterministic
and non-deterministic automata recognize the same class of languages, the regular languages.
However this is not the case for transducers since in particular a deterministic transducer
must realize a function while a non-deterministic one may realize a relation. Similarly, by
allowing the reading head to move left and right, one gets a two-way model of automata and
it is known that two-way automata are as expressive as one-way automata [12]. However
two-way transducers can model relations and functions that are unobtainable in the one-way
case, such as the function mirror which reverses its input. Recently, two-way transducers
were also proven to be equivalent to the one-way deterministic model of streaming string
transducers [2], which can be thought of as transducers with write-only registers.

Reversible transducers. A transition system is called reversible when for every input, the
directed graph of configurations is composed of nodes of in-degree and out-degree at most
one. This property is stronger than the more studied notion of determinism since it allows
to navigate back and forth between the steps of a computation. In this article, we study the
class of transducers that are simultaneously deterministic and codeterministic, i.e. reversible.
The main motivation for the definition of this class is its good properties with respect
to composition. When we consider one-way transducers, runs only go forward and thus
determinism gives good properties for composition: the next step of a run is computed in
constant time. However, when considering composition of two-way transducers, the second
machine can move to the left, which corresponds to rewinding the run of the first machine.
Then the stronger property of reversibility allows for this back and forth navigation over
runs of transducers, and we recover the property of reaching the next (or previous here) step
of a computation in a constant time. This leads to the recovery of the polynomial state
complexity of composition which exists for deterministic one-way transducers.

Let us now discuss the expressiveness of reversible transducers. Regarding automata in the
one-way case, it is well-known that any regular language can be recognized by a deterministic
one-way automaton and symmetrically by a codeterministic one-way automaton, since the
mirror of a regular language is still regular. However, the class of one-way reversible automata
is very restrictive (see Figure 1 for an example or [11] for a study of its expressive power,
where they are called bideterministic). It turns out however, that if we allow bidirectionality
then any regular language can be recognized by a reversible automaton. In fact, a two-way
reversible automaton can be constructed from either a one-way or two-way automaton using
only a linear number of states (see [9] and [10], respectively). We prove, as a consequence
of our main theorem, that reversible transducers are as expressive as functional two-way
transducers, and exactly capture the class of regular functions. As stated earlier, regular
functions are also characterized by streaming string transducers (SST). As a byproduct, we
also give a quadratic construction from copyless SST to reversible transducers, improving
results from [3, 6].
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Synthesis problem and uniformization of transducers. In the bigger picture of verification,
two-way transducers can be used to model transformations of programs or non-reactive
systems. If we consider the synthesis problem, where the specification is given as a relation of
admissible input-output pairs, an implementation is then given as a function, with the same
domain, relating a unique output to a given input. The uniformization problem asks if given
a relation, we can extract a function that has the same domain, and is included in the relation.
We argue that the synthesis problem can be instantiated in the setting of transformations as
the problem of uniformization of a non-deterministic two-way transducer by a functional
transducer. Our main result states that we can uniformize any non-deterministic two-way
transducer by a reversible transducer with a single exponential blow-up.

Related work. As stated earlier, reversible one-way automata were already considered
in [11]. Two-way reversible automata were shown to capture the regular languages in [9] by
a construction from a one-way deterministic automaton to a two-way reversible automaton
with a linear blow-up. This construction was extended to two-way automata in [10], still with
a linear complexity. However, these constructions for automata cannot be simply extended
to transducers because more information is needed in order to produce the outputs at the
right moment. To the best of our knowledge, reversible transducers have not been studied
yet, however, since we introduce reversible transducers as a tool for the composition of
transducers, our work can be linked with the construction of Hopcroft and Ullman that
gives the composition of a one-way transducer and a two-way transducer, while preserving
determinism. Our construction strictly improves theirs, since ours produces, with a polynomial
complexity instead of an exponential one, a reversible transducer that can in turn be easily
composed.

A procedure for the uniformization of a two-way non-deterministic transducer by a
deterministic one has been known since [7]. The complexity of this procedure is quadruply
exponential, while our construction is done in a single one, and produces a reversible
transducer.

Organization of the paper. Preliminary definitions are given in the next Section. In
Section 3, we present our main results on composability and expressiveness of reversible
transducers. Section 4 is devoted to the main technical construction of the paper. Connections
with streaming string transducers are discussed in Section 5 while further works are considered
in Section 6.

2 Automata and transducers

Given a finite alphabet A, we denote by A˚ the set of finite words over A, and by ε the
empty word. We will denote by A$% the alphabet AZt$,%u, where the new symbols $ and
% are called the left and right endmarkers. A language over A is a subset L of A˚. Given
two finite alphabets A and B, a transduction from A to B is a relation R Ď A˚ ˆB˚.

Automata. A two-way finite state automaton (2FA) is a tuple A “ pA,Q, qI , qF ,∆q, where
A is a finite alphabet; Q is a finite set of states partitioned into the set of forward states
Q` and the set of backward states Q´; qI P Q

` is the initial state; qF P Q` is the final
state; ∆ Ď QˆA$% ˆQ is the state transition relation. By convention, qI and qF are the
only forward states verifying pqI ,$, qq P ∆ and pq,%, qF q P ∆ for some q P Q. However, for
any backward state p´ P Q´, ∆ might contain transitions pp´,$, qq and pq,%, p´q, for some
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q P Q. Note that, in our figures, we do not represent explicitly the initial and final states,
and rather use arrows labeled with the endmarkers to indicate the corresponding transitions.
A configuration u.p.u1 of A is composed of two words u, u1 P A˚$% and a state p P Q. The
configuration u.p.u1 admits a set of successor configurations, defined as follows. If p P Q`, the
input head currently reads the first letter of the suffix u1 “ a1v1. The successor of u.p.u1 after
a transition pp, a1, qq P ∆ is either ua1.q.v1 if q P Q`, or u.q.u1 if q P Q´. Conversely, if p P Q´,
the input head currently reads the last letter of the prefix u “ va. The successor of u.p.u1
after pp, a1, qq P ∆ is u.q.u1 if q P Q`, or v.q.au1 if q P Q´. For every word u P A˚$%, a run of
A on u is a sequence of successive configurations % “ u0.q0.u

1
0, . . . , um.qm.u

1
m such that for

every 0 ď i ď m, uiu
1
i “ u. The run % is called initial if it starts in configuration qI .u, final

if it ends in configuration u.qF , accepting if it is both initial and final, and end-to-end if it
starts and ends on the boundaries of u. More precisely, it is called left-to-right if q0, qm P Q`

and u0 “ u1m “ ε; right-to-left if q0, qm P Q´ and u10 “ um “ ε; left-to-left if q0 P Q
`,

qm P Q´ and u0 “ um “ ε; right-to-right if q0 P Q
´, qm P Q` and u10 “ u1m “ ε. Abusing

notations, we also denote by ∆ the extension of the state transition relation to a subset of
QˆA˚$% ˆQ composed of the triples pp, u, qq such that there exists an end-to-end run on u
between p and q. For every triple pp, u, qq P ∆, we say that q is a u-successor of p and that p
is a u-predecessor of q. The language LA recognized by A is the set of words u P A˚ such
that $ u % admits an accepting run, i.e., pqI ,$ u %, qF q P ∆. The automaton A is called

a one-way finite state automaton (1FA) if the set Q´ is empty;
deterministic if for all pp, aq P QˆA$%, there is at most one q P Q verifying pp, a, qq P ∆;
codeterministic if for all pq, aq P QˆA$%, there is at most one p P Q verifying pp, a, qq P ∆;
reversible if it is both deterministic and codeterministic.
weakly branching if for all a P A there is at most one state p P Q and one pair of distinct
states q1, q2 P Q such that pp, a, q1q P ∆ and pp, a, q2q P ∆.

An automaton with several initial and final states can be simulated by using non-determinism
while reading the endmarker $ and non-codeterminism while reading the endmarker %, hence
requiring a single initial state and a single final state does not restrict the expressiveness of
our model. Let us remark that unlike in the case of most two-way machines, a reversible
two-way automaton always halts on any input. Indeed, codeterminism insures that it is
never the case that two transitions head to the same configuration. Hence, the unique run
(due to determinism) cannot loop since no configuration can be visited twice, and the first
configuration starts from the left of the initial endmarker, which is a configuration that
cannot be reached later on in the run.

Transducers. A two-way finite state transducer (2FT) is a tuple T “ pA,B,Q, qI , qF ,∆, µq,
where B is a finite alphabet; AT “ pA,Q, qI , qF ,∆q is a 2FA, called the underlying automaton
of T ; and µ : ∆ Ñ B˚ is the output function. A run of T is a run of its underlying automaton,
and the language LT recognized by T is the language LAT P A

˚ recognized by its underlying
automaton. Given a run % of T , we set µp%q P B˚ as the concatenation of the images by µ of
the transitions of T occurring along %. Note that in the deterministic (or codeterministic)
case we are able to extend µ to end-to-end runs since in this case we can unambiguously
associate an end-to-end run to a unique sequence of transitions pp, u, qq. The transduction
RT Ď A˚ ˆB˚ defined by T is the set of pairs pu, vq such that u P LT and µp%q “ v for an
accepting run % of AT on $ u %. Two transducers are called equivalent if they define the same
transduction. A transducer T is respectively called one-way (1FT), deterministic, weakly
branching, codeterministic or reversible, if its underlying automaton has the corresponding
property.
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(a) A deterministic 1FA A1

0` 1` 1„́

1´ 1„̀

0„́ 2`
$ %a

ba

b

a a

b a

$

b a, b

(b) A reversible 2FA A2

Figure 2 Two automata recognizing the language Laa “ A˚aaA˚.

Examples. Let us consider the language Laa Ď ta, bu
˚ composed of the words that contain

two a symbols in a row. This language is recognized by the deterministic one-way automaton
A1, represented in Figure 2a, and by the reversible two-way automaton A2, represented
in Figure 2b. However, it is not recognizable by a one-way reversible automaton. Let us
analyze the behavior of A2 to see how moving back and forth through the input allows it
to recognize Laa in a reversible manner. First, A2 uses an intermediate step to go from 1`
back to 0` when reading a b, to avoid creating non-codeterminism. Second, once A2 reads
two consecutive a symbols, it does not go directly in the final state looping on every input,
since this would generate non-codeterminism. Instead, A2 goes in an inverse copy of the first
three states, where it rewind its run until the left endmarker. It is then free to go in the
looping accepting state.

3 Results on reversible transducers

In this section, we present the main results of our paper. In Subsection 3.1, we show the
polynomial composition of reversible transducers. In the following, we give expressiveness
results of the class of reversible transducers, relying on this composition procedure as well as
the construction presented in Section 4.

3.1 Composition of reversible transducers
The nicest feature of reversible transducers has to be the low complexity (and simplicity)
of their composition. Indeed the composition of two such transducers is polynomial in the
number of states of the inputs, and the construction is itself quite simple. This is due to the
fact that the difficult part in the composition of transducers is to be able to navigate the run
easily. In the one-way case, the composition is easy since runs can only move forward. In the
two-way case, one needs to advance in the run, but also rewind it. Since the former is made
easy by the determinism, and the latter is symmetrically handled by the codeterministim,
composition of reversible transducers is straightforward. Let us also remark that only the
first transducer has to be reversible in order to obtain a polynomial complexity. However the
reversible nature of the obtained transducer depends on the input transducers being both
reversible.

I Theorem 1. Let T1 be a reversible two-way transducers and T2 be two-way transducer with
n1 and n2 states respectively, such that T1 can be composed with T2. Then one can construct
a two-way transducer T3 with n1 ¨ n2 states realizing RT2 ˝RT1 .
Furthermore, if T2 is reversible, deterministic or codeterministic, then so is T3.

Proof. Let T1 “ pA,B,Q, qI , qF ,∆, µq and T2 “ pB,C, P, pI , pF ,Γ, νq. We define T3 “

pA,C,Qˆ P, pqI , pIq, pqF , pF q,Θ, ξq. The idea is that at each step, T3 simulates a transition
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δ P ∆, plus the behavior of T2 over the production µpδq P B˚ of this transition. To be
precise, the transducer T3 also detects when it simulates an initial or final configuration of
T1 (i.e. upon reading an endmarker in the initial or final state), and accordingly adds the
corresponding endmarker to the production before simulating T2. The partition of the set of
states of T3 depends on the combination of the signs of both components. If T2 is moving to
the right, we use the determinism of T1, we update the first component of the current state
according to the unique transition δ originating from it, and we simulate T2 entering µpδq
from the left. To do so, T3 needs to have access to the same letter of the input tape as T1.
Thus, we have pQ` ˆ P`q Ď pQˆ P q` and pQ´ ˆ P`q Ď pQˆ P q´. If T2 is moving to the
left, then we use the codeterminism of T1 to rewind the corresponding run, we update the
first component of the current state according to the unique transition δ arriving in it, and
we simulate T2 entering µpδq from the right. To do so, T3 needs to have access to the letter on
the other side of the input head (with respect to T1). Thus, we have pQ´ ˆP´q Ď pQˆP q`
and pQ` ˆ P´q Ď pQˆ P q´.

We now define the transition function Θ and the production function ξ. Let pq, a, q1q P ∆
be a transition of T1 such that % “ pp, v, p1q is an end-to-end run of T2, where v denotes the
word µpq, a, q1q P B˚.

If % is a left-to-right run of T2, then ppq, pq, a, pq1, p1qq belongs to Θ and produces νpp, v, p1q.
If % is a left-to-left run of T2, then ppq, pq, a, pq, p1qq belongs to Θ and produces νpp, v, p1q.
If % is a right-to-right run of T2, then ppq1, pq, a, pq1, p1qq belongs to Θ and produces
νpp, v, p1q.
If % is a right-to-left run of T2, then ppq1, pq, a, pq, p1qq belongs to Θ and produces νpp, v, p1q.

The behavior of the transducer T3 is completely determined by the combined behaviors
of transducers T1 and T2. When T3 simulates a transition of T1, it also simulates the
corresponding end-to-end run of T2 over the production of this transition. If the direction
of both simulations is the same, then T3 moves forward. Otherwise, it moves backward.
The transducer stops when it reaches a final state in both T1 over the input, and T2 over
the simulated run over partial productions of the run of T1 over the input. Then the final
output of T3 is the concatenation of the outputs of the partial runs of T2 it simulates, which
corresponds to the output of T1. Hence, the transducer T3 realizes the composition T2 ˝ T1.
The possible determinism (resp. codeterminism) of T3 is a direct consequence of the one of T1
and T2. Indeed, a witness of non-determinism (resp. non codeterminism) of T3 can be traced
back to a witness run of either T1 or T2 that is not deterministic (resp.codeterministic). J

3.2 One-way transducers

In the next subsections, we give some procedures to construct a reversible transducer from
either a one-way or a two-way transducer. The main ingredient of the proofs is the technical
construction from Lemma 6 (presented in Section 4) which constructs a reversible transducer
from a weakly branching codeterministic one-way transducer. The proofs of this section share
the same structure: in order to build a reversible transducer that defines a function F , we
express F as a composition of transductions definable by reversible transducers, and we
conclude by using Theorem 1. The detailed constructions are presented in the full version of
this article. Building on Lemma 6, we show that codeterministic one-way transducers can be
expressed as the composition of weakly branching codeterministic ones.

I Theorem 2. Given a codeterministic 1FT with n states, one can effectively construct an
equivalent reversible 2FT with 4n2 states.
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Proof. Let T be a codeterministic 1FT with n states. The function RT can be expressed as
the composition RT 1 ˝RM , where M and T 1 are defined as follows.

Transducer M is a reversible 1FT with a single state that multiplies all the letters of the
input word by n while marking them with a state of T ;
Transducer T 1 is a weakly branching and codeterministic one-way transducer that has the
same set of states as T . On input RMpuq, T 1 mimics the behavior of T on u, while using
the fact that the input word is larger to desynchronize the non-deterministic branchings
that were occurring simultaneously in T . Intuitively, a transition of T can only be taken
by T 1 at the copy of the letter corresponding to the target state of the transition.

By Lemma 6, T 1 can be made into a reversible 2FT T 2 with 4n2 states. Therefore, since both
T 2 and M are reversible, we can conclude using Theorem 1, finally obtaining a reversible
2FT with 4n2 states equivalent to T . J

Using composition again, the statement can be extended to deterministic one-way trans-
ducers.

I Theorem 3. Given a deterministic 1FT with n states, one can effectively construct an
equivalent reversible 2FT with 36n2 states.

Proof. Let T be a deterministic 1FT with n states. Then sT , the transducer obtained by
reversing all transitions of T , is codeterministic. The function RT can be expressed as the
composition RMB

˝R
sT ˝RMA

, whereMA andMB realize the mirror functions over the input
and output alphabet of T respectively. Both of them are realized by a 3 states reversible
transducer. Then by Theorem 2, we can construct sT 1 which has 4n2 states, is reversible
and realizes the same function as sT . By Theorem 1, we can compose the three transducers,
finally obtaining a reversible transducer equivalent to T with 9 ¨ 4n2 states. J

3.3 Two-way transducers
We now prove our main result, which states that any two-way transducer can be uniformized
by a reversible two-way transducer. Let us recall that uniformization by a deterministic
transducer was done in [7]. We use similar ideas for the uniformization. The key difference
is that we rely on the construction of Section 4 while in [7], the main construction is the
tree-trimming construction of Hopcroft-Ullman from [8].

I Theorem 4. Given a 2FT T with n states, one can effectively construct a reversible 2FT
T 1 whose number of states is exponential in n, and verifying LAT 1 “ LAT and RT 1 Ď RT .

Proof. Let T “ pA,B,Q, qI , qF ,∆, µq be a 2FT with n states. We define a function uni-
formizing RT as the composition RT 1 ˝ RU ˝ RDr

, where Dr, U and T are defined as
follows.

The right-oracle Dr is a codeterministic one-way transducer with 2n2
`n states that

enriches each letter of the input word u P A˚$% with information concerning the behavior
of T on the corresponding suffix, represented by the set of pairs that admit a left-to-left
run, and the set of states from which T can reach the final state.
The uniformizer U is a deterministic one-way transducer with n! states. On input
u1 “ RDr puq, U uses the information provided by Dr to pick a run %u of T on input u,
and enriches each letter ai of the input word with the sequence of transitions occurring
in the run %u that correspond to the letter ai.
Finally, the reversible transducer T 1 has the same set of states as T , and follows the
instructions left by U to solve the non-determinism and the non-codeterminism.
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As a consequence of Theorem 2 and Theorem 3, there exist two reversible 2FT Dr
1 and U 1

whose number of states are exponential in n, and that verify RD1r “ RDr
and RU 1 “ RU .

Therefore, since Dr
1, U 1 and T 1 are reversible, by Theorem 1 there exists a reversible transducer

T 2 whose number of states is exponential in n, and that satisfies RT 2 “ RT 1 ˝RU 1 ˝RDr
1 “

RT . J

The following result is a direct corollary of Theorem 4, applied to deterministic two-way
transducers.

I Corollary 5. Reversible two-way transducers are as expressive as deterministic two-way
transducers.

4 The tree-outline construction

In this section lies the heart of our result. We show that any weakly branching and code-
terministic transducer can be made reversible. These hypotheses allow us to simplify our
proof, and still obtain a more general result, as a corollary.

I Lemma 6. Let T be a codeterministic and weakly branching 1FT with m states. Then one
can effectively construct a reversible 2FT T 1 with 4m2 states that is equivalent to T .

Proof. The construction presented in this proof is illustrated on an example in Figure 3. Let
T “ pA,Q, qI , qF ,∆, µq be a codeterministic 1FT, and let ă be a total order over Q. As an
example, take the codeterministic 1FT T presented in figure 3a.

Let T 1 “ pA,F , fI , fF ,∆1, µ1q be a 2FT defined as follows:
On input u P LT , T 1 explores depth first the run-tree Tu composed of the initial runs of

T on the word $ u % (illustrated in Figure 3b). More precisely it explores the “sheath” of
the run-tree (see Figure 3c for a graphical representation). To do this, the states of T 1 are
composed of two states of T with a marker. The first state represents the upper part of the
sheath, while the second state represents the lower part. Moreover the marker is used to
denote whether we are above the branch (q) or below the branch (q).

Initially we start with the state pqI , qIq and go forward according to the transitions of T .
While moving forward whenever a branching state q is reached, if the state is marked q it
moves to the maximal successor of q (in order to stay above the branch) and symmetrically
if the state is marked q it moves to the minimal successor of q (in order to stay below the
branch). Whenever one of the branches reaches a dead end we continue the sheath exploration
by switching the marker (i.e. changing from above the branch to below or vice-versa) and
start moving backward accordingly to the transitions of T . While moving backward, if
the successor of a branching state q is reached, while we were inside the fork, e.g. in state
qmax (where qmax is the maximal successor of q), we continue the exploration of the sheath
by going in the state qmin and we start moving forward again. Whenever the upper and
lower explorations of the sheath coincide, i.e. in states of the form pq, qq (represented in red
in Figure 3d), it means we are on a prefix of the accepting run, we can thus produce the
corresponding output.

Formally T 1 “ pA,F , fI , fF ,∆1, µ1q is defined as follows:
F “ F`YF´ where F` “ QˆQYQˆQ and F´ “ pQˆQYQˆQqztpp, pq, pp, pq | p P Qu
fI “ pqI , qIq

fF “ pqF , qF q

We define the transition relation ∆1 by differentiating several types of behavior, depending
on whether we are going forward, or backward, whether the upper component or the
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(d) The run of T 1

Figure 3 Illustrations of the proof concepts of Lemma 6. For the sake of clarity, the outputs of
T are omitted.

lower component is involved, and whether it is above or below its branch. Let p and q
be two states in Q, and a P A be a letter.
If p has no a-successor, then:
(fua)

`

pp, qq, a, pp, qq
˘

P ∆1, and
(fuw)

`

pp, qq, a, pp, qq
˘

P ∆1.
If p has an a-successor, but not q, then:
(flw)

`

pp, qq, a, pp, qq
˘

P ∆1, and
(fla)

`

pp, qq, a, pp, qq
˘

P ∆1.
Otherwise, p and q admit an a-successor. We denote pmax (resp. pmin) the maximal (resp.
minimal) a-successor of p (resp. q) with respect to ă. Then:
If pmin ‰ pmax, then:
(buw)

`

ppmax, qq, a, ppmin, qq
˘

P ∆1, and
(bua)

`

ppmin, qq, a, ppmax, qq
˘

P ∆1.
If qmin ‰ qmax, then:
(bla)

`

pp, qminq, a, pp, qmaxq
˘

P ∆1
(blw)

`

pp, qmaxq, a, pp, qminq
˘

P ∆1

(fualw)
`

pp, qq, a, ppmax, qminq
˘

P ∆1,
(fuwla)

`

pp, qq, a, ppmin, qmaxq
˘

P ∆1,
(bulw) pppmin, qminq, a, pp, qqq P ∆1, and
(bula)

`

ppmax, qmaxq, a, pp, qq
˘

P ∆1.

We define µ1 as the function such that for every pp, a, qq P ∆:
if q “ pmin “ pmax then µ1

`

pp, pq, a, pq, qq
˘

“ µpp, a, qq

if q “ pmin ‰ pmax then µ1
`

ppmax, qq, a, pq, qq
˘

“ µpp, a, qq

if q “ pmax ‰ pmin then µ1
`

pq, pminq, a, pq, qq
˘

“ µpp, a, qq

and µ1ptq “ ε for every t P ∆1 which is not of one of theses forms.
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One can see, by a case study that T 1 is deterministic. Indeed, the fact that T is weakly
branching implies that the rules (buw) and (bua) are mutually exclusive with the rules
(bla) and (blw). Moreover these four rules are mutually exclusive with the rules (bulw)
and (bula) by construction. And since T is codeterministic, the predecessor is unique.
Finally, the rules (fua), (fuw), (flw), (fla), (fualw), and (fuwla) are mutually exclusive
by construction, since the conditions on the number of a-successors are incompatible.

A similar case study gives that T 1 is codeterministic. Hence T 1 is reversible.
A detailed proof of the equivalence between T and T 1 can be found in the full version of

the article, and we give a quick intuition of the proof. It relies on two main arguments. The
first one is that at any point if the transducer T 1 follows two different runs, then it will come
back to the same position, where the state that leads to the shortest run has been switched.
Following this, we then prove that upon any branching, T 1 comes back to the same position
but since the shortest run has been switched, it is able to solve the non-determinism, take
the transition of the accepting run and produce the correct output. J

5 Streaming string transducers

Streaming string transducers, which were introduced in [2], are one-way deterministic
automata with additional write-only registers. Partial outputs are stored in the registers via
register updates, and at the end of a run an output is produced using these registers. Thus
an SST realizes a function over words, and it is known that they are as expressive as 2FT [2].
Direct transformations from SST to 2FT were already considered in [3, 6]. However, these
constructions were exponential in the number of states (and linear in the number of registers).
Using Theorem 3, we are able to get a construction which is quadratic in the number of
states (and also linear in the number of registers). Before explaining the construction, let us
formally define the SST.

Substitutions. Given a finite alphabet A and a finite set X of variables. Let SX ,A denote
the set of functions σ : X Ñ pX YAq˚. The elements of SX ,A are called substitutions. Any
substitution σ can be extended to range over both variables and letters of the output alphabet
σ̂ : pX Y Aq˚ Ñ pX Y Aq˚ by setting σ̂paq “ a for every a P A˚ and σ̂puvq “ σ̂puqσ̂pvq for
u, v P pX YAq˚. This allows us to easily compose substitutions from SX ,A by defining σ2 ˝σ1
as the usual function composition σ̂2 ˝ σ1. We denote by IdX the identity element of SX ,A,
which maps every variable to itself, and by σε the substitution mapping every variable to ε.

A substitution σ is called copyless if for every X P X , each variable Y P X appears at
most once in σpXq, and for every Y P X there exists at most one X P X such that Y appears
in σpXq.

Streaming string transducers. A streaming string transducer (SSTfor short) is a tuple
Z “ pA,B,Q, qI , qF ,∆,X , O, τq, where B is the output alphabet, AZ “ pA,Q, qI , qF ,∆q is
a one-way deterministic automaton, called the underlying automaton of Z; X is a finite
set of variables; O P X is the final variable; τ : ∆ Ñ SX ,B is the output function. A run
of Z is a run of its underlying automaton, and the language LZ recognized by Z is the
language LAZ P A

˚ recognized by its underlying automaton. Given a run % of Z on u, we
set τp%q P SX ,B as the composition of the images by τ of the transitions of Z occuring along
%. The transduction RZ Ď A˚ ˆ B˚ defined by Z is the function mapping any word u of
LAZ to pσε ˝ τp%qqpOq, where % is the single accepting run of AZ on $ u %. The SST Z is
called copyless, if for every run % of Z the substitution τp%q is copyless.
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I Theorem 7. Given a copyless SST with n states and m variables, one can effectively
construct an equivalent reversible 2FT with 8m ¨ n2 states.

Proof. We write Z as the composition of a one-way deterministic transducer D1 and a
reversible one T . The first transducer has the same underlying automaton as Z, the
difference being that it outputs the substitution of Z instead of applying it. Then T is a
transducer that navigates the substitutions to produce the output word of Z. This can be done
in a reversible fashion thanks to the property of copylessness of Z. Note that the transducer
T was already defined in [6], Section 4. Formally, let Z “ pA,B,Q, qI , qF ,∆,X , O, τq be
a copyless SST with n states and m variables, and let SZ Ă SA,X be the range of τ . We
express RZ as the composition of RD1 : LAZ Ñ S˚Z and RT2 : S˚Z Ñ B˚, defined as follows.

D1 is a deterministic 1FT obtained by stripping Z of its SST structure, i.e., D1 “

pA,SZ , Q, qI , qF ,∆, τq. It maps each word of LAZ to the corresponding sequence of
substitutions.
T “ pSZ , B, P, init, fin,Γ, νq where P` “ X o Z tinit, finu, P´ “ X i. States labeled by
i (resp. o) are in (resp. out) states and appear when we start (resp. finish) producing a
variable. We define Γ and ν as follows:
pinit, σ, initq P Γ;
pinit,$, Oiq P Γ;
pOo,%, finq P Γ;
pXi, σ, Y iq P Γ and νppXi, σ, Y iqq “ v if σpXq “ vY... with v P B˚;
pXi, σ,Xoq P Γ and νppXi, σ,Xoqq “ v if σpXq “ v;
pXo, σ, Y iq P Γ and νppXo, σ, Y iqq “ v if there exists a variable Z where σpZq “
...XvY..;
pXo, σ, Y oq P Γ and νppXo, σ, Y oqq “ v if σpY q “ ...Xv.

Due to copylessness, for any σ and any variable X, there is at most one variable Y such
that X appears in σpY q. Plus, as the variables are ordered by their appearance in σpY q,
the transducer T is reversible. It starts by reaching the end of the word, then starts
producing the variable O. By following the substitution tree of O, it then produces
exactly the image of the input by Z.

By Theorem 3, there exists a reversible 2FT D11 with 4n2 states satisfying RD11 “ RD1 .
Finally, since both D11 and T are reversible, by Theorem 1 there exists a reversible transducer
T 1 with 8m ¨ n2 states such that RT 1 “ RT ˝RD11 “ RZ . J

6 Conclusion

We argue that reversible transducers can be seen as a canonical representation of regular
transductions. We believe that the polynomial complexity of composition of reversible trans-
ducers is a good tool for the verification of cascades of transformations of non-reactive systems.
While preserving the expressive power of functional transducers, reversible transducers allow
for easier manipulations, the best example being their polynomial composition. Thanks
to the tree-outline construction that we presented, one can uniformize a non-determinsitic
two-way transducer by a reversible one with a single exponential blow-up. This improves
the known constructions that were used up to now, however it is still open whether this
blow-up can be avoided. In [10] the authors extended the result of [9] and showed that
deterministic two-way automata can be made reversible with a linear blow-up. We conjecture
that our approach can also be extended to the two-way case and that deterministic two-way
transducers can be made reversible using only a polynomial number of states.
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We have shown that applying this construction allows for a quadratic transformation
from copyless streaming string transducers to reversible two-way transducers. The converse
does not hold, since even on languages deterministic two-way automata are known to be
exponentially more succint than deterministic one-way automata. Beyond this, we do not
reject the possibility that if one were to embed some recognition power into the variables of
a SST, it may be possible to have a polynomial transformation from reversible automata to
copyless SST.
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Abstract
We study various models of transducers equipped with origin information. We consider the
semantics of these models as particular graphs, called origin graphs, and we characterise the
families of such graphs recognised by streaming string transducers.
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1 Introduction

This paper is about string-to-string transductions with origin semantics. A string-to-string
transduction is a binary relation between strings over fixed input and output alphabets.
Examples include the squaring transduction w 7→ ww or the subword transduction, which is
the set of pairs (u, v) such that v is a subword of u. Note that squaring is a function, while
subword is a relation; both types will be studied. The origin semantics of a transduction
(technically speaking, of a device computing it) consists not only of pairs (u, v) of input and
output words, but also gives an origin mapping that specifies which positions of the input
word were used to produce which positions of the output word. For example, suppose that
we model the squaring transduction by a two-way automaton which does two consecutive
left-to-right passes over the input word and copies the input word in each one. In this case,
the origin semantics over a particular input word can be visualised as follows:

input word

output word

origin mapping

baa

ba a baa
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An object as in the above picture is called an origin graph, and we define an origin string-
to-string transduction to be a set of origin graphs. Origin semantics is more fine-grained
semantics than the usual semantics of transductions in the sense that even if two devices
compute the same transduction, they might not have the same origin semantics. Origin
semantics were introduced in [5], where it was shown that existing models of transducers,
such as two-way transducers (also called two-way automata with outputs, e.g. [11]), mso
string-to-string transductions [9], or streaming string transducers [1, 3] can be equipped with
origin semantics so that they generate not sets of pairs of words, but sets of origin graphs
(the name origin graph is new in this paper). Furthermore, existing results on equivalence
between models remain true when the origin semantics are used [5]. We aim to study sets of
origin graphs that are origin semantics of transducers. There are two parts.

In the first part, we study decision problems that involve mso properties of origin graphs.
The main result (not very hard) is that when given an mso formula on origin graphs, and an
origin string-to-string transduction realised by a nondeterministic streaming string transducer,
one can decide if the formula is true in some origin graph from the transduction. This result
gives a generic framework for deciding questions like: is the origin mapping order preserving?
The result is proved by using techniques from the theory of mso transductions [9].

In the second part, we study the structural properties of those classes of origin graphs that
can be obtained by taking the origin semantics of some streaming string transducer (or any
of the other equivalent models). Our goal is to describe them in a machine independent way.
The principal result, Theorem 10, gives the following characterisation: a set of origin graphs
is the origin semantics of some nondeterministic streaming string transducer if and only if it
has three properties: (1) it is mso-definable as a set of coloured graphs; (2) it has bounded
degree; and (3) it has bounded crossing, which means intuitively that the origin mapping does
not oscillate too much. The idea to give a machine independent characterisation of origin
semantics was already present in Theorem 1 from [5]. We believe however that origin graphs
are a more intuitive and visual notion than the factorised words used in [5]. Furthemore,
modelling the origin as a relational structure (the input word, the output word, and the
origin information) makes it possible to use mso logic, or to make the connection with
structural notions such as clique width or tree width. Hence, this paper can be seen as a
natural complement to the results form [5], or possibly a clearer picture. Furthermore, we
study more general models than [5], in particular we allow nondeterminism and ε-transitions.

Important related work is the paper [10], which proposes to use logic to describe properties
of origin graphs (they use the name productions). In [10], the authors ask about the
decidability of checking if a transducer, seen as a set of origin graphs, satisfies a specification
given in some logic. This is the direct inspiration for our results in Section 3, in particular
our Theorem 6 which says that it is decidable if a given mso formula is true in some origin
graph generated by a given transducer. In [10], the logic used to express properties of origin
graphs is a strict fragment of mso, called LT , a type of two-variable logic. Therefore, our
Theorem 6 is stronger than the model-checking result mentioned in [10, Section VI]. The
reason why [10] uses a logic weaker than mso is that they want to answer different questions
than model-checking a given transducer; in particular the logic LT is shown to have decidable
satisfiability when evaluated on the class of all origin graphs, contrary to mso.

2 Origin semantics

Define a string-to-string transduction with input alphabet Σ and output alphabet Γ to be a
relation R ⊆ Σ∗ × Γ∗. A transduction is functional when it is a partial function.
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I Example 1 (Running example). Define the squaring functional transduction to be the
function {a, b}∗ → {a, b}∗ defined by w 7→ ww.

2.1 Transductions recognised by streaming string transducers
The main topic of this paper is the class of string-to-string transductions recognised by
streaming string transducers [1]. Another equivalent presentation of this class is mso string-
to-string transductions, or a suitably defined nondeterministic version of two-way automata
with output. We will mainly use the definition in terms of streaming string transducers, so
we begin by defining that model.

Streaming string transducers. A streaming string transducer is a device which is used to
transform (possibly non-deterministically) a word over an input alphabet into a word over
an output alphabet. Because of nondeterminism, one input might produce several outputs,
possibly zero. The output is prepared by using registers. Before describing the device itself,
let us explain how registers are used. Let Γ be an output alphabet and let R be a set of
register names. Define a register valuation to be a function R → Γ∗ and a register update
to be a function R → (Γ ∪ R)∗. A register update is viewed as a function from register
valuations to register valuations in the following sense: if v is a register valuation and u is a
register update, then applying u to v yields a register valuation which stores in register r
the value u(r) with each register name replaced by its contents under v. For example if R
has only one register, and u is a register update defined by r 7→ ara, then applying u to a
register valuation simply adds the letter a to both the beginning and end of the word stored
in the unique register r. A register update u is called copyless if for every register name r
there is at most one register name s such that r appears in u(s), and furthermore r appears
at most once in u(s).

I Definition 2 (Streaming string transducer). The syntax1 of a streaming string transducer
with input alphabet Σ and output alphabet Γ consists of:

a nondeterministic automaton B with input alphabet Σ, called the underlying automaton;
a finite set of register names R with a distinguished output register ro ∈ R;
a labelling of transitions in B by copyless register updates.

I Example 3 (Running example). The squaring function is recognised by a functional
streaming string transducer which has two registers 1,2, with the output register being 1.
The following picture shows this underlying automaton and its labelling by register updates.

input letter
register update

a 1a
2a

1 
2 

1 
2 

1 
2 

1 
2 

a 
1a2a
ε

b 
1b2b
ε

b
1b
2b

p q

1 Our syntax for streaming string transducers is different than the one used in [1], but it is routine to
show that the expressive power is the same, as long as we allow nondeterminism.
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The automaton uses nondeterminism to guess the last position so that the two registers are
concatenated, however every nonempty input word admits exactly one run.

The semantics of a streaming string transducer is defined as follows. Suppose that ρ is
a run of the underlying automaton B, i.e., a sequence of transitions. Consider the empty
register valuation which maps all registers to the empty word, and then apply all the register
updates that label the transitions in ρ, beginning with the first transition and ending with
the last transition. The output of ρ is defined to be the word over the output alphabet
contained in the output register in the valuation described this way. Finally, the semantics of
a streaming string transducer is defined to be the string-to-string transduction which consists
of pairs (v, w) such that v is a word over the input alphabet and w is the output of some
accepting run over the input word.

I Example 4 (Running example). Here is a picture of a run of the transducer from Example 3:

b baa

register update when reading the third letter

register valuation a�er reading the third letter

1 1a
2 2a

1 1a
2 2a

1 1b
2 2b

1 
2 

1 
2 

1 
2 

1 
2 

1 
2 

1 
2 

1b2b
ε

qpp p p

ε
ε

a
a

aa
aa

aab
aab

ε
aabbaabb

A streaming string transducer is called unambiguous if the automaton B admits at most
one accepting run on every input word2. For an unambiguous streaming string transducer,
its semantics is a partial function Σ∗ → Γ∗. The transducer in Example 3 is unambiguous.

2.2 Origin semantics and origin graphs
We now turn to the origin semantics of transducers. The idea is to give not just the output
word, but also say which input positions were used to produce which output positions. The
formalisation we use in this paper is origin graphs. Let fix an input alphabet Σ and an
output alphabet Γ. For w ∈ Σ∗ and v ∈ Γ∗, an origin graph with input w and output v is
defined to be a relational structure of the following form:

the universe is the disjoint union of positions in w and positions in v;
there are two binary predicates for the successor relations in w and v;
there is a binary predicate, called the origin mapping, which is a total function from
output positions to input positions;
for each a ∈ Σ ∪ Γ there is a unary predicate which identifies positions with label a.

2 One could also consider a streaming string transducer where the underlying automaton is deterministic.
In this case, we would need to slightly modify the semantics, by adding a final function which performs a
register update after reading the last input letter (e.g. concatenating the two registers as in the running
example). After adding such final function, the deterministic model would have the same expressive
power as the unambiguous variant used in this paper, see [1].



M. Bojańczyk, L. Daviaud, B. Guillon, and V. Penelle 114:5

Note that the vocabulary of the relational structure depends on the choice of input and
output alphabets; therefore a more formal definition would require talking about origin
graphs over (Σ,Γ) where Σ is the input alphabet and Γ is the output alphabet. An origin
graph can also be viewed as a directed graph, with vertices coloured by letters of the input
and output alphabets, and edges coloured by three possible colours: successor edge in the
input word, successor edge in the output word, and origin edge. Not every directed graph
coloured this way is an origin graph; in an origin graph the input successors form a path, the
output successors form a path on the remaining vertices, and the origin edges give a total
function from the second path to the first one.

I Definition 5. An origin string-to-string transduction (origin transduction for short) consists
of an input alphabet, an output alphabet, and a set of origin graphs over these alphabets.

Note that an origin transduction might contain origin graphs which differ only on the
origin mapping. Here is an example picture, for the (not necessarily connected) subword
relation equipped with the natural origin semantics:

baa

ba

baa

ba

An origin transduction is called functional if every input word appears in at most one
origin graph. An example of a functional origin transduction is the squaring in our running
example, when equipped with the natural origin information. A non-example is the subword
relation.

Let us define the origin semantics of a streaming string transducer. When reading an
input position x, the transducer executes a register update. Such a register update creates
some new letters which are added to registers, and also moves the contents between registers.
We assume that the origin of these created letters is the input position x, and remains this
way even if the position is moved to different registers in subsequent transitions. Using this
description, we can associate an origin graph to each run of the transducer. We say that an
origin transduction is the origin semantics of (or to use an alternative name, recognised by)
a streaming string transducer if it is the set of origin graphs corresponding to its successful
runs. Note that, when the automaton is nondeterministic, different successful runs over the
same input word and producing the same output word might generate different origin graphs.

3 MSO on origin graphs

In this section, we discuss properties of origin graphs that can be defined in monadic second-
order logic mso. This is the logic which extends first-order logic by allowing quantification
over sets of elements in the universe (but not sets of pairs, nor sets of sets, etc.). For a
definition of the syntax and semantics of mso, see [9].

MSO on origin graphs. An origin graph is a special case of a relational structure. If the
input and output alphabets are Σ and Γ, then the vocabulary of the relational structure
consists of three binary relations (input edge, output edge, origin edge) as well as one unary
predicate for each letter in Σ ∪ Γ. We use the name origin vocabulary of (Σ,Γ) for this
vocabulary. An mso formula over this vocabulary defines a set of origin graphs, namely those
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origin graphs where it is true. Note that the structures over the origin vocabulary which are
origin graphs are a set definable in mso, essentially because one can axiomatise in mso (but
not, e.g. in first-order logic) that a directed graph is a single finite directed path. Therefore
when talking about mso-definable sets of origin graphs, it makes no difference whether or
not we require the mso formula to check if a structure is actually an origin graph.

The following result shows that satisfiability of mso over origin graphs produced by a
given streaming string transducer is decidable.

I Theorem 6. The following problem is decidable:
Input: A nondeterministic streaming string transducer A and an mso formula ϕ over the

origin vocabulary corresponding to A;
Question: Is ϕ true in some origin graph in the origin semantics of A?

Proof Sketch. To prove this result it is convenient to use mso transductions in the sense of
Courcelle and Engelfriet, see [9]. We first convert A into a nondeterministic mso transduction,
which can be done while preserving origin semantics [5]3. Given an mso representation of A,
we can easily get an mso transduction which inputs a word over the input alphabet, and
outputs (non-deterministically) an origin graph that corresponds to some possible output of
A. Consider the following language

L = {w ∈ Σ∗ : ϕ is true in an origin graph produced by A on w}

By the Backward Translation Theorem (e.g. [9], p.66) the language L is definable in mso, as
the inverse image of an mso-definable property under an mso transduction. Therefore, L is
regular, since mso defines only regular word languages. J

I Example 7. An origin graph is called order preserving if the origin mapping gives a
non-decreasing function from output positions to input positions. The set of order preserving
origin graphs is clearly definable in mso. Theorem 3 in [5] says that if an origin transduction
has only order preserving origin graphs and is recognised by a streaming string transducer,
then it is already recognised by a nondeterministic one-way transducer. Therefore Theorem 6
gives an algorithm for deciding if a streaming string transducer is equivalent, in terms of
origin semantics, to a one-way nondeterministic transducer (such decidability, and even a
polynomial time algorithm, although with inputs represented in a different way, was already
given in [5]).

I Example 8 (Running example). Consider the squaring transduction. Every origin graph
in this transduction satisfies the following property, which can be formalised in mso: the
output positions can be partitioned into two connected blocks, such that the origin mapping
is order preserving when restricted to each of the blocks. For functional origin transductions,
this property corresponds to being recognised by a deterministic two-way transducer which
does two left-to-right passes on the input.

A corollary of the proof of Theorem 6 is that when the transducer A is fixed, then there
is a linear time algorithm (which simply runs a finite automaton) for checking if a given
input word can produce an origin graph satisfying ϕ.

I Proposition 9. If an origin transduction is recognised by a streaming string transducer,
then it is definable in mso as a set of origin graphs.

3 In [5] the conversion is done in the deterministic case, but it can be easily extended to the nondeterministic
case.
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Note that the converse of the above proposition is false, even assuming that there is a
bound on the number output positions which can originate in the same input position, see
Examples 13 and 15. The issue is that it is more difficult to produce an origin graph (using
the origin semantics of an mso transduction) than it is to check if a given origin graph is
correct.

4 Which sets of origin graphs are recognised by SSTs?

Which sets of origin graphs are recognised by streaming string transducers (equivalently,
mso transductions)?

What about functional streaming string transducers? The main goal of this paper is to
give machine independent characterisations of such sets. This is Theorem 10 below, which
says that a set of origin graphs is recognised by a streaming string transducer if and only if
it is mso-definable, has bounded origin (i.e., each input position is the origin of a bounded
number of output positions), and it has bounded crossing, as explained below.

An output position j in the graph is said to cross an input position i if the position j has
origin at most i and the successor of j either does not exist (i.e. j is the last output position)
or has origin greater than i. Intuitively, to go from the origin of position j to the origin
position j + 1 on the input word, a reading head needs to cross position i. Here is a picture:

baa

ba

baa

ba baa

input position i input position i

output position which crosses i output position which crosses i

baa

ba

input position i

output position which crosses i

I Theorem 10. Let G be an origin transduction, i.e., an input alphabet, an output alphabet,
and a set of origin graphs over these alphabets. Then G is recognised by a streaming string
transducer with k registers if and only if it satisfies all of the following conditions:
bounded origin: there is some m ∈ N such that in every origin graph from G, every input

position is the origin of at most m output positions;
k-crossing: in every origin graph from G, every input position is crossed by at most k output

positions;
mso-definable: there is an mso formula which is true in exactly the origin graphs from G.

The theorem allows one to decide if a given SST can be implemented with fewer registers
preserving origin semantics. This does not help with the resource minimisation problem from
[4], because in [4] origin information can be be changed in the minimisation process.

The proof of the theorem is sketched in the next section. A corollary of the theorem is
that an origin transduction is recognised by a streaming string transducer if and only if it
has bounded origin, is mso definable, and has bounded crossing (i.e., k-crossing for some k).
The following three examples show how the three conditions in Theorem 10 are minimal,
i.e., none of the conditions is implied by the remaining ones.

I Example 11 (MSO definable). Consider the identity origin transduction with its domain
restricted to some non-regular subset of inputs, e.g. words of prime length. This origin
transduction satisfies all conditions in Theorem 10 except for mso definability.

ICALP 2017
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I Example 12 (Bounded origin). Consider an origin transduction (with one letter in both
the input and output alphabets) which is only defined on inputs with one letter and then
copies the unique output letter an arbitrary number of times (therefore every output position
originates in the unique input position). This origin transduction satisfies all conditions in
Theorem 10 except for bounded origin. Streaming string transducers with ε-transitions, as
discussed in Section 5, will be able to recognise this example.

I Example 13 (Bounded crossing). Consider the following origin transduction, which is
functional. The input and output alphabets have only one letter each. The domain is words
of odd length. A word of length 2n+ 1 is mapped to a word of same length, but the origins
are shuffled so that the origins of odd numbered positions are the same position, while
the origins for even numbered positions are reversed. More precisely, if the positions are
0, . . . , 2n then the origin of an odd numbered position 2i+ 1 is 2i+ 1, while the origin of an
even numbered position 2i is 2n− 2i. Here is the picture of an origin graph in this origin
transduction:

1 2 3 4 5 6 7 80

1 6 3 4 5 2 7 08

We claim that this origin transduction has unbounded crossing, but satisfies the remaining
conditions in Theorem 10. To show unbounded crossing, observe that if the length of the
input word is 2n+ 1, then the middle input position n is crossed by all even numbered output
positions greater than n. Clearly every origin graph in the transduction has bounded origin,
because each input position is the origin of exactly one output position. For mso definability,
we observe that an origin graph belongs to the transduction if and only if it satisfies all the
following conditions which are definable in mso (in fact, first-order logic):
1. the origin of the first output position is the last input position;
2. the origin of the second output position is the second input position;
3. if j > 1 is an odd output position with origin i, then the origin of j − 2 is i− 2;
4. if j > 1 is an even output position with origin i, then the origin of j − 2 is i+ 2.

Tree width. In Theorem 10, we use bounded crossing as one of the conditions. Another
candidate for a structural property on origin graphs is that they have bounded tree width
(see e.g. [9] for a definition). The following result shows that bounded tree width (and even
bounded path width, which corresponds to the width of path decompositions, i.e., the special
case of tree decompositions where the tree is a path) is a necessary condition for being
recognised by a streaming string transducer. Indeed, we show that any origin transduction
which is bounded crossing has bounded path width. Moreover, we can express the crossing
boundedness property in terms of a particular path decomposition of bounded width.

I Proposition 14. Every bounded crossing origin transduction has bounded path width.

We now show that bounded path width is not a sufficient condition, in the sense that
the bottom-up implication of Theorem 10 would fail if we would replace bounded crossing
by bounded path width. One example is the origin transduction from Example 13, which
can be shown to have bounded path width. Here is another example, which also shows that
bounded crossing and recognisability by streaming string transducers are both notions that
are not closed under reversing origin edges.
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I Example 15. Consider a variant of the squaring function, which is defined only on words
of even length, and maps a word w to uv where u (resp. v) is the subword consisting of the
odd-numbered (resp. even-numbered) positions of w. This transduction is easily seen to be
recognised by a (deterministic) streaming string transducer, and hence the underlying set
G of origin graphs has bounded tree width by Proposition 14. Define G′ to be the set of
origin graphs which are obtained from G by reversing the origin edges. Here is a picture of
an origin graph in G′:

baa b ba

aa a bbb

Since the origin mapping is bijective, G′ is also a set of origin graphs. It has bounded origin
(bounded by 1). By Theorem 10 and Proposition 14, G is mso definable and has bounded
path width. Path width and mso definability are not changed by reversing arrows, and
therefore G′ has bounded origin, bounded path width and is also mso-definable. Nevertheless,
G′ is not the origin semantics of any streaming string transducer. Indeed, if A would be a
streaming string transducer recognising G′, then the pre-image under A of the regular set
(aa+ bb)∗ would be the non-regular set of words of the form ww over the alphabet {a, b},
contradicting the fact that regular word languages are preserved under taking pre-images of
streaming string transducers (essentially the Backwards Translation Theorem from [9]).

Recognisability. In Theorem 10, the conditions used are bounded origin, bounded crossing
and mso definability. While bounded origin and bounded crossing are purely combinatorial
properties of graphs, mso definability has a more syntactic character. A less syntactic
alternative to mso definability would be to use recognisability in the sense of Definition 4.29
in [8]. Intuitively speaking, a class of relational structures is called recognisable if it has
finite index for a certain naturally defined equivalence relation à la Myhill Nerode. In [6] it
is shown that if a class of relational structures has bounded tree width, then recognisability
is the same as thing as definability in mso. Therefore, in the statement of Theorem 10 we
could replace mso definability by recognisability, and the theorem would still be true.

The functional case. Theorem 10 gives a characterisation of origin transductions recognised
by streaming string transducers. Recall that a streaming string transducer was called
unambiguous if its underlying automaton had at most one successful run for each input word.
Such transducers are equivalent to the deterministic model in [3], also when using origin
semantics [5]. They can only recognise functional origin transductions. As it turns out, this is
the only restriction, i.e., if an origin transduction is functional and recognised by a (possibly
ambiguous) streaming string transducer, then it is recognised by an unambiguous one.
Furthermore, in the functional case the condition on bounded origin becomes superfluous.

I Theorem 16. Let G be an origin transduction. Then G is recognised by an unambiguous
streaming string transducer with k registers if and only if it is functional, k-crossing and
mso-definable.

Unambiguous streaming string transducers can moreover be simulated by deterministic ones
(in the sense of Alur and Černý [1]) but at the cost of adding registers [2].
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5 Sketch of the proof

To prove Theorems 10 and 16, we first characterise the origin graphs which can be generated
by streaming string transducers with ε-transitions. A streaming string transducer with
ε-transitions is the generalisation of the model described in Definition 2, where ε-transitions
are allowed in the underlying automaton. The origin mapping is defined so that if an output
position is created (i.e., added to some register) by an ε-transition, then its origin is the most
recently read input letter. To make this well defined, we make the syntactic restriction that
no ε-transitions can be used when in an initial state, and therefore the first transition in
each run must consume an input letter.

I Example 17. Consider the set of origin graphs where the input word has only one letter,
and hence this letter is the origin of all output positions, and the output word is anbn for
some n ∈ N. To recognise this string transduction, we use two registers. After reading the
unique input position, the automaton enters a loop of ε-transitions. Each one appends a
to one register, and b to the other. At the end, the transducer does an ε-transition to the
accepting state which concatenates both registers.

The above example shows that when ε-transitions are allowed, the origin semantics of a
streaming string transducer needs no longer to be mso-definable. Theorem 18 below shows
that if we additionally assume that a set of origin graphs is mso-definable, then being the
semantics of a streaming string transducer with ε-transitions is equivalent to having bounded
crossing. The theorem is the main step in our proof of Theorems 10 and 16.

I Theorem 18. Let G be an origin transduction which is mso-definable. Then, G is recognised
by a k-register streaming string transducer with ε-transitions if and only if G is k-crossing.

We sketch the proof here. The left-to-right implication is straightforward, and does not need
the assumption on mso definability. Below we discuss the converse implication. The idea
is that if an origin graph has bounded crossing, then it can be constructed by applying a
sequence of elementary operations to the empty graph. Intermediate objects produced by
these elementary operations are going to be like origin graphs, except that the output word
might be in several pieces, corresponding intuitively to the register contents. Define a k-block
origin graph to be the extension of origin graphs where there are exactly k output words,
which are called blocks, some of which may be empty, as in the following picture for k = 3:

input word

output word 1 output word 3output word 2
(empty)

origin mapping

aa

a a aa

To transform k-block origin graphs, we use the following toolkit of operations, which corres-
ponds intuitively to the registers in a streaming string transducer.
Input. This operation takes one parameter, a letter a of the input alphabet. The result of
the operation is that a new position with letter a is added to the end of the input word;

Output. This operation takes three parameters: a target block i ∈ {1, . . . , k}, a content c
which is either a letter of the output alphabet or a number j ∈ {1, . . . , k} different than i,



M. Bojańczyk, L. Daviaud, B. Guillon, and V. Penelle 114:11

and a side s ∈ {left,right}. The result of the operation is that the content (i.e., either an
output letter of or the contents of register c, depending on the type of c) is concatenated
to the left/right (depending on the side s) of the target block i. If the content is a letter,
then its origin is set to be the last input position (if there is no input position and the
content is a letter, then the operation fails).

We write Ωk for the above set of operations (assuming that the alphabets are implicit
from the context), which is finite. Define k-folding to be the function from (Ωk)∗ to k-block
origin graphs which maps a sequence of operations to the k-block origin graph obtained
by successively applying the sequence of operations starting from the empty k-block origin
graph. Note that k-folding is partial, because the output operation can fail.

I Lemma 19. The k-folding operation is (a) surjective; and (b) an mso interpretation.

Proof of Theorem 18. We only show the right-to-left implication. Suppose then that G is
an origin transduction which is mso definable and is k-crossing. Define G′ to be the set of
k-block origin graphs such that: (i) the i-th output word is empty for i 6= 1; and (ii) if only
the input and 1-st output word are kept, the resulting origin graph belongs to G. If G is mso
definable, then so is G′. Let L ⊆ (Ωk)∗ be those sequences of operations whose k-folding is in
G′. By Lemma 19 (b) and the Backwards Translation Theorem [9], L is definable in mso. By
Lemma 19 (a), G′ is equal to the image of L under k-folding. By Büchi-Elgot-Trakhtenbrot’s
Theorem [7], L is recognised by a finite automaton. We transform this finite automaton into
a k-register nondeterministic streaming string transducer with ε-transitions by translating
any letter σ of Ωk into:

a transition reading an input symbol without updating the registers, if σ is of type input;
an ε-transition with an appropriate register operation if σ is of type output. J

To complete the proof of Theorem 10, we finally show that if the origin semantics of an
εNSST has bounded origin then ε-transitions can be eliminated.

6 Classes of origin transductions and perspectives

Our main contribution is a characterisation of the origin semantics of streaming string
transducers (deterministic; nondeterministic; with ε-transitions providing mso-definability),
using properties of the origin graphs such as functionality, origin boundedness, crossing
boundedness and mso-definability. The origin transductions recognised by these transducers
form a hierarchy depicted in red in the figure below, where DSST (resp. NSST, εNSST) de-
notes the family of origin transductions recognised by a deterministic (resp. nondeterministic,
nondeterministic with ε-transitions) streaming string transducer.

The figure also includes two-way transducers, which define an orthogonal hierarchy,
depicted in blue. We consider deterministic and nondeterministic variants as well as those
with common guess. A two-way transducer (deterministic or not) is equipped with a common
guess if, before starting the computation, a finite colouring of the input positions is performed,
and this colouring is the same each time the head revisits a position. This strictly increases
the expressivity, e.g. the relation {(u, vv) | v is a subword of u} is recognised by a two-way
transducer with common guess but not without. The origin semantics of a two-way transducer
is defined in a natural way, i.e., an output letter originates in the input position which was
scanned by the input head when the letter has been produced. In the figure, the classes
of origin transductions recognised by two-way automata are denoted respectively by 2DT,
2NT, and 2NT with common guess.
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The class of functions recognised by deterministic two-way transducers (resp. with
common guess) is known to be the same as the one recognised by deterministic streaming
string transducers [11, 1] (resp. nondeterministic streaming string transducers [3]), even
when considering the origin semantics [5].

Finally, we denote by MSOT the family of origin transductions recognised by a non-
deterministic mso-transduction. It is equal to NSST [3, 11]. The transductions recognised
by deterministic mso-transductions are the same as for DSST [1], this remains true with
origin semantics [5].

We can prove that all the mso-definable (resp. bounded origin) origin transductions in
εNSST are recognised by a nondeterministic two-way transducer with common guess (resp.,
are in NSST). Moreover, all the transductions that have bounded origin and which are
recognised by a nondeterministic two-way transducer with common-guess, are recognised by a
streaming string tranducer (and have therefore bounded crossing). All the other intersections
are nonempty and can be populated with some origin transductions (with their natural origin
information) as depicted in the figure.

2NT with comm
on guess

εN
SST

2NT

NSST=M
SO

T

bo
un

de
d 

or
igi

n

functiona l

DSST= 2DT
bounded crossing

MSO
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Abstract
A word-to-word function is continuous for a class of languages V if its inverse maps V_languages
to V. This notion provides a basis for an algebraic study of transducers, and was integral to the
characterization of the sequential transducers computable in some circuit complexity classes.

Here, we report on the decidability of continuity for functional transducers and some stan-
dard classes of regular languages. Previous algebraic studies of transducers have focused on the
structure of the underlying input automaton, disregarding the output. We propose a comparison
of the two algebraic approaches through two questions: When are the automaton structure and
the continuity properties related, and when does continuity propagate to superclasses?

1998 ACM Subject Classification F.4.3 Formal Languages

Keywords and phrases Transducers, rational functions, language varieties, continuity
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1 Introduction

The algebraic theory of regular languages is tightly interwoven with fundamental questions
about the computing power of Boolean circuits and logics. The most famous of these braids
revolves around A, the class of aperiodic or counter-free languages. Not only is it expressed
using the logic FO[<], but it can be seen as the basic building block of AC0, the class of
languages recognized by circuit families of polynomial size and constant depth, this class
being in turn expressed by the logic FO[arb] (see [18] for a lovely account). This pervasive
interaction naturally prompts to lift this study to the functional level, hence to rational
functions. This was started in [4], where it was shown that a subsequential (i.e., input-
deterministic) transducer computes an AC0 function iff it preserves the regular languages of
AC0 by inverse image. Buoyed by this clean, semantic characterization, we wish to further
investigate this latter property for different classes: say that a function f : A∗ → B∗ is
V_continuous, for a class of languages V, if for every language L ⊆ B∗ of V, the language
f−1(L) is also a language of V . Our main focus will be on deciding V_continuity for rational
functions; before listing our main results, we emphasize two additional motivations.

First, there has been some historical progression towards this goal. Noting, in [9], that
inverse rational functions provide a uniform and compelling view of a wealth of natural
operations on regular languages, Pin and Sakarovitch initiated in [10] a study of regular-
continuous functions. It was already known at the time, by a result of Choffrut (see [3,
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Theorem 2.7]), that regular-continuity together with some uniform continuity property
characterize functions computed by subsequential transducers. This characterization was
instrumental in the study of Reutenauer and Schützenberger [15], who already noticed the
peculiar link between uniform continuity for some distances on words and continuity for
certain classes of languages. This link was tightened by Pin and Silva [11] who formalized this
topological approach and generalized it to rational relations. More recently [12], the same
authors made precise the link unveiled by Reutenauer and Schützenberger, and developed a
fascinating and robust framework in which language continuity has a topological interpretation
(see the beginning of Section 3, as we build upon this theory). Pin and Silva [13] notably
proposed thereafter a study of functions that propagate continuity for a class to subclasses.

Second, the interweaving between languages, circuits, and logic that was alluded to
previously can in fact be formally stated (see again [18, 19]). As a central property towards
this formalization is the correspondence between “cascade products” of automata, stacking
of circuits, and nesting of formulas, respectively. Strikingly, these operations can all be seen
as inverse rational functions [19]. These operations being intrinsic in the construction of
complex objects, decompositions are often naturally used to specify languages, circuits, and
formulas (see, e.g., [17, Section 5.5]). We remark that a sufficient condition for the result
of the composition to be in some given class (of languages, circuits, or logic formulas), is
that each rational function be continuous for that class. Hence deciding continuity allows to
give a sufficient condition for this membership question without computing the result of the
composition, which is subject to combinatorial blowup.

Here, we report on three questions, the first two relating continuity to the main other
algebraic approach to transducers, while allowing a more gentle introduction to the evaluation
of profinite words by transducers:

When is the transducer structure (i.e., its so-called transition monoid) impacting its
continuity? The results of Reutenauer and Schützenberger [15] can indeed be seen as
the starting point of two distinct algebraic theories for rational functions; on the one
hand, the study of continuity, and on the other the study of the transition monoid of the
transducer (by disregarding the output). This latter endeavor was carried by [5].
What is the impact of variety inclusion on the inclusion of the related classes of continuous
rational functions? When the focus is solely on the structure of the transducer, there is a
natural propagation to superclasses; when is it the case for continuity?
When is V_continuity decidable for rational functions? We show decidability for the
varieties J ,R,L,DA,A, COM,AB,Gsol, and G; these constitute our main results.

2 Preliminaries

We assume some familiarity with the theory of automata and transducers, and concepts
related to metric spaces (see, e.g., [3, 8] for presentations pertaining to our topic). Apart from
these prerequisites, for which the notation is first settled, the presentation is self-contained.

We will use A and B for alphabets, and A∗ for words over A, with 1 the empty word.
For each word u, there is a smallest v, called the primitive root of u, such that u = vc for
some c; if c = 1, then u is itself primitive. We write |u| for the length of a word u ∈ A∗ and
alph(u) for the set of letters that appear in u. For a word u ∈ A∗ and a language L ⊆ A∗,
we write u−1L for {v | u · v ∈ L}, and symmetrically for Lu−1, these two operations being
called the left and right quotients of L by u, respectively. We naturally extend concatenation
and quotients to relations, in a component-wise fashion, e.g., for R ⊆ A∗ × A∗ and a pair
ρ ∈ A∗×A∗, we may use ρ−1R and Rρ−1. We write Lc for the complement of L. A variety is



M. Cadilhac, O. Carton, and C. Paperman 115:3

a mapping V which associates with each alphabet A a set V(A∗) of regular languages closed
under the Boolean operations and quotient, and such that for any morphism h : A∗ → B∗

and any L ∈ V(B∗), it holds that h−1(L) ∈ V(A∗). Reg is the variety that maps every
alphabet A to the set Reg(A∗) of regular languages over A. Given two languages K,L ⊆ A∗,
we say that they are V_separable if there is a S ∈ V(A∗) such that K ⊆ S and L ∩ S = ∅.

Transducers. A transducer τ is a 9-tuple (Q,A,B, δ, I, F, λ, µ, ρ) where (Q,A, δ, I, F ) forms
an automaton (i.e., Q is a state set, A an input alphabet, δ ⊆ Q× A×Q a transition set,
I ⊆ Q a set of initial states, and F ⊆ Q a set of final states), and additionally, B is an output
alphabet and λ : I → B∗, µ : δ → B∗, ρ : F → B∗ are the output functions. We write τq,q′

for τ with I := {q} and F := {q′}, adjusting λ and ρ to output 1 if they were undefined on
these states. Similarly, τq,• is τ with I := {q} and F unchanged, and symmetrically for τ•,q.
For q ∈ Q and u ∈ A∗, we write q.u for the set of states reached from q by reading u. We
assume that all the transducers and automata under study have no useless state, that is,
that all states appear in some accepting path.

With w ∈ A∗, let t_1t_2 · · · t_|w| ∈ δ∗ be an accepting path for w, starting in a state
q ∈ I and ending in some q′ ∈ F . The output of this path is λ(q)µ(t_1)µ(t_2) · · ·µ(t_n)ρ(q′),
and we write τ(w) for the set of outputs of such paths. We use τ for both the transducer and its
associated partial function from A∗ to subsets of B∗. Relations of the form {(u, v) | v ∈ τ(u)}
are called rational relations.

The transducer τ is unambiguous if there is at most one accepting path for each word.
In that case τq,q′ is also an unambiguous transducer for any states q, q′. When τ is unam-
biguous, it realizes a word-to-word function: the set of functions computed by unambiguous
transducers is the set of rational functions. Further restricting, if the underlying automaton
is deterministic, we say that τ is subsequential. If τ is a finite union of subsequential rational
functions of disjoint domains, we say that τ is plurisubsequential.

Word distances, profinite words. For a variety V of regular languages, we define a distance
between words for which, intuitively, two words are close if it is hard to separate them
with V languages. Define d_V(u, v), for words u, v ∈ A∗, to be 2−r where r is the size of
the smallest automaton that recognizes a language of V(A∗) that separates {u} from {v};
if no such language exists, then d_V(u, v) = 0. It can be shown that this distance is a
pseudo-ultrametric [8, Section VII.2]; we make only implicit and innocuous use of this fact.

We simply write d for d_Reg. The complete metric space that is the completion of (A∗, d)
is denoted Â∗ and is called the free profinite monoid, its elements being the profinite words,
and the concatenation being naturally extended. By definition, if (u_n)_n > 0 is a Cauchy
sequence, it should hold that for any regular language L, there is a N such that either all
u_n with n > N belong to L, or none does. For any x ∈ A∗, define the profinite word
xω = lim xn!, and more generally, xω−c = lim xn!−c. That (xn!)_n > 0 is a Cauchy sequence
is a starting point of the profinite theory [8, Proposition VI.2.10]; it is also easily checked
that xc×ω = lim xc×n! is equal to xω for any integer c ≥ 1. Given a language L ⊆ A∗, we
write L ⊆ Â∗ for its closure, and we note that if L is regular, Lc = Lc and for L′ regular,
L ∪ L′ = L ∪ L′, and similarly for intersection (see [8, Theorem VI.3.15]).

Equations. For u, v ∈ Â∗, a language L ⊆ A∗ satisfies the (profinite) equation u = v if for
any words s, t ∈ A∗, [s · u · t ∈ L⇔ s · v · t ∈ L]. Similarly, a class of languages satisfies an
equation if all the languages of the class satisfy it. For a variety V, we write u = _Vv, and
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say that u is equal to v in V , if V(A∗) satisfies u = v. For a partial function f , f(u) = _Vf(v)
means that either both f(u) and f(v) are undefined, or they are both defined and equal in V .

Given a set E of equations over Â∗, the class of languages defined by E is the class
of languages over A∗ that satisfy all the equations of E. Reiterman’s theorem shows in
particular that for any variety V and any alphabet A, V(A∗) is defined by a set of equations
(the precise form of which being studied in [6]).

More on varieties. Borrowing from Almeida and Costa [2], we say that a variety V is
supercancellative when for any alphabet A, any u, v ∈ Â∗ and x, y ∈ A, if u · x = _Vv · y
or x · u = _Vy · v, then u = _Vv and x = y. This implies in particular that for any word
w ∈ A∗, both w · A∗ and A∗ · w are in V(A∗). We further say that a variety V separates
words if for any s, t ∈ A∗, {s} and {t} are V_separable.

Our main applications revolve around some classical varieties, that we define over any
possible alphabet A as follows, where x, y range over all of A∗, and a, b over A:

J , def. by (xy)ω · x = y · (xy)ω = (xy)ω

R, def. by (xy)ω · x = (xy)ω

L, def. by y · (xy)ω = (xy)ω

DA, def. by xω ·z ·xω = xω for all z ∈ alph(x)∗

A, def. by xω+1 = xω

COM, def. by ab = ba

AB, def. by ab = ba and aω = 1
Gnil, the languages rec. by nilpotent groups
Gsol, the languages rec. by solvable groups
G, the languages rec. by groups

The varieties included in A are called aperiodic varieties and those in G are called group
varieties. Precise definitions, in particular for the group varieties, can be found in [18, 14];
we simply note that in group varieties, xω equals 1 for all x ∈ A∗. All these varieties except
for AB and COM separate words, and only DA and A are supercancellative. They verify:

J = R∩ L
R(

( L (

(

(DA A
AB = G ∩ COM ( Gnil ( Gsol ( G

COM(

On transducers and profinite words. For a profinite word u and a state q of an unambiguous
transducer τ , the set q.u is well-defined; indeed, with u = lim u_n, the set q.u_n is eventually
constant, as otherwise for some state q′, the domain of τq,q′ would be a regular language that
separates infinitely many u_n’s.

A transducer τ : A∗ → B∗ is a V_transducer,1 for a variety V , if for some set of equations E
defining V(A∗), for all (u = v) ∈ E and all states q of τ , it holds that q.u = q.v. A rational
function is V_realizable if it is realizable by a V_transducer.

Continuity. For a variety V , a function f : A∗ → B∗ is V_continuous2 iff for any L ∈ V(B∗),
f−1(L) ∈ V(A∗). We mostly restrict our attention to rational functions, and their being

1 The usual definition of V_transducer is based on the so-called transition monoid of τ , see, e.g., [15]; the
definition here is easily seen to be equivalent by [1, Lemma 3.2] and [4, Lemma 1].

2 A note on terminology: There has been some fluctuation on the use of the term “continuous” in the
literature, mostly when a possible incompatibility arises with topology. In [13], the authors use the
term “preserving” in the more general context of functions from monoids to monoids. In our study, we
focus on word to word functions, in which the natural topological context provides a solid basis for the
use of “continuous,” as used in [11, 4].
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computed by transducers implies that they are countably many. We note that much more
Reg_continuous functions exist, in particular uncomputable ones:

I Proposition 1. There are uncountably many Reg_continuous functions.

3 Continuity: The profinite approach

We build upon the work of Pin and Silva [11] and develop tools specialized to rational functions.
In Section 3.1, we present a lemma asserting the equivalence between V_continuity and the
“preservation” of the defining equations for V. In the sections thereafter, we specialize this
approach to rational functions. As noted in [11], it often occurs that results about rational
functions can be readily applied to the larger class of Reg_continuous functions; here, this is
in particular the case for the Preservation Lemma of Section 3.1.

Our main appeal to a classical notion of continuity is given by the:

I Theorem 2 ([12, Theorem 4.1]). Let f : A∗ → B∗. It holds that f is V_continuous iff f is
uniformly continuous for the distance d_V.

Consequently, if f is Reg_continuous then it has a unique extension to the free profinite
monoids, written f̂ : Â∗ → B̂∗. The salient property of this mapping is that it is continuous
in the topological sense (see, e.g., [8]). For our specific needs, we simply mention that it
implies that for any regular language L, we have that f̂−1(L) is closed (that is, it is the
closure of some set).

3.1 The Preservation Lemma: Continuity is preserving equations
The Preservation Lemma gives us a key characterization in our study: it ties together
continuity and some notion of preservation of equations. This can be seen as a generalization
to functions of equation satisfaction for languages. We will need the following technical
lemma that extends [8, Proposition VI.3.17] from morphisms to arbitrary Reg_continuous
functions; interestingly, this relies on a quite different proof.

I Lemma 3. Let f : A∗ → B∗ be a Reg_continuous function and L a regular language. It
holds that f̂−1(L) = f−1(L).

I Lemma 4 (Preservation Lemma). Let f : A∗ → B∗ be a Reg_continuous function and E a
set of equations that defines V(A∗). The function f is V_continuous iff for all (u = v) ∈ E
and words s, t ∈ A∗, f̂(s · u · t) = _V f̂(s · v · t).

Proof. (Only if) Suppose f is V_continuous. Let u, v ∈ Â∗ such that u = _Vv, and
s, t ∈ A∗. Since by V_continuity f−1(B∗) ∈ V(A∗), either both s · u · t and s · v · t belong to
the closure of this language, or they both do not. The latter case readily yields the result,
hence suppose we are in the former case.

By definition, u = lim u_n and v = lim v_n for some Cauchy sequences of words
(u_n)_n > 0 and (v_n)_n > 0. Since s · u · t = _Vs · v · t, the hypothesis yields that
d_V(s · u_n · t, s · v_n · t) tends to 0. By Theorem 2, f is uniformly continuous for d_V,
hence d_V(f(s · u_n · t), f(s · v_n · t)) also tends to 0 (note that both f(s · u_n · t) and
f(s · v_n · t) are defined for all n big enough). This shows that f̂(s · u · t) = _V f̂(s · v · t).

(If) Suppose that f preserves the equations of E as in the statement. Let L ∈ V(B∗),
we wish to verify that L′ = f−1(L) ∈ V(A∗), or equivalently by definition, that L′ satisfies
all the equations of E. Let (u = v) ∈ E be one such equation, and s, t ∈ A∗; we must show
that s · u · t ∈ L′ ⇔ s · v · t ∈ L′.
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Suppose s ·u · t ∈ L′. Since f is Reg_continuous, it holds that f̂(s ·u · t) ∈ L (observe that
f̂(s · u · t) is indeed defined). By hypothesis, f̂(s · u · t) = _V f̂(s · v · t); now since L ∈ V(B∗),
it must hold that f̂(s · v · t) ∈ L. Taking the inverse image of f̂ on both sides, it thus holds
that s · v · t ∈ f̂−1(L), and Lemma 3 then shows that s · v · t ∈ L′. As the argument works
both ways, this shows that s · u · t ∈ L′ ⇔ s · v · t ∈ L′, concluding the proof. J

Continuity can be seen as preserving membership to V (by inverse image); this is where
the nomenclature “V_preserving function” of [13] stems from. Strikingly, this could also be
worded as preserving nonmembership to V:

I Proposition 5. A Reg_continuous total 3 function f : A∗ → B∗ is V_continuous iff for
all L ⊆ A∗ that do not belong to V(A∗), f(L) and f(Lc) are not V_separable.

3.2 The profinite extension of rational functions
The Preservation Lemma already hints at our intention to see transducers as computing
functions from and to the free profinite monoids. Naturally, if τ is a rational function, its
being Reg_continuous allows us to do so (by Theorem 2). For u = lim u_n a profinite word,
we will write τ(u) for τ̂(u), i.e., the limit lim τ(u_n), which exists by continuity. In this
section, we develop a slightly more combinatorial approach to this evaluation, and address
two classes of profinite words: those expressed as s · u · t for s, t words and u a profinite word,
and those expressed as xω for x a word.

Recall that for a transducer state q and a profinite word u, q.u is well-defined. As a
consequence, if s and t are words and τ is unambiguous, then there is at most one initial
state q_0, one q ∈ q_0.s and one q′ ∈ q.u such that q′.t is final, and these states exist iff
τ(s · u · f) is defined. Thus:

I Lemma 6. Let τ be an unambiguous transducer from A∗ to B∗, s, t ∈ A∗ and u ∈ Â∗.
Suppose τ(s · u · f) is defined, and let q_0, q, q′ be the unique states such that q_0 is initial,
q ∈ q_0.s, q′ ∈ q.u, and q′.t is final. The following holds: τ(s·u·t) = τ•,q(s)·τq,q′(u)·τq′,•(t) .

I Lemma 7. Let τ be an unambiguous transducer from A∗ to B∗ and x ∈ A∗. If τ(xω) is
defined, then there are words s, y, t ∈ B∗ such that: τ(xω) = s · yω−1 · t.

These constitute our main ways to effectively evaluate the image of profinite words
through transducers. Their use being quite ubiquitous in our study, we will rarely refer to
these lemmata nominally.

3.3 The Syncing Lemma: Preservation Lemma applied to transducers
We apply the Preservation Lemma on transducers and deduce a slightly more combinatorial
characterization of transducers describing continuous functions. This does not provide an
immediate decidable criterion, but our decidability results will often rely on it. The goal of
the forthcoming lemma is to decouple, when evaluating s · u · t (with the notations of the
Preservation Lemma), the behavior of the u part and that of the s, t part. This latter part
will be tested against an equalizer set:

3 In all the varieties we are interested in, one can easily modify any partial function into a total function
while preserving its continuity properties.
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I Definition 8 (Equalizer set). Let u, v ∈ Â∗. The equalizer set of u and v in V is:

Equ_V(u, v) = {(s, s′, t, t′) ∈ (A∗)4 | s · u · t = _Vs′ · v · t′} .

I Remark. The complexity of equalizer sets can be surprisingly high. For instance, letting V
be the class of languages defined by {x2 = x3 | x ∈ A∗}, there is a profinite word u for which
Equ_V(u, u) is undecidable. On the other hand, equalizer sets quickly become less complex
for common varieties; for instance, Lemma 12 will provide a simple form for the equalizer
sets of aperiodic supercancellative varieties.

I Definition 9 (Input synchronization). Let R,S ⊆ A∗×B∗. The input synchronization of R
and S is defined as the relation over B∗ ×B∗ obtained by synchronizing the first component
of R and S: R ./ S = {(u, v) | (∃s)[(s, u) ∈ R ∧ (s, v) ∈ S]}

(
= S ◦R−1).

Naturally, the input synchronization of two rational functions is a rational relation.

I Lemma 10 (Syncing Lemma). Let τ be an unambiguous transducer from A∗ to B∗ and E
a set of equations that defines V(A∗). The function τ is V_continuous iff:
1. τ−1(B∗) ∈ V(A∗), and
2. For any (u = v) ∈ E, any states p, q, any p′ ∈ p.u, and any q′ ∈ q.v, and letting

u′ = τp,p′(u) and v′ = τq,q′(v): (τ•,p ./ τ•,q)× (τp′,• ./ τq′,•) ⊆ Equ_V(u′, v′).

3.4 A profinite toolbox for the aperiodic setting
In this section, we provide a few lemmata pertaining to our study of aperiodic continuity.
We show that the equalizer sets of aperiodic supercancellative varieties are well-behaved.
Intuitively, the larger the varieties are, the more their nonempty equalizer sets will be similar
to the identity. For instance, if s ·xω = _Axω, for words s and x, it should hold that s and x
have the same primitive root. We first note the following easy fact that will only be used in
this section; it is reminiscent of the notion of equidivisibility, studied in the profinite context
by Almeida and Costa [2].

I Lemma 11. Let u, v be profinite words over an alphabet A and V be a supercancellative
variety. Suppose that there are s, t ∈ A∗ such that u · t = _Vs · v, then there is a w ∈ Â∗ such
that u = _Vs ·w and v = _Vw · t. If moreover u = v and V is aperiodic, then u = _Vs · u · t.

I Lemma 12. Let u, v be profinite words over an alphabet A and V be an aperiodic supercan-
cellative variety. Suppose Equ_V(u, v) is nonempty. There are words x, y ∈ A∗ and two pairs
ρ_1, ρ_2 ∈ (A∗)2 such that: Equ_V(u, v) =

(
Id ·
(
(x∗, x∗)ρ_1−1))×((ρ_2−1(y∗, y∗)

)
· Id
)
.

I Lemma 13. Let x, y be words. For every aperiodic supercancellative variety V, it holds
that Equ_V(xω, yω) = Equ_A(xω, yω).
I Remark. For two aperiodic supercancellative varieties V andW , we could further show that
if both Equ_V(u, v) and Equ_W(u, v) are nonempty, then they are equal, for any profinite
words u, v. It may however happen that one equalizer set is empty while the other is not;
for instance, with u = (ab)ω and v = (ab)ω · a · (ab)ω, the equalizer set of u and v in DA is
nonempty, while it is empty in A.

4 Intermezzos

We present a few facts of independent interest on continuous rational functions. Through
this, we develop a few examples, showing in particular how the Preservation and Syncing
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Lemmata can be used to show (non)continuity. In a first part, we study when the structure
of the transducer is relevant to continuity, and in a second, when the (non)inclusion of variety
relates to (non)inclusion of the class of continuous rational functions.

4.1 Transducer structure and continuity
As noted by Reutenauer and Schützenberger [15, p. 231], there exist numerous natural
varieties V for which any V_realizable rational function is V_continuous. Indeed:

I Proposition 14. Let V be a variety of languages closed under inverse V_realizable rational
function. Any V_realizable rational function is V_continuous. This holds in particular for
the varieties A,Gsol, and G.

I Proposition 15. For V ∈ {J ,L,R,DA,AB,Gnil, COM}, there are V_realizable rational
functions that are not V_continuous.

The converse concern, that is, whether all V_continuous rational functions are
V_realizable, was mentioned by Reutenauer and Schützenberger [15] for V = A.

I Proposition 16. For V ∈ {J ,L,R,DA,A,AB, COM}, there are V_continuous rational
functions that are not V_realizable.

Proof. (The aperiodic cases) Let A = {a}, a unary alphabet. Consider the transducer τ
that removes every second a: its minimal transducer not being a A_transducer, it is not
A_realizable (this is a property of subsequential transducers [15]). However, all the unary
languages of V are either finite or co-finite, and hence for any L ∈ V(A∗), τ−1(L) is either
finite or co-finite, hence belongs to V(A∗).

(The AB and COM cases) Over A = {a, b}, define τ to map words w in aA∗ to (ab)|w|,
and words w in bA∗ to (ba)|w|. Clearly, a and b cannot act commutatively on the transducer.
Now τ(ab) = _COMτ(ba), and moreover τ(xω) = _AB(ab)ω = _AB1 = τ(1), hence τ is
continuous for both AB and COM by the Preservation Lemma. J

We delay the positive answers to that question, namely for Gnil,Gsol,G, to Corollary 27
as they constitute our main lever towards the decidability of continuity for these classes.

4.2 Variety inclusion and inclusion of classes of continuous functions
In this section, we study the consequence of variety (non)inclusion on the inclusion of the
related classes of continuous rational functions. This is reminiscent of the notion of heredity
studied by [12], where a function is V_hereditarily continuous if it is W_continuous for each
subvariety W of V. Variety noninclusion provides the simplest study case here:

I Proposition 17. Let V and W be two varieties. If V 6⊆ W then there are V_continuous
rational functions that are not W_continuous.

The remainder of this section focuses on a dual statement:
If V (W, are all V_continuous rational functions W_continuous?

We first focus on group varieties. Naturally, if 1. V_continuous rational functions
are V_realizable and 2. W_realizable rational functions are W_continuous, this holds.
Appealing to the forthcoming Corollary 27 for point 1 and Proposition 14 for point 2, we
then get:
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I Proposition 18. For V,W ∈ {Gnil,Gsol,G} with V ( W, all V_continuous rational
functions are W_continuous. This however fails for V = AB and for any W ∈ {Gnil,Gsol,G}.

Proof. It remains to show the case V = AB. This is in fact the same example as in the
proof of Proposition 16, to wit, over A = {a, b}, the rational function τ that maps w ∈ aA∗
to (ab)|w|, and words w ∈ bA∗ to (ba)|w|. Indeed, we saw that this function is continuous
for AB, but it holds that τ(a) = ab on the one hand, and τ(bωa) = (ba)ωba = _Wba, but
ab 6= _Wba. The Preservation Lemma then shows that τ is not continuous for W. J

I Proposition 19. All AB_continuous rational functions are COM_continuous.

We now turn to aperiodic varieties. For lesser expressive varieties, the property fails:

I Proposition 20. For V ∈ {J ,L,R} and W ∈ {L,R,DA,A} with V ( W, there are
V_continuous rational functions that are not W_continuous.

I Proposition 21. Any DA_continuous rational function is A_continuous.

Proof. First note that both DA and A satisfy the hypotheses of Lemma 12. Consider a
DA_continuous rational function τ : A∗ → B∗. By the Syncing Lemma, to show that it
is A_continuous, it is enough to show that 1. τ−1(B∗) ∈ A(A∗), and 2. That some input
synchronizations of τ , based on equations of the form xω = _Axω+1, belong to an equalizer
set of the form (by Lemma 7):

Equ_A(α ·yω ·β, α′ ·zω ·β′) = {(s, s′, t, t′) | (s ·α, s′ ·α′, β · t, β′ · t′) ∈ Equ_A(yω, zω)} .

Applying the Syncing Lemma on τ for the variety DA, we get that point 1 is true, since
τ−1(B∗) ∈ DA(A∗). Similarly, point 2 is true since xω = xω+1 is an equation of DA, and
Lemma 13 implies that the equalizer set of the equation above is the same in DA and A. J

I Proposition 22. There are nonrational functions that are continuous for both DA and Reg
but are not A_continuous.

5 Deciding continuity for transducers

5.1 Deciding continuity for group varieties
Reutenauer and Schützenberger showed in [15] that a rational function is G_continuous iff it
is G_realizable. Since this is proven effectively, it leads to the decidability of G_continuity.
In Proposition 14, we saw that the right-to-left statement also holds for Gsol; we now
show that the left-to-right statement holds for all group varieties V that contain Gnil. As
in [15], but with sensibly different techniques, we show that V_continuous transducers
are plurisubsequential. The Syncing Lemma will then imply that such transducers are
V_transducers. Both properties rely on the following normal form:

I Lemma 23. Let τ be a transducer. An equivalent transducer τ ′ can be constructed by
adjoining some codeterministic automaton to τ so that for any states p, q of τ ′:[

(∃x, y)
[
∅ 6= (τ ′p,• ./ τ

′
q,•) ⊆ (x, y) · Id

]]
⇒ p = q .

Alternatively, the “dual” property can be ensured, adjoining a deterministic automaton to τ ,
so that for any states p, q of τ ′:[

(∃x, y)
[
∅ 6= (τ ′•,p ./ τ ′•,q) ⊆ Id · (x, y)

]]
⇒ p = q .
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I Lemma 24. Let V be a variety of group languages that contains Gnil. For any V_continuous
unambiguous transducer τ , the transducer obtained by applying the dual of Lemma 23, then
applying its first part, is a plurisubsequential V_transducer.

Proof. Write τ ′ for the result of the dual part of Lemma 23 on τ , and τ ′′ for the result of
the first part of Lemma 23 on τ ′. For these transducers, call a triple a states (p, q, q′) a fork
on a if from p, the transducer can go to q and q′ reading one a, and there is a path from q to
p reading only a’s. Dually, a triple (q, q′, p) is a reverse fork on a if the transducer can go
from q and q′ to p reading one a, and there is a path from p to q that reads only a. In both
cases, the fork is proper if q 6= q′. We rely on two facts:

I Fact 25. There are no proper forks or reverse forks in τ ′′.

I Fact 26. For any state p of τ ′′ and any letter a, it holds that p ∈ p.aω.

Consider a state p in τ ′′ and a letter a. As p ∈ p.aω by Fact 26, there is a cycle of a’s on
p. Call q the first state of that cycle. Next, let q′ be such that (p, a, q′) is a transition of τ ′′.
Clearly, (p, q, q′) forms a fork, hence by Fact 25, q = q′. Thus τ ′′ is plurisubsequential.

It remains to show that τ ′′ is a V_transducer. To do so, consider an equation u = _Vv,
a state q of τ ′′, and let p = q.u and p′ = q.v. We show that p = p′, concluding the proof. We
rely on the Syncing Lemma, since τ ′′ is V_continuous; it ensures in particular that:

(τ ′′•,q ./ τ ′′•,q)× (τ ′′p,• ./ τ
′′
p′,•) ⊆ Equ_V(u′, v′) with u′ = τ ′′q,p(u), v′ = τ ′′q,p′(v) . (1)

Let (s, s, t_1, t_2) be in the left-hand side. It holds that s · u′ · t_1 = _Vs · v′ · t_2, thus
u′ · t_1 = _Vv′ · t_2 (here and in the following, we derive equivalent equations by appealing
to the fact that the free group is embedded, in a precise sense, in V [16, § 6.1.9]). Now
consider another tuple (s′, s′, t_1′, t_2′) again in the left-hand side of Equation (1). It also
holds that u′ · t_1′ = _Vv′ · t_2′, hence we obtain that t_1 · t_2−1 = _Vt_1′ · t_2′−1. This
is in turn equal in V to some α · β−1 such that α and β are words that do not share the same
last letter. This shows that t_1 = α · t and t_2 = β · t for some word t, and similarly for
t_1′ and t_2′. More generally: (τ ′′p,• ./ τ

′′
p′,•) ⊆ (α, β) · Id, and the normal form of Lemma 23

thus shows that p = p′. J

I Corollary 27. For V ∈ {Gnil,Gsol,G}, any V_continuous rational function is V_realizable.

I Theorem 28. Let V be a variety of group languages that includes Gnil and that is closed un-
der inverse V_realizable rational functions. It is decidable, given an unambiguous transducer,
whether it realizes a V_continuous function. This holds in particular for Gsol and G.

5.2 Deciding continuity for aperiodic varieties
We saw in Section 4.1 that the approach of the previous section cannot work: there is no
correspondence between continuity and realizability for aperiodic varieties. Herein, we use
the Syncing Lemma to decide continuity in two main steps. First, note that all of our
aperiodic varieties are defined by an infinite number of equations for each alphabet. The
Syncing Lemma would thus have us check an infinite number of conditions; our first step is to
reduce this to a finite number, which we stress through the forthcoming notion of “pertaining
triplet” of states. Second, we have to show that the inclusion of the second point of the
Syncing Lemma can effectively be checked. This will be done by simplifying this condition,
and showing a decidability property on rational relations.
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I Definition 29. A triplet of states (p, q, q′) is pertaining if there are words s, u, t and an
integer n such that:

I

p

q q′

F

s | ·

s | ·

t | ·

t | ·

u | β′

un−1 | β′′

un | β

where · means “any word.” Further, a pertaining triplet is empty if, in the above picture,
β = β′β′′ = 1 and full if both words are nonempty; it is degenerate if only one of β or β′β′′
is empty.

It is called “pertaining” as the second point of the Syncing Lemma elaborates on properties
of such a triplet, in particular, since uω = uω+1 is an equation of A. The following
characterization of A_continuity is then made without appeal to equations or profinite words:

I Lemma 30. A transducer τ : A∗ → B∗ is A_continuous iff all of the following hold:
1. τ−1(B∗) ∈ A(A∗);
2. For all full pertaining triplets (p, q, q′), there exist x, y ∈ B∗ and ρ_1, ρ_2 ∈ (B∗)2 such

that τ•,p ./ τ•,q ⊆ Id ·
(
(x∗, x∗)ρ_1−1) and τp,• ./ τq′,• ⊆

(
ρ_2−1(y∗, y∗)

)
· Id;

3. For all empty pertaining triplets (p, q, q′) it holds that (τ•,p ./ τ•,q) · (τp,• ./ τq′,•) ⊆ Id;
4. No pertaining triplet is degenerate.

I Example 31. We show that the transducer of Proposition 16 is A_continuous. Let τ be:

p q

a | a

a | 1

First, the function is total, hence the first point of Lemma 30 is verified. Second, there
are no empty nor degenerate pertaining triplets, hence the third and fourth points are
verified. Now the full pertaining triplets are (p, p, p), (p, p, q), (q, q, q), and (q, q, p). We
check that the pertaining triplet (p, p, q) verifies the second condition of Lemma 30, the
other cases being similar or clear. The first half of the condition is immediate. Now
τp,• ./ τq,• = {(abn+1/2c, abn/2c) | n ≥ 0} which verifies the condition.

We now show that the property of Lemma 30 is indeed decidable:

I Proposition 32. It is decidable, given a rational relation R ⊆ A∗ ×A∗, whether there is a
word x ∈ A∗ and a pair ρ ∈ (A∗)2, such that R ⊆ Id ·

(
(x∗, x∗)ρ−1).

I Remark. In general, the problem of deciding, given a rational relation R and a recognizable
relation K, whether R ⊆ Id ·K, is undecidable. Indeed, testing R ∩ Id = ∅ is undecidable [3],
and equivalent to testing:

R ⊆ Id ·
(
(A+ × {1}) ∪ ({1} ×A+) ∪

⋃
_a 6= b ∈ A(a ·A∗ × b ·A∗)

)
,

the right-hand side being of the form Id ·K.

ICALP 2017



115:12 Continuity and Rational Functions

I Theorem 33. It is decidable, given an unambiguous transducer, whether it realizes an
A_continuous function.

The same approach, with carefully tweaked conditions, yields:

I Theorem 34. For V = J ,R,L,DA, it is decidable, given an unambiguous transducer,
whether it realizes a V_continuous function.

5.3 Deciding COM- and AB-continuity
The case of COM and AB is comparatively much simpler, in particular because these varieties
are defined using a finite number of equations for each alphabet. However, the argument
relies on different ideas:

I Theorem 35. For V = COM,AB, it is decidable, given an unambiguous transducer, whether
it realizes a V_continuous function.

Proof. We apply the Syncing Lemma. Its first point is clearly decidable. We reduce its
second point to decidable properties about semilinear sets (see, e.g., [7]). We also rely on the
notion of Parikh image, that is, the mapping Pkh : A∗ → NA such that Pkh(w) maps a ∈ A
to the number of a’s in the word w.

Since every AB_continuous function is COM_continuous (Proposition 19), the conditions
to test for AB_continuity are included in those for COM_continuity—this can also be seen as
a consequence of the fact that if u, v are words, Equ_AB(u, v) = Equ_COM(u, v).

Let τ : A∗ → B∗ be a given transducer. Consider an equation ab = ba and four states
p, p′, q, q′ of τ . Write u = τp,p′(ab) and v = τq,q′(ba). We ought to check, by the Syncing
Lemma, the inclusion in Equ_COM(u, v) = {(s, s′, t, t′) | s ·u · t = _COMs′ · v · t′} of some input
synchronization. Now this set is the set of (s, s′, t, t′) such that Pkh(s · u · t) = Pkh(s′ · v · t′),
and is thus defined by a simple semilinear property. The input synchronizations themselves,
e.g., τ•,p ./ τ•,q, are rational relations, and their component-wise Parikh image is thus a
semilinear set. Since the inclusion of semilinear sets is decidable, the inclusion of the second
point of the Syncing Lemma is also decidable.

For AB, we should additionally check the equations aω = 1. The reasoning is similar.
Consider three states (p, p′, q), and write x · uω−1 · y for τp,p′(aω). By commutativity and
the fact that uω−1 acts as an inverse of u in the equations holding in AB, we have that
(s, s′, t, t′) ∈ Equ_AB(x · uω−1 · y, 1) iff s · t = _ABs′ · u · t′. This again reduces the inclusion
of the second point of the Syncing Lemma to a decidable semilinear property. J

6 Discussion

We presented a study of continuity in functional transducers, on the one hand focused on
general statements (Section 3), on the other hand on continuity for classical varieties. The
heart of this contribution resides in decidability properties (Section 5), although we also
addressed natural and related questions in a systematic way (Section 4). We single out two
main research directions.

First, there is a sharp contrast between the genericity of the Preservation and Syncing
Lemma and the technicality of the actual proofs of decidability of continuity. To which extent
can these be unified and generalized? We know of two immediate extensions: 1. the generic
results of Section 3 readily apply to Boolean algebras of languages closed under quotient,
a relaxation of the conditions imposed on varieties, and 2. the varieties G_p of languages
recognized by p-groups can also be shown to verify Proposition 14 and Lemma 24, hence
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Gp_continuity is decidable for transducers. Beyond these two points, we do not know how to
show decidability for Gnil (which is the join of the Gp), and the surprising complexity of the
equalizer sets for some Burnside varieties (e.g., the one defined by x2 = x3, see the Remark
on page 7) leads us to conjecture that continuity may be undecidable in that case, hence
that no unified way to show the decidability of continuity exists.

Second, the notion of continuity may be extended to more general settings. For instance,
departing from regular languages, it can be noted that every recursive function is continuous
for the class of recursive languages. Another natural generalization consists in studying
(V,W)_continuity, that is, the property for a function to map W_languages to V_languages
by inverse image. This would provide more flexibility for a sufficient condition for cascades
of languages (or stackings of circuits, or nestings of formulas) to be in a given variety.

Acknowledgment. We are deeply indebted to Jorge Almeida (in particular for the Re-
mark on page 7), Luc Dartois, Bruno Guillon (in particular for the Remark on page 11),
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Abstract
An astonishing fact was established by Lee A. Rubel (1981): there exists a fixed non-trivial fourth-
order polynomial differential algebraic equation (DAE) such that for any positive continuous
function ϕ on the reals, and for any positive continuous function ε(t), it has a C∞ solution with
|y(t) − ϕ(t)| < ε(t) for all t. Lee A. Rubel provided an explicit example of such a polynomial
DAE. Other examples of universal DAE have later been proposed by other authors.

However, while these results may seem very surprising, their proofs are quite simple and are
frustrating for a computability theorist, or for people interested in modeling systems in experi-
mental sciences. First, the involved notions of universality is far from usual notions of universality
in computability theory because the proofs heavily rely on the fact that constructed DAE does
not have unique solutions for a given initial data. Indeed, in general a DAE may not have a
unique solution, given some initials conditions. But Rubel’s DAE never has a unique solution,
even with a countable number of conditions of the form y(ki)(ai) = bi. This is very different from
usual notions of universality where one would expect that there is clear unambiguous notion of
evolution for a given initial data, for example as in computability theory. Second, the proofs usu-
ally rely on solutions that are piecewise defined. Hence they cannot be analytic, while analycity
is often a key expected property in experimental sciences. Third, the proofs of these results can
be interpreted more as the fact that (fourth-order) polynomial algebraic differential equations is
a too loose a model compared to classical ordinary differential equations. In particular, one may
challenge whether the result is really a universality result.

The question whether one can require the solution that approximates ϕ to be the unique
solution for a given initial data is a well known open problem [Rubel 1981, page 2], [Boshernitzan
1986, Conjecture 6.2]. In this article, we solve it and show that Rubel’s statement holds for
polynomial ordinary differential equations (ODEs), and since polynomial ODEs have a unique
solution given an initial data, this positively answers Rubel’s open problem. More precisely, we
show that there exists a fixed polynomial ODE such that for any ϕ and ε(t) there exists some
initial condition that yields a solution that is ε-close to ϕ at all times.

The proof uses ordinary differential equation programming. We believe it sheds some light
on computability theory for continuous-time models of computations. It also demonstrates that
ordinary differential equations are indeed universal in the sense of Rubel and hence suffer from
the same problem as DAEs for modelization: a single equation is capable of modelling any
phenomenon with arbitrary precision, meaning that trying to fit a model based on polynomial
DAEs or ODEs is too general (if it has a sufficient dimension).
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Figure 1 On left, graphical representation of function g. On right, two S-modules glued together.
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1 Introduction

A very astonishing result was established by Lee A. Rubel in 1981 [19]. There exists a
universal fourth-order algebraic differential equation in the following sense.

I Theorem 1 ([19]). There exists a non-trivial fourth-order implicit differential algebraic
equation

P (y′, y′′, y′′′, y′′′′) = 0 (1)

where P is a polynomial in four variables with integer coefficients, such that for any continuous
function ϕ on (−∞,∞) and for any positive continuous function ε(t) on (−∞,∞), there
exists a C∞ solution y such that

|y(t)− ϕ(t)| < ε(t)

for all t ∈ (−∞,∞).

Even more surprising is the fact that Rubel provided an explicit example of such a
polynomial P that is particularly simple:

3y′4y′′
y′′′′

2 −4y′4y′′′2y′′′′ + 6y′3y′′2y′′′y′′′′ + 24y′2y′′4y′′′′
−12y′3y′′y′′′3 − 29y′2y′′3y′′′2 + 12y′′7 = 0

(2)

While this result looks very surprising at first sight, Rubel’s proofs turns out to use basic
arguments, and can be explained as follows. It uses the following classical trick to build C∞
piecewise functions: let g(t) = e−1/(1−t2) for −1 < t < 1, and g(t) = 0 otherwise. It is not
hard to see that function g is C∞ and Figure 1 shows that g looks like a “bump”. Since it
satisfies g′(t)

g(t) = − 2t
(1−t2)2 , then g′(t)(1− t2)2 + g(t)2t = 0 and f(t) =

∫ t
0 g(u)du satisfies the

polynomial differential algebraic equation f ′′(1− t2)2 + f ′(t)2t = 0. Since this equation is
homogeneous, it also holds for af + b for any a and b. The idea is then to obtain a fourth
order DAE that is satisfied by every function y(t) = γf(αt+ β) + δ, for all α, β, γ, δ. After
some computations, Rubel obtained the universal differential equation (2).

Functions of the type y(t) = γf(αt + β) + δ generate what Rubel calls S-modules: a
function that values A at a, B at b, is constant on [a, a + δ], monotone on [a + δ, b − δ],

http://dx.doi.org/10.4230/LIPIcs.ICALP.2017.116
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constant on [b− δ, b], by an appropriate choice of α, β, γ, δ. Summing S-modules corresponds
to gluing then together, as is depicted in Figure 1. Note that finite, as well as infinite sums1
of S-modules still satisfy the equation (2) and thus any piecewise affine function (and hence
any continuous function) can be approximated by an appropriate sum of S-modules. This
concludes Rubel’s proof of universality.

As one can see, the proof turns out to be frustrating because the equation essentially
allows any behavior. This may be interpreted as merely stating that differential algebraic
equations is simply too lose a model. Clearly, a key point is that this differential equation
does not have a unique solution for any given initial condition: this is the core principle used
to glue a finite or infinite number of S-modules and to approximate any continuous function.
Rubel was aware of this issue and left open the following question in [19, page 2].

“It is open whether we can require in our theorem that the solution that approximates
ϕ to be the unique solution for its initial data.”

Similarly, the following is conjectured in [4, Conjecture 6.2].

“Conjecture. There exists a non-trivial differential algebraic equation such that any
real continuous function on R can be uniformly approximated on all of R by its
real-analytic solutions”

The purpose of this paper is to provide a positive answer to both questions. We prove
that a fixed polynomial ordinary differential equations (ODE) is universal in above Rubel’s
sense. At a high level, our proofs are based on ordinary differential equation programming.
This programming is inspired by constructions from our previous paper [7]. Here, we mostly
use this programming technology to achieve a very different goal and to provide positive
answers to these above open problems.

We also believe they open some lights on computability theory for continuous-time models
of computations. In particular, it follows that concepts similar to Kolmogorov complexity
can probably be expressed naturally by measuring the complexity of the initial data of a
(universal-) polynomial ordinary differential equations for a given function. We leave this
direction for future work.

1.1 Related work and discussions
First, let us mention that Rubel’s universal differential equation has been extended in several
papers. In particular, Duffin proved in [12] that implicit universal differential equations with
simpler expressions exists, such as n2y

′′′′
y′

2 + 3n(1− n)y′′′
y

′′
y′ + (2n2 − 3n+ 1)y′′ 3

= 0 for
any n > 3. The idea of [12] is basically to replace the C∞ function g of [19] by some piecewise
polynomial of fixed degree, that is to say by splines. Duffin also proves that considering
trigonometric polynomials for function g(x) leads to the universal differential equation
ny

′′′′
y′

2 + (2 − 3n)y′′′
y

′′
y′ + 2(n − 1)y′′3 = 0. This is done at the price of approximating

function ϕ respectively by splines or trigonometric splines solutions which are Cn (and n
can be taken arbitrary big) but not C∞ as in [19]. Article [8] proposes another universal
differential equation whose construction is based on Jacobian elliptic functions. Notice that
[8] is also correcting some statements of [12].

1 With some convergence or disjoint domain conditions.
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All the results mentioned so far are concerned with approximations of continuous functions
over the whole real line. Approximating functions over a compact domain seems to be a
different (and somewhat easier for our concerns) problem, since basically by compactness,
one just needs to approximate the function locally on a finite number of intervals. A 1986
reference survey discussing both approximation over the real line and over compacts is [4].
Recently, over compact domains, the existence of universal ordinary differential equation
C∞ of order 3 has been established in [11]: it is shown that for any a < b, there exists a
third order C∞ differential equation y′′′ = F (y, y′, y′′) whose solutions are dense in C0([a, b]).
Notice that this is not obtained by explicitly stating such an order 3 universal ordinary
differential, and that this is a weaker notion of universality as solutions are only assumed to
be arbitrary close over a compact domain and not all the real line. Order 3 is argued to be a
lower bound for Lipschitzian universal ODEs [11].

Rubel’s result has sometimes been considered to be related to be the equivalent, for
analog computers, of the universal Turing machines. This includes Rubel’s paper motivation
given in [19, page 1]. We now discuss and challenge this statement.

Indeed, differential algebraic equations are known to be related to the General Purpose
Analog Computer (GPAC) of Claude Shannon [20], proposed as a model of the Differential
Analysers [9], a mechanical programmable machine, on which he worked as an operator.
Notice that the original relations stated by Shannon in [20] between differential algebraic
equations and GPACs have some flaws, that have been corrected later by [18] and [13]. Using
the better defined model of GPAC of [13], it can be shown that functions generated by GPAC
exactly correspond to polynomial ordinary differential equations. Some recent results have
established that this model, and hence polynomial ordinary differential equations can be
related to classical computability [5] and complexity theory [7].

However, we do not really follow the statement that Rubel’s result is the equivalent,
for analog computers, of the universal Turing machines. In particular, Rubel’s notion of
universality is completely different from the ones in computability theory. For a given initial
data, a (deterministic) Turing machine has only one possible evolution. On the other hand,
Rubel’s equation does not dictate any evolution but rather some conditions that any evolution
has to satisfy. In other words, Rubel’s equation can be interpreted as the equivalent of an
invariant of the dynamics of (Turing) machines, rather than a universal machine in the sense
of classical computability.

Notice that while several results have established that (polynomial) ODEs are able to
simulate the evolution of Turing machines (see e.g. [5, 15, 7]), the existence of a universal
ordinary differential equation does not follow from them. To understand the difference, let us
restate the main result of [15], of which [7] is a more advanced version for polynomial-time
computable functions.

I Theorem 2. A function f : [a, b] → R is computable (in the framework of Computable
Analysis) if and only if there exists some polynomials p : Rn+1 → Rn, p0 : R → R with
computable coefficients and α1, . . . , αn−1 computable reals such that for all x ∈ [a, b], the
solution y : [a, b]→ Rn to the Cauchy problem

y(0) = (α1, . . . , αn−1, p0(x)), y′ = p(y)

satisfies that for all t > 0 that

|f(x)− y1(t)| 6 y2(t) and lim
t→∞

y2(t) = 0.

Since there exists a universal Turing machine, there exists a “universal” polynomial ODE
for computable functions. But there are major differences between Theorem 2 and the result
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of this paper (Theorem 3). Even if we have a strong link between the Turing machines’s
configuration and the evolution of the differential equation, this is not enough to guarantee
what the trajectory of the system will be at all times. Indeed, Theorem 2 only guarantees
that y1(t)→ f(x) asymptotically. On the other hand, Theorem 3 guarantees the value of
y1(t) at all times. Notice that our universality result also applies to functions that are not
computable (in which case the initial condition is computable from the function but still not
computable).

We would like to mention some implications for experimental sciences that are related to
the classical use of ODEs in such contexts. Of course, we know that this part is less formal
from a mathematical point of view, but we believe this discussion has some importance:
A key property in experimental sciences, in particular physics is analyticity. Recall that a
function is analytic if its is equal to its Taylor expansion in any point. It has sometimes been
observed that “natural” functions coming from Nature are analytic, even if this cannot be a
formal statement, but more an observation. We obtain a fixed universal polynomial ODEs,
so in particular all its solution must be analytic2, and it follows that universality holds even
with analytic functions. All previous constructions mostly worked by gluing together C∞ or
Cn functions, and as it is well known “gluing” of analytic functions is impossible. We believe
this is an important difference with previous works.

As we said, Rubel’s proof can be seen as an indication that (fourth-order) polynomial
implicit DAE is too loose model compared to classical ODEs, allowing in particular to glue
solutions together to get new solutions. As observed in many articles citing Rubel’s paper,
this class appears so general that from an experimental point of view, it makes littles sense to
try to fit a differential model because a single equation can model everything with arbitrary
precision. Our result implies the same for polynomial ODEs since, for the same reason, a
single equation of sufficient dimension can model everything.

Notice that our constructions have at the end some similarities with Voronin’s theorem.
This theorem states that Riemann’s ζ function is such that for any analytic function f(z)
that is non-vanishing on a domain U homeomorphic to a closed disk, and any ε > 0, one
can find some real value t such that for all z ∈ U , |ζ(z + it) − f(z)| < ε. Notice that ζ
function is a well-known function known not to be solution of any polynomial DAE (and
consequently polynomial ODE), and hence there is no clear connexion to our constructions
based on ODEs. We invite to read the post [17] in “Gödel’s Lost Letter and P=NP” blog for
discussions about potential implications of this surprising result to computability theory.

1.2 Formal statements
I Theorem 3 (Universal PIVP). There exists a fixed polynomial vector p in d variables
such that for any functions f ∈ C0(R) and ε ∈ C0(R,R>0), there exists α ∈ Rd such that
there exists a unique solution y : R→ Rd to y(0) = α, y′ = p(y). Furthermore, this solution
satisfies that |y1(t)− f(t)| 6 ε(t) for all t ∈ R, and it is analytic.

It is well-known that polynomial ODEs can be transformed into DAEs that have the
same analytic solutions, see [10] for example. The following then follows for DAEs.

I Theorem 4 (Universal DAE). There exists a fixed polynomial p in d+ 1 variables such that
for any functions f ∈ C0(R) and ε ∈ C0(R,R>0), there exists α0, . . . , αd−1 ∈ R such that

2 Which is not the case for polynomial DAEs.
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there exists a unique analytic solution y : R→ R to y(0) = α0, y
′(0) = α1, . . . , y

(d−1)(0) =
αd−1, p(y, y′, . . . , yd) = 0. Furthermore, this solution satisfies that |y(t)− f(t)| 6 ε(t) for all
t ∈ R.

I Remark. Notice that both theorems apply even when f is not computable. In this case, the
initial condition(s) α exist but are not computable. We believe that α is always computable
from f and ε, that is the mapping (f, ε) 7→ α is computable in the framework of Computable
Analysis, with an adequate representation of f, ε and α.
I Remark. Notice that we do not provide explicitly in this paper the considered polynomial
ODE, nor its dimension d. But it can be derived by following the constructions. We currently
estimate d to be more than three hundred following the precise constructions of this paper
(but also to be very far from the optimal). We did not try to minimize d in the current
paper, as we think our results are sufficiently hard to be followed in this paper for not beeing
complicated by considerations about optimizations of dimensions.
I Remark. Both theorems are stated for total functions f and ε over R. It trivially applies
to any continuous partial function that can be extended to a continuous function over R. In
particular, it applies to any functions over [a, b]. It is not hard to see that it also applies to
functions over (a, b) by rescaling R into (a, b) using the cotangent:

z(t) = y
(
− cot

(
t−a
b−aπ

))
satisfies z′(t) = φ′(t)p(z(t)), φ′(t) = π

b−a (1 + φ(t)2).

More complex domains such as [a, b) and (a, b] (with a possibly infinite) can also be obtain
in a similar fashion.

2 Overview of the proof

A first a priori difficulty is that if one considers a fixed polynomial ODE y′ = p(y), one could
think that the growth of its solutions is constrained by p and thus cannot be arbitrary. This
would then prevent us from building a universal ODE simply because it could not grow fast
enough. This fact is related to Emil Borel’s conjecture in [3] (see also [16]) that a solution,
defined over R, to a system with n variables has growth bounded by roughly en(x), the n−th
iterate of exp. The conjecture is proved for n = 1 [3], but has been proven to be false for
n = 2 in [21] and [2]. Bank [1] then adapted the previous counter-examples to provide a DAE
whose non-unique increasing real-analytic solutions at infinity do not have any majorant. See
the discussions (and Conjecture 6.1) in [4] for discussions about the growth of solutions of
DAEs, and their relations to functions en(x).

Thus, the first important part of this paper is to refine Bank’s counter-example to build
fastgen, a fast-growing function that satisfies even stronger properties. The second major
ingredient is to be able to approximate a function with arbitrary precision everywhere.
Since this is a difficult task, we use fastgen to our advantage to show that it is enough to
approximate functions that are bounded and change slowly (think 1-Lipschitz, although the
exact condition is more involved). That is to say, to deal with the case where there is no
problem about the growth and rate of change of functions in some way. This is the purpose
of the function pwcgen which can build arbitrary almost piecewise constant functions as long
as they are bounded and change slowly.

It should be noted that the entire paper, we construct generable functions (in several
variables) (see Section 3.1). For most of the constructions, we only use basic facts like the
fact that generable functions are stable under arithmetic, composition and ODE solving. We
know that generable functions satisfy polynomial partial equations and use this fact only at
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the very end to show that the generable approximation that we have built, in fact, translates
to a polynomial ordinary differential equation.

The rest of the paper is organized as follows. In Section 3, we recall some concepts and
results from other articles. The main purpose of this section is to present Theorem 10. This
theorem is the analog equivalent of doing an assignment in a periodic manner. Section 4
is devoted to fastgen, the fast-growing function. In Section 5, we show how to generate a
sequence of dyadic rationals. In Section 6, we show how to generate a sequence of bits. In
Section 7, we show how to leverage the two previous sections to generate arbitrary almost
piecewise constant functions. Section 8 is then devoted to the proof of our main theorem.

3 Concepts and results from other articles

3.1 Generable functions
The following concept can be attributed to [20]: a function f : R→ R is said to be a PIVP
(Polynomial Initial Value Problem) function if there exists a system of the form y′ = p(y),
where p is a (vector of) polynomial, with f(t) = y1(t) for all t, where y1 denotes first
component of the vector y defined in Rd. We need in our proof to extend this concept to
talk about multivariable functions. In [6], we introduced the following class, which can be
seen as extensions of [14].

I Definition 5 (Generable function). Let d, e ∈ N, I be an open and connected subset of
Rd and f : I → Re. We say that f is generable if and only if there exists an integer n > e,
a n × d matrix p consisting of polynomials with coefficients in R , x0 ∈ Rd, y0 ∈ Rn and
y : I → Rn satisfying for all x ∈ I:

y(x0) = y0 and Jy(x) = p(y(x)) I y satisfies a polynomial differential equation3,
f(x) = (y1(x), . . . , ye(x)) I the components of f are components of y.

This class strictly generalizes functions generated by polynomial ODEs. Indeed, in the
special case of d = 1 (the domain of the function has dimension 1), the above definition is
equivalent to saying that y′ = p(y) for some polynomial p. The interested reader can read
more about this in [6].

For the purpose of this paper, the reader only needs to know that the class of generable
functions enjoys many stability properties that make it easy to create new functions from
basic operations. Informally, one can add, subtract, multiply, divide and compose them at
will, the only requirement is that the domain of definition must always be connected. In
particular, the class of generable functions contains some common mathematical functions:

(multivariate) polynomials,
trigonometric functions: sin, cos, tan, etc,
exponential and logarithm: exp, ln,
hyperbolic trigonometric functions: sinh, cosh, tanh.

Two famous examples of functions that are not in this class are the ζ and Γ, we refer the
reader to [6] and [14] for more information.

A nontrivial fact is that generable functions are always analytic. This property is well-
known in the one-dimensional case but is less obvious in higher dimensions, see [6] for more
details. Moreover, generable functions satisfy the following crucial properties.

3 Jy denotes the Jacobian matrix of y.
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I Lemma 6 (Closure properties of generable functions). Let f :⊆ Rd → Rn and g :⊆ Re → Rm
be generable functions. Then f + g, f − g, fg, fg and f ◦ g are generable4.

I Lemma 7 (Generable functions are closed under ODE). Let d ∈ N, J ⊆ R an interval,
f :⊆ Rd → Rd generable, t0 ∈ J and y0 ∈ dom f . Assume there exists y : J → dom f

satisfying

y(t0) = y0 y′(t) = f(y(t))

for all t ∈ J , then y is generable (and unique).

In fact, generable functions satisfy the stronger (albeit more obscure) theorem

I Theorem 8 (Generable functions are closed under ODE). Let d, n ∈ N, Ω ⊆ Rd, t0 ∈ R,
(Jα)α∈Ω a family of open intervals containing t0 and G : Ω→ Rn, F :⊆ Rd → Rd generable.
Assume that X = {(α, t) : α ∈ Ω, t ∈ Jα} is an open connected set and that there exists
f : X → domF satisfying

f(α, t0) = G(α) ∂f
∂t (α, t) = F (f(α, t))

for all α ∈ Ω and t ∈ Jα. Then f is generable (and unique).

3.2 Helper functions and constructions
We mentioned earlier that a number of common mathematical functions are generable.
However, for our purpose, we will need less common functions that one can consider to be
programming gadgets. One such operation is rounding (computing the nearest integer). Note
that, by construction, generable functions are analytic and in particular must be continuous.
It is thus clear that we cannot build a perfect rounding function and in particular we have to
compromise on two aspects:

we cannot round numbers arbitrarily close to n+ 1
2 for n ∈ Z: thus the function takes a

parameter λ to control the size of the “zone” around n+ 1
2 where the function does not

round properly,
we cannot round without error: thus the function takes a parameters µ that controls how
good the approximation must be.

I Lemma 9 (Round, [6]). There exists a generable function round such that for any n ∈ Z,
x ∈ R, λ > 2 and µ > 0:

if x ∈
[
n− 1

2 , n+ 1
2
]
then | round(x, µ, λ)− n| 6 1

2 ,
if x ∈

[
n− 1

2 + 1
λ , n+ 1

2 −
1
λ

]
then | round(x, µ, λ)− n| 6 e−µ.

The other very useful operation is the analog equivalent of a discrete assignment, done in
a periodic manner. More precisely, we consider a particular class of ODEs

y′(t) = pereach(t, φ(t), y(t), g(t))

adapted from the constructions of [7].
This equation alternates between two behaviors, for all n ∈ N.
During Jn = [n, n + 1

2 ], it performs y(t) → g where mint∈Jn
g(t) 6 g 6 maxt∈Jn

g(t).
So in particular, if g(t) is almost constant over this time interval, then it is essentially
y(t)→ g. Then φ controls how good the convergence is: the error is of the order of e−φ.

4 With the obvious dimensional condition associated with each operation.
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During J ′n = [n+ 1
2 , n+ 1], the systems tries to keep y constant, ie y′ ≈ 0. More precisely,

the system enforces that |y′(t)| 6 e−φ(t).

I Theorem 10 (Periodic reach). There exists a generable function pereach : R2
>0 × R2 → R

such that for any I = [n, n+ 1] with n ∈ N, y0 ∈ R, φ, ψ ∈ C0(I,R>0) and g ∈ C0(I,R), the
unique solution to

y(n) = y0, y′(t) = ψ(t) pereach(t, φ(t), y(t), g(t))

exists over I.
If there exists ḡ ∈ R and η ∈ R>0 such that |g(t) − ḡ| 6 η for all t ∈ [n, n + 1

2 ], then
|y(t)− ḡ| 6 η+ exp

(
−
∫ t
n
ψ(u)φ(u)du

)
whenever

∫ t
n
ψ(u)φ(u)du > 1 for all t ∈ [n, n+ 1

2 ],
and |y(t)− ḡ| 6 max(η, |y(n)− ḡ|) for all t ∈ [n, n+ 1

2 ] without condition.
For all t ∈ [n+ 1

2 , n], |y(t)− y(n+ 1
2 )| 6

∫ t
n+ 1

2
ψ(u) exp (−φ(u)) du.

In particular, the first item implies that y(t) > minu∈[n,t] g(t)− exp
(
−
∫ t
n
φ(u)du

)
whenever∫ t

n
φ(u)du > 1 for all t ∈ [n, n+ 1

2 ], and y(t) > min
(
y(n),minu∈[n,t] g(t)

)
.

4 Generating fast growing functions

Our construction crucially relies on our ability to build functions of arbitrary growth. At
the end of this section, we obtain a function fastgen with a straightforward specification:
for any infinite sequence a0, a1, . . . of positive numbers, we can find a suitable α ∈ R such
that fastgen(α, n) > an for all n ∈ N. Furthermore, we can ensure that fastgen(α, ·) is
increasing. Notice, and this is the key point, that the definition of fastgen is independent of
the sequence a: a single generable function (and thus differential system) can have arbitrary
growth by simply tweaking its initial value.

Our construction builds on the following lemma proved by [1], based on an example
of [2]. The proof essentially relies on the function 1

2−cos(x)−cos(αx) which is generable and
well-defined for all positive x if α is irrational. By carefully chosing α, we can make cos(x)
and cos(αx) simultaneously arbitrary close to 1.

I Lemma 11 ([1]). There exists a positive nondecreasing generable function g and an absolute
constant c > 0 such that for any increasing sequence a ∈ NN with an > 2 for all n, there exists
α ∈ R such that g(α, ·) is defined over [1,∞) and for any n ∈ N and t > 2πbn, g(α, t) > can
where bn =

∏n−1
k=0 ak.

Essentially, this lemma proves that there exists a function g such that for any n ∈ N,
g(α, a0a1 · · · an−1) > an. Note that this is not quite what we are aiming for: the function g is
indeed > an but at times a0a1 · · · an−1 instead of n. Since a0a1 · · · an−1 is a very big number,
we need to “accelerate” g so that it reaches this values faster. This is a chicken-and-egg
problem because to accelerate g, we need to build a fast growing function. We now try to
explain how to solve this problem. Consider the following sequence:

x0 = a0, xn+1 = xng(xn).

Then observe that

x1 = x0g(x0) = a0g(a0) > a0a1, x2 = x1g(x1) > a0a1g(a0a1) > a0a1a2, . . .

It is not hard to see that xn > a0a1 · · · an > an. We then use our generable gadget of
Section 3.2 to simulate this discrete sequence with a differential equation. Intuitively, we
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t

d0

a0

d1

a1

d2

a2

d3

a3

Figure 2 Graph of dygen for d0 = 2−1, d1 = 2−3 + 2−1, d2 = 2−5 + 2−2 and d3 = 2−4 (other
values ignored) assuming that δ = 9. We get that a0 = 0, a1 = 10, a2 = 22, a3 = 36.

build a differential equation such that the solution y satisfies y(n) ≈ xn. More precisely,
we use two variables y and z such that over [n, n+ 1/2], z′ ≈ 0 and y(t)→ zg(z) and over
[n+1/2, n+1], y′ ≈ 0 and z(t)→ y. Then if y(n) ≈ z(n) ≈ xn then y(n+1) ≈ z(n+1) ≈ xn+1.

I Theorem 12. There exists Γ ⊆ R and a positive generable function fastgen : Γ×R>0 → R
such that for any x ∈ RN

>0, there exists α ∈ Γ such that for any n ∈ N and t ∈ R>0,

fastgen(α, t) > xn if t > n.

Furthermore, fastgen(α, ·) is nondecreasing.

5 Generating a sequence of dyadic rationals

A major part of the proof requires to build a function to approximate arbitrary numbers
over intervals [n, n+ 1]. Ideally we would like to build a function that gives x0 over [0, 1], x1
over [1, 2], etc. Before we get there, we solve a somewhat simpler problem by making a few
assumptions:

we only try to approximate dyadic numbers, i.e. numbers of the form m2−p, and
furthermore we only approximate with error 2−p−3,
if a dyadic number has size p, meaning that it can be written as m2−p but not m′2−p+1

then it will take a time interval of p units to approximate: [k, k + p] instead of [k, k + 1],
the function will only approximate the dyadics over intervals [k, k + 1

2 ] and not [k, k + 1].
This processus is illustrated in Figure 2: given a sequence d0, d1, . . . of dyadics, there is
a corresponding sequence a0, a1, . . . of times such that the function approximate dk over
[ak, ak + 1

2 ] within error 2−pk where pk is the size of dk. The theorem contains an explicit
formula for ak that depends on some absolute constant δ.

Let Dp = {m2−p : m ∈ {0, 1, . . . , 2p − 1}} and D =
⋃
n∈N Dp denote the set of dyadic

rationals in [0, 1). For any q ∈ D, we define its size by L(q) = min {p ∈ N : q ∈ Dp}.

I Theorem 13. There exists δ ∈ N>0, Γ ⊆ R2 and a generable function dygen : Γ×R>0 → R
such that for any dyadic sequence q ∈ DN, there exists (α, β) ∈ Γ such that for any n ∈ N,

|dygen(α, β, t)− qn| 6 2−L(qn)−3 for any t ∈ [an, an + 1
2 ]

where an =
∑n−1
k=0(L(qk) + δ). Furthermore, | dygen(α, β, t)| 6 1 for all α, β and t.
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6 Generating a sequences of bits

We saw in the previous section how to generate a dyadic generator. Unfortunately, we saw
that it generates dyadic dn at times an, whereas we would like to get dn at time n for our
approximation. Our approach is to build a signal generator that will be high exactly at times
an. Each the signal will be high, the system will copy the value of the dyadic generator to a
variable and wait until the next signal. Since the signal is binary, we only need to generate a
sequence of bits. Note that this theorem has a different flavour from the dyadic generator: it
generates a more restrictive set of values (bits) but does so much better because we have
better control of the timing and we can approximate the bits with arbitrary precision.

I Remark. Although it is possible to define bitgen using dygen, it does not, in fact, gives a
shorter proof but definitely gives a more complicated function.

I Theorem 14. There exists Γ ⊆ R and a generable function bitgen : Γ × R2
>0 → R such

that for any bit sequence b ∈ {0, 1}N, there exists αb ∈ Γ such that for any µ ∈ R>0, n ∈ N
and t ∈ [n, n+ 1

2 ],

|bitgen(αb, µ, t)− bn| 6 e−µ.

Furthermore, | bitgen(α, µ, t)| 6 1 for all α, µ and t.

7 Generating an almost piecewise constant function

We have already explained the main intuition of this section in previous sections. Using the
dyadic generator and the bit generator as a signal, we can construct a system that “samples”
the dyadic at the right time and then holds this value still until the next dyadic. In essence,
we just described an almost piecewise constant function. This function still has a limitation:
its rate of change is small so it can only approximate slowly changing functions.

I Theorem 15. There exists an absolute constant δ ∈ N, p ∈ N, Γ ⊆ Rp and a generable
function pwcgen : Γ× R>0 → R such that for any dyadic sequence q ∈ DN then there exists
α ∈ Γ such that for any n ∈ N,

|pwcgen(α, t)− qn| 6 2−L(qn) for any t ∈ [an + 1
2 , an+1]

and5

pwcgen(α, t) ∈
[
pwcgen(α, an),pwcgen(α, an + 1

2 )
]

for any t ∈ [an, an + 1
2 ]

where an =
∑n−1
k=0(δ + L(qk)).

8 Proof of the main theorem

The proof works in several steps. First we show that using an almost constant function, we
can approximate functions that are bounded and change very slowly. We then relax all these
constraints until we get to the general case. In the following, we only consider total functions
over R. See Remark on page 6 for more details.

5 With the convention that [a, b] = [min(a, b),max(a, b)].
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I Definition 16 (Universality). Let I ⊆ R and C ⊆ C0(I) × C0(I,R>0). We say that the
universality property holds for C if there exists d ∈ N and a generable function u such that
for any (f, ε) ∈ C, there exists α ∈ Rd such that

|u(α, t)− f(t)| 6 ε(t) for any t ∈ dom(f).

I Lemma 17. There exists a constant c > 0 such that the universality property holds for all
(f, ε) on R>0 such that for all t ∈ R>0:

ε is decreasing and − log2 ε(t) 6 c′ + t for some constant c′,
f(t) ∈ [0, 1],
|f(t)− f(t′)| 6 cε(t+ 1) for all t′ ∈ [t, t+ 1].

Proof Sketch. This is essentially a application of pwcgen with a small twist. Indeed the
bound on f guarantees that dyadic rationals are enough. The bound on the rate of change of
f guarantees that a single dyadic can provide an approximation for a long enough time. And
the bound on ε guarantees that we do not need too many digits for the approximations. J

I Lemma 18. The universality property holds for all (f, ε) on R>0 such that f and ε are
differentiable, ε is decreasing and f(t) ∈ [0, 1] for all t ∈ R>0.

Proof Sketch. Consider F = f ◦ h−1 and E = ε ◦ h−1 where h is a fast-growing function
like fastgen. Then the faster h grows, the slower E and F change and thus we can apply
Lemma 17 to (F,E). We recover an approximation of f from the approximation of F . J

I Lemma 19. The universality property holds for all (f, ε) on R>0 such that f is differentiable
and ε is decreasing.

Proof Sketch. Consider F = 1
2 + f

h and ε = f
h where h is a fast-growing function like

fastgen. By taking h big enough, we can ensure that F (t) ∈ [0, 1] and apply Lemma 18 to
(F,E). We then recover an approximation of f from the approximation of F . J

I Lemma 20. The universality property holds for all continuous (f, ε) on R>0.

Proof Sketch. Observe that the set of differential functions is dense in the set of continuous
functions and apply Lemma 19. J

I Lemma 21. The universality property holds for all continuous (f, ε) on R.

Proof Sketch. Let f+ be the approximating of f over R>0, using Lemma 20. Then we
extend and modify f+ to R in such a way that the approximation is still good over R>0 but
the function almost vanishes over (−∞, 0]. We then do the same to t 7→ f(−t)− f+(−t) and
sum the two functions. J

We can now show the main theorem.

Proof of Theorem 3. Lemma 21 gives a generable function u. There exists α such that

|u(α, t)− f(t)| 6 ε(t).

And since u is generable, t 7→ u(α, t) satisfies a PIVP. J
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Abstract
We investigate a subclass of languages recognized by vector addition systems, namely languages
of nondeterministic Parikh automata. While the regularity problem (is the language of a given
automaton regular?) is undecidable for this model, we surprisingly show decidability of the reg-
ular separability problem: given two Parikh automata, is there a regular language that contains
one of them and is disjoint from the other? We supplement this result by proving undecidability
of the same problem already for languages of visibly one counter automata.
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1 Introduction

We investigate separability problems for languages of finite words. We say that a language U
is separated from a language V by S if U ⊆ S and V ∩ S = ∅. In the sequel we also often say
that U and V are separated by S. For two families of languages F and G, the F separability
problem for G asks for two given languages U, V ∈ G whether U is separated from V by some
language from F . The same notion of separability makes clearly sense if F and G are classes
of sets of vectors instead of classes of languages. In this paper, we consider the case where F
are regular languages and G languages recognized by Parikh automata, and the case where
F are the unary sets and G the semilinear sets.

Motivation. Separability is a classical problem in theoretical computer science. It was
investigated most extensively in the area of formal languages, for G being the family of all
regular word languages. Since regular languages are effectively closed under complement, the
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F separability problem is a generalization of the F characterization problem, which asks
whether a given language belongs to F . Indeed, L ∈ F if and only if L is separated from its
complement by some language from F . Separability problems for regular languages attracted
recently a lot of attention, which resulted in establishing the decidability of F separability
for various families F such as the piecewise testable languages [7, 15] (recently generalized to
finite ranked trees [9]), the locally and locally threshold testable languages [14], the languages
definable in first order logic [17], and the languages of certain higher levels of the first order
hierarchy [16], among others.

Separability of nonregular languages attracted little attention till now. The reasons for
this may be twofold. First, for regular languages one can use standard algebraic tools, like
syntactic monoids, and indeed most of the results have been obtained with the help of such
techniques. Second, some strong intractability results have been known already since 70’s,
when Szymanski and Williams proved that regular separability of context-free languages
is undecidable [18]. Later Hunt [10] generalized this result for every class F closed under
finite boolean combinations and containing all languages of the form wΣ∗ for w ∈ Σ∗. This
is a very weak condition, so it seemed that nothing nontrivial can be done outside regular
languages with respect to separability problems. Furthermore, Szymanski and Williams’s
negative result has recently been strengthened by considering two incomparable subclasses
of pushdown automata. First, Kopczyński has shown that regular separability is undecidable
for languages of visibly pushdown automata [13], and then Czerwiński and Lasota have
shown that the same problem is undecidable for one counter automata [6].

On the positive side, piecewise testable separability has been shown decidable for context-
free languages, languages of vector addition systems (VAS languages), and some other classes
of languages [8]. Another surprising result has been recently obtained by Czerwiński and
Lasota [6] who show that regular separability is decidable (and PSPACE-complete) for
languages recognized by one counter nets (i.e., one counter automata without zero test).
Notice that in all these examples regularity (resp. piecewise testability) is undecidable, but
regular (resp. piecewise testable) separability is decidable, and until recently there were not
many results of this kind.

Finally, in [5] we have shown decidability of unary separability of reachability sets of vector
addition systems (VASes). By unary sets we mean Parikh images of commutative regular
languages, and thus the latter problem is equivalent to commutative regular separability of
(commutative closures of) VAS languages. The decidability status of the regular separability
problem for the whole class of VAS languages remains open.

Our contribution. This paper is a continuation of the line of research trying to understand
the regular separability problem for language classes beyond regular languages. We report a
further progress towards solving the open problem mentioned above by providing a positive
decidability result and a new negative undecidability result: As our first (positive) result,
we show decidability of the regular separability problem for the subclass of VAS languages
where we allow negative counter values during a run. This class of languages is also
known as languages of integer VASSes, and it admits many different characterizations; for
instance, it coincides with languages of one-way reversal-bounded counter machines [11],
Parikh automata [12] (cf. also [2, Proposition 11]), which in turn are equivalent to the very
similar model of constrained automata [3]. In this paper, we present our results in terms of
constrained automata, but given the similarity with Parikh automata (and in light of their
equivalence), we overload the name Parikh automata for both models.

Notice that PA languages are not closed under complement, and thus our decidability
result about regular separability does not imply decidability of the regularity problem (is
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Figure 1 The regularity and the regular separability problems.

the language of a given Parikh automaton regular?). Moreover, the regularity problem for
PA languages is actually undecidable [2]1, which makes our decidability result one of few
instances where regularity is undecidable but regular separability is decidable; cf. Fig 1.

Parikh automata are finite nondeterministic automata where accepting runs are further
restricted to satisfy a semilinear condition on the multiset of transitions appearing in the run.
Our decidability result is actually stated in the more general setting of C-Parikh automata,
where C ⊆

⋃
d∈N P(Nd) is a class of sets of vectors used as an acceptance condition. We

prove that the regular separability problem for languages of C-Parikh automata effectively
reduces to the unary separability problem for the class C itself, provided that C is effectively
closed under inverse images of affine functions. Two prototypical classes C satisfying the
latter closure condition are semilinear sets and VAS reachability sets. Moreover, unary
separability of semilinear sets is known to be decidable [4], and as recalled before the same
result has recently been extended to VAS reachability sets [5]. As a consequence of our
reduction, we deduce decidability of regular separability of C-Parikh automata languages
where the acceptance condition C can be instantiated to either the semilinear sets, or the
VAS reachability sets.

We complement our decidability result by a new negative undecidability result subsum-
ing simultaneously Kopczyński’s undecidability for visibly pushdown languages [13] and
Czerwiński and Lasota’s undecidability of one counter languages [6]: We show that regular
separability is undecidable for (deterministic2) visibly one counter languages. Inside the proof
we use the result from [6], but actually in order to only reprove [13] it would be sufficient to
use the old work by Szymanski and Williams [18].

2 Preliminaries

Vectors. A set S ⊆ Nd is linear if there exist a base b ∈ Nd and periods p1, . . . , pk ∈ Nd
s.t. S = {b+ n1p1 + . . .+ nkpk | n1, . . . , nk ∈ N}, and it is semilinear if it is a finite union of
linear sets. For a vector v ∈ Nd and i ∈ {1, . . . , d}, let v[i] denote its i-th coordinate. For
n ∈ N, we say that two vectors x, y ∈ Nd are n-unary equivalent, written x ≡n y, if for every
coordinate i ∈ {1, . . . , d} it holds x[i] ≡ y[i] mod n and moreover x[i] ≤ n ⇐⇒ y[i] ≤ n. A

1 Later shown decidable for unambiguous PA [3].
2 Determinism here is irrelevant because this class can be determinized.
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set S ⊆ Nd is unary if for some n, S is a union of equivalence classes of ≡n. Intuitively, to
decide membership in a unary set S it is enough to count on every coordinate exactly up to
some threshold n, and modulo n for values larger than n. Unary sets are semilinear.

Let Σ = {a1, . . . , ak} be a totally ordered alphabet. For a word w ∈ Σ∗ and a letter
ai ∈ Σ, by #ai

(w) we denote the number of letters ai in w. The Parikh image of a word
w ∈ Σ∗ is the vector Π(w) = (#a1(w), . . . ,#ak

(w)) ∈ Nk. The Parikh image of a language
L ⊆ Σ∗ is Π(L) = {Π(w) | w ∈ L}, the set of Parikh images of all words belonging to L.

Parikh automata. A nondeterministic finite automaton with ε-transitions (ε-NFA) A =
(Q, I, F, T ) over a finite alphabet Σ consists of a finite set of states Q, two distinguished
subsets of initial and final states I, F ⊆ Q, and a set of transitions T ⊆ Q× Σε ×Q, where
Σε = Σ ∪ {ε}. A nondeterministic Parikh automaton3 is a pair (A, S) consisting of an
ε-NFA A and a semilinear set S ⊆ Nd, where d = |T | is the number of transitions of A.
Notice that we allow ε-transitions in the definition of Parikh automata. A run of a Parikh
automaton over a word w = a1 . . . an ∈ Σ∗ is a sequence of transitions ρ = t1 . . . tn ∈ T ∗,
where ti = (qi−1, ai, qi), starting in an initial state q0. A run ρ is accepting if its ending state
qn is final and Π(ρ) ∈ S (we assume here that the set of transitions T is totally ordered).
The language of a Parikh automaton, denoted L(A, S), contains all words w admitting an
accepting run; it is thus a subset of the language L(A) of the underlying ε-NFA.

One can generalize Parikh automata by using some other family of vector sets in the
place of semilinear sets. For a class C ⊆

⋃
d∈N P(Nd) of vector sets, a C-Parikh automaton is

a pair (A, S), where A is an ε-NFA and S ∈ C. The language L(A, S) is defined as above.
A C-Parikh automaton (A, S) is deterministic if the underlying automaton A is so; here,

we assume that a deterministic automaton does not have ε-transitions. The languages
of (non)deterministic C-Parikh automata are shortly called (non)deterministic C-Parikh
languages below.

3 Main results

We call a function f : Nk → N` affine if it is of the form f(v) = Mv + u for an integer
non-negative matrix M of dimension `× k and a vector u ∈ N`. In a special case when u = 0
we call the function f linear. A class of vector sets C ⊆

⋃
d∈N P(Nd) is called robust if it

fulfills the following two conditions:
C is effectively closed under inverse images of affine functions,
the unary separability problem is decidable for C.

Our first main result is decidability of the regular separability problem for C-Parikh automata.

I Theorem 1. The regular separability problem is decidable for C-Parikh automata, for every
robust class C of vector sets.

The proof of Theorem 1 is split into two parts. In Section 4 we provide a reduction of the
regular separability problem for nondeterministic C-Parikh automata to the same problem
for deterministic ones; this step is crucial for understanding how the regular separability
problem differs from the regularity problem, which does not admit a similar reduction. Then
in Section 5 we reduce the regular separability problem for deterministic C-Parikh automata
to the unary separability problem for vector sets in C.

3 This is the same as constrained automata from [3].
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In Section 6 we consider two instantiations of the class C. First, taking C to be the
semilinear sets we derive decidability for (ordinary) Parikh automata. Second, we consider
the class CSEC-VAS of sections of reachability sets of VASes (detailed definitions are deferred
to Section 6), which allows us to obtain decidability for CSEC-VAS-Parikh automata. Note that
the latter model properly extends Parikh automata.

Before proceeding with the rest of the proof for our decidability result, we present a
generic reduction of the regular separability problem from which we can immediately derive
a new undecidability result, which is our second main contribution.

3.1 A generic reduction
We observe that regular separability of homomorphic images of a class of languages G reduces
to regular separability for G itself (cf. Lemma 2 below). Since nondeterministic Parikh
automata are the homomorphic image of deterministic ones, we reduce regular separability
for the nondeterministic class to the deterministic one (shown in Sec. 4); together with the
decidability result for the deterministic class presented in Sec. 5, this proves Theorem 1.

Our reduction can also be used to derive undecidability results. Since context-free
languages are the homomorphic image of (deterministic) visibly pushdown languages (cf. [1,
Theorem 5.2]), and since regular separability is undecidable for the former class [18], we
concisely reprove the recent LICS’16 result by Kopczyński [13] about undecidability of regular
separability of visibly pushdown languages. Moreover, this result can be further strengthened
to (deterministic) visibly one counter languages using the same observation and the recent
result by Czerwiński and Lasota [6] about undecidability of regular separability for one
counter automata (cf. Sec. 3.2).

We now present our generic reduction. Given two alphabets Σ and Γ, a homomorphism is
a function h : Σ→ Γ∗ which extends homomorphically to a function from Σ∗ to Γ∗, and thus
to languages. For G a class of languages and H a class of homomorphisms, let H(G) be the
class of languages obtained by applying some homomorphism from H to some language in G.

I Lemma 2. If G and H(G) are effectively closed under inverse images of homomorphisms
from H, then the regular separability problem in H(G) reduces to the same problem in G.

In statements of this form, “effective” means that for given finite computational model
representing L ∈ G and h ∈ H, one can effectively find a representation with a finite
computational model for h−1(L) ∈ G, and similarly for H(G). The reduction above is a
consequence of the following fundamental relationship between separators and (inverse)
images of functions. (We do not exploit the further structure of homomorphisms here.)

I Lemma 3. Let L ⊆ Σ∗,K ⊆ Γ∗ be two languages, and let h : Σ∗ → Γ∗ be a function.
1. If R separates h(L) and K, then h−1(R) separates L and h−1(K).
2. If R separates L and h−1(K), then h(R) separates h(L) and K.

Proof. The proof is elementary and it is given for completeness. For the first point, L ⊆
h−1(R) follows from the inclusion h(L) ⊆ R since L ⊆ h−1(h(L)), and the disjointness of
h−1(R) and h−1(K) follows from disjointness of R and K. For the second point, the inclusion
h(L) ⊆ h(R) follows by the inclusion L ⊆ R, and the disjointness of h(R) and K follows
from the disjointness of R and h−1(K). J

Since regular languages are closed under images and inverse images of homomorphisms, we
immediately obtain the following corollary.
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I Corollary 4. Let h be a homomorphism. Languages h(L),K are regular separable if, and
only if, L, h−1(K) are so.

Since regular languages are closed under complement, the regular separability problem is
in fact symmetric. Combining this observation with the corollary above, we can now prove
correctness of our generic reduction.

Proof of Lemma 2. Let h(L),K be two languages in H(G). By Corollary 4, regular separ-
ability for h(L),K is the same as for L, h−1(K). Since H(G) is closed under inverse images
by assumption, h−1(K) equals the image g(K1) of language K1 in G for some g from H. We
have thus reduced to regular separability for L, g(K1), where now both L and K1 are in G.
Since regular languages are closed under complement, regular separability for L, g(K1) is
the same for g(K1), L. Applying once more Corollary 4, the latter statement is equivalent
to regular separability for K1, g

−1(L). Since G closed under inverse images by assumption,
g−1(L) is itself in G. Since every step was effective, this concludes the proof. J

3.2 A new undecidability result
A one counter automaton is a finite-state device manipulating a single natural counter, which
can be incremented, decremented, and tested for zero; it is visible if the input symbol uniquely
determines which counter operation will be performed. Therefore, languages recognized by
visible one counter automata are a strict subclass of visibly pushdown languages [1]. It was
recently proved that regular separability for one counter automata is undecidable [6], which
is incomparable with undecidability for visibly pushdown languages [13].

As a consequence of Lemma 2 we obtain undecidability of regular separability for visible
one counter automata, which is our second main result, strengthening both [6] and [13].

I Theorem 5. Regular separability of languages recognised by (deterministic) visible one
counter automata is undecidable.

Let G be the class of languages recognized by visible one counter automata, and let
H be the class of letter-to-letter (non-erasing) homomorphisms, i.e., functions of the form
h : Σ→ Γ. In order to apply Lemma 2, it suffices to show that languages recognized by one
counter automata are the effective homomorphic image of those recognized by the visible
subclass, and that both classes are effectively closed under inverse images of letter-to-letter
homomorphisms. We begin with the second result.

I Lemma 6. One counter languages and visibly one counter languages are effectively closed
under inverse images of letter-to-letter homomorphisms.

Proof. Given one counter automaton A over Σ and a letter-to-letter homomorphism h : Γ→
Σ, one computes an automaton B over Γ of the same kind s.t. L(B) = h−1(L(A)) as follows.
The automaton B is obtained by replacing a transition reading a ∈ Σ in A by corresponding
transitions reading b ∈ Γ performing the same counter operation, for every b ∈ h−1(a). Is
it easy to check that L(B) = h−1(L(A)), as required. Moreover, if A was visible, since the
counter operation is preserved, B will be visible too. J

Proof of Theorem 5. It remains to show that one counter languages are the effective ho-
momorphic image of visible one counter languages. This is easy to show. Let L ⊆ Σ∗ be
a one counter language. Each symbol a ∈ Σ is split into three symbols ainc, adec, a=0?. The
corresponding homomorphism h just forgets the new annotation, i.e., h(ainc) = h(adec) =
h(a=0?) = a; notice that h is letter-to-letter and non-erasing. Counter operations for the
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new automaton are made visible by replacing an increment operation over a by the same
operation over ainc, and similarly for decrements and tests. Clearly, we obtain a visible one
counter automaton recognizing a language M s.t. L = h(M). Thus, by Lemma 2, Lemma 6,
and the undecidability of regular separability of one counter languages [6, Theorem 2], we
obtain that regular separability for visibly one counter languages is undecidable. J

4 From nondeterministic to deterministic PA

The aim of this section is to prove the following lemma:

I Lemma 7. If C is effectively closed under inverse images of linear mappings, then the
regular separability problem of nondeterministic C-Parikh automata effectively reduces to the
same problem for deterministic ones.

As a consequence of Lemma 7, we can focus on separability of deterministic PA languages
in the rest of the paper. Let G be the class of deterministic C-Parikh automata languages,
and let H be the class of letter-to-letter erasing homomorphism, i.e., functions of the form
h : Σ→ (Γ ∪ {ε}) extended homomorphically to Σ∗ → Γ∗. The proof of the lemma follows
immediately from Lemma 2 once we prove that nondeterministic languages are the effective
images of deterministic ones (cf. Lemma 8), and that both classes are closed under inverse
images (cf. Lemma 9). In the rest of the section, we assume that the class C is closed under
inverse images of linear mappings, which is the case for a robust class C (cf. Sec. 3).

I Lemma 8. Every nondeterministic C-Parikh language is the effective image of a letter-to-
letter erasing homomorphism of a deterministic C-Parikh language.

Proof. Fix a nondeterministic C-Parikh automaton (A, S) over the alphabet Σ, and let
T be the set of transitions of A. Consider the letter-to-letter erasing homomorphism
h : T → (Σ ∪ {ε}) that maps a transition (p, a, q) to a. Let (B, S) be the deterministic
C-Parikh automaton over the alphabet T which is obtained from A by relabelling every
transition of t = (p, a, q) ∈ T of A as a (unique) transition (p, t, q) of B. Notice that the
acceptance condition of B is the same as that for A, since we only relabelled transitions. One
easily verifies that L(A, S) = h(L(B, S)), as required. J

I Lemma 9. Deterministic and nondeterministic C-Parikh languages are effectively closed
under inverse images of letter-to-letter erasing homomorphisms.

Proof. Given a deterministic C-Parikh automaton (A, S) over Σ and a letter-to-letter erasing
homomorphism h : Γ→ (Σ ∪ {ε}), one computes a deterministic C-Parikh automaton (B, T )
s.t. L(B, T ) = h−1(L(A, S)) as follows. The automaton B is obtained by replacing every
transition (p, a, q) in A by transitions (p, b, q), one for every b ∈ h−1(a). Moreover, each
state p in the automaton B has a self-loop (p, b, p) for every b ∈ h−1(ε). The constraint
T ∈ C is the inverse image of S under the linear function obtained by counting a transition
(p, b, q) as a transition (p, h(b), q) if h(b) 6= ε, and by counting (p, b, q) as zero (i.e., ignoring it)
otherwise. Finally, the constraint T , and hence also the automaton (B, T ) can be computed.
Is it easy to check that L(B, T ) = h−1(L(A, S)), as required. Moreover, if A is deterministic,
and h is a function, then the resulting automaton B is also deterministic. J

5 Regular separability reduces to unary separability

In this section we reduce regular separability of deterministic C-Parikh languages to unary
separability of vector sets in C.

ICALP 2017
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I Lemma 10. Let C be a class of vectors effectively closed under inverse images of affine
mappings. The regular separability problem for deterministic C-Parikh automata reduces to
the unary separability problem for vector sets in C.

The rest of this section is devoted to the proof of the lemma. Let L1, L2 ⊆ Σ∗ be languages of
deterministic C-Parikh automata (A1, S1) and (A2, S2), respectively. There are three steps:
1. As the first step, we show that w.l.o.g. we may assume A1 = A2.
2. In the second step, we partition Σ∗ into finitely many regular languages K1, . . . ,Km

and we reduce regular separability of L1 and L2 to regular separability of L1 ∩ Ki and
L2 ∩ Ki for every i ∈ {1, . . . ,m}. These subproblems turn out to be easier than the
general one, due to the additional structural information encoded in the languages Ki’s.

3. In the last step, we reduce regular separability of L1 ∩ Ki and L2 ∩ Ki to unary
separability of vector sets in C.

Step 1: Unifying the underlying automaton. As the input languages are subsets of regular
languages recognised by their underlying finite automata, L1 = L(A1, S1) ⊆ L(A1) and
L2 = L(A2, S2) ⊆ L(A2), it is enough to consider separability of L1 and L2 inside the
intersection of L(A1) and L(A2):

I Proposition 1. The languages L1 and L2 are regular separable if, and only if, the languages
L1 ∩ L(A2) and L2 ∩ L(A1) are so.

Proof. The “only if” direction is trivial as every language separating L1 and L2 separates
L1 ∩ L(A2) and L2 ∩ L(A1) as well. For the opposite direction, we observe that if a regular
language S separates L1 ∩ L(A2) and L2 ∩ L(A1), then S′ = (S ∩ L(A1)) ∪ L(A2) is a
regular language separating L1 and L2. J

Let A be the product automaton of A1 and A2, and thus L(A) = L(A1) ∩ L(A2). It is
deterministic since both A1 and A2 are so. We claim that one can compute sets U1, U2 ∈ C
such that L1 ∩ L(A2) = L(A, U1) and L2 ∩ L(A1) = L(A, U2). The set T of transitions
of A is a subset of the product T1 × T2 of transitions of A1 and A2, and thus there are
obvious projections functions π1 : T → T1 and π2 : T → T2. If we enumerate the transition
sets, say T1 = {t11, . . . , tm1 }, T2 = {t12, . . . , tn2}, and T = {t1, . . . , t`} with ` ≤ m · n, we obtain
π1 : {1, . . . , `} → {1, . . . ,m} and π2 : {1, . . . , `} → {1, . . . , n}. We use these projections to
define two linear (and in particular, affine) functions ψ1 : N` → Nm and ψ2 : N` → Nn
which instead of counting transitions in T , count the corresponding transitions in T1 or in
T2, respectively; formally,

ψ1(v)[j] =
∑

i:π1(i)=j

v[i] ψ2(v)[j] =
∑

i:π2(i)=j

v[i].

Finally, we set U1 := ψ−1
1 (S1) and U2 := ψ−1

2 (S2). Intuitively, U1 and U2 are as S1 and S2,
except that instead of single transitions of A1 or A2 they are seeing pairs of transitions,
and simply ignore one of them. Since C is closed under inverse images of affine mappings
by assumption, U1, U2 ∈ C. For the rest of the proof we may thus assume that the input
automata are (A, U1) and (A, U2).

Step 2: Regular partitioning using skeletons. We finitely partition Σ∗ s.t. words belonging
to the same partition behave similarly with respect to automaton A. We use the notion of
skeleton of a run, defined already in [3], where it was used to solve the regularity problem
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of unambiguous Parikh automata. The idea is to traverse a run from left to right while
removing (and counting) simple cycles visiting states that have already appeared.

A simple cycle is a sequence of transitions c = t1 . . . tn ∈ T ∗, where ti = (qi−1, ai, qi),
starting and ending in the same state q0 = qn where q1, . . . , qn are pairwise distinct. Two
simple cycles c, d are equivalent if one is a cyclic permutation of the other. Let [c] denote the
equivalence class of c, and let [c1], . . . , [cm] be a fixed enumeration of all such equivalence
classes. (Since a simple cycle cannot visit the same state twice, except the initial state,
it has length at most n, and thus the number of simple cycles, and also of equivalence
classes thereof, is m ≤ dn, where d is the number of transitions of the automaton.) The
skeleton is an inductively defined function from runs to pairs consisting of a run and a
vector v ∈ Nm. In the base case, skel(ε) = (ε, 0). For the induction step, suppose that
skel(t1 . . . tk−1) = (u1 . . . u`, v) is already defined, and let q be the ending state of the
new transition tk. If q does not appear in the run u1 . . . u`, then we put skel(t1 . . . tk) =
(u1 . . . u`tk, v). Otherwise, let uh, for h < `, be the last transition that ends in state q, and
consider the cycle c = uh+1 . . . u`tk ∈ [cj ] (for some 1 ≤ j ≤ m). We have two cases to
consider. If all states visited by this cycle appeared before in u1 . . . uh, then we call this
cycle absorbed and we remove it by putting skel(t1 . . . tk) = (u1 . . . uh, v + ej), where ej
is the vector which is 1 in coordinate j, and 0 everywhere else. Otherwise, we just put
skel(t1 . . . tk) = (u1 . . . u`tk, v).

We remove only simple cycles visiting states that have already appeared before in order
to have the following useful property.

I Proposition 2. If skel(ρ) = (ρ̂, v), then ρ and ρ̂ visit the same set of states.

By abusing nomenclature, we call a run ρ a skeleton if skel(ρ) = (ρ, v), for some v ∈ Nm.
It is easy to see that the length of a skeleton is at most n2, where n is the number of states
in the automaton A. (Assume towards a contradiction that the length of the skeleton is
longer than n2. By the pigeonhole principle, some state is thus visited more than n times,
so there are at least n cycles in between two consecutive occurrences of this state in the
skeleton. Therefore it is impossible that each loop contains some new state not present in
all the previous loops, and thus one of these loops should be removed during the process of
creating the skeleton, a contradiction.) Consequently, if d is the total number of transitions
of A, then there are at most dn2 skeletons. Let ρ1, . . . , ρh be all the skeletons, with h ≤ dn2 .
We define Ki to be the set of all words w having an accepting run ρ in automaton A with
skel(ρ) = ρi. Since A is deterministic we know that Ki ∩ Kj = ∅ for i 6= j. Therefore
K1, . . . ,Kh and Kh+1 = Σ∗ \ (

⋃
1≤i≤hKi) form a partition of Σ∗. All languages Ki are

necessarily regular, since the skeleton can be computed by a finite automaton. The following
lemma can be seen as a generalization of Proposition 1 and it is immediate to prove.

I Lemma 11. Let Σ∗ be partitioned into regular languages K1, . . . ,Kk. Two languages
L1, L2 ⊆ Σ∗ are regular separable if, and only if, L1 ∩ Ki and L2 ∩ Ki are regular separable
for every i ∈ {1, . . . , k}.

It remains to decide regular separability for the languages L(A, U1) ∩ Ki and L(A, U2) ∩ Ki.
In the following, fix a skeleton ρ and the set of words K with skeleton ρ. Since we have fixed
a skeleton, we assume w.l.o.g. that the acceptance conditions U1, U2 are included in Π(K).

Step 3: Reduction to unary separability for C. Let the set of transitions of the automaton
be T = {t1, . . . , td} (thus ρ ∈ T ∗), and let µ : Nm → Nd be the following affine function that
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transforms counting cycles into counting transitions:

µ(x1, . . . , xm) = Π(ρ) +
∑

1≤j≤m
Π([cj ]) · xj .

Since Π(c) = Π(d) for c, d ∈ [cj ], Π([cj ]) is well-defined. Notice that µ is affine, and not
linear, since we must take into account the initial cost of the skeleton Π(ρ). Let V1 = µ−1(U1)
and V2 = µ−1(U2) be the corresponding sets counting cycles instead of transitions. Since
we assumed U1, U2 ⊆ Π(K), every vector v ∈ V1 is realizable by an accepting run ρ̂

s.t. skel(ρ̂) = (ρ, v). Since C is closed under the inverse image of affine mappings, V1, V2 ∈ C.

I Lemma 12. The following two conditions are equivalent:
1. The two languages L(A, U1) ∩ K,L(A, U2) ∩ K ⊆ Σ∗ are regular separable.
2. The two sets of vectors V1, V2 ⊆ Nm are unary separable.

Proof. For the implication 1)⇒ 2), suppose R is a regular language separating L(A, U1) ∩ K
and L(A, U2) ∩ K. For two words x, y ∈ Σ∗, define x ≡R y if x ∈ R ⇐⇒ y ∈ R. Fix ω ∈ N
such that for all words x, y, z ∈ Σ∗,

xyωz ≡R xy2ωz. (1)

It is easy to see that for every regular language R such ω exists. The simplest way of showing
this is to consider the syntactic monoid M of R and to let ω be its idempotent power, i.e., a
number such that mω = (mω)2 for every m ∈M .

Recall n-unary equivalence: u ≡n v if u[i] ≡ v[i] mod n and moreover u[i] ≤ n ⇐⇒
v[i] ≤ n for every coordinate 1 ≤ i ≤ m. It is enough to show that for all v1 ∈ V1, v2 ∈ V2
it holds v1 6≡ω v2. Indeed, if this is the case, the unary set S = {v ∈ Nm | ∃v1∈V1v ≡ω v1}
separates V1 and V2.

Suppose, towards a contradiction, that there are some v1 ∈ V1, v2 ∈ V2 such that
v1 ≡ω v2. There are runs ρ1, ρ2 s.t. skel(ρ1) = (ρ, v1) and skel(ρ2) = (ρ, v2). We
extend the equivalence ≡R on runs by saying that ρ1 ≡R ρ2 if their two labellings are
≡R-equivalent. Since the labelling of ρ1 is in L(A, U1) ∩ K, and similarly for ρ2, if ρ1 ≡R
ρ2, then we derive a contradiction since R was supposed to separate L(A, U1) ∩ K and
L(A, U2) ∩ K. While in general ρ1 ≡R ρ2 does not hold, we can construct two canonical
runs ρ̂1 and ρ̂2 s.t. (1) skel(ρ̂1) = (ρ, v1) (thus the labelling of ρ̂1 is also in L(A, U1) ∩ K),
(2) skel(ρ̂2) = (ρ, v2) (similarly), and (3) ρ̂1 ≡R ρ̂2 (thus bringing the contradiction). We
show the construction for ρ̂1; the one for ρ̂2 is similar. By Proposition 2, states visited by
the run ρ1 are among those visited by the skeleton ρ, and in particular every absorbed cycle
(i.e., v1[j] 6= 0) also has this property. While in general a simple cycle d ∈ [cj ] starting (and
ending) at some state q cannot be reintroduced in the skeleton ρ at any position labelled by
q (because not all states in d need to have appeared before this position), there always is a
position ij in the skeleton labelled by some state qj and a simple cycle ĉj ∈ [cj ] starting (and
ending) at qj s.t. all states in ĉj have appeared already before position ij in the skeleton.
Assume w.l.o.g. that i1 ≤ · · · ≤ im. It is possible to split the skeleton ρ as α0 · · ·αm s.t., for
every 0 ≤ j ≤ m, αj ∈ T ∗ is a sequence of transitions, and the prefix α0 · · ·αj−1 has length
ij (thus ends in qj). Then, define ρ̂1 and similarly ρ̂2 as

ρ̂1 := α0ĉ
v1[1]
1 α1 · · ·αm−1ĉ

v1[m]
m αm and ρ̂2 := α0ĉ

v2[1]
1 α1 · · ·αm−1ĉ

v2[m]
m αm.

(This is well-defined since v1 ≡ω v2 implies v1[j] 6= 0 iff v2[j] 6= 0.) Properties (1) and (2)
above are guaranteed by construction. For Property (3), since v1 ≡ω v2, by repetitive use of
Equation (1) we have ρ̂1 ≡R ρ̂2. This concludes the proof of the first implication.
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For proving the implication (2)⇒ (1), suppose that a unary set S separates V1 and V2.
We claim that the language R = L(A, µ(S)) ∩ K is regular and separates L(A, U1) ∩ K and
L(A, U2) ∩ K. We first verify that R separates these two languages. Clearly, U1 ⊆ µ(V1) ⊆
µ(S), so L(A, U1) ∩ K ⊆ L(A, µ(S)) ∩ K = R. The disjointness of L(A, U2) ∩ K and R is
shown by contradiction. Suppose that there is a word w ∈ K belonging both to L(A, µ(S))
and to L(A, U2), let ρ be the run of A over w and let v = Π(ρ). We have v ∈ µ(S) ∩ U2,
which implies v = µ(s) for some s ∈ S ∩ µ−1(U2) = S ∩ V2. In consequence S ∩ V2 is
nonempty, thus contradicting the assumption that S separates V1 and V2.

In order to prove that R is regular it suffices to prove that L(A, µ(S)) is regular. The finite
nondeterministic automaton recognizing this language simulates a run ρ = ti1 . . . ti` of A, and
accepts when Π(ρ) ∈ µ(S). Since S is unary, the automaton can evaluate this condition using
finite memory. For every cycle cj , the automaton stores a vector xj < Π(cj), and a number
nj up to the unary equivalence ≡n, with the following meaning: the vector Π(ci) has been
already executed nj times, and xi is the current “remainder”. Additionally, the automaton
stores a vector x ≤ Π(ρ) which is counting those transitions on the skeleton which have not
been counted as cycles. At every input letter the automaton guesses nondeterministically one
of cycles ci or the skeleton and updates xj , nj and x accordingly. The automaton accepts
when x = Π(ρi), xj = 0 for all j, and (n1, . . . , nm) ∈ S. J

6 Applications

We derive two corollaries of Theorem 1. By a projection we mean a function πk,I : Nk → N|I|,
for I ⊆ {1 . . . k}, that drops coordinates not in I. We start with a simple but useful lemma:

I Lemma 13. If a class C ⊆
⋃
d∈N P(Nd) contains all semilinear sets and is effectively closed

under intersections, projections, and inverse images of projections, then it is effectively closed
under inverse images of affine maps.

Proof. Let S be a set in C and f : Nk → N` be an affine map defined by f(u) = Mu+ v for
M = (mi,j) a matrix of dimension `× k and v a vector of dimension `. Let ej ∈ Nk be the
vector s.t. ej [j] = 1 and 0 otherwise, and let mj = (m1,j ,m2,j , . . . ,m`,j) be the (transpose
of) the j-th column of M . First remark that the set E1 = {(x, f(x)) | x ∈ Nk} ⊆ Nk+` is
linear with base (0k, v) and periods {p1, . . . , pk}, where pj = (ej ,mj) ∈ Nk+`. Thus, E1 ∈ C.
Therefore the set E2 = E1 ∩ π−1

k+`,I(S) is also in C, for I = {k + 1, . . . , k + `}. Finally, we
conclude since πk+`,J(E2) = f−1(S) with J = {1, . . . , k}. J

I Corollary 14. Regular separability is decidable for nondeterministic Parikh automata.

Proof. In order to apply Theorem 1 for C being semilinear sets, we need to know that the
class of semilinear sets is robust. First, Lemma 13 yields effective closure under inverse
images of affine maps, as semilinear sets are effectively closed under boolean combinations,
images, and inverse images of projections. Second, decidability of the unary separability
problem for semilinear sets is a corollary of the main result in [4]. This theorem states that
separability of rational relations in Σ∗ × Nm by recognizable relations is decidable. If we
ignore the Σ∗ component we get the same result for rational and recognizable relations in
Nm, which are exactly semilinear sets and unary sets, respectively. J

For the second corollary we have to introduce vector addition systems and sections thereof.
A d-dimensional vector addition system (VAS) is a pair V = (s, T ), where s ∈ Nd is a source
configuration and T ⊆fin Zd is a finite set of transitions. A run is a sequence

(v0, t0, v1), (v1, t1, v2), . . . , (vn−1, tn−1, vn) ∈ Nd × T × Nd
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such that for all i ∈ {0, . . . , n− 1} we have vi + ti = vi+1 and v0 = s. The target of this run
is the configuration vn. The reachability set of a VAS V is the set of targets of all its runs.

In order to ensure robustness, we slightly enlarge the family of VAS reachability sets to
sections thereof. The intuition about a section is that we fix values on a subset of coordinates
in vectors, and collect all the values that can occur on the other coordinates. For a subset
I ⊆ {1, . . . , d}, the projection πd,I extends element-wise to sets of vectors S ⊆ Nd, denoted
πd,I(S). For a vector u ∈ Nd−|I|, the section of S w.r.t. I and u is the set

πd,I({v ∈ S | πd,{1,...,d}\I(v) = u}) ⊆ N|I| .

We denote by CSEC-VAS the family of all sections of VAS reachability sets.

I Corollary 15. t Regular separability is decidable for nondet. CSEC-VAS-Parikh automata.

Proof. We apply Theorem 1 for C = CSEC-VAS; we thus need to show that class CSEC-VAS is
robust. Decidability of unary separability of sets from CSEC-VAS is shown in Theorem 9 in [5].
Effective closure of C under inverse images of affine functions will follow by Lemma 13 once
we prove all its assumptions. First, CSEC-VAS contains all semilinear sets. Effective closure
under intersections is shown in Proposition 7 in [5]. Effective closure under inverse images of
projections is easy: extend the VAS with additional coordinates, and allow it to arbitrarily
increase these coordinates. Finally, to see that CSEC-VAS is effectively closed under projections
consider a section S ⊆ Nd of the reachability set of a VAS V , and a subset of coordinates
I ⊆ {1, . . . , d}. We construct a VAS V ′ which is like V , but additionally allows to decrease
every coordinate from {1, . . . , d} \ I. The projection πd,I(S) of S onto I is a section of the
reachability set of V ′ defined similarly as S, but with an additional requirement that all
coordinates from {1, . . . , d} \ I have value 0. J

7 Conclusions

We have shown that the regular separability problem for C-Parikh automata is decidable, for
every class C of acceptance conditions satisfying mild assumptions. In particular, we have
shown decidability for C being either the semilinear sets or sections of VAS reachability sets.
We have complemented our positive result by proving undecidability for visibly one counter
languages, which sharpens two existing undecidability results.

The complexity of our algorithm depends on two factors: the complexity of unary
separability for C, and the complexity of computing inverse images of sets in C under affine
mappings. The first factor is the dominant one here, since computing inverse images can
be shown to be in PTIME for both semilinear sets and sections of VAS reachability sets
(cf. [5]). Under this assumption, it can be seen that our reduction from nondeterministic
to deterministic automata in Sec. 4 is also PTIME. Moreover, when reducing to unary
separability in Sec. 5, since there are at most exponentially many skeletons and simple
cycles, we obtain exponentially many unary separability instances, each of exponential size.
Therefore, all together our reduction can be performed in exponential space.

On the other hand, the complexity of unary separability for semilinear sets and VAS
sections is much higher. For semilinear sets, no upper bounds have been published for this
problem, but an analysis of the algorithm of [4] yields an elementary bound4. For VAS
sections, one can easily see that unary separability is at least as hard as the VAS reachability
problem [5], which is hard for exponential space and not known to be primitive recursive.

4 The problem becomes PTIME for the subclass of diagonal linear sets, in which case unary separability
becomes the same as modular separability, and the latter problem is PTIME [4].
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Abstract
Given an integer base b > 1, a set of integers is represented in base b by a language over {0, 1, ...,
b− 1}. The set is said to be b-recognisable if its representation is a regular language. It is known
that eventually periodic sets are b-recognisable in every base b, and Cobham’s theorem implies
the converse: no other set is b-recognisable in every base b.

We are interested in deciding whether a b-recognisable set of integers (given as a finite auto-
maton) is eventually periodic. Honkala showed that this problem is decidable in 1986 and recent
developments give efficient decision algorithms. However, they only work when the integers are
written with the least significant digit first.

In this work, we consider the natural order of digits (Most Significant Digit First) and give a
quasi-linear algorithm to solve the problem in this case.

1998 ACM Subject Classification G.2.2 Graph Theory

Keywords and phrases integer-base systems, automata, recognisable sets, periodic sets

Digital Object Identifier 10.4230/LIPIcs.ICALP.2017.118

1 Introduction

Let b > 1 be an integer base. We let JbK = {0, 1, . . . , b− 1} denote the canonical alphabet of
base-b digits. If u = u` · · ·u0 belongs to JbK∗, we let u denote the value of u in base b, i.e.,
u =

∑`
i=0 ui b

i. Note that the leftmost digit is the most significant one. We let 〈n〉 denote
the (shortest) base-b representation of n. We set 〈0〉 to be the empty word ε. If reference to
the base b is needed, we write 〈n〉b. Thus 〈n〉 is the unique word u over JbK not starting with
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0 and such that u = n. Moreover, for every u ∈ JbK∗ such that u = n, there exists i ≥ 0
such that u = 0i〈n〉.

1.1 Our contribution
In this paper, we develop an algorithm to decide whether a given deterministic automaton A
over the alphabet JbK accepts, by value, an (eventually) periodic set of integers. More
precisely, the question is to decide whether there exist integers p ≥ 1 and N ≥ 0 such that,
for all words u ∈ JbK∗, if u ≥ N , then u is accepted by A if and only if 〈u + p〉 is accepted
as well. Acceptance by value means that words sharing the same value are either all accepted
or all rejected. Stated otherwise, a word u is accepted by A if and if only if 0u is accepted.
In the literature, one also finds the term “saturated language”. The main result of this paper
is the following.

I Theorem 1. Given an integer base b > 1 and a n-state deterministic automaton A over
the alphabet JbK, it is decidable in O(bn logn) time whether or not A accepts, by value, some
eventually periodic set of integers.

Due to space constraints, this paper deals with the purely periodic case only. The general
case is treated similarly [8].

Theorem 1 relies on a characterisation of the minimal automata accepting by value
purely periodic sets. This characterisation is given Section 4. It relies on the notion of
ultimately-equivalent states which is previously introduced in Section 2.2. In Section 3, we
study the structure of the naive automaton accepting an arbitrary purely periodic sets, and
its minimisation.

We stress the fact that the input automaton A reads words most significant digit first
(MSDF). This is an important difference with other results discussed in the literature. For
instance, an efficient algorithm to solve this decision problem is provided for automata
reading least significant digit first (LSDF) [15, 16]. One can therefore think that it is enough
to take the reversal of A and thus consider entries LSDF. Nevertheless, the reversal of
A has first to be determinised. This potentially leads to an exponential blow-up in the
number of states and thus to an inefficient procedure. For instance, this event occurs for
the language Ln = 0∗ 1 (0 + 1)n 1 (0 + 1 + ε)n and its mirror Kn: the number of states in
the minimal automaton accepting Ln (resp. Kn) grows linearly (resp. exponentially) with n.
Evaluating Ln as MSDF encodings or Kn as LSDF encodings yields the same finite (thus
eventually periodic) set of integers.

1.2 Motivations and related results
We say that a set X ⊆ N is b-recognisable if 〈X〉b is accepted by some finite automaton. One
reason why eventually periodic sets of integers play a special role comes from the celebrated
theorem of Cobham about the dependence to the base of b-recognisability.

I Theorem (Cobham, [12]). Let b, c > 1 be two multiplicatively independent integers. A set
X of integers is such that the languages 〈X〉b and 〈X〉c are both accepted by finite automata
if and only if X is eventually periodic.

In combinatorics on words, when studying morphic words (for details and definitions,
for instance, see [2, 5]), Cobham’s theorem can be reformulated as follows. Let b, c > 1
be two multiplicatively independent integers. An infinite word x is both b-automatic and
c-automatic if and only if x is of the form uvω where u, v are finite words. Indeed, a set
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of integers is b-recognisable if and only if its characteristic sequence is b-automatic. The
decision problem considered in our Theorem 1 is well known to be decidable.

I Theorem (Honkala, [14]). It is decidable whether or not a given b-automatic word is
eventually periodic.

Complexity issues are however not considered at all in Honkala’s paper. The decidability
of our problem of interest can also be obtained using a first-order logic characterisation
of b-recognisable sets given by Büchi’s theorem, and the fact that Presburger arithmetic
is decidable [10, 1]. These independent approaches all lead to decision procedures with
exponential complexity.

Using LSDF convention, efficient decision procedures are known. First, Leroux obtained
a quadratic decision procedure [15] for eventually-periodic b-recognisable sets of integers,
that relies on intricate geometrical constructions. (Leroux’s result is indeed stated in a
multi-dimensional setting, i.e., the problem is to decide whether or not a b-recognisable
subset of Nd is semi-linear.) Still using LSDF convention, the third author and Sakarovitch
designed a quasilinear algorithm [16]. The general idea is similar to the one we use here:
finding characteristic properties that are preserved by minimisation. However, the criterion
used in the present work is mostly unrelated to [16] and yields a very different decision
algorithm.

1.3 Generalisation to real numbers
Real numbers can be encoded in a base b > 1 by extending positional encoding to infinite
words: A word encoding a real is composed of a finite prefix corresponding to an integer
part, followed by a single occurrence of a distinguished symbol acting as a separator, and
an infinite suffix representing a fractional part. Infinite-word automata are then able to
recognise sets of reals. It has been established that weak deterministic automata, a restricted
class of infinite-word automata, are sufficiently expressive for recognising all sets definable in
mixed integer and real first-order additive arithmetic [7].

The properties of sets of real numbers that can be recognised by weak deterministic
automata in all bases b > 1 have been investigated [6]. Such sets generalise to the real
domain the notion of eventual periodicity; they precisely correspond to finite combinations of
eventually periodic sets of integers, and intervals of [0, 1]. Checking whether an automaton
recognises such a set can be done by first splitting this automaton into finite-state machines
operating on the integer and fractional parts of encodings. The former are then checked in
the same way as for MSDF integer encodings, and the latter by verifying that they obey the
structure documented in [6].

1.4 Generalisation to other numeration systems
Automatic words form a particular class of morphic words. Similarly, integer-base systems
are special cases of more general numeration systems such as those built on a linear recurrent
sequence. One can define a numeration system as a one-to-one map s from N to a language
L over a finite alphabet. The integer n is mapped to its representation s(n) within the
considered system. Hence, it is natural to ask, for given a numeration system s and a subset
M of L accepted by a finite automaton A, whether or not the s-recognisable set s−1(M) ⊆ N
is eventually periodic.

On the one hand, Honkala’s result is extended as follows. It is decidable whether or not a
given morphic word is eventually periodic [13, 17]. On the other hand, Büchi’s theorem can

ICALP 2017



118:4 An Efficient Algorithm to Decide Periodicity of b-Recognisable Sets with MSDF

be extended to linear numeration systems whose characteristic polynomial is the minimal
polynomial of a Pisot number. See, for details, [9]. In that setting, several decision problems
in combinatorics on words, including the ultimate periodicity problem, are decidable [11].
Using Honkala’s techniques, the decision problem considered in our Theorem 1 is generalised
to a large class of numeration systems in [4]. In particular, there are systems in this class for
which the logical setting may not be applied. For all these decidability results presented in a
wider context, no efficient procedure is known.

2 Preliminaries

In this paper, we only consider deterministic accessible finite automata with an input alphabet
of the form JbK. We use the acceptance-by-value convention. Thus, we may assume that
the initial state bears a loop with label 0. In particular, this will always be the case after
minimisation. Let A be an automaton. Its set of states (resp. its initial state, its set of
final states) is denoted by QA (resp. iA, FA). If the considered automaton is clear from the
context, (s · u) is the state s′ such that s u−−→ s′. The language accepted by A is denoted by
L(A). In this section, we recap basic results about automata.

2.1 Automaton morphisms and pseudo-morphisms
I Definition 2. Given two (accessible) automata A andM over JbK, an automaton morphism
A →M is a function φ : QA → QM that satisfies:

φ(iA) = iM (1)
∀s ∈ QA, ∀a ∈ JbK (s · a) exists in A ⇐⇒ (φ(s) · a) exists inM (2)

∀s, s′ ∈ QA, ∀a ∈ JbK s
a−−→ s′ in A =⇒ φ(s) a−−→ φ(s′) inM (3)

FA = φ−1(FM) (4)

I Definition 3. If a function φ satisfies (1), (2) and (3) but not necessarily (4), then we say
that we have an automaton pseudo-morphism.

I Definition 4. Two states s, s′ of an automaton A are Nerode-equivalent if, for every
word u, (s · u) exists and is final if and only if (s′ · u) exists and is final.

We recall the following classical result. See, for instance, [18].

I Theorem 5 (Myhill–Nerode). Let A be a complete automaton. Among all the complete
automata accepting L(A), up to isomorphism, there exists a unique one with a minimal
number of states, called the minimisation of A. Moreover, ifM denotes the minimisation
of A, then there exists an automaton morphism φ : A → M (called the minimisation
morphism) such that

∀s, s′ ∈ A φ(s) = φ(s′) ⇐⇒ s and s′ are Nerode-equivalent. (5)

If A is an automaton and u is a word, we write (A · u) as a shorthand for (iA · u), i.e.,
the state reached by the run of u in A.

I Lemma 6. Let A and M be two complete (and accessible) automata. There exists a
pseudo-morphism A →M if and only if every pair of words u, u′ such that (M·u) 6= (M·u′)
also satisfies (A · u) 6= (A · u′).
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Proof. Forward direction. Since a pseudo-morphism φ respects transitions and the initial
state, it follows that, for every word u, (M·u) = φ(A·u). The statement follows immediately.

Backward direction. For every state s, we choose a word us such that (A · us) = s (such
a word exists because A is accessible). We define a function φ : QA → QM as follows. For
every state s ∈ QA, φ(s) = (M · us). Let us show that φ is an automaton pseudo-morphism.

Let s be a state of A and let u be a word such that (A · u) = s. Since (A · u) = (A · us),
the hypothesis implies (M· u) = (M· us). The definition of φ is therefore independent of
the choice of the words us.

In particular, φ(iA) = (M · uiA) = (M · ε) = iM hence φ satisfies (1). Moreover, since
both A andM are complete, and since φ is a total function, φ also satisfies (2). Let t a−−→ t′

be a transition of A. By definition φ(t) = (M · ut) and since the definition of φ does not
depend on the choice of the words us, we may assume that ut′ = uta. It then follows that

φ(t′) = (M · (uta)) = ((M · ut) · a) = φ(t) · a .

In other words, φ(t) a−−→ φ(t′) is a transition ofM. J

2.2 Ultimately-equivalent states

Our decision procedure involves the determination of ultimately-equivalent states defined as
follows.

I Definition 7. Let A be an automaton over JbK. Let m ≥ 1 be an integer. Two states s, s′
of A are m-ultimately-equivalent if

∀u ∈ JbK∗ |u| ≥ m =⇒ (s · u) = (s′ · u) .

Two states are ultimately-equivalent if they are m-ultimately-equivalent for some m ≥ 1.

I Remark. Note that ultimate-equivalence is indeed an equivalence relation: if s and s′

are m-ultimately-equivalent while s′ and s′′ are m′-ultimately-equivalent, then s and s′′ are
max(m,m′)-ultimately-equivalent.

Given an automaton A over JbK, the computation of this relation is easy. Let us build a
directed graph G = (V,E) as follows. The vertex-set is V = QA ×QA and the edge set is:

∀(s, t), (s′, t′) ∈ V, s 6= t

(s, t)→ (s′, t′) in G ⇐⇒ ∃a ∈ JbK such that A features
{

s
a−−→ s′

t
a−−→ t′

. (6)

In particular, vertices of the form (s, s) never qualify for the above condition and thus have
no outgoing edges. Observe that two distinct states s, t of A are ultimately-equivalent if and
only if (s, t) may not reach in G a strongly connected component.

Computing the strongly connected components of a graph is done in linear time (e.g.,
with Tarjan’s algorithm [19]). Hence, the set of the pairs of states of A that are ultimately-
equivalent may be computed in time O(bn2). This complexity can be improved as follows.

I Proposition 8 (Béal, Crochemore, [3]). Let A be an automaton over JbK and n the number
of states in A. The ultimate-equivalence classes of A may be computed in time O(bn logn).
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Proof Sketch. We take verbatim the algorithm in [3]. One starts from the trivial partition
and iteratively merges states. Each step of the algorithm consists in merging two states that
are 1-ultimately-equivalent. The purpose of Béal and Crochemore was to show that starting
with a so-called AFT automaton A, the result is the minimisation of A. Starting with any
automaton A, the resulting automaton is not necessarily minimal. However, one can observe
that its states are precisely the ultimate-equivalence classes of A. J

As a direct consequence of the definition of an automaton morphism, ultimate-equivalence
commutes with automaton morphisms.

I Lemma 9. Let A andM be two automata such that there is an automaton morphism φ :
A →M. Let s and s′ be two states of A that are ultimately-equivalent (w.r.t. A), then φ(s)
and φ(s′) are also ultimately-equivalent (w.r.t.M).

3 Purely periodic b-recognisable sets

The content of this section is the following. Section 3.1 gives the definition and main
properties of the “naive” automaton A(p,R) accepting the purely periodic set R+ pN. Then,
in Section 3.2 we study the relationship between ultimate equivalence and Nerode equivalence
in A(p,R). In Section 3.3, we show how to extract relevant information on the period p from
the minimisation of A(p,R).

I Notation 10. Let p > 0 and b > 1 be two integers. Throughout this section, the quantit-
ies k, d, j, ψ are fixed as follows.

Let k, d be the unique integers such that p = k d where k is the greatest divisor of p
coprime with b. In particular, the prime factors occurring in the prime decomposition of
d all appear in the prime decomposition of b. Moreover, (k, d) = 1.
Since (k, b) = 1, the order of b in Z/kZ is well defined and denoted by ψ, i.e., bψ ≡ 1 [k].
Let j be the least integer such that d is a divisor of bj.

Let s < k and t < d be two integers. Let 〈s, t〉 denote the integer of Z/pZ congruent to s
modulo k and t modulo d. This integer is unique by the Chinese remainder theorem. Note
that if n is an integer less than p, then n = 〈n%k, n%d〉 where n%k denote the remainder of
the division of n by k.

3.1 The automaton A(p,R) and its minimisation
I Definition 11. A subset P of integers is purely periodic, if there exist p ≥ 1 and a subset
R ⊆ {0, . . . , p− 1} such that P = R+ pN.

For instance, {0, 1}+ 4N is purely periodic but {4, 5}+ 4N is not. Let p ≥ 1 be an integer
and R be a subset of {0, . . . , p − 1}. We say that the parameter (p,R) is proper, if p is
the smallest period of the purely periodic set R + pN. For instance, (4, {0, 1}) is proper
but (4, {0, 2}) is not because {0, 2}+ 4N = {0}+ 2N.

The following definition is ubiquitous when dealing with periodic sets of integers. It is an
easy exercise to show that this automaton accepts base-b representations of integers whose
remainder modulo p belongs to R.

I Definition 12. We let A(p,R) denote the automaton A(p,R) = 〈JbK,Z/pZ, δ, 0, R〉 where δ
is defined as

∀n ∈ Z/pZ, ∀a ∈ JbK n
a−−→ nb+ a .
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(a) A(3,?)
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(b) A(4,?)
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(c) A(12,{5,7})

Figure 1 The automaton A(12,{5,7}), as the product automaton of A(4,?) by A(3,?).

When we are only interested in the transitions of the automaton A(p,R), it is sometimes
convenient to leave the set of final states unspecified. In that case, we write A(p,?) for the
automaton where the final/non-final status of the states is not set.

I Example 13. Figure 1c shows A(12,{5, 7}) in base 2. Transitions with label 1 (resp. 0) are
represented with bold (resp. thin) edges.

As can be seen, for instance, in Figure 2, the automaton A(p,R) is not necessarily minimal.

I Lemma 14. For every word u ∈ JbK∗, (A(p,R) · u) = (u%p) = 〈u%k, u%d〉.

Proof. This follows directly from the definition of the transition function of A(p,?). J

I Property 15. The automaton A(p,R) is strongly connected.

Proof. Let n,m be two states. The state n is of the form 〈i, i′〉. Let u be a word satisfying

u ≡ 〈k − i, 0〉[p] , |u| ≥ j and |u| ≡ 0[ψ] .

The last two conditions are easily satisfied by adding a suitable number of leading zeroes.
Reading u from n leads to the initial state 0. Obviously, reading 〈m〉 from 0 leads to m. J

The next lemma states that the automaton A(p,?) is the product automaton A(k,?) ×A(d,?).
This easily follows from the Chinese remainder theorem and Lemma 14.

I Lemma 16. For all integers s, s′ ∈ Z/kZ, t, t′ ∈ Z/dZ and every word u ∈ JbK∗,

〈s, t〉 u−−→ 〈s′, t′〉 in A(p,?) ⇐⇒

{
s

u−−→ s′ in A(k,?)
t

u−−→ t′ in A(d,?)
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The fact that k is coprime with b implies the following result.

I Lemma 17. With the definition introduced in Notation 10, the automaton A(k,?) is a group
automaton: each letter induces a permutation on the set of states.

Proof. Since k is coprime with b, the function f0 : Z/kZ → Z/kZ defined by s 7→ sb is
a permutation of Z/kZ. Hence, so is the function fa defined by s 7→ (sb + a), for every
letter a ∈ JbK. The action of a in A(k,?) is exactly fa, a permutation of the states. J

3.2 Nerode-equivalence and ultimate-equivalence in A(p,R)

Within the setting of Example 13 where rows (resp. columns) of the product automaton
A(p,R) ≈ A(d,?) ×A(k,?) correspond to the equivalence classes modulo d (resp. modulo k),
the forthcoming Proposition 19 shows that Nerode-equivalent states in A(p,R) must belong
to the same column. See, for instance, Figure 2. Then, we show that all states belonging to
the same column are ultimately-equivalent.

I Lemma 18. If (p,R) is proper, then for all distinct integers i and i′, 0 ≤ i, i′ < k, the
states id and i′d are not Nerode-equivalent.

Proof. Since (p,R) is proper and id 6= i′d, there exists an integer m such that (id+m) ∈
R+ pN and (i′d+m) /∈ R+ pN.

We let u denote a word such that u = m and |u| ≡ 0[ψ] (in other words, u is the
word 〈m〉 padded with an appropriate number of 0’s); it thus holds that b|u| ≡ 1 [k]. Reading
the word u respectively from the states id and i′d leads to the states:

id · u = idb|u| +m and i′d · u = i′db|u| +m .

The integer (idb|u| + m) is congruent to (id + m) modulo k (since b|u| ≡ 1 [k]) as well as
modulo d (since both are obviously congruent to m) hence modulo p. The same reasoning
also applies to the second state, finally yielding:

id · u = id+m and i′d · u = i′d+m .

The first state belongs to R and is thus final while the second does not belong to R and
thus is not final. The word u is then a witness of the fact that id and i′d are not Nerode-
equivalent. J

I Proposition 19. Let (p,R) be proper. If i and i′ are Nerode-equivalent states, then they
are congruent modulo k.

Proof. Proof by contrapositive. Let i and i′ be two states that are not congruent modulo k.
By definition of j, see Notation 10, the states (i · 0j) and (i′ · 0j) are both congruent to 0
modulo d. However the operation i 7→ ib is a permutation of Z/kZ, hence (i · 0j) and (i′ · 0j)
are not congruent modulo k. It follows that (i · 0j) = ld and (i′ · 0j) = l′d for some
distinct l, l′ ∈ Z/kZ. Lemma 18 then yields that these states are not Nerode-equivalent,
hence that i and i′ are not either. J

I Lemma 20. Let s and s′ be two states of A(p,R). With the definition introduced in
Notation 10, if s ≡ s′[k], then s and s′ are j-ultimately-equivalent.
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(a) Nerode-equivalence classes
of A(12,{5, 7})
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(b) Pseudo-morphism equivalence
classes in the minimisation of A(12,{5, 7})

Figure 2 Minimisation morphism of A(12,{5, 7}) and pseudo-morphism of its minimisation.

Proof. Let u be any word of length j. Since s and s′ are congruent modulo k, there
exists i ∈ Z/kZ and l, l′ ∈ Z/dZ such that s = 〈i, l〉 and s′ = 〈i, l′〉. Then, from Lemma 16
and using the fact that lbj ≡ 0 [d], we get

(s · u) = 〈ibj + u , lbj + u 〉 = 〈ibj + u , u 〉 .

Similarly (s′ · u) = 〈ibj + u , u 〉 = (s · u). J

3.3 Circuits labelled by the digit 0
A circuit in which every arc is labelled by the digit 0 is called for short a 0-circuit. For
instance, the automaton A(12,{5,7}) depicted in Figure 1 has two such circuits: 0 0−−→ 0 and
4 0−−→ 8 0−−→ 4. We will see that the number of states belonging to 0-circuits has a special
meaning.

I Lemma 21. A state of A(p,R) is a multiple of d if and only if it belongs to a 0-circuit.

Proof. Forward direction. It is enough to show that every state of the form id, for i ∈ Z/kZ,
has a predecessor by 0 of the form i′d, i′ ∈ Z/kZ. Simple arithmetic yields that (b−1i)d is
suitable, where b−1 is the inverse of b in Z/kZ.

Backward direction. Proof by contrapositive. Let s be a state which is not a multiple
of d. The state (s · 0j) is a multiple of d. Therefore, for every integer i ≥ j, the state (s · 0i)
is a multiple of d, hence is not equal to s. Since A(p,R) is deterministic, (s · 0i) cannot be
equal to s for i < j either. J

The next proposition follows from Lemmas 21 and 18. Recall that k is the largest integer
coprime with b such that p = k d and d ≥ 1 (see Notation 10).

I Proposition 22. If (p,R) is proper, the minimisation of A(p,R) possesses exactly k states
that belong to 0-circuits.
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4 Characterisation of automata accepting purely periodic sets

The next result will allow us to decide whether a deterministic automaton A over JbK, given
as input, is such that L(A) is a purely periodic set of integers, i.e., whether or not it is of
the form R+ pN for some R and p. We say that an equivalence relation ∼1 is a refinement
of another equivalence relation ∼2 if for every x and y, x ∼1 y =⇒ x ∼2 y.

I Theorem 23. Let b > 1 be a base and A a minimal automaton over JbK. Let ` be the
number of states in A that belong to 0-circuits. The automaton A accepts by value a purely
periodic set of integers if and only if the following conditions are fulfilled.
(a) There exists a pseudo-morphism φ : A → A(`,?).
(b) The equivalence relation induced by φ is a refinement of the ultimate-equivalence relation.
(c) The initial state of A bears a self-loop labelled by the digit 0

Proof of forward direction. Since the automaton A is minimal and accepts by value, the
initial state of A necessarily bears a loop labelled by the digit 0; in other words, item (3)
holds.

More precisely, since A accepts by value a purely periodic set of integers, there exists
a smallest period p and a remainder-set R ⊆ {0, . . . , p− 1} such that L(A) = 0∗〈R + pN〉.
Note that (p,R) is proper by choice of p. We make use of Notation 10. In particular, k is
the greatest divisor of p that is coprime with b.

Since A is minimal, it is isomorphic to the minimisation of any automaton accepting L(A),
in particular, to the minimisation of A(p,R). It then follows from Proposition 22 that ` = k.

To prove that there exists a pseudo-morphism φ : A → A(k,?), we will apply Lemma 6.
Let u,u′ be two words such that (A(k,?) ·u) 6= (A(k,?) ·u′). Let us show that (A ·u) 6= (A ·u′).
Since (A(k,?) · u) 6= (A(k,?) · u′), we have that u 6≡ u′ [k]. Due to Lemma 14, (A(p,R) · u)
and (A(p,R) · u′) are not congruent modulo k. It then follows from Proposition 19 that the
states (A(p,R) · u) and (A(p,R) · u′) are not Nerode-equivalent, which implies that (A · u) 6=
(A · u′) because A is the minimisation of A(p,R).

Let s and s′ be two states of A such that φ(s) = φ(s′). We have to show that s and s′ are
ultimately-equivalent. Let u and u′ be two words such (A · u) = s and (A · u′) = s′. Since φ
is a pseudo-morphism, we get that

(A(k,?) · u) = φ(s) = φ(s′) = (A(k,?) · u′)

and so u ≡ u′ [k]. Applying Lemma 14 yields that the states (A(p,R) · u) and (A(p,R) · u′)
are congruent modulo k, and by Lemma 20, these states are ultimately-equivalent. Since
A is the minimisation of A(p,R), we have an automaton morphism A(p,R) → A. Finally,
since ultimate-equivalence commutes with automaton morphism (Lemma 9), (A · u) = s

and (A · u′) = s′ are ultimately-equivalent. J

Proof of backward direction. By assumption, for all i ∈ Z/`Z, the states in φ−1(i) are
ultimately-equivalent. For every integer i ∈ Z/`Z, we let mi denote the least integer such
that, for all s, s′ in φ−1(i), (s · u) = (s′ · u) whenever |u| ≥ mi. Let m = max{mi | i ∈ Z/`Z}.

Let u, u′ be two words with respective values that are congruent modulo `bm. Note that,
in particular, u and u′ are thus congruent modulo bm. Let us show that u and u′ reach the
same state in A.

Since A bears a self-loop labelled by 0 on the initial state, the word 0mu is such
that 0mu = u and A · 0mu = A · u. We may thus assume that u and u′ are longer than m.
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There exist factorisations u = vw and u′ = v′w′ such that the lengths of w and w′ are both
equal to m. Since u and u′ are congruent modulo bm, w and w′ are equal: u = vw, u′ = v′w.

Assume without loss of generality that u ≥ u′ . Hence u − u′ = ( v − v′ )bm is congruent
to 0 modulo `bm. We deduce that v and v′ are congruent modulo `. By Lemma 14, the
respective runs of v and v′ in A(`,?) reach the same state: (A(`,?) · v) = (A(`,?) · v′). From
assumption (1), we get φ(A·v) = φ(A·v′). In other words, the states (A·v) and (A·v′) are φ-
equivalent. Hence, by assumption (2), they aremi-ultimately-equivalent. Since |w| = m ≥ mi

(by choice of m), we get that (A · v · w) = (A · v′ · w): the run in A of the words u = vw

and u′ = v′w indeed reach the same state.

We have just shown that words whose values are congruent modulo `bm have runs in A
reaching the same states, hence either all are accepted by A or none of them are. The run of
a word u is then accepted by A if and only if 〈u%(`bm)〉 is. Finally, a word u is accepted
by A if and only if u%(`bm) belongs to the set R ⊆ {0, . . . , `bm − 1}, defined by

R = { i ∈ Z/`bmZ | (A · 〈i〉) is final } . J

I Remark 24. In the proof of the forward direction, it was stated that ` = k (where k is
the greatest divisor of the period which is coprime with the base). It is also the case in the
backward direction. Indeed, the automaton A is shown to accept a purely periodic set of
integers. Let (p,R) denotes the proper parameter of this set (it is not necessarily the one
given in the proof). Since A is minimal, it is a quotient of A(p,R). It then follows from
Proposition 22 that, `, the number of states belonging to 0-circuits, is equal to k, the greatest
divisor of the period which is coprime with the base.

4.1 Complexity and algorithmic issues
Theorem 23 yields an algorithm to decide whether a given deterministic automaton A accepts
by value a purely periodic set of integers:
0. if necessary, minimise A and make it complete;
1. count the number ` of states of A that belong to 0-circuits;
2. build the automaton A(`,?);
3. construct, if it exists, the pseudo morphism φ : A → A(`,?);
4. check whether, for all x ∈ Z/`Z, the states of φ−1(x) are ultimately-equivalent.

Let us denote by n the number of states of A. Step (0) can be carried out in O(bn logn)
time. Steps (1) and (2) can obviously be performed in O(bn) time. A morphism between
deterministic automata, if it exists, can be computed by a single traversal of the bigger
automaton; the same algorithm also works for pseudo-morphisms: Step (3) also runs in O(bn)
time. The ultimate-equivalence classes of A can be computed in time O(bn logn) from
Proposition 8, hence so is the execution of Step (4).

I Corollary 25. Let b > 1 be a base and A be a n-state deterministic automaton over JbK. It
is decidable in O(bn logn) time whether A accepts by value a purely periodic set of integers.

I Remark 26. Remark 24 gives a very fast rejection test. Indeed, before Step (2) we may
check whether the integer ` (computed by Step (1)) is coprime with b. If it is not the case, A
may be rejected already.

I Example 27. We start with the minimal automaton A depicted in Figure 3. Step (1) is
shown in Figure 4: A has five states belonging 0-circuits and thus, ` = 5. Step (2) then
consists in constructing A(5,?), shown in 5. There is a pseudo-morphism A → A(5,?), whose
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Figure 3 An automaton A. Figure 4 The 0-circuits have 5 states in total.

0

1

3

2

4

Figure 5 The automaton A(5,?). Figure 6 Equivalence classes of the relation
induced by the pseudo-morphism A → A(5,?).

equivalence classes are represented in Figure 6. Finally, one could check that Step (4) holds:
all states belonging to the same class are 3-ultimately-equivalent. Hence A accepts an
eventually periodic set of period 23 × 5. It is indeed the minimisation of A(40,{0,3}).

5 Generalisation to eventually periodic sets

Let us now consider the eventually periodic sets of integers that are not purely periodic (see
Definition 11). We say that such sets are impurely periodic and Theorem 28 below gives a
characterisation of the minimal automata that accept them.
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I Theorem 28. Let b > 1 be a base and let A be a minimal automaton over JbK. We
write (` + 1) for the number of states in A that belong to 0-circuits. The automaton A
accepts by value an impurely periodic set of integers if and only if the following conditions
are met.
(a) There exists a pseudo-morphism φ : A → A(`,?).
(b) The initial state excluded, the equivalence relation induced by φ is a refinement of the

ultimate-equivalence relation.
(c) The initial state bears a self-loop labelled by the digit 0 and features no other incoming

transitions.

Due to space constraints we do not detail the proof of Theorem 28. Although it is not
immediate, it is much similar to the proof of Theorem 23 and may be found in arXiv [8].

As stated by the next corollary, Theorem 28 gives an algorithm to decide whether an
automaton accepts an impurely periodic set of integers. It is the same as the one from
Section 4.1 with the following modification and addition:
0 to 3. same tests as in Section 4.1.
4. check whether, for every x ∈ Z/`Z, the non-initial states of φ−1(x) are ultimately-

equivalent;
5. check whether the initial state has no incoming transition.

I Corollary 29. Let b be a base and A be a n-state deterministic automaton over JbK. It is
decidable in O(bn logn) time whether A accepts by value an impurely periodic set of integers.

Since an eventually periodic set is either purely or impurely periodic, Theorem 1 is a
direct consequence of Corollaries 25 and 29.
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Abstract
Whether the reachability problem for branching vector addition systems, or equivalently the prov-
ability problem for multiplicative exponential linear logic, is decidable has been a long-standing
open question. The one-dimensional case is a generalisation of the extensively studied one-counter
nets, and it was recently established polynomial-time complete provided counter updates are given
in unary. Our main contribution is to determine the complexity when the encoding is binary:
polynomial-space complete.
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1 Introduction

Background. Vector addition systems, also known as Petri nets (cf., e.g., Reisig’s
book [21]), are one of the longest established, most extensively studied, and most widely
applied models of concurrent computing systems. Their branching generalisation has at-
tracted considerable attention in recent years from the research community on logic in
computer science. In addition to the simplicity and elegance of the model, this popularity is
due to remarkably close connections with computational linguistics [20, 22], cryptographic
protocols [25], linear logic [8, 16], semi-structured databases [13, 1], recursively parallel
programs [5], game semantics [7], and timed pushdown systems [6].

A central decision problem for branching vector addition systems is reachability: whether
a computation tree exists that has the given root and leaves. Similarly to the simpler setting
of Petri nets, this problem has turned out to be very challenging. However, in contrast to
Petri nets where the challenge is determining the complexity of reachability below a currently
best cubic-Ackermann bound [17], even decidability is still open for the branching vector
addition systems reachability problem. For reasons indicated above, the latter question was
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Table 1 Complexity of reachability for one-dimensional vector addition systems with states,
depending on the presence of branching and the encoding of counter updates.

unary binary
1VASS NL-complete [24, 15] NP-complete [11]

1BVASS P-complete [10] PSpace-complete

recently highlighted by Bojańczyk as one of a handful of most interesting open problems in
computer science logic [4].1

The decidability of the branching reachability problem is in fact open already in two
dimensions. However, in one dimension, i.e. when there is only one counter, Göller et al. [10]
established decidability, and more precisely polynomial-time completeness provided the
numbers that specify the counter updates in the system are given in unary. The precise
complexity with the encoding in binary remained undetermined.

From another point of view, our investigation builds on the voluminous literature on
decision problems for one-counter automata, a ubiquitous class obtained by either dropping
one counter from Minsky (two-counter) machines or restricting pushdown automata to one
stack symbol. In particular, the complexity of the reachability problem for one-counter systems
is known: NL-completeness with the updates given in unary is a classical result [24, 15], and
NP-completeness for succinct systems is due to Haase et al. [11] (cf. the latter paper for
further references on the subject).

Contributions. Our main result is the closure of the complexity gap for the reachability
problem on succinct one-dimensional branching vector addition systems with states (1BVASS),
which was between NP hardness inherited from 1VASS [11] and ExpTime membership that
follows from the P membership for unary 1BVASS [10].2 We show that the problem is in
fact PSpace-complete, which fills the little Table 1.

The fact that the complexities for 1BVASS correspond exactly to ‘adding alternation’ to
the complexities for 1VASS makes them easy to remember. However, it is quite misleading in
terms of proofs, at least as far as we can see. The branchings in computations of BVASS are
not alternations: counter valuations at child nodes are summed, not compared for equality.3
Already in the unary case, the proof of P-completeness for 1BVASS [10] is considerably more
involved than of NL-completeness for 1VASS [24, 15]. In our proof of PSpace-completeness
for binary 1BVASS, there are several substantial new insights in comparison to both unary
1BVASS and binary 1VASS [11]:

we introduce a novel notion of implicit reachability witnesses, show that such a witness
of at most an exponential size always exists, and hence argue that it can be guessed and
checked in polynomial space;
for the exponential bound on the size of witnesses, a polynomial bound on their counter
valuations as for unary 1BVASS [10] is not sufficient because trees with exponentially
long branches may be doubly exponentially large;

1 Although decidability has been stated in a published journal article [2], we believe that claim has not
been accepted by the community due to lack of proof, cf. [23, Footnote 4].

2 We remark that we write ‘with states’ because stateless (B)VAS are sometimes considered in higher
dimensions since states can be encoded at the expense of three additional counters; and that 1VASS, i.e.
one-counter nets, are as hard as one-counter systems in this context since the ability to zero-test the
counter does not make reachability significantly more complex.

3 Reachability for alternating VASS is actually undecidable, for relatively trivial reasons [19].
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one of the techniques we employ for establishing the exponential bound involves a novel
rewriting strategy, which may be of wider interest since it transforms fragments of
computation trees to a normal form that features principal branches, whereas the lack of
such a structure has hitherto been an obstacle to generalising Kosaraju’s approach [14, 17]
to BVASS;
in contrast to the other three hardness results summarised in Table 1, our lower bound
proof is highly intricate, resting on a system of encodings and checks through which
alternation can be simulated by additive branching up to a linear depth.

Organisation. After the next section in which we define the systems we consider and observe
some of their basic properties, the two sections that follow contain the PSpace-membership
proof. In the penultimate section, we present the PSpace-hardness construction, and then
finish with some concluding remarks.

2 Preliminaries

1BVASS. A one-dimensional branching vector addition system with states (1BVASS for
short) is a triple B = (Q,∆, I) where Q is a non-empty finite set of states, ∆ is a non-empty
finite subset of Q × Q × Z × Q, and I ⊆ Q is a finite set of initial states. An element
δ = (qL, qR, z, q) in ∆ is called a transition, and the integer z is called the displacement of the
transition. In the sequel, the maximal absolute displacement is denoted byM . A configuration
is a pair in Q×N, and a configuration in I × {0} is called an initial configuration. Since the
displacements are given in binary, we define the size of B as |B| = |Q|+ |∆| log2(M + 1).

Trees. We write u � v if u is a prefix of v and u ≺ v if u is a strict prefix. A tree is a
non-empty finite prefix-closed subset T of {L,R}∗ satisfying the property that tL ∈ T if,
and only if, tR ∈ T for every t ∈ T . Elements of T are called nodes. Its root is the empty
word ε. An ancestor s of a node t is a prefix of t. In that case t is called a descendant of s.
By writing strict descendants and ancestors we exclude s = t. A child of a node t is a node
tL or tR in T . A node is called a leaf if it has no child, and it is said internal otherwise.
The sibling of a node t 6= ε in the tree T is the node obtained by swapping the last letter.
The height of a node t is |t|. The size of a tree T is its cardinality |T |. The height of T is
the maximal height of any of its nodes. The subtree of T rooted at a node t in T is the tree
t−1T = {t′ ∈ {L,R}∗ | tt′ ∈ T}. The truncation of T at a node t is the tree T\t{L,R}+.
Notice that t becomes a leaf of that truncated tree.

Runs and Reachability. We consider labeled trees T where each node t is labeled by a
state qt ∈ Q and a value nt ∈ N defining a configuration (qt, nt). A run ρ is a labeled tree
such that for every internal node t, there exists an integer z such that (qtL, qtR, z, qt) is a
transition in ∆ and such that nt = ntL + ntR + z. The notions of height, size, subtree (called
subrun in that context), and truncation are extended from trees to runs as one would expect.
Notice that the labels are ignored in the size of a run.

A run is said to be complete if every leaf is labeled by an initial configuration. We write
partial run, instead of run, when we want to emphasize that the run could be not complete.
A configuration is said to be reachable if it is the root configuration of a complete run. We
are mostly interested in the reachability problem: given a 1BVASS B and a configuration
(q, n) decide whether (q, n) is reachable. The size of the input is |B|+ log2(n+ 1).
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I Example 1. Fix numbers n, b such that 0 ≤ b ≤ 2n. We define the 1BVASS B = (Q,∆, I),
where Q = {q1 . . . qn} ∪ {qI , qF } and I = {qI}. There are three types of transitions:

(qI , qI , 0, q1), (qI , qI , 1, q1); (qi, qi, 0, qi+1) for all i < n; (qn, qn,−b, qF ).

The first two transitions initialize q1 with 0 or 1; the next n transitions build a full binary
tree below each state qi; and the last transition decreases the value of the counter by b.
Consider the reachability problem of (qF , 0). The complete runs with (qF , 0) in the root
are full binary trees of height n+ 1 such that the number of nodes with state q1 is 2n and
exactly b of them have value 1.

Contexts and Concatenation. A context π = (ρ, t) is a run ρ equipped with a distinguished
leaf t called the source of π. The label of t is called the source configuration of π. Such a
context is also called a context from the source configuration up to the root configuration of
ρ. Given a node t in a run ρ and an ancestor s of t, i.e. such that t = su for some word u,
we define the context between (s, t) as the subrun rooted at s of the truncation at t of ρ,
equipped with u as the source node. An ancestor of the source t is called a main node of π.
The set of main nodes of π is called the main branch. A dangling node in π is a node that is
a sibling of a main node. A dangling configuration is a configuration of such a node.

The concatenation πρ of a context π with a run ρ is defined if the source configuration
(p,m) of π and the root configuration (q, n) of ρ satisfy p = q and if the natural numbers
labeling the main nodes of π are larger than or equal to m−n. Then πρ is defined by adding
to the main nodes of π the integer n−m, and replacing the leaf node t of that context with
ρ. Notice that πρ is a run. Contexts can be concatenated a similar way. The concatenation
ππ′ of a context π = (ρ, t) with a context π′ = (ρ′, t′) is defined if πρ′ is defined. In that case
ππ′ is the context (πρ′, tt′).

Cycles and Minimal Nodes. A context from (p,m) up to (q, n) is called a cycle if the
source is distinct from the root node and p = q. The cycle is said to be simple if on the
main branch only the source and the root have the same states. A main node v is said to be
minimal in a cycle if its value is minimal on the main branch, i.e., nv ≤ nv′ for any other
main node v′. We write d-cycle do emphasize the growth of the cycle, where d = n−m. The
cycle is said to be increasing if d > 0, zero if d = 0, and decreasing if d < 0.

Let π be a d-cycle, and let p be the state of its source node. Let ρ = ρ1πρ2 be a context
or a run. By removing π from ρ we obtain ρ′ = ρ1ρ2 (provided there is no drop below 0).
Similarly, let ρ = ρ1ρ2 be a context or a run such that the source of ρ1 has state label p. By
inserting π into v we obtain ρ1πρ2 (provided that there is no drop below 0). Notice that it
is always safe to remove decreasing cycles and to add increasing cycles.

3 d-Coverability

A key role in our polynomial-space algorithm for the reachability problem is played by a
more relaxed notion of ‘coverability modulo d’: instead of reaching a value x exactly, it is
allowed to reach any value which is at least x, provided the difference with x is a multiple of
d. More formally, a configuration (q, n) is said to be d-coverable where d > 0 is a natural
number if there exists a reachable configuration (q, x) with x ∈ n+ N.d. A d-coverability run
of a configuration (q, n) is a complete run rooted by a configuration (q, x) with x ∈ n+ N.d.
Note that a similar notion of d-reachability was used to show P-completeness for reachability
of unary 1BVASS [10].
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This section culminates by establishing that every d-coverable configuration (q, n) admits
a ‘small’ d-coverability run, namely of size bounded by (n+ 5).(d2|B|)6. We present most of
the proof, which is an orchestration of pigeonhole arguments and safe collapses, as a sequence
of lemmas. Let us start with a simple observation about divisibility of subset sums.

I Lemma 2. Let z1, . . . , zd be a non-empty sequence of integers. There exists a non-empty
finite set J ⊆ {1, . . . , d} such that d divides

∑
j∈J zj.

I Lemma 3. Let (q, n) be a configuration and let ρ be a d-coverability run of (q, n) of
minimal size. If the size of ρ is larger than |Q|.2|Q|.d2 then ρ contains an increasing cycle.

Proof. Let ρ be a d-coverability run of (q, n). Suppose: (1) the height of ρ is smaller than
|Q|.d; and (2) for every height ` ≥ 1 the number of nodes in ρ of height ` is smaller than
2|Q|.d. Then it follows that the number of nodes of ρ is bounded by 1 (the root) plus |Q|.d
times 2|Q|.d− 1 (the remaining nodes). Hence the size is bounded by |Q|.2|Q|.d2. It remains
to show that if (1) or (2) does not hold then ρ is not minimal or contains an increasing cycle.

In the first case (1) assume that the height of ρ is at least |Q|.d. In that case, there
exists a node t such that |t| = |Q|.d. The nodes on the branch from the root to t are the
prefixes of t. It follows that the number of nodes on that branch is equal to |Q|.d+ 1. Notice
that if every state of Q occurs at most d times on that branch, then the number of nodes of
that branch is bounded by |Q|.d and we get a contradiction. It follows that some state q
occurs at least d + 1 times as a label of a node in that branch. If ρ does not contain any
increasing cycle, then all repetitions induce zero or decreasing cycles. Lemma 2 shows that
by removing at most d such cycles in that branch we get another d-coverability run of (q, n),
smaller than ρ.

In the second case (2) assume that there exists a level ` ≥ 1 such that the number of
nodes in ρ of height ` is at least 2|Q|.d. It follows that ` ≥ |Q|. Notice that these nodes
have ancestors in level `− |Q|. Since the number of elements in level ` that have the same
ancestors in level ` − |Q| is bounded by 2|Q|, it follows that the level ` − |Q| contains at
least d distinct nodes t1, . . . , td such that, for some words u1, . . . , ud of length |Q|, we have
tiui ∈ ρ for every 1 ≤ i ≤ d. The pigeon-hole principle shows that we can extract a cycle
in the context between (ti, tiui) for every i. If ρ contains no increasing cycles, then these
cycles are zero or decreasing. Lemma 2 shows that by removing at most d such cycles we get
another d-coverability run of (q, n), smaller than ρ. J

Small d-coverability runs are obtained thanks to the class of witnesses of d-coverability
defined as follows. A witness of d-coverability of a configuration (q, n) is a partial run ψ with
the root labeled (q, x), where x ∈ n+ N.d. Every leaf labeled by a configuration (p,m) that
is not initial is equipped with a complete run with root label (p, y) with y ≡ m mod d and
containing an increasing cycle. A node of ψ is said to be modular when it is an ancestor
of such a leaf. We show in the sequel that the existence of d-coverability runs implies the
existence of small witnesses of d-coverability. Moreover we provide a way to forge small
d-coverability runs from small witnesses of d-coverability.

I Lemma 4. Every d-coverable configuration (q, n) has a witness ψ such that:
the subruns of ψ rooted at non-modular nodes have size at most |Q|.2|Q|.d2, and
the complete runs attached to modular leaves have size at most 2|Q|.2|Q|.d2 + 1.

Proof Sketch. We truncate a minimal d-coverability run, bottom-up, at the first increasing
cycles. The bounds follow from Lemma 3. J
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To reduce the number of modular nodes, we introduce an operation on d-coverability
witnesses that collapses cycles between modular nodes, as follows. Given a modular leaf `
and two ancestors u, v satisfying u ≺ v � ` such that qu = qv, we transform the witness as
follows. First, we introduce the minimal k ≥ 0 such that r = kd− nu + nv is non-negative.
Second, we relabel the branch from the root to the leaf ` by adding r on nodes s such that
ε � s � u and by adding kd on nodes s such that v � s � `. It is readily seen that the new
labels of u and v are equal. Third, we remove the cycle between u and v by collapsing4 the
nodes u ≺ v. Notice that after this transformation we get a witness of d-coverability for
(q, n+ r) where (q, n) was the root label of the original witness of d-coverability. We obtain
the following lemma whose proof is along the same lines as that of Lemma 3.

I Lemma 5. Let (q, n) be a configuration. By iteratively collapsing cycles, every witness
of d-coverability of (q, n) can be simplified into a witness with at most |Q|.2|Q|.d2 modular
nodes and where the height of each modular node is smaller than |Q|.d.

I Lemma 6. We may relabel modular nodes of any witness of d-coverability of (q, n) in such
a way that n` < n+ d+ |Q|.d.M for every modular leaf `.

I Theorem 7. Every d-coverable configuration (q, n) admits a d-coverability run of size at
most (n+ 5).(d2|B|)6.

Proof. By applying Lemmas 4, 5, and 6 in succession, we get a witness of d-coverability
for (q, n) satisfying the bounds in these lemmas. Assume first that the root node of that
witness is not a modular node. In that case the witness of d-coverability of (q, n) is in fact a
d-coverability run of (q, n) and by Lemma 4 the size of this run is bounded by |Q|.2|Q|.d2.

Now, suppose that the root node of the witness is a modular node. Let µ be the number
of all modular nodes, and ζ the number of all non-modular nodes. By Lemma 5 we get
µ ≤ |Q|.2|Q|.d2. We bound ζ as follows. A non-modular node t is called a side node if it is
the sibling of a modular node. Observe that non-modular nodes are descendant of side nodes
and by Lemma 4 subruns rooted in side nodes have sizes bounded by |Q|.2|Q|.d2. Since the
number of side nodes is bounded by µ, we derive that ζ ≤ µ.|Q|.2|Q|.d2.

To build a d-coverability run from the witness we iterate the following process for each
modular leaf ` in the witness. As a first step, we transform the attached complete run ρ` of `
in such a way its root label (q`, x) satisfies x ∈ n` +Nd. Recall that ρ` contains an increasing
cycle π. The above-mentioned transformation simply amounts to iterating this cycle d.n`
times. By Lemma 4 the size of ρ` is bounded by 2.|Q|.2|Q|.d2 + 1, which also bounds the size
of π. The size of the resulting complete run ρ′` is bounded by 2.|Q|.2|Q|.d2 + 1 (the size of ρ`)
plus d.n`.2.|Q|.2|Q|.d2 (the result of iterating the increasing cycle). It follows that the size of
ρ`′ is bounded by 2.(d.n` + 1).|Q|.2|Q|.d2 + 1. By Lemma 6 we have n` < n+ d+ |Q|.d.M ,
so we get that the size of ρ`′ is bounded by 2(n+ 3).M.|Q|2.2|Q|.d4 + 1.

Let (q`,m`) be the configuration of the root of ρ′`. Observe that m` ∈ n` + Nd. In the
second step we add m` − n` to each node on the branch from ` to the root of the witness.
After this step, the new label of ` is equal to the root label of ρ′`. As a third step, we simply
replace the leaf ` by the complete run ρ′`.

We obtain a d-coverability run ρ for (q, n) of size µ+ ζ, plus the sum of the sizes of the
complete runs ρ′` for each modular leaf `. This is bounded by

µ+ µ.|Q|.2|Q|.d2 + µ.(2(n+ 3).M.|Q|2.2|Q|.d4 + 1) ≤ (2n+ 9).M.|Q|3.4|Q|.d6.

Since M.2|Q| ≤ 2|B|, we get that the size of ρ is at most (n+ 5).(d2|B|)6. J

4 Collapsing two nodes u ≺ v consists in replacing the labeled subtree rooted in u by the labeled subtree
rooted in v.
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4 Reachability

This section is devoted to the proof of the following theorem.

I Theorem 8. The reachability problem for 1BVASS is in PSpace.

The complexity is w.r.t. the sizes of the input 1BVASS and root configuration, both
encoded in binary. Our proof relies on the following small witness property.

I Lemma 9. If c is a reachable configuration with a value bounded by 2|B| in a given 1BVASS
B then there exists a complete run of size at most 260|B|3 with root configuration c.

Indeed, Lemma 9 implies Theorem 8. First, notice that for configurations with value
bigger than 2|B| it suffices to solve the problem for value 0 with an auxiliary step in the
given BVASS. More precisely, if we ask for reachability of (q, n) we can add two states r, r′
such that r is initial, a new transition (q, r,−n, r′), and change the question to reachability
of (r′, 0). To verify if a configuration c with a value bounded by 2|B| is reachable, we guess a
complete run for c in nondeterministic polynomial space. Since it is impossible to maintain,
in polynomial space, all nodes of the run in the memory, we only maintain the ancestors of
the currently processed node whose other child was not processed yet. For every processed
node v if it is an initial configuration then we go back to the closest ancestor a whose other
child was not verified and proceed with that child. In this case we remove the ancestor a
from the memory. Otherwise, we guess nondeterministically two children of v such that their
triple satisfies some transition in ∆ and continue with one of the children. The procedure
nondeterministically guesses to proceed with the child whose subtree contains at most half
of the leaves in the complete run. It remains to observe that the procedure does not need
to remember more than 60|B|3 ancestors, otherwise the complete run would require more
than 260|B|3 nodes. Notice that it is possible that a node has an exponential number of
ancestors, but the procedure does not need to remember them all. The rest of this section is
devoted to prove Lemma 9.

Small complete runs are forged from the so-called witnesses of reachability. Formally, the
class of witnesses of reachability is defined inductively as follows. A witness of reachability
w of a configuration c is a partial run with root labeled by c and such that every leaf
labeled by (p,m) that is not an initial configuration is a reachable configuration equipped
with an implicit decreasing simple cycle up to the configuration (p, 0). Implicit means that
only the main branch and the dangling nodes of the decreasing cycle are given explicitly.
Each dangling configuration is equipped with a witness of reachability. Notice that every
configuration admitting a witness is reachable since the leaves of the top most partial run of
that witness are labeled by reachable configurations. The depth of a witness of reachability
is defined as follows. The depth of a complete run is zero, and the depth of a witness of
reachability that is not a complete run is one plus the maximal depth of the witnesses of
reachability defining the dangling configurations of the decreasing cycles. The depth of a
witness of reachability w is denoted by depth(w). Figure 1 shows an example witness of
reachability, suggesting how we turn it into a complete run. To bound the sizes of complete
runs obtained from reachability witnesses we introduce the value maxsize(w) denoting the
size of the biggest partial runs occurring in a witness of reachability w. The following lemma
shows that maxsize(w) provides a simple way to bound values occurring in w.

I Lemma 10. For every witness of reachability w of a configuration with a value bounded by
2|B|, the root values of the partial runs used by w are bounded by 2|B|. Moreover, any value
occuring in w is bounded by 22|B|.maxsize(w).
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Figure 1 A witness whose topmost partial run has two leaves that are not initial. Decreasing
cycles are attached, and the dangling configurations are provided with their subwitnesses.

Proof. The maximal root values can be bounded by observing that, except for the top most
partial run of w, partial runs provide root configurations that are dangling configurations of
simple decreasing cycles. It follows that these values cannot exceed |Q|.M ≤ 2|B|. We bound
the other values as follows. Observe that the total sum of displacements plus the leave values
of a partial run is equal to its root value. It follows that every value of w is bounded by
2|B| + maxsize(w).M ≤ 22|B|.maxsize(w). J

I Lemma 11. Let w be a witness of reachability of a configuration (q, n) satisfying n ≤ 2|B|
in a 1BVASS B. There exists a complete run ρw with root label (q, n) and size bounded by
(210|B|.maxsize(w))2(depth(w)+1).

Proof. We associate to s, ` ∈ N the set Cs,` of configurations (q, n) such that n ≤ 2|B| and
such that there exists a witness of reachability w of (q, n) such that maxsize(w) ≤ s and
depth(w) ≤ `. We also define f(s, `) = maxc∈Cs,`

(|ρc|), where |ρc| is the minimal size of a
complete run rooted at c. Such a run always exist since c is reachable. Notice that f(s, 0) ≤ s
since a witness of reachability of depth 0 is a complete run.

We provide a bound for f(s, `+1) using f(s, `). Consider a configuration c ∈ Cs,`+1. There
exists a witness of reachability of c with depth bounded by `+1 such that maxsize(w) ≤ s. Let
ρ be the top most partial run of w. Suppose there is a leaf labeled by a non-initial configuration
(p,m) that is provided with an implicit simple decreasing cycle up to (p, 0). Let us denote
by −d the effect of that cycle. As the cycle is simple, it follows that d ≤ |Q|.M ≤ 2|B|.
The dangling configurations c1, . . . , ck of that cycle are given by witnesses of reachability
w1, . . . , wk such that depth(wj) ≤ ` and maxsize(wj) ≤ s. It follows that c1, . . . , ck ∈ C`,s.
By induction, the dangling configurations c1, . . . , ck can be replaced by complete runs of size
bounded by f(s, `). Since the cycle is simple, k ≤ |Q|. After these replacements we obtain an
(explicit) simple cycle π of size at most |Q|+ |Q|.f(s, `). Moreover, since (p,m) is reachable, it
is d-coverable. Theorem 7 shows that there exists a d-coverability run for (p,m) of size at most
(m+ 5).(d.2|B|)6. Lemma 10 shows that m ≤ 22|B|.maxsize(w). Since 5 ≤ 23|B|.maxsize(w)
we get m+ 5 ≤ 24|B|.maxsize(w). We derive that there is a d-coverability run ρ of (p,m) of
size bounded by λ = 216|B|.maxsize(w) ≤ 216|B|.s.

There exists k ∈ N such that (p,m + k.d) is the root configuration of ρ. In order to
obtain a complete run with root configuration (p,m), we just have to consider πkρ. Notice
that we can never reach a value below zero since π is a decreasing cycle up to (p, 0). As
m+k.d ≤ λ.M , it follows that k ≤ λ.M . We have proved that there exists a complete run with
root configuration (p,m) and of size bounded by λ.M.(|Q|+ |Q|f(s, `)) + λ ≤ 219|B|.s.f(s, `).
Finally, by replacing every non-terminal leaf by a complete run as performed previously, we
get a complete run with root configuration c and size bounded by 219|B|.s2.f(s, `). We have
proved that f(s, `+ 1) is bounded by that value. An immediate induction shows that

f(s, `) ≤ (219|B|.s2)`.f(s, 0) ≤ (219|B|.s2)`.s ≤ (210|B|.s)2(`+1). J
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By Lemma 11, to prove Lemma 9 it suffices to find a witness w such that maxsize(w)
is bounded exponentially and depth(w) is bounded polynomially in the size of the given
1BVASS. Before we prove that we introduce some notation and two auxiliary lemmas.

Before the next lemma we introduce an operation that intuitively moves increasing cycles
from left branches to right branches. By applying that operation as many times as possible,
we obtain a so-called saturated partial run. Formally, a partial run ρ is said to be reducible
in a node s if there exists an increasing cycle π between (sL, t) for some node t � sL, and a
minimal node v in π such that qv is the state of some descendant of sR. A partial run that
is not reducible is said to be saturated.

I Lemma 12. For every partial run ρ there exists a saturated partial run ρ′ with the same
root configuration, the same number of nodes, and the same mutiset of leaf configurations.

Proof. Assume that a partial run ρ is reducible on a node s. Let us denote by π an increasing
d-cycle between (sL, t) in ρ for some node t � sL and a minimal node v in π such that
qv = qv′ for some v′, a descendant of sR. Let π = π1π2 be such that π1 is the fragment of π
with the source node v. We define π′ = π2π

′
1, where π′1 is obtained from π1 by decreasing all

values on the main branch by nv. Since v is minimal, notice that π′ is an increasing d-cycle
from (qv, 0) up to (qv, d) such that the multiset of configurations of nodes not on the main
branch in π and π′ are equal. By removing from ρ the increasing cycle π, and inserting
the increasing cycle π′ into v′, we get a partial run ρ′ such that the root configuration, the
number of nodes, and the mutiset of leaf configurations remain the same as in ρ. Notice that
by removing π we decrease the value of s by d, but by inserting π′ its value is increased by d,
therefore, these operations do not cause a drop below 0. Since this transformation can be
performed only a finite number of times, at some point, we get a saturated run satisfying the
lemma. J

I Lemma 13. The number of nodes of a saturated run with root labeled (q, n) with n ≤ 2|B|
that does not contain any decreasing or zero cycles is bounded by 25|B|2 .

To prove Lemma 9 we will decompose partial runs that contain a decreasing cycle. Since
such cycles are not necessarily simple, we provide the following lemma.

I Lemma 14. For every decreasing cycle π there exists a state p that labels a main node of
π and a simple decreasing cycle π′ up to (p, 0) such that the set of dangling configurations of
π′ is included in the set of dangling configurations of π.

Proof of Lemma 9. We consider a reachable configuration c with a value bounded by 2|B|.
Obviously c admits a witness of reachability because every complete run is a witness. By
Lemma 11 we need to find a witness w of c such that maxsize(w), depth(w) have proper
bounds. To do so, we associate to every witness w the sequence of natural numbers
s(w) = (sj)j≥1, where sj is the number of partial runs of size j in w, called the rank
of w. These sequences are ordered colexicographically by the total order v defined by
(sj)j≥1 v (s′j)j≥1 if the two sequences are equal or there exists j ≥ 1 such that sj < s′j and
si = s′i for every i > j. Notice that sequences s(w) have finite support, i.e., {j | sj 6= 0} is
finite. When restricted to sequences with finite support the order v is well-founded, i.e.,
there are no infinite decreasing sequences. We consider for the remainder of the proof a
reachability witness w with a minimal rank (for v).

Suppose w has depth ` > |Q|. Then there exists a sequence π1 . . . π` of implicit decreasing
simple cycles such that πi+1 is a cycle equipped to the partial run of a dangling node in πi.
Then there exist i < j such that πi and πj have the same state in the root. We replace πi with
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πj . In particular we remove all cycles πi . . . πj−1 and all partial runs that were associated to
them. The resulting witness has a smaller rank which contradicts our minimality assumption
on w.

Now, suppose that w contains partial runs of size bigger than 25|B|2 . Let σ be a partial
run having the maximal size and such that its depth is maximal (with respect to others
of the same size). Notice that all partial runs of larger depth are smaller than σ. Using
Lemma 12 we turn σ into a saturated run without changing the multiset of configurations
of the leaves. Lemma 10 shows that the run σ has root value at most 2|B| and thus by
Lemma 13 there exists a decreasing or a zero cycle π in σ. If π is a zero cycle then we
just remove it obtaining a smaller rank which contradicts our minimality assumption on
w. Otherwise, π is a decreasing cycle. By Lemma 14 there exists a state p that labels a
main node u of π and a simple decreasing cycle π′ up to (p, 0) such that the set of dangling
configurations of π′ is included in the set of dangling configurations of π. Since π is a cycle,
we can assume w.l.o.g. that u is distinct from the source of π. Let v be the original node
of u in σ. By assuption on u, notice that v is an internal node of σ. We define σ′ as the
partial run truncated at v and equip it with the simple decreasing cycle π′. Since v is an
internal node, σ′ is smaller from σ. The configurations of dangling nodes in π′ are also
configurations of dangling nodes in π, which come from σ. We use the partial subruns of σ
as partial runs for dangling nodes in π′. These subruns come with implicit simple decreasing
cycles and additional partial runs of smaller depth. Notice that, possibly, we have introduced
double copies of partial runs of smaller depth. Let us show that the resulting witness w′
has a smaller rank which will contradict our minimality assumption on w. Recall that all
partial runs of bigger depth are smaller than σ. Since we have decreased the size of σ, and
all introduced partial runs are of smaller size than σ it follows that s(w′) @ s(w).

We have proved that depth(w) ≤ |Q| and maxsize(w) ≤ 25|B|2 . From Lemma 11, we get
a complete run rooted by (q, n) with size bounded by 260|B|3 . J

5 Hardness

We prove that the reachability problem for 1BVASS is PSpace-hard. Intuitively, one would
like to encode runs of an alternating PTime Turing machine: the tape configuration is
maintained as the binary representation of the counter value, and alternation is represented
by the branching structure of the run. At first sight, binary rules of BVASS are not compatible
with any sort of alternation: the value ` of a node may come from two arbitrary values `1, `2
from children with the sole restriction that ` = `1 + `2. It thus seems pointless to pretend
to replicate information encoded in ` into both `1 and `2. However, we show that one can
enforce —in a highly restricted setting— that transitions behave in a regular way, where
` = 2 · `1 = 2 · `2. Using this, child nodes can recover information from the parent node: the
i-th bit of the child has a 1 iff the i+ 1-th bit of the parent has a 1. In this way information
can be ‘copied’ into different branches, and we can benefit from some form of alternation.

I Theorem 15. The reachability problem for 1BVASS is PSpace-hard.

Proof Idea. The proof goes by reduction from the PSpace-complete problem of validity for
Quantified Boolean Formulas. Given a QBF sentence, such as

ϕ = ∀P1 ∃P2 ∀P3 (P1 ∨ ¬P2 ∨ P3) ∧ (¬P1 ∨ P2),

we define a polynomial size 1BVASS B, in such a way that the configuration (q1, 0) is
reachable if, and only if, ϕ is valid. Transitions in B enforce that any complete run for (q1, 0)
encodes a ‘certificate’ of the validity of ϕ. In particular, this certificate contains
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nondeterministic choices for the valuation of existentially quantified variables such as P2;
one branch for each of the exponentially-many valuations for universally quantified
variables, such as P1 and P3;
for each branch encoding a valuation, a sub-branch for each disjunctive clause, certifying
that the clause is true under that valuation.

Levels. For this reduction, it is natural to think of runs as proceeding top-down instead
of bottom-up as done hitherto. That is, we start with a configuration (q1, 0) at the root,
and we build valuations going downward until eventually finding an initial configuration
on every branch. From this perspective, transitions of B ‘increment’ a value c > 0 before
‘splitting’ the value into children with states q′, q′′ with a transition of the form (q′, q′′,−c, q).
The behaviour of B ensure that any complete run for (q1, 0) can be divided into ‘levels’, so
that the i-th level of the tree contains encodings for the choices of valuations for the first i
variables of ϕ. For the purpose of this sketch, the level i is the set of all nodes of height 2 · i
in the run (e.g., in the run of Figure 2, nodes at level i are those labelled qi+1).

Valuation encoding. Variable valuations are encoded in the counter value by exploiting
its compact binary representation, which throughout the run remains always a bitstring of
quadratic length in the size of the sentence ϕ. The counter value bitstring can be split into
equal length segments, one for each variable, so that the i-th segment is a 2m substring
encoding the valuation of the i-th variable of ϕ, where m is the number of universally
quantified variables plus the log2 of the number of conjuncts of ϕ —in our running example,
m = 3. The encoding of a valuation for a variable will evolve along the run, for example
the encoding for P1 being true at nodes at different levels may differ. This is because
branchings change the counter value and thus its binary representation. For a node at level
j, the encoding for a true (>) valuation of a variable Pi with i ≤ j is through a bitstring
0u(j)−1102m−u(j) at the i-th segment, where u(j) is the number of universally quantified
variables Pi with i ≤ j in the input sentence —in our example, u = {(1, 1), (2, 1), (3, 2)}.
Similarly, the way to encode a false (⊥) valuation is through the bitstring 0m+u(j)−110m−u(j).
For ϕ as above, where m = 3, the valuation {(P1,>), (P2,⊥), (P3,⊥)} at level 3 (i.e., j = 3,
u(j) = 2) is represented by the bitstring z = (010|000)(000|010)(000|010) (parentheses and
pipes are only to improve readability). Let us call the ‘(i, j)-bit’ the j-th most significant bit
of the i-th most significant segment in the bitstring, and let ci,j ∈ N be the number whose
sole (i, j)-bit is 1 in its binary representation (e.g., for z as above, z = c1,2 + c2,5 + c3,5).

As discussed before, for this reduction to work we need that already defined valuation are
somehow ‘replicated’ in all the subtrees, that is, when a configuration branches, information
on the valuations is preserved in both children configurations and remains uncorrupted. For
this, we enforce that, for every internal node t inside a complete run for (q1, 0) of B, either:
1. t has a right child with the initial configuration (qI , 0), or, otherwise,
2. both children of t have the same value, that is, nt = 2 · ntL = 2 · ntR.
Assuming such a property (as verified by the run of Fig. 2), information can be ‘spread’
along branches of a run: at any node t of type (2) the i-th least significant bit of nt is 1 iff
the (i − 1)-th least significant bit of ntL and ntR are 1. We use transitions of type (1) to
generate a new valuation for the i-th variable, and transitions of type (2) to split the current
valuation into two branches. For example, a configuration containing a true segment with
bitstring 0i−1102m−i is split into two children whose segment value is now 0i102m−i−1, which
still codes a true value for the next level i+ 1. The choice of m is such that it corresponds

ICALP 2017



119:12 Reachability for Succinct 1BVASS

q1, (000|000)(000|000)(000|000)
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q>2 , (100|000)(000|000)(000|000) q?2 , (000|100)(000|000)(000|000)
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Figure 2 Clipping of a complete run for (q1, 0). Values are represented by 3 segments of 6 bits.

to the maximum number of transitions of type (2) in any root-to-leaf branch of the run. In
other words, m is the maximum distance that a 1-bit can ‘travel’ along the run.

Here we only show how to build B for our running example ϕ. We use the state space
Q = {qj , q>i , q⊥i , sψ, r

j
A, qI | 1 ≤ i ≤ 3, 1 ≤ j ≤ 4, ψ : clause, A : atom}. For each universally

quantified variable Pi (i.e., for i = 1, 3) we include a transition (q>i , q⊥i , 0, qi), which splits the
run into a subtree where Pi is true (q>i ) and another where it is false (q⊥i ). On the other hand,
for each existentially quantified variable Pi (i.e., for i = 2), we include non-deterministic
transitions (q>i , qI , 0, qi) and (q⊥i , qI , 0, qi), which choose one valuation for Pi. Each state q>i
and q⊥i has a transition incrementing the corresponding bit in the encoding: (qi+1, qI ,−c, q>i )
for c having its (i, u(i))-bit in 1, and 0’s elsewhere; and (qi+1, qI ,−c̄, q⊥i ) for c̄ having its
(i,m+ u(i))-bit in 1, and 0’s elsewhere. Finally, B checks for the satisfaction of both clauses
by splitting the computation through the transition (sP1∨¬P2∨P3 , s¬P1∨P2 , 0, q4). For each
clause, B chooses the atom which will witness its satisfaction, with transitions (r1

A, qI , 0, sψ)
for every disjunctive clause ψ of ϕ and atom A of ψ (e.g., for ψ = ¬P1 ∨ P2 and A = ¬P1).
Finally, the job of r1

A is to decrement the (i,m)-bit for verifying that Pi holds true, or the
(i, 2m)-bit otherwise. However, this choice between the (i,m)- and the (i, 2m)-bit must be
consistent with the choice of the atom A (e.g., if A = ¬P2 then we must verify that P2 is
false and thus we shouldn’t allow the decrement of the (i,m)-bit). Concretely, we include a
transition (ri+1

A , qI , ci,m, r
i
A) if and only if A is not ¬Pi; and we include (ri+1

A , qI , ci,2m, r
i
A)

iff A is not Pi. Finally, the initial states I is defined as all states r4
A for an atom A, as well

as qI .
Figure 2 contains a depiction of a complete run witnessing the validity of ϕ. J

6 Conclusion

An interesting next question is the complexity of the reachability problem for two-dimensional
BVASS, which we conjecture decidable. One approach to establishing decidability could be
by generalising the classical algorithm of Hopcroft and Pansiot for two-dimensional VASS [12].
To determine the precise complexity, investigating branching extensions of the flatness notion
(cf. [18, 3]) and the cutting technique (cf. [9]) seem like promising directions.
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Abstract
In this paper, we investigate the finite satisfiability and model checking problems for the logic
D of the sub-interval relation under the homogeneity assumption, that constrains a proposition
letter to hold over an interval if and only if it holds over all its points. First, we prove that the
satisfiability problem for D, over finite linear orders, is PSPACE-complete; then, we show that
its model checking problem, over finite Kripke structures, is PSPACE-complete as well.
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1 Introduction

For a long time, interval temporal logic (ITL) was considered as an attractive, but impractical,
alternative to standard point-based ones. On the one hand, as pointed out, among others,
by Kamp and Reyle [9], “truth, as it pertains to language in the way we use it, relates
sentences not to instants but to temporal intervals”, and thus ITL is a natural choice for
a specification/representation language; on the other hand, the high undecidability of the
satisfiability problem for the most well-known ITLs, such as Halpern and Shoham’s HS [7]
and Venema’s CDT [18], prevented an extensive use of them (in fact, some very restricted
variants of them have been successfully applied in formal verification and AI over the years).
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The recent discovery of a significant number of expressive enough and computationally
well-behaved ITLs changed the landscape a lot [6, 13]. Among them, the logic AA of
temporal neighborhood [5] and the logic D of (temporal) sub-intervals [4] have a central
position. In this paper, we focus on the latter one. D features one modality only, which
corresponds to the Allen relation during [1]. Since any sub-interval can be defined as an
initial sub-interval of an ending one, or, equivalently, as an ending sub-interval of an initial
one, it is a (proper) fragment of the logic BE of Allen’s relations started-by and finished-by.
From a computational point of view, D is a real character: its satisfiability problem is
PSPACE-complete over the class of dense linear orders [4, 16] (the problem is undecidable
for BE [10]), it becomes undecidable when the logic is interpreted over the classes of finite
and discrete linear orders [11], and it is still unknown over the class of all linear orders. As for
its expressiveness, unlike AA– which is expressively complete with respect to the two-variable
fragment of first-order logic for binary relational structures over various linearly-ordered
domains [5, 15] – three variables are needed to encode D in first-order logic (the two-variable
property is a sufficient condition for decidability, but it is not a necessary one).

In this paper, we show that the decidability of the satisfiability problem for D over the
class of finite linear orders can be recovered under the homogeneity assumption (such an
assumption constrains a proposition letter to hold over an interval if and only if it holds
over all its points). We first prove that the problem belongs to PSPACE by exploiting a
suitable contraction method. In addition, we prove that the proposed satisfiability checking
algorithm can be turned into a PSPACE model checking procedure for D formulas over
finite Kripke structures (under the homogeneity assumption); PSPACE-hardness of both
problems follows via a reduction from the language universality problem of nondeterministic
finite-state automata. PSPACE-completeness of D model checking strongly contrasts with
the case of BE, for which only a nonelementary model checking procedure is known [12] and
an EXPSPACE-hardness result has been given [2].

The rest of the paper is organized as follows. In Section 2, we provide some background
knowledge. Then, in Section 3, we prove the PSPACE membership of the satisfiability
problem for D over finite linear orders (under the homogeneity assumption). Finally, in
Section 4, we show that the model checking problem for D over finite Kripke structures
(again, under the homogeneity assumption) is in PSPACE as well.

All the proofs – here omitted because of lack of space – can be found in [3].

2 The logic D of the sub-interval relation

Let S = 〈S,<〉 be a linear order. An interval over S is an ordered pair [x, y], where x ≤ y. We
denote the set of all intervals over S by I(S). We consider three possible sub-interval relations:
(i) the reflexive sub-interval relation (denoted as v), defined by [x, y] v [x′, y′] iff x′ ≤ x

and y ≤ y′, (ii) the proper (or irreflexive) sub-interval relation (denoted as @), defined by
[x, y] @ [x′, y′] iff [x, y] v [x′, y′] and [x, y] 6= [x′, y′], and (iii) the strict sub-interval relation
(denoted as @· ), defined by [x, y]@· [x′, y′] iff x′ < x and y < y′.

The three modal logics Dv, D@, and D@· feature the same language, consisting of a set
AP of proposition letters/variables, the logical connectives ¬ and ∨, and the modal operator
〈D〉. Formally, formulae are defined by the grammar: ϕ ::= p | ¬ϕ | ϕ ∨ ϕ | 〈D〉ϕ, with
p ∈ AP . The other connectives, as well as the logical constants > (true) and ⊥ (false), are
defined as usual; moreover, the dual universal modal operator [D]ϕ is defined as ¬〈D〉¬ϕ.
The length of a formula ϕ, denoted as |ϕ|, is the number of sub-formulas of ϕ.

The semantics of D@· , D@, and Dv only differ in the interpretation of the 〈D〉 operator.
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For the sake of brevity, we use ◦ ∈ {@· ,@,v} as a shorthand for any of the three sub-interval
relations. The semantics of a sub-interval logic D◦ is defined in terms of interval models
M = 〈I(S), ◦,V〉. The valuation function V : AP 7→ 2I(S) assigns to every proposition variable
p the set of intervals V(p) over which p holds. The satisfiability relation |= is defined as:

for every proposition letter p ∈ AP , M, [x, y] |= p iff [x, y] ∈ V(p);
M, [x, y] |= ¬ψ iff M, [x, y] 6|= ψ (i.e., it is not true that M, [x, y] |= ψ);
M, [x, y] |= ψ1 ∨ ψ2 iff M, [x, y] |= ψ1 or M, [x, y] |= ψ2;
M, [x, y] |=〈D〉ψ iff there is an interval [x′, y′] ∈ I(S) s.t. [x′, y′]◦[x, y] and M, [x′, y′] |=ψ.

A D◦-formula is D◦-satisfiable if it holds over some interval of an interval model and it is
D◦-valid if it holds over every interval of every interval model.

In this paper, we restrict our attention to the finite satisfiability problem, that is,
satisfiability over the class of finite linear orders. The problem has been shown to be
undecidable for D@ and D@· [11] and decidable for Dv [14]. In the following, we show that
decidability can be recovered for D@ and D@· by restricting to the class of homogeneous
interval models. We fully work out the case of D@ (for the sake of simplicity, we will write D
for D@), and then we briefly explain how to adapt the proofs to D@· .

I Definition 1. A model M = 〈I(S), ◦,V〉 is homogeneous if, for every interval [x, y] ∈ I(S)
and every p ∈ AP , it holds that [x, y] ∈ V(p) iff [x′, x′] ∈ V(p) for every x ≤ x′ ≤ y.

Hereafter, we will refer to the logic D interpreted over homogeneous models as D|Hom.

2.1 A spatial representation of interval models
We now introduce some basic definitions and notation which will be extensively used in the
following. Given a D-formula ϕ, we define the closure of ϕ, denoted by CL(ϕ), as the set of
all sub-formulas ψ of ϕ and of their negations ¬ψ (we identify ¬¬ψ with ψ).

I Definition 2. Given a D-formula ϕ, a ϕ-atom A is a subset of CL(ϕ) such that: (i) for
every ψ ∈ CL(ϕ), ψ ∈ A iff ¬ψ 6∈ A, and (ii) for every ψ1 ∨ ψ2 ∈ CL(ϕ), ψ1 ∨ ψ2 ∈ A iff
ψ1 ∈ A or ψ2 ∈ A.

The idea underlying atoms is to enforce a “local” (or Boolean) form of consistency among
the formulas it contains, that is, a ϕ-atom A is a maximal, locally consistent subset of CL(ϕ).
As an example, ¬(ψ1 ∨ ψ2) ∈ A iff ¬ψ1 ∈ A and ¬ψ2 ∈ A. However, note that the definition
does not set any constraint on 〈D〉ψ formulas, hence the word “local”. We denote the set of
all ϕ-atoms as Aϕ; its cardinality is clearly bounded by 2|ϕ| (by point (i) of Definition 2).
Atoms are connected by the following binary relation Dϕ.

I Definition 3. Let Dϕ be a binary relation over Aϕ such that, for each pair of atoms
A,A′ ∈ Aϕ, A Dϕ A

′ holds iff both ψ ∈ A′ and [D]ψ ∈ A′ for each formula [D]ψ ∈ A.

Let A be a ϕ-atom. We denote by ReqD(A) the set {ψ ∈ CL(ϕ) : 〈D〉ψ ∈ A} of “temporal
requests” of A. In particular, if ψ /∈ ReqD(A), then [D]¬ψ ∈ A (by the definition of ϕ-atom).
Moreover, we denote by REQϕ the set of all arguments of 〈D〉-formulas in CL(ϕ), namely,
REQϕ = {ψ : 〈D〉ψ ∈ CL(ϕ)}. Finally, we denote by ObsD(A) the set {ψ ∈ A : ψ ∈ REQϕ}
of observables of A. It is easy to prove by induction the next proposition, stating that, once
the proposition letters of A and its temporal requests have been fixed, A gets unambiguously
determined.

I Proposition 4. For any D-formula ϕ, given a set R ⊆ REQϕ and a set P ⊆ CL(ϕ) ∩ AP ,
there exists a unique ϕ-atom A that satisfies ReqD(A) = R and A ∩ AP = P .

ICALP 2017
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(x0, y0)
(x3, y3)

(x1, y1)

(x2, y2)
[x0, y0]

[x3, y3]

[x1, y1]
[x2, y2]

Figure 1 Correspondence between intervals and points of the compass structure.

We now provide a natural interpretation of D over grid-like structures, called compass
structures, by exploiting the existence of a natural bijection between intervals [x, y] and
points (x, y), with x ≤ y, of an S × S grid, where S = 〈S,<〉 is a finite linear order. Such an
interpretation was originally proposed by Venema in [17], and it can also be given for HS
and all its (other) fragments.

As an example, Figure 1 shows four intervals [x0, y0], . . . , [x3, y3], respectively represented
by the points in the grid (x0, y0), . . . , (x3, y3), such that: (i) [x0, y0], [x1, y1], [x2, y2] @ [x3, y3],
(ii) [x1, y1]@· [x3, y3], and (iii) [x0, y0], [x2, y2] 6@· [x3, y3]. The red region highlighted in Figure 1
contains all and only the points (x, y) such that [x, y] @ [x3, y3]. Allen interval relation
contains can thus be represented as a spatial relation between pairs of points. In the following,
we make use of @ also for relating points, i.e., given two points (x, y), (x′, y′) of the grid,
(x′, y′) @ (x, y) iff (x′, y′) 6= (x, y) and x ≤ x′ ≤ y′ ≤ y. Compass structures, repeatedly
exploited to establish the following complexity results, can be formally defined as follows.

I Definition 5. Given a finite linear order S = 〈S,<〉 and a D-formula ϕ, a compass ϕ-
structure is a pair G = (PS,L), where PS is the set of points of the form (x, y), with x, y ∈ S
and x ≤ y, and L is a function that maps any point (x, y) ∈ PS to a ϕ-atom L(x, y) in
such a way that for all pairs of points (x, y) 6= (x′, y′) ∈ PS , if x ≤ x′ ≤ y′ ≤ y, then
L(x, y) Dϕ L(x′, y′) (temporal consistency).

Due to temporal consistency, the following important property holds in compass structures.

I Lemma 6. Given a compass ϕ-structure G=(PS,L), for all pairs of points (x′, y′),(x, y)∈PS,
if (x′, y′)@(x, y), then ReqD(L(x′, y′))⊆ReqD(L(x, y)) and ObsD(L(x′, y′))⊆ReqD(L(x, y)).

Fulfilling compass structures are defined as follows.

I Definition 7. A compass ϕ-structure G = (PS,L) is said to be fulfilling if, for every point
(x, y) ∈ PS and each formula ψ ∈ ReqD(L(x, y)), there exists a point (x′, y′) @ (x, y) in PS
such that ψ ∈ L(x′, y′).

Note that if G is fulfilling, then ReqD(L(x, x)) = ∅ for all points “on the diagonal” (x, x) ∈ PS.
We say that a compass ϕ-structure G = (PS,L) features a formula ψ if there exists a

point (x, y) ∈ PS such that ψ ∈ L(x, y). The following result holds.

I Proposition 8. A D-formula ϕ is satisfiable iff there is a fulfilling compass ϕ-structure
that features it.

In a fulfilling compass ϕ-structure G = (PS,L), where S = {0, . . . , t}, w.l.o.g., we will
sometimes assume ϕ to be satisfied by the maximal interval [0, t], that is, ϕ ∈ L(0, t).

The notion of homogeneous models directly transfers to compass structures.



L. Bozzelli, A. Molinari, A. Montanari, A. Peron, and P. Sala 120:5

I Definition 9. A compass ϕ-structure G = (PS,L) is homogeneous if, for every point
(x, y) ∈ PS and each p ∈ AP , we have that p ∈ L(x, y) iff p ∈ L(x′, x′) for all x ≤ x′ ≤ y.

Proposition 8 can be tailored to homogeneous compass structures as follows.

I Proposition 10. A D|Hom-formula ϕ is satisfiable iff there is a fulfilling homogeneous
compass ϕ-structure that features it.

3 Satisfiability of D|Hom over finite linear orders

In this section, we devise a satisfiability checking procedure for D|Hom-formulas over finite
linear orders, which will also allow us to easily derive a model checking algorithm for D|Hom
over finite Kripke structures. To start with, we show that there is a ternary relation between
ϕ-atoms, that we denote by Dϕ , such that if it holds among all atoms in consecutive
positions of a compass ϕ-structure, then the structure is fulfilling. Hence, we may say that
Dϕ is the rule for labeling fulfilling compasses. Next, we introduce an equivalence relation
∼ between rows of a compass ϕ-structure. Since it has finite index – exponentially bounded
by |ϕ| – and it preserves fulfillment of compasses, it is intuitively possible to “contract” the
structures when we can find two related rows. Moreover, any contraction done according
to ∼ keeps the same atoms (only the number of their occurrences may vary), and thus if
a compass features ϕ before the contraction, then ϕ is still featured after it. This fact is
exploited to build a satisfiability algorithm for D|Hom-formulas which makes use of polynomial
working space only, because (i) it only needs to keep track of two rows of a compass at a
time, (ii) all rows satisfy some nice properties that make it possible to succinctly encode
them, and (iii) compass contractions are implicitly performed by means of a reachability
check in a suitable graph, whose nodes are the equivalence classes of ∼.

Let us now introduce the aforementioned ternary relation Dϕ among atoms.

I Definition 11. Given three ϕ-atoms A1, A2 and A3, we say that A3 is Dϕ-generated
by A1, A2 (written A1A2 Dϕ A3) if: (i) A3 ∩ AP = A1 ∩ A2 ∩ AP and (ii) ReqD(A3) =
ReqD(A1) ∪ReqD(A2) ∪ ObsD(A1) ∪ ObsD(A2).

It is immediate to check that A1A2 Dϕ A3 iff A2A1 Dϕ A3, that is, the order of the
first two components in the ternary relation is irrelevant. The next result, following from
Proposition 4, proves that Dϕ expresses a functional dependency on ϕ-atoms.

I Lemma 12. Given two ϕ-atoms A1, A2 ∈ Aϕ, there exists exactly one ϕ-atom A3 ∈ Aϕ
such that A1A2 Dϕ A3.

Definition 11 and Lemma 12 can be exploited to label a homogeneous compass ϕ-structure
G, namely, to determine the ϕ-atoms labeling all the points (x, y) of G, starting from the
ones on the diagonal. The idea is the following: if two ϕ-atoms A1 and A2 label respectively
the greatest proper prefix [x, y − 1], that is, the point (x, y − 1), and the greatest proper
suffix [x + 1, y], that is, (x + 1, y), of the same interval [x, y], then the atom A3 labeling
[x, y] is unique, and it is precisely the one satisfying A1A2 Dϕ A3 (see Figure 2). The next
lemma proves that this is the general rule for labeling fulfilling homogeneous compasses.

I Lemma 13. Let G = (PS,L). G is a fulfilling homogeneous compass ϕ-structure iff,
for every pair x, y ∈ S, we have: (i) L(x, y − 1)L(x + 1, y) Dϕ L(x, y) if x < y, and
(ii) ReqD(L(x, y)) = ∅ if x = y.

ICALP 2017
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(x, y) (x+1, y)

(x, y−1)

x x+1

y

y−1 rowy−1

rowy

Figure 2 Rule for labeling homogeneous fulfilling compass ϕ-structures.

Now we introduce the concept of ϕ-row, which can be viewed as the ordered sequence of
(the occurrences of) atoms labelling a row of a compass ϕ-structure. Given an atom A ∈ Aϕ,
we call it reflexive if A Dϕ A, irreflexive otherwise.

I Definition 14. A ϕ-row is a finite sequence of ϕ-atoms row = Am0
0 · · ·Amn

n , where Am
stands for m repetitions of A, such that for each 0 ≤ i ≤ n, we have that mi > 0 – if
mi > 1, then Ai is reflexive – and for each 0 ≤ j < i, it holds that Ai Dϕ Aj , Ai 6= Aj , and
(Aj ∩ AP ) ⊇ (Ai ∩ AP ). Moreover, ReqD(A0) = ∅.

The length of a ϕ-row row = Am0
0 · · ·Amn

n is defined as |row| =
∑

0≤i≤nmi, and for
each 0 ≤ j < |row|, the j-th element, denoted by row[j], is the j-th symbol in the word
Am0

0 · · ·Amn
n , e.g., row[0] = A0, row[m0] = A1, . . . . We denote by Rowsϕ the set of all

possible ϕ-rows. This set may be infinite.
The number of distinct atoms in any ϕ-row is bounded. Since for each 0 ≤ i ≤ n

and each 0 ≤ j < i, Ai Dϕ Aj , it holds that ReqD(Aj) ⊆ ReqD(Ai). Therefore, two
monotonic sequences for every ϕ-row can be considered, one increasing, i.e., ∅ = ReqD(A0) ⊆
ReqD(A1) ⊆ . . . ⊆ ReqD(An), and one decreasing, i.e., (A0 ∩ AP) ⊇ (A1 ∩ AP) ⊇ . . . ⊇
(An ∩AP ). The number of distinct elements is bounded by |ϕ| in the former sequence and by
|ϕ|+ 1 in the latter (as |REQϕ | ≤ |ϕ| − 1 and |AP | ≤ |ϕ|–w.l.o.g., we can consider only the
letters actually occurring in ϕ). Since, as already shown (Proposition 4), a set of requests
and a set of proposition letters uniquely determine a ϕ-atom, any ϕ-row may feature at most
2|ϕ| distinct atoms, i.e., n < 2|ϕ|.

Given a homogeneous compass ϕ-structure G = (PS,L), for every y ∈ S, we define rowy
as the word of ϕ-atoms rowy = L(y, y) · · · L(0, y), i.e., the sequence of atoms labeling points
of G with the same y-coordinate, starting from the one on the diagonal inwards (see Figure 2).

I Lemma 15. Let G = (PS,L) be a fulfilling homogeneous compass ϕ-structure. For every
y ∈ S, rowy is a ϕ-row.

We now define the successor relation between pairs of ϕ-rows, denoted as rowϕ , which
is basically a component-wise application of Dϕ over the elements of two ϕ-rows (remember
that atoms on rows are collected from right to left).

I Definition 16. Given two ϕ-rows row and row′, we say that row′ is a successor of row, or
row rowϕ row′, if |row′| = |row|+1, and for all 0 ≤ i < |row|, row[i]row′[i] Dϕ row′[i+1].
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row1 Ai . . . ↑k . . . Ai

B′B′′. . .B′′′. . .B′′′

=

row2

mi

starti positions

rank(Ai) ≥ rank(B′) > rank(B′′) > . . . > rank(B′′′)

B′ = row2[starti + 1]

Figure 3 A graphical account of the proof of Lemma 18.

The next lemma states that consecutive rows in homogeneous fulfilling compass ϕ-
structures respect the successor relation.

I Lemma 17. Let G = (PS,L), with ReqD(L(x, x)) = ∅ for all (x, x) ∈ PS. G is a fulfilling
homogeneous compass ϕ-structure iff, for each 0 ≤ y < |S| − 1, rowy rowϕ rowy+1.

Given an atom A ∈ Aϕ, we define the rank of A, written rank(A), as |REQϕ |−|ReqD(A)|.
Clearly, rank(A) < |ϕ|. Whenever A Dϕ A′, for some A′ ∈ Aϕ, ReqD(A′) ⊆ ReqD(A),
and hence rank(A) ≤ rank(A′) and |ReqD(A) \ ReqD(A′)| ≤ rank(A′). We can see the
rank of an atom as the “number of degrees of freedom” that it gives to the atoms that
stay “above it”. In particular, by definition, for every ϕ-row row = Am0

0 · · ·Amn
n , we have

rank(A0) ≥ . . . ≥ rank(An). The next result uses the notion of rank to provide an insight
on how consecutive ϕ-rows are connected (see Figure 3).

I Lemma 18. Let row1, row2 be two ϕ-rows, with row1 =Am0
0 · · ·Amn

n and row1 rowϕ row2.
For each 0 ≤ i ≤ n, let starti =

∑
0≤j<imj. If mi > rank(Ai), then there exists starti <

k ≤ starti +mi such that: (i) row2[k] is reflexive; (ii) rank(row2[j]) > rank(row2[j + 1])
for each starti < j < k; (iii) row2[j] = row2[j + 1] for each k ≤ j < starti +mi; (iv) if m′
is the exponent of the atom row2[k], then m′ > rank(row2[k]).

Proof. If mi = 1, by hypothesis we have rank(Ai) = 0. Hence, rank(row2[starti + 1]) = 0,
because row1 rowϕ row2, and thus row2[starti + 1] is (trivially) reflexive. All claims hold
by choosing k = starti + 1.

Let us then assume mi > 1. First, we prove that for each starti < j ≤ starti + mi,
if row2[j] is reflexive, then for each j ≤ j′ ≤ starti + mi, row2[j′] = row2[j]. If j =
starti + mi there is nothing to prove. Thus, let us consider j < starti + mi. Since
we are assuming that row2[j] is reflexive, then ObsD(row2[j]) ⊆ ReqD(row2[j]). Since
row1 rowϕ row2, we have that ReqD(Ai),ObsD(Ai) ⊆ ReqD(row2[j]), and ReqD(row2[j +
1]) = ReqD(row2[j]) ∪ ObsD(row2[j]) ∪ReqD(Ai) ∪ ObsD(Ai) = ReqD(row2[j]). Moreover,
again from row1 rowϕ row2, we have that row2[j] ∩ AP = row2[j − 1] ∩ Ai ∩ AP and
row2[j + 1] ∩ AP = row2[j] ∩ Ai ∩ AP = row2[j − 1] ∩ Ai ∩ AP . Thus, row2[j + 1] =
row2[j], because the two atoms feature exactly the same requests and proposition letters
(Proposition 4). Then, since Ai row2[j] Dϕ row2[j + 1], by iterating the reasoning and
exploiting Lemma 12 we can conclude that row2[j] = row2[j′] for each j ≤ j′ ≤ starti +mi.

Now, it can be easily shown that if we have two atoms A and A′ such that A Dϕ A
′ and

A′ is irreflexive, then rank(A) < rank(A′), and we have just proved that we cannot interleave
reflexive atoms with irreflexive ones “above” the Ai’s (all irreflexive atoms must “come before”
reflexive ones in the part of row2 “above” the Ai’s). Thus, in the worst possible case, the atoms
row2[starti + 1], . . . , row2[starti + rank(Ai)] may be irreflexive (as rank(row2[starti + 1]) >
. . . > rank(row2[starti + rank(Ai)]) and rank(Ai) ≥ rank(row2[starti + 1])). Note that
these irreflexive atoms may be the “first” rank(Ai) atoms above the Ai’s only, and not the
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“first” rank(Ai) + 1, since any atom with rank equal to 0 is reflexive. We conclude that
row2[starti+rank(Ai)+1] must be reflexive. Thus, we can choose k = starti+rank(Ai)+1.
Since by hypothesis mi ≥ rank(Ai) + 1, we get that starti < k ≤ starti +mi.

As for the last claim, we have that rank(row2[k]) ≤ rank(row2[starti + 1]) − (k −
starti − 1) ≤ rank(Ai) − (k − starti − 1). Then, the exponent m′ of row2[k] is such that
m′ ≥ mi − (rank(Ai) − rank(row2[k])), that is, at least mi − (rank(Ai) − rank(row2[k]))
atoms labelled by row2[k] occur in the block starti+1, . . . , starti+mi of row2 (see Figure 3).
Since by hypothesis mi > rank(Ai), then mi − rank(Ai) > 0 and rank(row2[k]) < m′. J

Now we introduce an equivalence relation ∼ over Rowsϕ which is the key ingredient of
the proofs showing that both satisfiability and MC for D|Hom-formulas are decidable.

I Definition 19. Given two ϕ-rows row1 = Am0
0 · · ·Amn

n and row2 = Âm̂0
0 · · · Âm̂n̂

n̂ , we say
that they are equivalent, written row1 ∼ row2, if (i) n = n̂, and (ii) for each 0 ≤ i ≤ n,
Ai = Âi, and mi = m̂i or both mi and m̂i are (strictly) greater than rank(Ai).

Note that if two rows feature the same set of atoms, the lower the rank of an atom Ai, the
lower the number of occurrences of Ai both the rows have to feature in order to belong to the
same equivalence class. As an example, let row1 and row2 be two rows with row1 = Am0

0 Am1
1 ,

row2 = Am0
0 Am1

1 , rank(A0) = 4, and rank(A1) = 3. If m1 = 4 and m1 = 5 they are both
greater than rank(A1), and hence they do not violate the condition for row1 ∼ row2. On
the other hand, if m0 = 4 and m0 = 5, we have that m0 is less than or equal to rank(A0).
Thus, in this case, row1 6∼ row2 due to the indexes of A0. This happens because rank(A0)
is greater than rank(A1). Two cases in which row1 ∼ row2 are m0 = m0 and m0,m0 ≥ 5.

The relation ∼ has finite index, which is roughly bounded by the number of all the
possible ϕ-rows row = Am0

0 · · ·Amn
n , with exponents mi ranging from 1 to |ϕ|. Since (i) the

number of possible atoms is 2|ϕ|, (ii) the number of distinct atoms in any ϕ-row is at most
2|ϕ|, and (iii) the number of possible functions f : {1, . . . , `} → {1, . . . , |ϕ|} is |ϕ|`, we have
that the number of distinct equivalence classes of ∼ is bounded by

2|ϕ|∑
j=1

(2|ϕ|)j · |ϕ|j ≤ 23|ϕ|2 ,

which is exponential in the length of the input formula ϕ. We denote the set of the equivalence
classes of ∼ over all the possible ϕ-rows by Rows∼ϕ .

Now we extend the relation rowϕ to equivalence classes of ∼ in the following way.

I Definition 20. Given two ϕ-row classes [row1]∼ and [row2]∼, we say that [row2]∼ is
a successor of [row1]∼, written [row1]∼ rowϕ [row2]∼, if there exist row′1 ∈ [row1]∼ and
row′2 ∈ [row2]∼ such that row′1 rowϕ row′2.

The following result proves that if some row′1 ∈ [row1]∼ has a successor in [row2]∼, then
every ϕ-row of [row1]∼ has a successor in [row2]∼.

I Lemma 21. Given two ϕ-row classes [row1]∼ and [row2]∼ such that [row1]∼ rowϕ [row2]∼,
for every row ∈ [row1]∼ there exists row′ ∈ [row2]∼ such that row rowϕ row′.

The proof, omitted for space reasons, begins by considering two ϕ-rows, row and row,
such that row ∈ [row1]∼, row ∈ [row2]∼, and row rowϕ row (such a pair always exists
by Definition 20). Then, we consider another ϕ-row, row′ 6= row in [row1]∼, and we show
(constructively) how to build row′ ∈ [row2]∼ such that row′ rowϕ row′. This is sufficient to
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Input: a D|Hom-formula ϕ

1. Put M ← 23|ϕ|2
, step← 0 and row ← A for some atom A ∈ Aϕ with ReqD(A) = ∅.

2. If there exists 0 ≤ i < |row| such that ϕ ∈ row[i], return satisfiable.
3. If step = M − 1, return unsatisfiable.
4. Non-deterministically generate a ϕ-row row′ and check that row rowϕ row′.
5. Put step← step+ 1 and row ← row′.
6. Go back to 2.

Figure 4 Non-deterministic procedure deciding the satisfiability of a D|Hom-formula ϕ.

prove the claim: row′ is built by making use of the facts that row′ ∼ row and row rowϕ row,
and of the properties stated by Lemma 18.

The following result arranges the equivalence classes Rows∼ϕ in a graph Gϕ∼.

I Definition 22. Let ϕ be a D|Hom-formula. The ϕ ∼graph of ϕ is the graph Gϕ∼ =
(Rows∼ϕ , rowϕ ).

The next theorem reduces the problem of satisfiability checking for a D|Hom-formula ϕ
over finite linear orders (equivalent, by Proposition 10, to deciding if there is a homogeneous
fulfilling compass ϕ-structure that features ϕ) to a reachability problem in the ϕ∼graph,
allowing us to determine the computational complexity of the former problem.

I Theorem 23. Given a D|Hom-formula ϕ, there exists a homogeneous fulfilling compass
ϕ-structure G = (PS,L) that features ϕ iff there exists a path in Gϕ∼ = (Rows∼ϕ , rowϕ )
from some class [row]∼ ∈ Rows∼ϕ to some class [row′]∼ ∈ Rows∼ϕ such that (1) there exists
row1 ∈ [row]∼ with |row1| = 1, and (2) there exist row2 ∈ [row′]∼ and 0 ≤ i < |row2| such
that ϕ ∈ row2[i].

Proof. Preliminarily we observe that, in (1), if |row1| = 1, then {row1} = [row]∼; moreover,
in (2), if for row2 ∈ [row′]∼ and 0 ≤ i < |row2| we have that ϕ ∈ row2[i], then for any
row′2 ∈ [row′]∼, there is 0 ≤ i′ < |row′2| such that ϕ ∈ row′2[i′].

(⇒) Let us consider a homogeneous fulfilling compass ϕ-structure G = (PS,L) that
features ϕ. By Lemmata 15 and 17, L(0, 0) rowϕ row1 rowϕ · · · rowϕ rowmax(S). Thus
there exist two indexes 0 ≤ j ≤ max(S) and 0 ≤ i < |rowj | for which ϕ ∈ rowj [i]. By
Definition 20, we get that [L(0, 0)]∼ rowϕ [row1]∼ rowϕ · · · rowϕ [rowj ]∼ is a path in
Gϕ∼; it is immediate to check that it fulfils requirements (1) and (2).

(⇐) Let us assume there exists a path [row0]∼ rowϕ · · · rowϕ [rowm]∼ in Gϕ∼ =
(Rows∼ϕ , rowϕ ) for which |row0| = 1 and there exists i such that ϕ ∈ rowm[i]. By applying
repeatedly Lemma 21 we get that there exists a sequence row′0 rowϕ · · · rowϕ row′m of
ϕ-rows where row′0 = row0, for every 0 ≤ j ≤ m, row′j ∈ [rowj ]∼, and there exists i′ such
that ϕ ∈ row′m[i′]. We observe that, by Definition 16, |row′j | = |row′j−1|+ 1 for 1 ≤ j ≤ m
and, since |row′0| = 1, we have |row′j | = j + 1. Let us now define G = (PS,L) where
S = {0, . . . ,m} and L(x, y) = row′y[y − x] for every 0 ≤ x ≤ y ≤ m. By Lemma 17, G is a
fulfilling homogeneous compass ϕ-structure. Finally, since ϕ ∈ row′m[i′], G features ϕ. J

The size of Gϕ∼ = (Rows∼ϕ , rowϕ ) is bounded by |Rows∼ϕ |2, which is exponential in
|ϕ|. However, it is possible to (non-deterministically) perform a reachability in Gϕ∼ by using
space logarithmic in |Rows∼ϕ |2. The non-deterministic procedure of Figure 4 exploits this
fact in order to decide the satisfiability of a D|Hom-formula ϕ, by using only a working space
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polynomial in |ϕ|: it searches for a suitable path in Gϕ∼, [row0]∼ rowϕ · · · rowϕ [rowm]∼,
where row0 = A for A ∈ Aϕ withReqD(A) = ∅, m < M , and ϕ ∈ rowm[i] for 0 ≤ i < |rowm|.
At the j-th iteration of line 4., rowj is non-deterministically generated, and it is checked
whether rowj−1 rowϕ rowj . The procedure terminates after at most M iterations, where
M is the maximum possible length of a simple path in Gϕ∼.

The working space used by the procedure is polynomial: M and step (which ranges in
[0,M−1]) can be encoded in binary with dlog2Me+1 = O(|ϕ|2) bits. At each step, we need to
keep track of two ϕ-rows at a time, the current one, row, and its successor, row′: each ϕ-row
can be represented as a sequence of at most 2|ϕ| (distinct) atoms, each one with an exponent
that, by construction, cannot exceed M . Moreover, each ϕ-atom A can be represented using
exactly |ϕ| bits (for each ψ ∈ CL(ϕ), we set a bit to 1 if ψ ∈ A, and to 0 if ¬ψ ∈ A). Hence a
ϕ-row can be encoded using 2|ϕ| · (|ϕ|+ dlog2Me+ 1) = O(|ϕ|3) bits. Finally, the condition
row rowϕ row′ can be checked by O(|ϕ|2) bits of space once we have guessed row′. This
analysis entails the following result (we recall that NPSPACE = PSPACE).

I Theorem 24. The satisfiability problem for D|Hom-formulas over finite linear orders is in
PSPACE.

We now outline which are the modifications to the previous concepts needed for proving the
decidability of satisfiability for D|Hom with the strict relation @· , in place of @. It is sufficient
to replace the definitions of Dϕ , ϕ-row and rowϕ with the following ones. For the sake
of simplicity, we introduce a dummy atom �, for which we assume ReqD(�) = ObsD(�) = ∅.

I Definition 25. Given A1, A3, A4 ∈ Aϕ and A2 ∈ Aϕ ∪ {�}, we say that A4 is Dϕ @· -
generated by A1, A2, A3, written A1, A2, A3 Dϕ@· A4 iff (i) A4 ∩ AP = A1 ∩A3 ∩ AP and
(ii) ReqD(A4) = ReqD(A1) ∪ReqD(A3) ∪ ObsD(A2).

The idea of this definition is that, if an interval [x, y], with x < y, is labeled by A4, and
the three subintervals [x, y − 1], [x+ 1, y − 1], and [x+ 1, y] by A1, A2, A3, resp., we want
A1, A2, A3 Dϕ@· A4. In particular, if x = y − 1, then A2 = � (because [x+ 1, y − 1] is not
a valid interval). Note that only [x+ 1, y− 1]@· [x, y], hence we want ObsD(A2) ⊆ ReqD(A4);
moreover, since the requests of A1 and A3 are fulfilled by a strict subinterval of [x, y], it must
be ReqD(A1) ⊆ ReqD(A4) and ReqD(A3) ⊆ ReqD(A4).

I Definition 26. A ϕ-@· -row is a finite sequence of ϕ-atoms row = Am0
0 · · ·Amn

n such that for
every 0 ≤ i ≤ n we have mi > 0, and for every 0 ≤ j < i, ReqD(Aj) ⊆ ReqD(Ai), Ai 6= Aj ,
and (Aj ∩ AP ) ⊇ (Ai ∩ AP ). Moreover ReqD(A0) = ∅.

I Definition 27. Given two ϕ-rows row and row′, we say that row′ is a successor of
row, denoted as row rowϕ@· row′, if |row′| = |row| + 1, and for every 0 ≤ i < |row|,
row[i]row[i− 1]row′[i] Dϕ@· row′[i+ 1], where we assume row[i− 1] = � if i = 0.

We conclude the section by stating the PSPACE-completeness of satisfiability for D|Hom
over finite linear orders (under both the strict and the proper semantic variants). The
hardness proof can be found in [3].

I Theorem 28. The satisfiability problem for D|Hom-formulas over finite linear orders is
PSPACE-complete.

4 Model checking for D|Hom over Kripke structures

In this section we focus our attention on the model checking (MC) problem for D|Hom, namely,
the problem of checking whether some behavioural properties, expressed as D|Hom-formulas,
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s0
p

s1
q

Figure 5 Kripke structure K2.

are satisfied by a model of a given system. The typical models are Kripke structures, which
will now be introduced along with the semantic definition of D|Hom over them.

I Definition 29. A finite Kripke structure is a tuple K = (AP ,W,E, µ, s0), where AP is a
finite set of proposition letters, W is a finite set of states, E ⊆W ×W is a left-total relation
between states, µ : W → 2AP is a total labelling function, and s0 ∈W is the initial state.

For all s ∈W , µ(s) is the set of proposition letters that hold on s, while E is the transition
relation that describes the evolution of the system over time.

Figure 5 depicts the finite Kripke structure K2 = ({p, q}, {s0, s1}, E, µ, s0), with E =
{(s0,s0),(s0,s1),(s1,s0),(s1,s1)}, µ(s0) = {p}, and µ(s1) = {q}. The initial state s0 is
identified by a double circle.

I Definition 30. A trace ρ of a finite Kripke structure K = (AP ,W,E, µ, s0) is a finite
sequence of states s1 · · · sn, with n ≥ 1, such that (si, si+1) ∈ E for i = 1, . . . , n− 1.

For any trace ρ = s1 · · · sn, we define: (i) |ρ| = n, and for 0 ≤ i ≤ |ρ| − 1, ρ(i) = si+1;
(ii) ρ(i, j) = si+1 · · · sj+1, for 0 ≤ i ≤ j ≤ |ρ| − 1, is the subtrace of ρ bounded by i and j.
Finally, if the first state of ρ is s0 (the initial state of K ), ρ is called an initial trace.

I Definition 31. The interval model Mρ = 〈I(S), ◦,V〉 induced by a trace ρ of a finite Kripke
structure K = (AP ,W,E, µ, s0) is the homogeneous interval model such that:
(i) S = {0, . . . , |ρ| − 1}, and (ii) for all x ∈ S and p ∈ AP : [x, x] ∈ V(p) iff p ∈ µ(ρ(x)).

I Definition 32. Let K be a finite Kripke structure and ψ be a D|Hom-formula. We say that
a trace ρ(i, j) of K satisfies ψ, denoted as K , ρ(i, j) |= ψ, iff Mρ, [i, j] |= ψ. Moreover, we say
that K models ψ, written K |= ψ, iff for all initial traces ρ′ of K , it holds that K , ρ′ |= ψ.
The MC problem for D|Hom over finite Kripke structures is the problem of deciding if K |= ψ.

Note that p ∈ AP holds over ρ = s1 · · · sn iff it holds over all the states s1, . . . , sn of ρ
(homogeneity assumption). Since the number of initial traces of K is infinite, MC for
D|Hom over Kripke structures is not trivially decidable. We now describe how, with a slight
modification of the previous satisfiability procedure, it is possible to derive a MC algorithm
for D|Hom-formulas ϕ over finite Kripke structures K . The idea is to consider some finite
linear orders – not all the possible ones, unlike the case of satisfiability – precisely those
corresponding to (some) initial traces of K , checking whether ¬ϕ holds over them: in such a
case we have found a counterexample, and we can conclude that K 6|= ϕ. To ensure this kind
of “satisfiability driven by the traces of K ”, we make a product between K and the previous
graph Gϕ∼, getting what we call a “(ϕ∼K )-graph”. In the following, we will also exploit the
notion of “compass structure induced by a trace ρ of K ”, which is a fulfilling homogeneous
compass ϕ-structure built from ρ and completely determined by it.

Given a finite Kripke structure K = (AP ,W,E, µ, s0) and a D|Hom-formula ϕ, we consider
the (ϕ∼K )-graph Gϕ∼K , which is basically the product of K and Gϕ∼ = (Rows∼ϕ , rowϕ ),
formally defined as: Gϕ∼K = (Γ,Ξ), where:

Γ is the maximal subset of W ×Rows∼ϕ s.t.: if (s, [row]∼) ∈ Γ then µ(s) = row[0] ∩ AP ;(
(s1, [row1]∼), (s2, [row2]∼)

)
∈ Ξ iff (i)

(
(s1, [row1]∼), (s2, [row2]∼)

)
∈ Γ2, (ii) (s1, s2) ∈

E, and (iii) [row1]∼ rowϕ [row2]∼.
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Input: a Kripke structure K = (AP ,W,E, µ, s0), a D|Hom-formula ϕ

1. Put M ← |W | · 23|ϕ|2
, step ← 0 and (s, row) ← (s0, A) for some atom A ∈ Aϕ with

ReqD(A) = ∅ and A ∩ AP = µ(s0).
2. If ϕ 6∈ row[|row| − 1], return yes.
3. If step = M − 1, return no.
4. Non-deterministically choose s′ such that (s, s′) ∈ E.
5. Non-det. generate a ϕ-row row′ and check that row′[0]∩ AP = µ(s′) and row rowϕ row′.
6. Put step← step+ 1 and (s, row)← (s′, row′).
7. Go back to 2.

Figure 6 Non-deterministic procedure deciding the existence of initial traces ρ such that K , ρ 6|= ϕ.

Note that the definition of Γ is well-given, since for all row′ ∈ [row]∼, row′[0] = row[0]. The
size of Gϕ∼K is bounded by (|W | · |Rows∼ϕ |)2.

Given a generic trace ρ of K , we define the compass ϕ-structure induced by ρ as the
fulfilling homogeneous compass ϕ-structure G(K ,ρ) = (PS,L), where S = {0, . . . , |ρ| − 1}, and
for 0 ≤ x < |ρ|, L(x, x) ∩ AP = µ(ρ(x)) and ReqD(L(x, x)) = ∅. Note that, given ρ, G(K ,ρ)
always exists and is unique: all ϕ-atoms L(x, x) “on the diagonal” are determined by the
labeling of ρ(x) (and by the absence of requests). Moreover, by Lemma 17, all the other
atoms L(x, y), for 0 ≤ x < y < |ρ|, are determined by the rowϕ relation between ϕ-rows.

The following property can easily be proved by induction.

I Proposition 33. Given a Kripke structure K , a trace ρ of K , and a D|Hom-formula ϕ, for
all 0 ≤ x ≤ y < |ρ| and for all subformulas ψ of ϕ: K , ρ(x, y) |= ψ iff ψ ∈ L(x, y) in G(K ,ρ).

We can now introduce Theorem 34, that can be regarded as a version of Theorem 23 for MC.

I Theorem 34. Given a Kripke structure K = (AP ,W,E, µ, s0) and a D|Hom-formula ϕ,
there exists an initial trace ρ of K such that K , ρ |= ϕ iff there exists a path in Gϕ∼K = (Γ,Ξ)
from some node (s0, [row]∼) ∈ Γ to some node (s, [row′]∼) ∈ Γ such that: (1) there is
row1 ∈ [row]∼ with |row1| = 1, and (2) there is row2 ∈ [row′]∼ with ϕ ∈ row2[|row2| − 1].

Now, analogously to the case of satisfiability, we can perform a reachability in Gϕ∼K ,
exploiting the previous theorem to decide whether there is an initial trace ρ of K such that
K , ρ |= ¬ϕ, for a D|Hom-formula ϕ (i.e., the complementary problem of MC K |= ϕ). The
non-deterministic procedure of Figure 6 searches for a suitable path in Gϕ∼K , (s0, [row0]∼) Ξ→
· · · Ξ→ (sm, [rowm]∼), where row0 = A ∈ Aϕ with ReqD(A) = ∅, A ∩ AP = µ(s0), m < M ,
and ¬ϕ ∈ rowm[|rowm| − 1] (i.e., ϕ 6∈ rowm[|rowm| − 1]). At the j-th iteration of lines
4./5., (sj−1, sj) ∈ E is selected, and rowj is non-deterministically generated checking that
rowj [0] ∩ AP = µ(sj) and rowj−1 rowϕ rowj .

Basically, the same observations about the working space of the procedure in Figure 4 can
be done also for this algorithm, except for the space used to encode in binary M ≤ |W | ·23|ϕ|2

and step, ranging in [0,M − 1], which is O(log |W |+ |ϕ|2) bits. Moreover we need to store
two states, s and s′ of K , that need O(log |W |) bits to be represented.

I Theorem 35. The MC problem for D|Hom-formulas over finite Kripke structures is
PSPACE-complete. Moreover, for constant-length formulas, it is NLOGSPACE-complete.

Proof. Membership is immediate by the previous space analysis, and the fact that the com-
plexity classes NPSPACE = PSPACE and NLOGSPACE are closed under complement.
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As for the PSPACE-hardness, we make a reduction from the PSPACE-complete
problem of universality of the language of an NFA [8]. The full proof can be found in [3].
For the NLOGSPACE-hardness, there exists a trivial reduction from the problem of
(non-)reachability of two nodes in a directed graph. J

Finally, it is possible to adapt the procedure also for strict D|Hom (by exploiting Defini-
tions 25–27).

5 Conclusions

In this paper, we have shown that both satisfiability and model checking for the logic D
of sub-intervals – over finite linear orders and finite Kripke structures, respectively – are
PSPACE-complete, under the homogeneity assumption. We are investigating the possibility
of generalizing the given procedures to cope with the logic BE: nothing is known about its
satisfiability, while a large gap separates known upper and lower bounds for model checking.

Acknowledgements. We sincerely thank an anonymous reviewer for his/her thorough
review and valuable comments, which significantly contributed to improving the quality of
the publication – in particular for spotting a problem with the hardness proof of satisfiability
in the submitted paper, and suggesting a possible solution.
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Abstract
The beyond worst-case synthesis problem was introduced recently by Bruyère et al. [10]: it aims
at building system controllers that provide strict worst-case performance guarantees against an
antagonistic environment while ensuring higher expected performance against a stochastic model
of the environment. Our work extends the framework of [10] and follow-up papers, which focused
on quantitative objectives, by addressing the case of ω-regular conditions encoded as parity
objectives, a natural way to represent functional requirements of systems.

We build strategies that satisfy a main parity objective on all plays, while ensuring a secondary
one with sufficient probability. This setting raises new challenges in comparison to quantitative
objectives, as one cannot easily mix different strategies without endangering the functional prop-
erties of the system. We establish that, for all variants of this problem, deciding the existence
of a strategy lies in NP ∩ coNP, the same complexity class as classical parity games. Hence, our
framework provides additional modeling power while staying in the same complexity class.
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1 Introduction

Beyond worst-case synthesis. Two-player zero-sum games [18, 21] and Markov decision
processes (MDPs) [17, 4] are popular frameworks for decision making in adversarial and
uncertain environments respectively. In the former, a system controller (player 1) and its
environment (player 2) compete antagonistically, and synthesis aims at strategies that ensure
a specified behavior against all possible strategies of the environment. In the latter, the
system is faced with a given stochastic model of its environment, and the focus is on satisfying
a given level of expected performance, or a specified behavior with a sufficient probability.

The beyond worst-case synthesis framework [10] unites both views: we look for strategies
that provide both strict worst-case guarantees and a good level of performance against the
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Figure 1 An MDP where player 1 can ensure p1 surely and p2 almost-surely.

stochastic model. Such requirements are natural in practical situations (e.g., see [9, 23] for
applications to the shortest path problem). The original paper [10] dealt with mean-payoff
and shortest path objectives. Follow-up work include, e.g., multi-dimensional extensions [14],
optimization of the expected mean-payoff under hard Boolean constraints [1] or under energy
constraints [7], or integration of beyond worst-case concepts in the tool Uppaal [15].

Parity objectives. We study the beyond worst-case problem for ω-regular conditions
encoded as parity objectives. Parity games have been under close scrutiny for a long time
due to their importance (e.g., they subsume modal µ-calculus model checking [16]) and their
intriguing complexity: they belong to the class of problems in NP ∩ coNP [19] and despite
many efforts (see [11] for pointers), whether they belong to P is still an open question.

In the aforementioned papers dealing with beyond worst-case problems, the focus was
on quantitative objectives (e.g., mean-payoff). While it is usually the case that qualitative
objectives, such as parity, are easier to deal with than quantitative ones, this is not true
in the setting considered in this paper. Indeed, in the context of quantitative objectives, it
is conceivable to alternate between two strategies along a play, such that one – efficient –
strategy balances the performance loss due to playing the other – less efficient – strategy
for a limited stretch of play infinitely often. In the context of qualitative objectives, this is
no more possible in general, as one strategy may induce behaviors (such as invalidating the
parity condition infinitely often) that can never be counteracted by the other one. Hence, in
comparison, we need to define more elaborate analysis techniques to detect when satisfying
both the worst-case and the probabilistic constraints with a single strategy is actually possible.

Example. Consider the MDP of Figure 1. Circle states are owned by player 1 (system)
and square states are owned by player 2 (environment). In the stochastic model of the
environment, square states are probabilistic, and, when not specified, we consider the uniform
distribution over their successors. Each state is labelled with a name and two integers x, y
representing priorities defined by two functions, p1 and p2. An infinite path in the graph is
winning for player 1 and parity objective pi, i ∈ {1, 2}, if the maximal priority seen infinitely
often along the path for function pi is even. We claim that player 1 has a strategy λ to
ensure that (i) all plays consistent with λ satisfy p1 (i.e., p1 is surely satisfied) and (ii) the
probability measure induced by λ on this MDP ensures that p2 is satisfied with probability
one (i.e., almost-surely).

One such λ is as follows. It plays an infinite sequence of rounds of ni steps, i ∈ N. In
round i, in state a, the strategy chooses b for ni steps, such that the probability to reach c
during round i is larger than 1 − 2−i (this is possible as at each step c is reached from b

with probability 1
2 ). If during round i, c is not reached (which can happen with a small

probability) then λ goes to d once. Then the next round i+1 is started. This infinite-memory
strategy ensures both (i) and (ii). Indeed, it can be shown that the probability that λ plays d
infinitely often is zero. Also, during each round, the maximal priority for p1 is guaranteed to
be even because if c is not visited, d is systematically played.
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Finally, we can prove that player 1 needs infinite memory to ensure p1 surely and p2
almost-surely, and also, that this is the best that player 1 can do here: he has no strategy to
enforce surely both p1 and p2 at the same time.

Outline and contributions. We consider MDPs with two parity objectives (i.e., using
different priority functions). We study the problem of deciding the existence of a strategy
that ensures the first parity objective surely (i.e., on all plays) while yielding a probability
at least equal to (resp. greater than) a given rational threshold to satisfy the second parity
objective. In Section 2, we formally define the framework and recall important results from
the literature. In Section 3, as an intermediate step, we solve the problem of ensuring the
first parity objective surely while visiting a target set of states with sufficient probability:
this tool will help us several times later. We prove that the corresponding decision problem
is in NP ∩ coNP and at least as hard as parity games, and that finite-memory strategies
are sufficient. In Section 4, we solve the problem for the two parity objectives, where the
second one must hold almost-surely (i.e., with probability one). Our main tools are the novel
notion of ultra-good end-components, as well as the reachability problem solved in Section 3.
We generalize our approach to arbitrary probability thresholds in Section 5, in which we
introduce the notion of very-good end-components. In both the almost-sure and the arbitrary
threshold cases, we prove that the decision problem belongs to NP ∩ coNP and is at least as
hard as parity games. In contrast to the reachability case, we prove that infinite memory is
in general necessary. Full proofs are presented in the extended version of this paper [5].

Additional related work. The beyond worst-case synthesis framework illustrates the use-
fulness of non-zero-sum games for reactive synthesis [8, 22]. Other types of multi-objective
specifications in stochastic models have been considered: e.g., percentile queries generalize
the classical threshold probability problem to several dimensions [24]. In [3], Baier et al.
study the quantitative analysis of MDPs under weak and strong fairness constraints. They
provide algorithms for computing the probability for ω-regular properties in worst and best-
case scenarios, when considering strategies that in addition satisfy weak or strong fairness
constraints almost-surely. In contrast, we are able to consider similar objectives but for
strategies that satisfy weak or strong fairness constraints surely, i.e., with certainty and not
only with probability one. In [1], Almagor et al. consider the optimization of the expected
mean-payoff under hard Boolean constraints in weighted MDPs. Our concept of ultra-good
end-component builds upon their notion of super-good one. A reduction to mean-payoff
parity games [12] is part of the identification process of both types of end-components.

2 Preliminaries

Directed graphs. A directed graph is a pair G = (S,E) with S a set of vertices, called
states, and E ⊆ S × S a set of directed edges. We focus here on finite graphs (i.e., |S| <∞).
Given a state s ∈ S, we denote by Succ(s) = {s′ ∈ S | (s, s′) ∈ E} the set of successors of s
by edges in E. We assume that graphs are non-blocking, i.e., for all s ∈ S, Succ(s) 6= ∅.

A play in G from an initial state s ∈ S is an infinite sequence of states π = s0s1s2 . . .

such that s0 = s and (si, si+1) ∈ E for all i ≥ 0. The prefix up to the (n + 1)-th state of
π is the finite sequence π(0, n) = s0s1 . . . sn. We resp. denote the first and last states of a
prefix ρ = s0s1 . . . sn by First(ρ) = s0 and Last(ρ) = sn. For a play π, we naturally extend
the notation to First(π). Finally, for i ∈ N, π(i) = si, and for j > i, π(i, j) = si . . . sj . The
set of plays of G is Plays(G) and the set of prefixes is Pref(G). For a set of plays Π, we
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denote by Pref(Π) the set of prefixes of these plays. Given two prefixes ρ = s0 . . . sm and
ρ′ = s′0 . . . s

′
n in Pref(G), we denote their concatenation as ρ · ρ′ = s0 . . . sms

′
0 . . . s

′
n. This is

not necessarily a valid prefix of G. The same holds for a prefix concatenated with a play.

Probability distributions. Given a countable set A, a (rational) probability distribution on
A is a function p : A → [0, 1] ∩ Q such that

∑
a∈A p(a) = 1. We write D(A) the set of

probability distributions on A. The support of p ∈ D(A) is Supp(p) = {a ∈ A | p(a) > 0}.

Markov decision processes. An MDP is a tupleM = (G,S1, S2, δ) where (i) G = (S,E)
is a directed graph; (ii) (S1, S2) is a partition of S into states of player 1 (denoted by P1
and representing the system) and states of player 2 (denoted by P2 and representing the
stochastic environment); (iii) δ : S2 → D(S) is the transition function that, given a stochastic
state s ∈ S2, defines the probability distribution δ(s) over the successors of s, such that
for all s ∈ S2, Supp(δ(s)) = Succ(s). An MDP where for all s ∈ S1, |Succ(s)| = 1 is a
fully-stochastic process called a Markov chain (MC). A prefix ρ ∈ Pref(M) belongs to Pi,
i ∈ {1, 2}, if Last(ρ) ∈ Si. The set of prefixes that belong to Pi is denoted by Prefi(M).

Strategies. A strategy for P1 is a function λ : Pref1(M) → D(S), such that for all ρ ∈
Pref1(M), we have Supp(λ(ρ)) ⊆ Succ(Last(ρ)). The set of all strategies inM is denoted
by Λ. Pure strategies have their support equal to a singleton for all prefixes. We mention
that a strategy is randomized to stress on the need for randomness in general.

A strategy λ for P1 can be encoded by a stochastic state machine with outputs, called
stochastic Moore machine, M. A strategy λ is finite-memory if M is finite, and memoryless if
it has only one state. That is, it does not depend on the history but only on the current
state of the MDP: in this case, we have that λ : S1 → D(S). Finally, if the same strategy
can be used regardless of the initial state, we say that a uniform strategy exists.

A play π is consistent with a strategy λ if for all n ≥ 0 such that π(n) ∈ S1, we have that
π(n+1) ∈ Supp(λ(π(0, n)). It is defined similarly for prefixes. We write OutM(λ) ⊆ Plays(G)
the set of plays consistent with λ. We use OutMs (λ) when fixing an initial state s.

Markov chain induced by a strategy. An MDPM = (G = (S,E), S1, S2, δ) and a strategy
λ for P1 determine an MC C = (G′, δ′). Given s ∈ S an initial state and A ⊆ Plays(G) a
measurable set, we denote by PλM,s[A] the probability of event A whenM is executed with
initial state s and strategy λ.

Objectives. Given an MDPM = (G,S1, S1, δ), an objective is a set of plays A ⊆ Plays(G).
We consider two classical objectives from the literature. Both define measurable events.
To define them, we introduce the following notation: given a play π ∈ Plays(G), let
inf(π) = {s ∈ S | ∀ i ≥ 0, ∃ j ≥ i, π(j) = s} be the set of states seen infinitely often along π.

Reachability. Given a target T ⊆ S, this objective asks for plays that visit T : Reach(T ) =
{π ∈ Plays(G) | ∃n ≥ 0, π(n) ∈ T}. We later use the LTL notation ♦T for event Reach(T ).

Parity. Let p : S → {1, 2, . . . , d} be a priority function that maps each state to an
integer priority, where d ≤ |S| + 1 (w.l.o.g.). The parity objective asks that, among the
priorities seen infinitely often, the maximal one be even: Parity(p) = {π ∈ Plays(G) |
maxs∈inf(π) p(s) is even}. We later simply use p to denote the event Parity(p).

End-components and sub-MDPs. LetM = (G = (S,E), S1, S2, δ) be an MDP. An end-
component (EC) ofM is a set C ⊆ S such that (i) ∀ s ∈ C∩S2, Succ(s) ⊆ C and ∀ s ∈ C∩S1,
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Succ(s) ∩ C 6= ∅; and (ii) C is strongly connected, i.e., for any two states s, s′ ∈ C, there
exists a path from s to s′ that stays in C. It is well-known that inside an EC C, P1 can force
the visit of any state s ∈ C with probability 1 (that is, when P2 is seen as stochastic and
obeys the strategy δ), see e.g., [4]. The union of two ECs with non-empty intersection is an
EC. An EC C is thus maximal if, for every EC C ′, C ′ ⊆ C ∨ C ′ ∩ C = ∅.

Given an EC C ⊆ S of M, we write M�C the sub-MDP defined by M�C = (G′ =
(C,E ∩C ×C), S′1 = S1 ∩C, S′2 = S2 ∩C, δ′), where δ′ : S′2 → D(C) is the restriction of δ to
the domain C. Note thatM�C is a well-defined MDP: it has no deadlock since C is strongly
connected and in all stochastic states s, Supp(δ′(s)) ⊆ C (as C was an EC inM).

Technical lemma. We recall a classical result about MDPs that will be useful later on.

I Lemma 1 (Optimal reachability [4]). Given an MDP M = (G = (S,E), S1, S2, δ) and
a target set T ⊆ S, we can compute for each state s ∈ S the maximal probability v∗s =
supλ∈Λ PλM,s[♦T ] to reach T , in polynomial time. There is an optimal uniform pure mem-
oryless strategy λ∗ that enforces v∗s from all s ∈ S. Now, fix s ∈ S and c ∈ Q such that
c < v∗s . Then there exists k ∈ N such that by playing λ∗ from s for k steps, we reach T with
probability larger than c.

Events and probabilistic operators. Consider an MDPM = (G = (S,E), S1, S2, δ). Recall
that we have defined two types of measurable events (specific subsets of Plays(G)) with
respective notations ♦T for T ⊆ S (reachability), and p for p : S → {1, . . . , d} a priority
function (parity). We define three operators to reason about the probabilities of these events:
S, P∼c, and AS. Given an event A and a state s, they are used as follows:
A is sure from s, denoted s |= S(A), if there exists a strategy λ of P1 such that
OutMs (λ) ⊆ A. Here probabilities are ignored and we consider P2 as antagonistic.
A holds with probability at least equal to (resp. greater than) c ∈ Q from s, denoted
s |= P≥c(A) (resp. s |= P>c(A)) if there exists λ such that PλM,s[A] ≥ c (resp. > c).
A is almost-sure from s, denoted s |= AS(A), if there exists λ such that PλM,s[A] = 1.

For any operator O, we say that such a λ is a witness strategy for s |= O(A) and we write
s, λ |= O(A) to denote it. We will also consider combinations of the type s |= O1(A1)∧ O2(A2)
for two operators and events: in this case, we require that the same strategy be a witness for
both conjuncts, i.e., that there exists λ such that s, λ |= O1(A1) and s, λ |= O2(A2). Finally,
we will sometimes use different MDPs, in which case we add the considered MDPM as a
subscript on |=, e.g., s |=M O(A). We drop this subscript when the context is clear.

Beyond worst-case problems. Let M = (G = (S,E), S1, S2, δ) be an MDP, s ∈ S be
an initial state, and p1, p2 be two priority functions. We provide algorithms to decide
the existence of a witness strategy — and synthesize it — for the following formulae:
(i) s |= S(p1) ∧ AS(p2), and (ii) s |= S(p1) ∧ P∼c(p2) for ∼∈ {>,≥} and c ∈ Q ∩ [0, 1).

3 Reachability under parity constraints

We study two variants, given s ∈ S, T ⊆ S, and p : S → {1, . . . d}: (i) s |= S(p) ∧ AS(♦T ),
and (ii) s |= S(p) ∧ P∼c(♦T ) for ∼∈ {>,≥} and c ∈ Q ∩ [0, 1).

Almost-sure reachability. This case can be solved by reduction to a slight variant studied
in [2, Lemma 3] (extended version of [1]). The approach of [2, Lemma 3] relies on a reduction
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to a Büchi-parity game: sufficiency of finite memory follows from this reduction. The lower
complexity bound is trivial: it suffices to fix T = S to obtain a classical parity game [19].

I Theorem 2. Given an MDP M = (G = (S,E), S1, S2, δ), a state s0 ∈ S, a priority
function p : S → {1, . . . , d}, and a target set of states T ⊆ S, it can be decided in NP∩ coNP
if s0 |= S(p) ∧ AS(♦T ). If the answer is Yes, then there exists a finite-memory witness
strategy. This decision problem is at least as hard as solving parity games.

Reachability with threshold probability. We first study strategies that maximize the prob-
ability of reaching a target T ⊆ S in an MDP M. By Lemma 1, we have an optimal
uniform pure memoryless strategy λ∗ that enforces v∗s from all s ∈ S. We define the set
E¬opt = {(s, s′) ∈ E | s ∈ S1 ∧ v∗s > v∗s′} that contains all edges that are non-optimal choices
for P1 in the sense that they result in a strict decrease of the probability to reach T . We show
that playing, for a finite number of steps, edges that are optimal (i.e., in Eopt = E \E¬opt),
and then switching to an optimal strategy, like λ∗, produces an optimal strategy too.

I Lemma 3. Let λ∗ be an optimal uniform pure memoryless strategy inM to reach T , from
all states in S. If λ is a strategy that plays only edges in Eopt for m steps, for m ∈ N, and
then switches to λ∗, then λ is also optimal to reach T from all states in S.

We now turn to the problem s0 |= S(p) ∧ P∼c(♦T ) and establish the following result.

I Theorem 4. Given an MDP M = (G = (S,E), S1, S2, δ), a state s0 ∈ S, a priority
function p : S → {1, . . . , d}, a target set of states T ⊆ S, and a probability threshold
c ∈ [0, 1) ∩Q, it can be decided in NP ∩ coNP if s0 |= S(p) ∧ P∼c(♦T ) for ∼∈ {>,≥}. If the
answer is Yes, then there exists a finite-memory witness strategy. This decision problem is
at least as hard as solving parity games.

Proof Sketch. First, we restrictM to the ⊆-maximal sub-MDPMw in which P1 can ensure
S(p1) from all states, by solving a classical parity game, which is in NP ∩ coNP [19]. Indeed,
if s0 6|= S(p), the answer is No. InMw, P1 has a uniform pure memoryless strategy λp that
ensures S(p) from every state.

The case > c is the easier. First, we compute the maximal probability v∗s0
to reach T and

an optimal strategy λ∗, in polynomial time (Lemma 1). If v∗s0
≤ c, then the answer is clearly

No. Otherwise, we claim it is Yes. We construct a witness strategy λ for s0 |= S(p)∧P>c(♦T )
from λ∗ and λp as follows. Starting in s0, the strategy λ plays as λ∗ for k steps where k is
taken as in Lemma 1: the probability to reach T after k steps is strictly greater than c, which
implies that s0, λ |= P>c(♦T ). Then, λ switches to λp. Since parity is prefix-independent, we
have that s0, λ |= S(p), and we are done. Our procedure lies in PNP∩coNP = NP ∩ coNP [6],
and λ is finite-memory since λ∗ and λp are memoryless and k is finite.

We now turn to case ≥ c. We compute v∗s0
in polynomial time. If v∗s0

> c, then we answer
Yes as we apply the same reasoning as in the previous case. If v∗s0

< c, then we trivially
answer No. The more involved case is v∗s0

= c. We must verify that probability c is still
achievable if, in addition, it is required to enforce S(p). To answer this, we modifyMw and
we reduce our problem to the almost-sure case of Theorem 2. Intuitively, we construct the
MDP M′ as follows. (i) We enrich states with one bit that records if T has been visited.
(ii) While T has not been visited, we suppress all edges controlled by P1 that are not optimal
for reachability, i.e., all edges in E¬opt. (iii) While T has not been visited, we delete all states
that cannot reach T and normalize the probability of the edges that survive this deletion.

We prove that s′0 |=M′ S(p) ∧ AS(♦T ′) ⇐⇒ s0 |=Mw S(p) ∧ P≥c(♦T ) holds, where s′0
is the initial state in M′ and T ′ the translation of T . The crux is the restriction to Eopt
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1, 01, 02, 0 4, 1 3, 1

a b c d e

Figure 2 This MDP is a UGEC: going to d satisfies (1U), whereas going to b satisfies (2U).

before visiting T : P1 must be able to ensure S(p1) while using only edges that are optimal
for reachability if T cannot be forced surely. As the almost-sure problem is in NP ∩ coNP by
Theorem 2, andM′ is polynomially larger thanMw (and thusM), we obtain the claimed
complexity using PNP∩coNP = NP∩ coNP [6]. Our reduction implies that the witness strategy
can be finite-memory. Again, this problem generalizes parity games by taking T = S. J

4 Almost-sure parity under parity constraints

Overview and key lemma. We consider an MDP M = (G = (S,E), S1, S1, δ) with two
priority functions p1 and p2. We look at the problem s |= S(p1) ∧ AS(p2). The cornerstone of
our approach is the notion of ultra-good end-component.

I Definition 5. An end-component C ofM is ultra-good (UGEC) if in the sub-MDPM�C ,
the following two properties hold:

(1U) ∀ s ∈ C, s |=M�C
S(p1) ∧ AS(♦Cmax

even(p1)), where

Cmax
even(pi) =

{
s ∈ C | (pi(s) is even) ∧ (∀ s′ ∈ C, pi(s′) is odd =⇒ pi(s′) < pi(s))

}
contains the states with even priorities that are larger than any odd priority in C (this
set can be empty for arbitrary ECs but needs to be non-empty for UGECs);
(2U) ∀ s ∈ C, s |=M�C

AS(p1) ∧ AS(p2), or equivalently, s |=M�C
AS(p1 ∩ p2).

We introduce the following notations: UGEC(M) is the set of all UGECs of M, and
U = ∪U∈UGEC(M)U is the set of states that belong to a UGEC inM.

Intuitively, within a UGEC, P1 has a strategy to almost-surely visit Cmax
even(p1) while

guaranteeing S(p1), and he also has a (generally different) strategy that almost-surely ensures
both parity objectives. Figure 2 gives an example of UGEC. This notion strengthens the
concept of super-good EC from [1]: essentially, the super-good ECs are exactly the ECs
satisfying (1U). Thus, every UGEC is a super-good EC, but the converse is false.

The central lemma underpinning our approach is the following.

I Lemma 6. The following equivalence holds:

s0 |= S(p1) ∧ AS(♦U) ⇐⇒ s0 |= S(p1) ∧ AS(p2).

Essentially, this lemma permits to reduce the problem under study to the one treated in
Theorem 2, provided that we are able to compute U , the set of states appearing in a UGEC.
The rest of this section is dedicated to the proof of this lemma and its consequences.

Left-to-right implication (sufficient condition). We first study witness strategies for con-
ditions (1U) and (2U) of Definition 5. For (1U), it was shown in the proof of [2, Lemma 3]
(extended version of [1]) that deciding if the condition holds is in NP∩coNP and that uniform
finite-memory witness strategies exist. For (2U), we establish the following lemma.
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I Lemma 7. Let C be an EC ofM. The following assertions hold.
1. It can be decided in polynomial time if condition (2U) holds.
2. If it holds, then there exists a (uniform randomized) memoryless witness strategy λ2,C

and a sub-EC D ⊆ C such that Dmax
even(p1) 6= ∅, Dmax

even(p2) 6= ∅, and for all s ∈ C, we have
that Pλ2,C

M�C ,s

[
{π ∈ OutM�C (λ2,C) | inf(π) = D}

]
= 1.

3. Furthermore, λ2,C satisfies the following property: ∀ s ∈ C, ∀ ε > 0, ∃n ∈ N such that
Pλ2,C

M�C ,s

[{
π ∈ OutM�C (λ2,C) | ∃ i, 0 ≤ i ≤ n, π(i) ∈ Dmax

even(p1)
}]
≥ 1− ε.

Proof Sketch. For Point 2, we resort on a classical result on almost-sure reachability of ECs
and almost-sure satisfaction of both parity objectives. For Point 3, we use Lemma 1 and
Point 2. For Point 1, we show that (i) the existence of a sub-ECD such thatDmax

even(p1) 6= ∅ and
Dmax

even(p2) 6= ∅ is not only necessary but also sufficient to satisfy condition (2U), and (ii) the
existence of such a set can be decided in polynomial time. For (i), it suffices to build a
uniform randomized memoryless strategy λ that reaches the sub-EC D almost-surely and
then plays uniformly at random in it forever: λ will be a witness for s |=M�C

AS(p1)∧ AS(p2),
so condition (2U) holds in C. For (ii), we first check if Cmax

even(p1) 6= ∅ and Cmax
even(p2) 6= ∅.

If this holds, then D = C and the answer is Yes (it takes linear time obviously). If it
does not hold, then we compute the sets Cmax

odd (pi) =
{
s ∈ C | (pi(s) is odd) ∧ (∀ s′ ∈

C, pi(s′) is even =⇒ pi(s′) < pi(s))
}
and we iterate this procedure in the sub-EC C ′ ⊂ C

defined as C ′ = C \ Attr2
(
Cmax

odd (p1) ∪ Cmax
odd (p2)

)
, where Attr2 is the classical attractor for

P2. A suitable D exists if and only if this procedure stops before C ′ = ∅. In addition, this
procedure takes at most |C| iterations (as we remove at least one state at each step) and
each iteration takes linear time. J

We will now prove that inside any UGEC, there is a strategy for S(p1) ∧ AS(p2). From
now on, let C be a UGEC ofM, λ1,C be a uniform finite-memory witness strategy for (1U)
in Definition 5, and λ2,C be a uniform randomized memoryless one for (2U), additionally
satisfying the properties of Lemma 7. We build a strategy λC based on λ1,C and λ2,C .

I Definition 8. Let C ∈ UGEC(M). Let (ni)i∈N be a sequence of naturals ni such that
Pλ2,C

M�C ,s

[{
π ∈ OutM�C (λ2,C) | ∃ i, 0 ≤ i ≤ ni, π(i) ∈ Dmax

even(p1)
}]
≥ 1− 2−i, whose existence

is guaranteed by Lemma 7. We build strategy λC as follows, starting with i = 0.
(a) Play λ2,C for ni steps. Then i = i+ 1 and go to (b).
(b) If Dmax

even(p1) was visited in phase a), then go to (a).
Else, play λ1,C until Cmax

even(p1) is reached and then go to (a).

Observe that λC requires infinite memory. In the next lemma, we prove that λC is a
proper witness for S(p1) ∧ AS(p2) in the UGEC C.

I Lemma 9. Let C ∈ UGEC(M). For all s ∈ C, it holds that s, λC |= S(p1) ∧ AS(p2).

Proof Sketch. First consider s, λC |= S(p1). Fix any π ∈ OutM�C
s (λC): we will show that

maxs′∈inf(π) p1(s′) is even. Three cases are possible: (i) λC switches infinitely often between
λ1,C and λ2,C , (ii) it eventually plays λ1,C forever, and (iii) it eventually plays λ2,C forever.
In case (i), Cmax

even(p1) is visited infinitely often. Since any state in this set has an even priority
higher than any odd priority in C, we are good. In case (ii), we know that s, λ1,C |= S(p1).
By prefix-independence, we are also good. In case (iii), Dmax

even(p1) is visited infinitely often,
and, eventually, play π never leaves the sub-EC D. Hence, we are good here too and we
conclude that s, λC |= S(p1).

To show that s, λC |= AS(p2), we prove that λC almost-surely ends up in playing only
λ2,C (which ensures AS(p2)). The crux here is the choice of durations ni for the strategy: we
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can show that the probability to never play λ1,C again after round i tends to one when i
tends to infinity. This entails the needed result. J

We can now prove the left-to-right implication of Lemma 6. For this, assume that for
s0 ∈ S, we have that λU is a witness for s0 |= S(p1) ∧ AS(♦U), where we recall that U
represents the union of all UGECs of the MDP M. Note that such a strategy can be
finite-memory w.l.o.g. as proved in Theorem 2. We build a global strategy λ as follows.

I Definition 10. Based on strategies λU and λC for all C ∈ UGEC(M), we build the global
strategy λ as follows.
(a) Play λU until a UGEC C is reached, then go to (b).
(b) Play λC forever.

This strategy requires infinite memory because of the strategies λC . We prove that λ is a
witness for s0 |= S(p1) ∧ AS(p2).

I Lemma 11. It holds that s0, λ |= S(p1) ∧ AS(p2).

Right-to-left implication (necessary condition). We now turn to the converse implication
of Lemma 6, i.e., that s0 |= S(p1) ∧ AS(p2) implies s0 |= S(p1) ∧ AS(♦U). We start by an
intermediate lemma regarding witness strategies: it establishes that all states reachable via
such a strategy also satisfy the property.

I Lemma 12. For every state s ∈ S, every strategy λ such that s, λ |= S(p1) ∧ AS(p2), and
every prefix ρ ∈ Pref(OutMs (λ)), we have that Last(ρ) |= S(p1) ∧ AS(p2).

The next lemma establishes that at least one UGEC must exist inM.

I Lemma 13. The following holds: s0 |= S(p1) ∧ AS(p2) =⇒ UGEC(M) 6= ∅.

Proof Sketch. Given Π ⊆ Plays(G), we define States(Π) = {s ∈ S | ∃π ∈ Π, ∃n ∈
N, π(n) = s}. We then study the set

S =
{
R ⊆ S | ∃ s ∈ S, ∃λ ∈ Λ, (s, λ |= S(p1) ∧ AS(p2)) ∧ (R = States(OutMs (λ)))

}
.

Intuitively, it contains any subset of S that captures all states reachable by some witness
strategy λ, from some state s ∈ S. First note that s0 |= S(p1) ∧ AS(p2) implies that S is
non-empty, as for a witness strategy λ, R = States(OutMs0

(λ)) ∈ S, by definition.
We then show that all minimal elements of S for set inclusion ⊆ are UGECs, which suffices

to establish our lemma. The most important ingredients to prove that any R ∈ min⊆(S) is
a UGEC are the following. First the existence, for any s ∈ R, of a strategy λR such that
s, λR |=M�R

S(p1) ∧ AS(p2) (i.e., λR satisfies the property without leaving R), which follows
from Lemma 12 and the minimality of R in S. Second, proving that Rmax

even(p1) is dense in
the subtree induced by OutMs (λR), that is, that for every prefix ρ, the subtree defined by λR
from ρ reaches a state of Rmax

even(p1), and that this holds in all subsequent subtrees. From this
density argument, we can derive a witness strategy for condition (1U) in Definition 5. J

Collecting in Umin = ∪R∈min⊆(S)R all states that belong to minimal sets R of S, we
finally prove the implication.

I Lemma 14. The following holds: s0 |= S(p1) ∧ AS(p2) =⇒ s0 |= S(p1) ∧ AS(♦Umin).
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Algorithm. Lemma 11 and Lemma 14 prove the correctness of the reduction presented in
Lemma 6. It is the cornerstone of our algorithm.

I Theorem 15. Given an MDPM = (G = (S,E), S1, S2, δ), a state s0 ∈ S, and two priority
functions pi : S → {1, . . . , d}, i ∈ {1, 2}, it can be decided in NP∩coNP if s0 |= S(p1)∧AS(p2).
If the answer is Yes, then there exists an infinite-memory witness strategy, and infinite
memory is in general necessary. This decision problem is at least as hard as solving parity
games.

Proof. The algorithm can be sketched as follows:
1. Compute the set max⊆(SGEC(M)) of maximal super-good ECs, using [1]. Those are

the maximal ECs satisfying condition (1U) in Definition 5. There are only polynomially
many of them, and their computation is in NP ∩ coNP.

2. For each of them, check if (2U) holds using Lemma 7, in polynomial time. If an EC
does not satisfy (2U), then it is also the case of all its sub-ECs (as seen in the proof of
Lemma 7). Hence, we have that U = {C ∈ max⊆(SGEC(M)) | C satisfies (2U)}.

3. Decide if s0 |= S(p1) ∧ AS(♦U) using Theorem 2. This is in NP ∩ coNP. If it holds, then
answer Yes, otherwise answer No.

Its correctness was established in Lemma 6. It belongs to PNP∩coNP = NP∩ coNP [6], and
it trivially generalizes classical parity games (e.g., by taking p2 : s 7→ 0 for all s ∈ S).

Finally, let us discuss strategies. A witness strategy λ plays as follows: (i) it plays as the
finite-memory strategy witness for s0 |= S(p1)∧ AS(♦U) given by Theorem 2 until a UGEC C

is reached, (ii) then it switches to the infinite-memory strategy λC described in Definition 8.
It is clear that such a strategy is a witness for s0 |= S(p1) ∧ AS(p2), as expected.

Infinite memory is required in general, as shown in the UGEC C in Figure 2: there exists
no finite-memory witness strategy in C. Indeed, assume P1 is restricted to a finite-memory
strategy λ. To be able to ensure p1 on the play in which P2 always goes to c from b, P1 must
visit d infinitely often, and because of the finite memory of λ, he must do it after a bounded
number of steps along which a is not visited: say n steps. Hence, the probability to do it will
be bounded from below by a strictly positive constant, here 2−n

2 (the probability that P2
chooses c for n

2 times in a row), all along a consistent play. Therefore, P1 will almost-surely
visit d infinitely often, and p2 will actually be satisfied with probability zero. J

5 Parity with threshold probability under parity constraints

We now turn to the problem s0 |= S(p1) ∧ P∼c(p2) for ∼∈ {>,≥} and c ∈ Q ∩ [0, 1).

Very-good end-components. In addition to UGECs, we need the new notion of very-good
end-component.

I Definition 16. An end-component C of M is very-good (VGEC) if the following two
properties hold:

(1V) ∀ s ∈ C, s |=M S(p1);
(2V) ∀ s ∈ C, s |=M�C

AS(p1) ∧ AS(p2), or equivalently, s |=M�C
AS(p1 ∩ p2).

We introduce the following notations: VGEC(M) is the set of all VGECs of M, and
V = ∪V ∈VGEC(M)V is the set of states that belong to a VGEC inM.

Note that in condition (1V), P1 is allowed to leave C to ensure S(p1): this is in contrast
to condition (1U) for UGECs, in Definition 5. On the contrary, condition (2V) is exactly
the same as (2U). From these definitions, it is trivial to see that any UGEC is also a VGEC,
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1, 1

1, 1

2, 2

0, 1

a

b

c
d

Figure 3 The EC {a, b, c} is very-good but not ultra-good, as P1 has to leave it to ensure S(p1).

but the converse is false. Consider Figure 3: {a, b, c} is a VGEC. The strategy ensuring (2V)
from a is to go to b, and the strategy ensuring (1V) from a is to go to d. As we will prove in
Lemma 18 and as in all VGECs, P1 can ensure a |= S(p1) ∧ P>1−ε(p2) for any ε > 0. Still,
{a, b, c} is not a UGEC: no strategy ensures S(p1) onM�{a,b,c}, as P2 can enforce the play
(ab)ω that has odd maximal priority. This illustrates why the notion of UGEC is too strong
when reasoning about threshold probability, hence why we need to introduce VGECs.

Available strategies in VGECs. As for UGECs, we will use witness strategies for (1V)
and (2V). Deciding if (1V) holds is solving a classical parity game, in NP ∩ coNP [19].
Uniform pure memoryless witness strategies exist: let λ1 be such a witness. For simplicity of
presentation, we assume in the following that all states ofM satisfy (1V), as otherwise they
will trivially not satisfy the properties we consider (as S(p1) will not be ensured). For (2V),
we established in Lemma 7 that deciding if it holds is in polynomial time and that uniform
randomized memoryless witness strategies exist: let λ2,C be one of them.

Reaching VGECs. We prove a strong relationship between the measure of paths that satisfy
p1 and p2, and the measure of paths that reach VGECs, under any strategy.

I Lemma 17. For all s ∈ S, and all λ ∈ Λ, the following holds: PλM,s[♦V ] ≥ PλM,s[p1 ∩ p2].

Limit-sure satisfaction in VGECs. For each state in a VGEC, we claim that the parity
objective p2 can be satisfied with probability arbitrarily close to one, while ensuring p1 surely.

I Lemma 18. Let C ∈ VGEC(M). For all s ∈ C and ε ∈ (0, 1], the following property
holds: s |= S(p1) ∧ P>1−ε(p2).

Proof Sketch. As for UGECs, we build a witness strategy based on two simpler ones: λ1
and λ2,C . However, our strategy here depends on ε. The rough idea is as follows: the witness
strategy λε will play λ2,C for longer and longer rounds, and switch to λ1 forever if Dmax

even(p1)
is not visited along one of those rounds. Using Lemma 7 cleverly, we can define the sequence
of round lengths in such a way that the probability to play as λ2,C forever exceeds 1 − ε,
yielding the result. J

The strict threshold case. We reduce the problem to a reachability problem toward V.
The first lemma gives a sufficient condition under which the property is satisfied. Its proof
tells us how to construct witness strategies.

I Lemma 19. The following holds: s0 |= S(p1) ∧ P>c(♦V) =⇒ s0 |= S(p1) ∧ P>c(p2).

Proof Sketch. We build a witness strategy λ based on (i) λ♦V , a strategy that ensures to
reach V with probability q > c from s0, (ii) λ1, and (iii) λε,C from Lemma 18 for a well-chosen
ε > 0 and every VGEC C. The idea is to first play λ♦V long enough so that a VGEC C

is reached with probability close to q and, if such a C is reached, to switch to λε,C for ε
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sufficiently small so that the total probability to satisfy p2 is higher than c. If no VGEC is
reached, λ switches to λ1, hence ensuring S(p1). J

This second lemma gives a necessary condition. Its proof uses Lemma 17.

I Lemma 20. The following holds: s0 |= S(p1) ∧ P>c(p2) =⇒ s0 |= S(p1) ∧ P>c(♦V).

The non-strict threshold case. As we solved the strict case, the only interesting remaining
case is when P1, while surely forcing p1, can force p2 with probability c, but no more.
The main tool here is UGECs. The first lemma gives a sufficient condition. Its proof is
constructive. Recall that U = ∪U∈UGEC(M)U .

I Lemma 21. The following holds: s0 |= S(p1) ∧ P≥c(♦U) =⇒ s0 |= S(p1) ∧ P≥c(p2).

Proof Sketch. We define a witness strategy based on (i) λ♦U , a witness for s0 |= S(p1) ∧
P≥c(♦U), and (ii) strategies λC for every UGEC C: it suffices to play λ♦U as long as no
UGEC C is reached and to switch to λC when reached, if ever. J

The next lemma gives a necessary condition, keeping in mind that we consider the case
where P1 cannot ensure probability strictly larger than c.

I Lemma 22. The following holds: (s0 |= S(p1) ∧ P≥c(p2)) ∧ (s0 6|= S(p1) ∧ P>c(p2)) =⇒
s0 |= S(p1) ∧ P≥c(♦U).

Algorithm. Based on the reductions shown above, we can now establish an algorithm and
complexity results for the threshold problem.

I Theorem 23. Given an MDPM = (G = (S,E), S1, S2, δ), a state s0 ∈ S, and two priority
functions pi : S → {1, . . . , d}, i ∈ {1, 2}, it can be decided in NP∩coNP if s0 |= S(p1)∧P∼c(p2)
for ∼∈ {>,≥} and c ∈ Q∩ [0, 1). If the answer is Yes, then there exists an infinite-memory
witness strategy, and infinite memory is in general necessary. This decision problem is at
least as hard as solving parity games.

Proof. The algorithm can be sketched as follows:
1. Remove fromM all states where S(p1) does not hold, as well as their attractor for P2:

if s0 is removed, then answer No. LetM′ be the remaining MDP. This operation is in
NP ∩ coNP as it consists in solving a classical parity game [19].

2. Compute the set V representing the union of VGECs in M′. This can be done in
polynomial time by computing the maximal ECs ofM′ and applying Lemma 7 to check
condition (2V) for each of them (condition (1V) holds thanks to the previous step).

3. Decide if s0 |= S(p1) ∧ P>c(♦V) using Theorem 4. This is in NP ∩ coNP. If it holds, then
answer Yes. If it does not hold and ∼ is >, then answer No, otherwise, i.e., if ∼ is ≥,
continue with the next step.

4. Use the sub-algorithm described in Theorem 15 to compute the set U representing the
union of UGECs inM′. This is in NP ∩ coNP.

5. Decide if s0 |= S(p1) ∧ P≥c(♦U) using Theorem 4. This is in NP ∩ coNP. If it holds,
answer Yes, otherwise answer No.

The correctness of this algorithm follows from Lemma 19, Lemma 20, Lemma 21, and
Lemma 22. It belongs to PNP∩coNP = NP ∩ coNP [6], and it trivially generalizes classical
parity games (e.g., by taking p2 : s 7→ 0 for all s ∈ S).
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Finally, let us discuss strategies. Witness strategies for the case > (resp. ≥) were described
in Lemma 19 (resp. Lemma 21). In both cases, infinite memory is in general required, because
it is in general necessary to play optimally in both VGECs and UGECs. For UGECs, see
Theorem 15 for an example. For VGECs, consider the VGEC {a, b, c} in the MDP of Figure 3.
We claim that for every finite-memory strategy λ ensuring S(p1), the probability to ensure p2
is zero, hence there is no finite-memory witness for a |= S(p1)∧ P>1−ε(p2). As argued for the
UGEC case, in order to ensure p1 on the play in which P2 always goes to a from b, P1 must
go to d at some point, and because of the finite memory of λ, he must do it after a bounded
number of steps along which c is not visited: say n steps. Again, the probability to do it will
be bounded from below by a strictly positive constant, here 2−n

2 (the probability that P2
chooses a for n

2 times in a row), all along a consistent play. Therefore, P1 will almost-surely
go to d, and p2 will actually be satisfied with probability zero. J

6 Conclusion

We further extended the beyond worst-case synthesis framework by studying the case of two
parity objectives and proved NP ∩ coNP membership for all considered variants.

Our algorithms can easily be generalized to more than two parity objectives as long as we
consider only the S and AS operators. Indeed, we have that for any MDPM, any state s in
M, and any number of priority functions p1, . . . pn, it holds that s |=

∧
i S(pi)

∧
j AS(pj) ⇐⇒

s |= S
(∧

i pi
)
∧AS

(∧
j pj
)
, and it is easy to reduce the latter problem to s′ |= S(p′)∧AS(p′′) on

a (larger) MDPM′, using classical techniques (e.g., any conjunction of parity objectives can
be expressed as a Muller condition [13], that in turn can be transformed into a single parity
condition on a larger graph [20]). Extending this generalization to the operator P∼c is more
challenging and would require to mix our techniques to methods for percentile queries [24]:
an interesting direction for future work.

Another question is the limits of finite-memory strategies. We saw that in general,
infinite memory is needed. We would like to investigate under which additional conditions
finite-memory strategies suffice, and to develop corresponding algorithms.
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Abstract
A system of communicating finite state machines is synchronizable [1, 4] if its send trace semantics,
i.e. the set of sequences of sendings it can perform, is the same when its communications are
FIFO asynchronous and when they are just rendez-vous synchronizations. This property was
claimed to be decidable in several conference and journal papers [1, 4, 3, 2] for either mailboxes
(∗-1) or peer-to-peer (1-1) communications, thanks to a form of small model property. In this
paper, we show that this small model property does not hold neither for mailbox communications,
nor for peer-to-peer communications, therefore the decidability of synchronizability becomes an
open question. We close this question for peer-to-peer communications, and we show that syn-
chronizability is actually undecidable. We show that synchronizability is decidable if the topology
of communications is an oriented ring. We also show that, in this case, synchronizability implies
the absence of unspecified receptions and orphan messages, and the channel-recognizability of
the reachability set.
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1 Introduction

Asynchronous distributed systems are error prone not only because they are difficult to
program, but also because they are difficult to execute in a reproducible way. The slack
of communications, measured by the number of messages that can be buffered in a same
communication channel, is not always under the control of the programmer, and even when
it is, it may be delicate to choose the right size of the communication buffers.

Slack elasticity of a distributed system with asynchronous communications is the property
that the “observable behaviour” of the system is the same whatever the slack of commu-
nications is. There are actually as many notions of slack elasticity as there are notions of
observable behaviours (and of distributed systems). Slack elasticity has been studied in various
contexts: for hardware design [16], with the goal of ensuring that some code transformations
are semantic-preserving, for parallel programming in MPI [18, 19], for ensuring the absence
of deadlocks and other bugs, or more recently for web services and choreographies [1, 4, 2],
for verifying various properties, among which choreography realizability [3].
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This paper focuses on synchronizability [1], a special form of slack elasticity that was
defined by Basu and Bultan for analyzing choreographies. Synchronizability is the slack
elasticity of the send trace semantics of the system: a system of communicating finite state
machines is synchronizable if any asynchronous trace can be mimicked by a synchronous
one that contains the same send actions in the same order. Synchronizability was claimed
decidable first for mailbox communications [4], where each peer stores all incoming messages in
a unique mailbox in a FIFO fashion. Later, the decidability claim was extended to peer-to-peer
communications [2], where there is a FIFO queue for every pair of peers. Synchronizability
seemed to contrast with many other properties of systems of communicating finite state
machines (including deadlock-freedom, absence of orphan messages, boundedness, etc) that
are undecidable for systems of just two machines [6]. The proof relied on the claim that
synchronizability would be the same as 1-synchronizability, which states that any 1-bounded
trace can be mimicked by a synchronous trace.

In this paper, we show that the two claims are actually false: 1-synchronizability does not
imply synchronizability, and at least for peer-to-peer communications, synchronizability is
undecidable. We also show that the two claims hold, however, if we restrict to systems where
the communication topology is an oriented, unidirectional ring, in particular the topology of a
system with two peers only. While proving that 1-synchronizability implies synchronizability
for ring topologies we also show that 1-synchronizability implies the absence of unspecified
receptions and orphan messages, and that the reachability set is channel-recognizable.

Outline. The paper focuses on the peer-to-peer communication model. Section 2 introduces
all notions of communicating finite state machines and synchronizability. In Section 3, we show
that synchronizability is undecidable. Section 4 shows the decidability of synchronizability
on ring topologies. Section 5 concludes with discussions and open problems about other
communication models, in particular the mailbox communication model that was the first
and the most studied model in previous works on synchronizability. Due to space constraints,
several proofs are omitted and can be found in a companion long version [11].

Related Work. The analysis of systems of communicating finite state machines has always
been a very active topic of research. Systems with channel-recognizable (aka QDD [5]
representable) reachability sets are known to enjoy a decidable reachability problem [17].
Heussner et al developed a CEGAR approach based on regular model-checking [13]. Classific-
ations of communication topologies according to the decidability of the reachability problems
are known for FIFO, FIFO+lossy, and FIFO+bag communications [8, 9]. In [15, 14], the
bounded context-switch reachability problem for communicating machines extended with
local stacks modeling recursive function calls is shown decidable under various assumptions.
Session types dialects have been introduced for systems of communicating finite state ma-
chines [10], and were shown to enforce various desirable properties. Existentially-bounded
systems are systems of communicating finite state machines that were studied in a language-
theoretic perspective: in [12], in particular, correspondences have been established among
message sequence charts languages defined on the one hand by (universally/existentially
bounded) systems of communicating machines and on the other hand by monadic second
order logic over partial orders and automata Whether a system of communicating machines
is existentially bounded, respectively existentially k-bounded for a fixed k, is undecidable
in the general case, but it is unknown whether it remains undecidable for systems that are
non-blocking.
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2 Preliminaries

Messages and topologies. A message set M is a tuple 〈ΣM , p, src, dst〉 where ΣM is a finite
set of letters (more often called messages), p ≥ 1 and src, dst are functions that associate
to every letter a ∈ Σ naturals src(a) 6= dst(a) ∈ {1, . . . , p}. We often write ai→j for a
message a such that src(a) = i and dst(a) = j; we often identify M and ΣM and write for
instance M = {ai1→j1

1 , ai2→j2
2 , . . . } instead of ΣM = . . . , or w ∈ M∗ instead of w ∈ Σ∗M .

The communication topology associated to M is the graph GM with vertices {1, . . . , p} and
with an edge from i to j if there is a message a ∈ ΣM such that src(a) = i and dst(a) = j.
GM is an oriented ring if the set of edges of GM is {(i, j) | i+ 1 = j mod p}.

Traces. An action λ over M is either a send action !a or a receive action ?a, with a ∈ ΣM .
The peer peer(λ) of action λ is defined as peer(!a) = src(a) and peer(?a) = dst(a). We write
Acti,M for the set of actions of peer i and ActM for the set of all actions over M . A M -trace τ
is a finite (possibly empty) sequence of actions. We write Act∗M for the set of M -traces, ε for
the emptyM -trace, and τ1 ·τ2 for the concatenation of twoM -traces. We sometimes write !?a
for !a · ?a. A M -trace τ is a prefix of υ, τ ≤pref υ if there is θ such that υ = τ · θ. The prefix
closure ↓ S of a set of M -traces S is the set {τ ∈ Act∗M | there is υ ∈ S such that τ ≤pref υ}.
For a M -trace τ and peer ids i, j ∈ {1, . . . , p} we write

send(τ) (resp. recv(τ)) for the sequence of messages sent (resp. received) during τ , i.e.
send(!a) = a, send(?a) = ε, and send(τ1 · τ2) = send(τ1) · send(τ2) (resp. recv(!a) = ε,
recv(?a) = a, and recv(τ1 · τ2) = recv(τ1) · recv(τ2)).
onPeeri(τ) for the M -trace of actions λ in τ such that peer(λ) = i.
onChanneli→j(τ) for the M -trace of actions λ in τ such that λ ∈ {!a, ?a} for some a ∈M
with src(a) = i and dst(a) = j.
bufferi→j(τ) for the word w ∈ M∗, if it exists, such that send(onChanneli→j(τ)) =
recv(onChanneli→j(τ)) · w.

A M -trace τ is FIFO (resp. a k-bounded FIFO, for k ≥ 1) if for all i, j ∈ {1, . . . , p}, for all
prefixes τ ′ of τ , bufferi→j(τ ′) is defined (resp. defined and of length at most k). A M -trace
is synchronous if it is of the form !?a1 · !?a2 · · · !?ak for some k ≥ 0 and a1, . . . , ak ∈M . In
particular, a synchronous M -trace is a 1-bounded FIFO M -trace (but the converse is false).
A M -trace τ is stable if bufferi→j(τ) = ε for all i 6= j ∈ {1, . . . , p}.

Two M -traces τ, υ are causal-equivalent τ causal∼ υ if
1. τ, υ are FIFO, and
2. for all i ∈ {1, . . . , p}, onPeeri(τ) = onPeeri(υ).
The relation causal∼ is a congruence with respect to concatenation. Intuitively, τ causal∼ υ if τ is
obtained from υ by iteratively commuting adjacent actions that are not from the same peer
and do not form a “matching send/receive pair”.

Peers, systems, configurations. A system (of communicating machines) over a message
set M is a tuple S = 〈P1, . . . ,Pp〉 where for all i ∈ {1, . . . , p}, the peer Pi is a finite state
automaton 〈Qi, q0,i,∆i〉 over the alphabet Act

,i,M and with (implicitly) Qi as the set of
accepting states. We write L(Pi) for the set of M -traces that label a path in Pi starting at
the initial state q0,i.

Let the system S be fixed. A configuration γ of S is a tuple (q1, . . . , qp, w1,2, . . . , wp−1,p)
where qi is a state of Pi and for all i 6= j, wi,j ∈ M∗ is the content of channel i → j. A
configuration is stable if wi,j = ε for all i, j ∈ {1, . . . , p} with i 6= j.
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q0,1 q1,1 q2,1 q3,1P1
!a1→2 !a1→2 !b1→3

q0,2

q1,2 q2,2 q3,2

q4,2 q5,2P2

?a1→2

?a1→2 ?c3→2

?c3→2 !d2→1
q0,3 q1,3 q2,3P3

?b1→3 !c3→2

Figure 1 System of Example 1 and Theorem 3.

Let γ = (q1, . . . , qp, w1,2, . . . , wp−1,p), γ′ = (q′1, . . . , q′p, w′1,2, . . . , w′p−1,p) and m ∈M with
src(m) = i and dst(m) = j. We write γ !m−−→S γ′ (resp. γ

?m−−→S γ′) if (qi, !m, q′i) ∈ ∆i (resp.
(qj , ?m, q′j) ∈ ∆j), w′i,j = wi,j ·m (resp. wi,j = m ·w′i,j) and for all k, ` with k 6= i (resp. with
k 6= j), qk = q′k and w′k,` = wk,` (resp. w′`,k = w`,k). If τ = λ1 · λ2 · · ·λn, we write τ−→S for
λ1−→S

λ2−→S . . .
λn−−→S . We often write τ−→ instead of τ−→S when S is clear from the context. The

initial configuration of S is the stable configuration γ0 = (q0,1, . . . , q0,p, ε, . . . , ε). A M -trace
τ is a trace of system S if there is γ such that γ0

τ−→ γ. Equivalently, τ is a trace of S if
1. it is a FIFO trace, and
2. for all i ∈ {1, . . . , p}, onPeeri(τ) ∈ L(Pi).
For k ≥ 1, we write Tracesk(S) for the set of k-bounded traces of S, Traces0(S) for the set of
synchronous traces of S, and Tracesω(S) for

⋃
k≥0 Tracesk(S).

I Example 1. Consider the message set M = {a1→2, b1→3, c3→2, d2→1} and the system
S = 〈P1,P2,P3〉 where P1,P2,P3 are as depicted in Fig. 1. Then

L(P1) = ↓ {!a1→2 · !a1→2 · !b1→3}
L(P2) = ↓ {?a1→2 · ?a1→2 · ?c3→2 , ?c3→2 · !d2→1}
L(P3) = ↓ {?b1→3 · !c3→2}.

An example of a stable trace is !a1→2 · !a1→2 · !?b1→3 · !c3→2 · ?a1→2 · ?a1→2 · ?c3→2. Let
τ =!a1→2 · !a1→2 · !?b1→3 · !?c3→2 · !d2→1. Then τ ∈ Traces2(S) is a 2-bounded trace of the
system S, and γ0

τ−→ (q3,1, q5,2, q2,3, a
1→2a1→2, ε, d2→1, ε, ε, ε).

Two traces τ1, τ2 are S-equivalent, τ1
S∼ τ2, if τ1, τ2 ∈ Tracesω(S) and there is γ such

that γ0
τi−→ γ for both i = 1, 2. It follows from the definition of causal∼ that if τ1

causal∼ τ2 and
τ1, τ2 ∈ Tracesω(S), then τ1

S∼ τ2.

Synchronizability. Following [4], we define the observable behaviour of a system as its set
of send traces enriched with their final configurations when they are stable. Formally, for
any k ≥ 0, we write Jk(S) and Ik(S) for the sets

Jk(S) = {send(τ) | τ ∈ Tracesk(S)}
Ik(S) = Jk(S) ∪ {(send(τ), γ) | γ0

τ−→ γ, γ stable, τ ∈ Tracesk(S)}.

Synchronizability is then defined as the slack elasticity of these observable behaviours.

I Definition 2 (Synchronizability [1, 4]). A system S is synchronizable if I0(S) = Iω(S). S
is called language synchronizable if J0(S) = Jω(S).

For convenience, we also introduce a notion of k-synchronizability: for k ≥ 1, a system S
is k-synchronizable if I0(S) = Ik(S), and language k-synchronizable if J0(S) = Jk(S). A
system is therefore (language) synchronizable if and only if it is (language) k-synchronizable
for all k ≥ 1.
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I Theorem 3. There is a system S that is 1-synchronizable, but not synchronizable.

Proof. Consider again the system S of Example 1. Let γijk := (qi,1, qj,2, qk,3, ε, . . . , ε). Then

J0(S) = ↓ {a1→2 · a1→2 · b1→3 · c3→2}
J1(S) = J0(S)
J2(S) = ↓ {a1→2 · a1→2 · b1→3 · c3→2 · d2→1}
Ik(S) = Jk(S) ∪ Stab for all k ≥ 0

where Stab = {(ε, γ0), (a1→2, γ101), (a1→2 ·a1→2, γ202), (a1→2 ·a1→2 ·b1→3, γ312), (a1→2 ·a1→2 ·
b1→3 · c3→2, γ323)}. J

This example contradicts Theorem 4 in [2], which stated that J0(S) = J1(S) implies
J0(S) = Jω(S). This also shows that the decidability of synchronizability for peer-to-peer
communications is open despite the claim in [2]. The next section closes this question.

I Remark. In Section 5, we give a counter-example that addresses communications with
mailboxes, i.e. the first communication model considered in all works about synchronizability,
and we list several other published theorems that our counter-example contradicts.

3 Undecidability of Synchronizability

In this section, we show the undecidability of synchronizability for systems with at least
three peers. The key idea is to reduce a decision problem on a FIFO automaton A, i.e.
an automaton that can both enqueue and dequeue messages in a unique channel, to the
synchronizability of a system SA. The reduction is quite delicate, because synchronizability
constrains a lot the way SA can be defined (a hint for that being that SA must involve three
peers). It is also delicate to reduce from a classical decision problem on FIFO automata
like e.g. the reachability of a control state, and we first establish the undecidability of a
well-suited decision problem on FIFO automata, roughly the reception of a message m with
some extra constraints. We can then construct a system S ′′A,m such that the synchronizability
of S ′′A,m is equivalent to the non-reception of the special message m in A.

A FIFO automaton is a finite state automaton A = 〈Q,ActΣ,∆, q0〉 over an alphabet
of the form ActΣ for some finite set of letters Σ with all states being accepting states. A
FIFO automaton can be thought as a system with only one peer, with the difference that,
according to our definition of systems, a peer can only send messages to peers different from
itself, whereas a FIFO automaton enqueues and dequeues letters in a unique FIFO queue,
and thus, in a sense, “communicates with itself”. All notions we introduced for systems
are obviously extended to FIFO automata. In particular, a configuration of A is a tuple
γ = (q, w) ∈ Q × Σ∗, it is stable if w = ε, and the transition relation γ

τ−→ γ′ is defined
exactly the same way as for systems. For technical reasons, we consider two mild restrictions
on FIFO automata:
(R1) for all γ0

τ−→ (q, w), either τ = ε or w 6= ε (in other words, all reachable configurations
are unstable, except the initial one);

(R2) for all (q0, λ, q) ∈ ∆, λ =!a for some a ∈ Σ (in other words, there is no receive action
labeling a transition from the initial state).

I Lemma 4. The following decision problem is undecidable.
Input A FIFO automaton A that satisfies (R1) and (R2), and a message m.
Question Is there a M -trace τ such that τ · ?m ∈ Tracesω(A)?
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Proof. This kind of result is often considered folklore, but it seems it could be informative
to detail a possible construction. We reduce from the existence of a finite tiling given a set
of tiles and a pair of initial and final tiles. Intuitively, we construct a FIFO automaton that
outputs the first row of the tiling, storing it into the queue, and then for all next row i+ 1,
the automaton outputs the row tile after tile, popping a tile of row i in the queue in between
so as to check that each tile of row i+ 1 vertically coincides with the corresponding tile of row
i. Consider a tuple T = 〈T, t0, tF , H, V 〉 where T is a finite set of tiles t0, tF ∈ T are initial
and final tiles, and H,V ⊆ T ×T are horizontal and vertical compatibility relations. Without
loss of generality, we assume that there is a “padding tile” � such that (t,�) ∈ H ∩ V for all
t ∈ T . For a natural n ≥ 1, a n-tiling is a function f : N× {1, . . . , n} → T such that
1. f(0, 0) = t0,
2. there are (iF , jF ) ∈ N× {1, . . . , n} such that f(iF , jF ) = tF ,
3. (f(i, j), f(i, j + 1)) ∈ H for all (i, j) ∈ N× {1, . . . , n− 1}, and
4. (f(i, j), f(i+ 1, j)) ∈ V for all (i, j) ∈ N× {1, . . . , n}.
The problem of deciding, given a tuple T = 〈T, t0, tF , H, V 〉, whether there is some n ≥ 1 for
which there exists a n-tiling, is undecidable.1 Let T = 〈T, t0, tF , H, V 〉 be fixed. We define
the FIFO automaton AT = 〈Q,Σ,∆, q0〉 with Q = {qt,0, q↓=t, q←=t, q←=t,↓=t′ | t ∈ T, t′ ∈
T ∪ {$}} ∪ {q0, q1}, Σ = T ∪ {$}, and ∆ ⊆ Q× ActΣ ×Q, with

∆ = {(q0, !t0, qt0,0)} ∪ {(qt,0, !t′, qt′,0) | (t, t′) ∈ H} ∪ {(qt,0, !$, q1) | t ∈ T}
∪ {(q1, ?t, q↓=t) | t ∈ T )} ∪ {(q↓=t, !t′, q←=t′) | (t, t′) ∈ V }
∪ {(q←=t, ?t′, q←=t,↓=t′) | t ∈ T, t′ ∈ T ∪ {$}}
∪ {(q←=t,↓=t′ , !t′′, q←=t′′) | (t, t′′) ∈ H and (t′, t′′) ∈ V }
∪ {(q←=t,↓=$, !$, q1) | t ∈ T}

Therefore, any execution of AT is of the form

!t1,1 · !t1,2 · · ·!t1,n · !$ · ?t1,1 · !t2,1 · ?t1,2 · !t2,2 · · ·!t2,n · ?$ · !$ · ?t2,1 · !t3,1 · · ·

where t1,1 = t0, (ti,j , ti+1,j) ∈ V and (ti,j , ti,j+1) ∈ H. The following two are thus equivalent:
1. there is n ≥ 1 such that T admits a n-tiling
2. there is a trace τ ∈ Tracesω(A) that contains ?tF . J

Let us now fix a FIFO automaton A = 〈QA,ActΣ,∆A, q0〉 that satisfies (R1) and (R2).
Let M = M1 ∪M2 ∪M3 be such that all messages of Σ can be exchanged among all peers in
all directions but 2→ 1, i.e.

M1 = {a1→2, a1→3, a3→1 | a ∈ Σ}
M2 = {a3→2, a1→2, a2→3 | a ∈ Σ}
M3 = {a1→3, a3→1, a3→2, a2→3 | a ∈ Σ}

P1 P2

P3

Intuitively, we want P1 to mimick A’s decisions and the channel 1→ 2 to mimick A’s queue
as follows. When A would enqueue a letter a , peer 1 sends a1→2 to peer 2, and when A
would dequeue a letter a, peer 1 sends to peer 2 via peer 3 the order to dequeue a, and
waits for the acknowledgement that the order has been correcly executed. Formally, let
P1 = 〈Q1, q0,1,∆1〉 be defined by Q1 = QA ] {qδ | δ ∈ ∆A} and ∆1 = {(q, !a1→2, q′) |

1 Note that, due to the presence of the padding tile, this problem is equivalent to the problem of the
existence of a finite rectangular tiling that contains t0 at the beginning of the first row and tF anywhere
in the rectangle, which in turn is equivalent to the termination of a Turing machine.
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A

!a !m

?a, ?m
P1

!a1→2 !m1→2

!a1→3?a3→1

!m1→3?m3→1

P2
?a3→2

?a3→2 ?a1→2

!a2→3

?m3→2

?m3→2
?m1→2

!m2→3

P3 ?a1→3 !a3→2

?a2→3!a3→1

?m1→3!m3→2

?m2→3 !m3→1

P ′2
?a1→2, ?m1→2 ?a1→2, ?m1→2

?a3→2

?a1→2, ?m1→2

!a2→3

?a3→2

Figure 2 The FIFO automaton A of Example 5 and its associated systems SA = 〈P1,P2,P3〉

and S ′A,m = 〈P1,P ′2,P3〉. The sink state q⊥ and the transitions q
?m3→2

−−−−−→ q⊥ are omitted in the
representation of P ′2.

(q, !a, q′) ∈ ∆A} ∪ {(q, !a1→3, qδ), (qδ, ?a3→1, q′) | δ = (q, ?a, q′) ∈ ∆A}. The roles of peers
2 and 3 is then rather simple: peer 3 propagates all messages it receives, and peer 2
executes all orders it receives and sends back an acknowledgement when this is done. Let
P2 = 〈Q2, q0,2,∆2〉 and P3 = 〈Q3, q0,3,∆3〉 be defined as we just informally described, with
a slight complication about the initial state of P2 (this is motivated by technical reasons that
will become clear soon).

Q2={q0,2, q1,2} ∪ {qa,1, qa,2 | a ∈ Σ} Q3= {q0,3} ∪ {qa,1, qa,2, qa,3 | a ∈ Σ}
∆2= {(q0,2, ?a3→2, qa,1), (q1,2, ?a3→2, qa,1), (qa,1, ?a1→2, qa,2), (qa,2, !a2→3, q1,2) | a ∈ Σ}
∆3= {(q0,3, ?a1→3, qa,1), (qa,1, !a3→2, qa,2), (qa,2, ?a2→3, qa,3), (qa,3, !a3→1, q0,3) | a ∈ Σ}

I Example 5. Consider Σ = {a,m} and the FIFO automaton A = 〈{q0, q1},ActΣ,∆, q0〉
with transition relation ∆A = {(q0, !a, q0), (q0, !m, q1), (q1, ?a, q0), (q1, ?m, q0)}. Then A and
the peers P1,P2,P3 are depicted in Fig. 2.

Let SA = 〈P1,P2,P3〉. There is a tight correspondence between the k-bounded traces of
A, for k ≥ 1, and the k-bounded traces of SA: every trace τ ∈ Tracesk(A) induces the trace
h(τ) ∈ Tracesk(SA) where h : Act∗Σ → ActM is the homomorphism from the traces of A to
the traces of SA defined by h(!a) =!a1→2 and h(?a) =!?a1→3 · !?a3→2 · ?a1→2 · !?a2→3 · !?a3→1.
The converse is not true: there are traces of SA that are not prefixes of a trace h(τ) for some
τ ∈ Tracesk(A). This happens when P1 sends an order to dequeue a1→3 that correspond
to a transition ?a that A cannot execute. In that case, the system blocks when P2 has to
execute the order.

I Lemma 6. For all k ≥ 0, Tracesk(SA) =↓ {h(τ) | τ ∈ Tracesk(A)}∪ ↓ {h(τ) · !?a1→3 ·
!?a3→2 | τ ∈ Tracesk(A), (q0, ε)

τ−→ (q, w), (q, ?a, q′) ∈ ∆}.

Since A satisfies (R1), all stable configurations that are reachable in SA are reachable by
a synchronous trace, and since it satisfies (R2), the only reachable stable configuration is
the initial configuration. Moreover, J0(SA) = {ε} and Jk(SA) 6= {ε} for k ≥ 1 (provided A
sends at least one message). As a consequence, SA is not synchronizable.

Let us fix now a special message m ∈ Σ. We would like to turn SA into a system that is
synchronizable, except for the send traces that contain m2→3. Note that, by Lemma 6, SA
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has a send trace that contains m2→3 if and only if there are traces of A that contain ?m.
Roughly, we need to introduce new behaviours for the peer 2 that will “flood” the system
with many synchronous traces. Let S ′A,m = 〈P1,P ′2,P3〉 be the system SA in which the peer
P2 is replaced with the peer P ′2 = 〈Q′2, q0,2,∆′2〉 defined as follows.

Q′2 = {q0,2, q
′
0,2} ∪ {q′a,1 | a ∈ Σ, a 6= m, } ∪ {q⊥}

∆′2 = {(q0,2, ?a1→2, q′0,2), (q, ?a1→2, q) | a ∈ Σ, q 6= q0,2}
∪ {(q0,2, ?a3→2, q′a,1), (q′0,2, ?a3→2, q′a,1), (q′a,1, !a2→3, q′0,2), | a ∈ Σ, a 6= m}
∪ {(q, ?m3→2, q⊥) | q ∈ Q′2}

I Example 7. For Σ = {a,m}, and A as in Example 5, P ′2 is depicted in Fig. 2 (omitting
the transitions to the sink state q⊥).

Intuitively, P ′2 can always receive any message from peer P1. Like P2, it can also receive
orders to dequeue from peer P3, but instead of executing the order before sending an
acknowledgement, it ignores the order as follows. If P ′2 receives the order to dequeue a
message a1→2 6= m1→2, P ′2 acknowledges P3 but does not dequeue in the 1 → 2 queue. If
the order was to dequeue m, P ′2 blocks in the sink state q⊥. The system S ′A = 〈P1,P ′2,P3〉
contains many synchronous traces: any M -trace τ ∈ L(P1) labeling a path in automaton P1
can be lifted to a synchronous trace τ ′ ∈ Traces0(SA,m) provided !m1→3 does not occur in τ .
However, if P1 takes a !m1→3 transition, it gets blocked for ever waiting for m3→1. Therefore,
if !a1→3 occurs in a synchronous trace τ of S ′A,m, it must be in the last four actions, and this
trace leads to a deadlock configuration in which both 1 and 3 wait for an acknowledgement
and 2 is in the sink state.

Let Lm(A) be the set of traces τ recognized by A as a finite state automaton (over the
alphabet ActΣ) such that either ?m does not occur in τ , or it occurs only once and it is the
last action of τ . For instance, with A as in Example 5, Lm(A) =↓

(
!a∗ · !m · ?a

)∗ · !a∗ · !m · ?m.
Let h′ : Act∗Σ → Act∗M be the morphism defined by h′(!a) =!?a1→2 for all a ∈ Σ, h′(?a) =
!?a1→3 · !?a3→2 · !?a2→3 · !?a3→1 for all a 6= m, and h′(?m) =!?m1→3 · !?m3→2.

I Lemma 8. Traces0(S ′A,m) =↓ {h′(τ) | τ ∈ Lm(A)}.

Let us now consider an arbitrary trace τ ∈ Tracesω(S ′A,m). Let h′′ : Act∗M → Act∗M be
such that h′′(!a1→2) =!?a1→2, h′′(?a1→2) = ε, and h′′(λ) = λ otherwise. Then h′′(τ) ∈
Traces0(S ′A,m) and τ

S∼ h′′(τ) for S = S ′A,m. Indeed, τ and h′′(τ) are the same up to
insertions and deletions of receive actions ?a1→2, and every state of P ′2 (except the initial
one) has a self loop ?a1→2. Therefore,

I Lemma 9. S ′A,m is synchronizable.

Let us now consider the system S ′′A,m = 〈P1,P2 ∪ P ′2,P3〉, where P2 ∪ P ′2 = 〈Q2 ∪
Q′2, q02,∆2 ∪ ∆′′2〉 is obtained by merging the initial state q0,2 of P2 and P ′2. Note that
Ik(S ′′A,m) = Ik(SA) ∪ Ik(S ′A,m), because q0,2 has no incoming edge in P2 ∪ P ′2.

I Lemma 10. Let k ≥ 1. The following two are equivalent:
1. there is τ such that τ · ?m ∈ Tracesk(A);
2. Ik(S ′′A,m) 6= I0(S ′′A,m).

Proof. Let k ≥ 1 be fixed.
(1) =⇒ (2) Let τ be such that τ · ?m ∈ Tracesk(A). By Lemma 6, there is υ ∈ Ik(SA) such

that m2→3 occurs in υ (take υ = send(h(τ · ?m))). By Lemma 6, υ 6∈ I0(SA) = ∅, and by
Lemma 8, υ 6∈ I0(S ′A,m). Therefore υ ∈ Ik(S ′′A,m) \ I0(S ′′A,m).
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(2) =⇒ (1) By contraposite. Let Tracesk(A\?m) = {τ ∈ Tracesk(A) |?m does not oc-
cur in τ}, and let us assume ¬(1), i.e. Tracesk(A\?m) = Tracesk(A). Let us show
that Ik(S ′′A,m) = I0(S ′′A,m). From the assumption ¬(1) and Lemma 6, it holds that
Tracesk(SA) =

↓ {h(τ) | τ ∈ Tracesk(A\?m)}
∪ ↓ {h(τ) · !?a1→3 · !?a3→2 | τ ∈ Tracesk(A\?m), (q0, ε)

τ−→ (q, w), (q, ?a, q′) ∈ ∆}.

By send(h(τ)) = send(h′(τ)) and Tracesk(A\?m) ⊆ Lm(A), we get that

Ik(SA) ⊆ ↓ {send(h′(τ)) | τ ∈ Lm(A)}

and therefore, by Lemma 8, Ik(SA) ⊆ I0(S ′A,m). Since Ik(S ′′A,m) = Ik(SA) ∪ Ik(S ′A,m)
and since by Lemma 9 Ik(S ′A,m) = I0(S ′A,m), we get that Ik(S ′′A,m) ⊆ I0(S ′′Am), and thus
Ik(S ′′A,m) = I0(S ′′Am). J

I Theorem 11. Synchronizability (resp. language synchronizability) is undecidable.

Proof. Let a FIFO automaton A satisfying (R1) and (R2) and a message m be fixed. By
Lemma 10, S ′′A,m is non synchronizable iff there is a trace τ such that τ · ?m ∈ Tracesω(A).
By Lemma 4, this is an undecidable problem. J

4 The case of oriented rings

In the previous section we established the undecidability of synchronizability for systems
with (at least) three peers. In this section, we show that this result is tight, in the sense that
synchronizability is decidable if GM is an oriented ring, in particular if the system involves
two peers only. This relies on the fact that 1-synchronizability implies synchronizability for
such systems. This property is highly non-trivial, and below we only sketch the main steps
of the proof, identifying when the hypothesis on the ring topology becomes necessary.

The starting point is a confluence property on arbitrary 1-synchronizable systems.

I Lemma 12. Let S be a 1-synchronizable system. Let τ ∈ Traces0(S) and a, b ∈M be such
that
1. τ · !a ∈ Traces1(S),
2. τ · !b ∈ Traces1(S), and
3. src(a) 6= src(b).
If υ1, υ2 are any two of the six different shuffles of !a · ?a with !b · ?b, then τ · υ1 ∈ Tracesω(S),
τ · υ2 ∈ Tracesω(S) and τ · υ1

S∼ τ · υ2.

causal∼

!a !b

!b
?a

!a
?b

!b ?a ?b !a

?b ?a

I Remark. This lemma should not be misunderstood as a consequence of causal equivalence.
Observe indeed that the square on top of the diagram is the only square that commutes
for causal equivalence. The three other squares only commute with respect to S∼, and they
commute for causal∼ only if some extra assumptions on a and b are made. For instance, the left
square does commute for causal∼ if and only if dst(a) 6= src(b).
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Lemma 12 then generalizes to arbitrary sequences of send actions with rather technical
arguments.

I Lemma 13. Let S be a 1-synchronizable system. Let a1, . . . , an, b1, . . . bm ∈ M and
τ ∈ Traces0(S) be such that
1. τ · !a1 · · · !an ∈ Tracesn(S),
2. τ · !b1 · · · !bm ∈ Tracesm(S), and
3. src(ai) 6= src(bj) for all i ∈ {1, . . . , n} and j ∈ {1, . . . ,m}.
Then for any two different shuffles υ1, υ2 of !?a1 · !?a2 · · · !?an with !?b1 · !?b2 · · · !?bm, it holds
that τ · υ1 ∈ Tracesω(S) , τ · υ2 ∈ Tracesω(S) and τ · υ1

S∼ τ · υ2.

For the rest of the proof, the hypothesis on the communication topology being an oriented
ring becomes necessary. We follow the rough idea in [4], also used for half-duplex systems [7],
and show a trace normalization property.

I Definition 14 (Normalized trace). A M -trace τ is normalized if there is a synchronous
M -trace τ0, n ≥ 0, and messages a1, . . . , an such that τ = τ0 · !a1 · · · !an.

I Lemma 15 (Trace Normalization). Assume M is such that the communication topology
GM is an oriented ring. Let S = 〈P1, . . . ,Pp〉 be a 1-synchronizable M-system. For all
τ ∈ Tracesω(S), there is a normalized trace norm(τ) ∈ Tracesω(S) such that τ S∼ norm(τ).

τ

!m1 · · · !mk

τ0

Proof. By induction on τ . Let τ = τ ′ · λ, be fixed. Let us assume by induction hypothesis
that there is a normalized trace norm(τ ′) ∈ Tracesω(S) such that τ ′ S∼ norm(τ ′). Let us
reason by case analysis on the last action λ of τ . The easy case is when λ is a send action:
then, norm(τ ′) · λ is a normalized trace, and norm(τ ′) · λ S∼ τ ′ · λ by right congruence of
S∼. The difficult case is when λ is ?a for some a ∈ M . Let i = src(a), j = dst(a), i.e.
i+ 1 = j mod p. By the definitions of a normal trace and causal∼ , there are τ ′0 ∈ Traces0(S),
a1, . . . , an, b1, . . . , bm ∈M such that

norm(τ ′) causal∼ τ ′0 · !a1 · · · !an · !b1 · · · !bm

with src(ak) = i for all k ∈ {1, . . . , n} and src(bk) 6= i for all k ∈ {1, . . . ,m}. Since GM is an
oriented ring, dst(a1) = j, therefore a1 = a (because by hypothesis j may receive a in the
configuration that norm(τ ′) leads to). Let norm(τ) = τ ′0 · !a · ?a · !b1 · · ·!bm · !a2 · · · !an and let
us show that norm(τ) ∈ Tracesω(S) and τ S∼ norm(τ).

Since norm(τ ′) ∈ Tracesω(S), we have in particular that τ ′0 · !a ∈ Traces1(S) and τ ′0 ·
!b1 · · ·!bn ∈ Tracesω(S). Consider the two traces

υ1 = τ ′0 · !a · ?a · !b1 · · ·!bn · ?b1 · · ·?bn
υ2 = τ ′0 · !a · !b1 · · ·!bn · ?a · ?b1 · · ·?bn.

By Lemma 13, υ1, υ2 ∈ Tracesω(S) and both lead to the same configuration, and in particular
to the same control state q for peer j. The actions ?b1, ?b2, . . .?bn are not executed by peer
j (because src(m) 6= i implies dst(m) 6= j on an oriented ring), so the two traces

υ′1 = τ ′0 · !a · ?a · !b1 · · ·!bn
υ′2 = τ ′0 · !a · !b1 · · ·!bn · ?a
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lead to two configurations γ′1, γ′2 with the same control state q for peer j as in the configuration
reached after υ1 or υ2. On the other hand, for all k 6= j, onPeerk(υ′1) = onPeerk(υ′2), therefore
υ′1
S∼ υ′2. Since τ ′0 ·!a·!a2 · · ·!an ∈ Tracesn(S), and onPeeri(τ ′0 ·!a) = onPeeri(υ′1) = onPeeri(υ′2),

the two traces

υ′′1 = τ ′0 · !a · ?a · !b1 · · ·!bn · !a2 · · ·!an
υ′′2 = τ ′0 · !a · !b1 · · ·!bn · ?a · !a2 · · ·!an

belong to Tracesω(S) and υ′′1
S∼ υ′′2 . Consider first υ′′1 : this is norm(τ) as defined above,

therefore norm(τ) ∈ Tracesω(S), and norm(τ) S∼ υ′′2 . Consider now υ′′2 . By definition,
υ′′2

causal∼ norm(τ ′) · ?a. By hypothesis, norm(τ ′) S∼ τ ′, therefore norm(τ ′) · ?a causal∼ τ . To sum
up, norm(τ) S∼ υ′′2

causal∼ norm(τ ′) · ?a S∼ τ , therefore norm(τ) S∼ τ . J

As a consequence of Lemma 15, 1-synchronizability implies several interesting properties
on the reachability set.

I Definition 16 (Channel-recognizable reachability set [17, 7]). Let S = 〈P1, . . . ,Pp〉 with
Pi = 〈Qi,∆i, q0,i〉. The (coding of the) reachability set of S is the language Reach(S) over the
alphabet (M ∪

⋃p
i=1Qi)∗ defined as {q1 · · · qp · w1 · · ·wp | γ0

τ−→ (q1, . . . , qp, w1, . . . , wp), τ ∈
Tracesω(S)}. Reach(S) is channel-recognizable (or QDD representable [5]) if it is a recognizable
(and rational) language.

I Theorem 17. Let M be a message set such that GM is an oriented ring, and let S be a
M -system that is 1-synchronizable. Then
1. the reachability set of S is channel recognizable,
2. for all τ ∈ Tracesω(S), for all γ0

τ−→ γ, there is a stable configuration γ′, n ≥ 0 and
m1, . . .mn ∈M such that γ ?m1···?mn−−−−−−−→ γ′.

In particular, S neither has orphan messages nor unspecified receptions [7].

Proof. 1. Let S be the set of stable configurations γ such that γ0
τ−→ γ for some τ ∈

Traces0(S); S is finite and effective. By Lemma 15, Reach(S) =
⋃
{Reach!(γ) | γ ∈

S}, where Reach!(γ) = {q1 · · · qp · w1 · · ·wp | γ
!a1···!an−−−−−→ (q1, . . . , qp, w1, . . . , wp), n ≥

0, a1, . . . an ∈M} is an effective rational language.
2. Assume γ0

τ−→ γ. By Lemma 15, γ0
τ0·!m1···!mr−−−−−−−−→ γ for some τ0 ∈ Traces0(S). Then

τ0 · !m1 · · · !mr
causal∼ τ0 · τ1 where τ1 :=!a1 · · · !an · b1 · · · bm for some a1, . . . , an, b1, bm

such that src(ai) 6= src(bj) for all i ∈ {1, . . . , n} and j ∈ {1, . . . ,m}. By Lemma 13,
τ0 ·τ1 ·τ1 ∈ Tracesω(S) (where τ1 =?a1 · · · ?an ·?b1 · · · ?bm), and therefore γ0

τ0·τ1−−−→ γ
τ1−→ γ′

for some stable configuration γ′.
J

I Theorem 18. Let M be a message set such that GM is an oriented ring. For any M -system
S, S is 1- synchronizable if and only if it is synchronizable.

τ

?m1 · · · ?mk

synch(τ)

In order to prove Theorem 18, we prove by induction on the length of τ that τ ·
?m1 · · · ?mk

S∼ synch(τ) for some messages m1, . . . ,mk, where synch(τ) denotes the unique
synchronous M -trace such that send(synch(τ)) = send(τ).

ICALP 2017



122:12 Synchronizability of Communicating Finite State Machines is not Decidable

I Theorem 19. Let M be a message set such that GM is an oriented ring. The problem of
deciding whether a given M -system is synchronizable is decidable.

5 Extensions

We considered the notions of synchronizability and language synchronizability introduced
by Basu and Bultan [2] and we showed that both are not decidable for systems with peer-
to-peer FIFO communications, called (1-1) type systems in [2]. In the same work, Basu
and Bultan considered the question of the decidability of language synchronizability for
other communication models. All the results we presented so far do not have any immediate
consequences on their claims for these communication models. Therefore, we briefly discuss
now what we can say about the decidability of language synchronizability for the other
communication models that have been considered.

Non FIFO communications. In [2], language synchronizability is studied for systems where
peers communicate through bags instead of queues, thus allowing to reorder messages.
Language synchronizability is decidable for bag communications: Tracesbagω (S) is the trace
language of a Petri net, T0(S) = {τ ∈ Act∗M | send(τ) ∈ J bag0 (S)} is an effective regular
language, S is language synchronizable iff Tracesbagω (S) ⊆ T0(S), and whether the trace
language of a Petri is included in a given regular language reduces to the coverability problem.
Lossy communications where not considered in [2], but the same kind of argument would also
hold for lossy communications. However, our Example 1 is a counter-example for Lemma 3
in [2], i.e. the notion of language 1-synchronizability for bag communications defined in [2]
does not imply language synchronizability. The question whether (language) synchronizability
can be decided more efficiently than by reduction to the coverability problem for Petri nets
is open.

Non peer-to-peer communications. The other communication models considered in [2]
keep the FIFO queue model, but differ in the way queues are distributed among peers. The
∗-1 (mailbox) model assumes a queue per receiver. This model is the first model that was
considered for (language) synchronizability [1, 4]. Our Example 1 is not easy to adapt for
this communication model. We therefore design a completely different counter-example.

I Example 20. Consider the system of communicating machines depicted in Fig. 3. Assume
that the machines communicate via mailboxes, like in [1, 4], i.e. all messages that are sent to
peer i wait in a same FIFO queue Qi, and let J ∗−1

k (S) denote the k-bounded send traces of S
within this model of communications. Then J ∗−1

0 (S) = J ∗−1
1 (S) 6= J ∗−1

2 (S), as depicted in
Figure 3. Therefore S is language 1-synchronizable but not language synchronizable, which
contradicts Theorem 1 in [1], Theorem 2 in [3], and Theorem 2 in [2]. It can be noticed that
it does not contradict Theorem 1 in [4], but it contradicts the Lemma 1 of the same paper,
which is used to prove Theorem 1.

Many problems are therefore left for future work: the (un)decidability of synchroniz-
ability for the mailbox semantics, the largest class of communication topologies for which
1-synchronizability implies synchronizability (either for the peer-to-peer semantics or for the
mailbox one), the study of language synchronizability, etc. Our intention in this work was
limited to the identification of some of these problems, and maybe to explain why the errors
in [1, 4, 2] were missed by so many reviewers.
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P1
!a1→2 !a1→2 !b1→3

P2
?a1→2

?a1→2

!c2→3

!c2→3

?a1→2

?d3→2
!c2→3

?a1→2 ?a1→2 ?d3→2 !e2→1

P3

?c2→3

?b1→3

?b1→3

?c2→3

!d3→2

J ∗−1
0 (S) = ↓ { aabcd,

aacb,

acab,

caab}
= J ∗−1

1 (S)

J ∗−1
2 (S) = J ∗−1

0 (S) ∪ {aabcde}

Figure 3 Language 1-synchronizability does not imply language synchronizability for 1-∗ (mailbox)
communications à la [1, 4].
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Abstract
In this paper, we study the notion of admissibility for randomised strategies in concurrent games.
Intuitively, an admissible strategy is one where the player plays ‘as well as possible’, because
there is no other strategy that dominates it, i.e., that wins (almost surely) against a superset of
adversarial strategies. We prove that admissible strategies always exist in concurrent games, and
we characterise them precisely. Then, when the objectives of the players are ω-regular, we show
how to perform assume-admissible synthesis, i.e., how to compute admissible strategies that win
(almost surely) under the hypothesis that the other players play admissible strategies only.
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1 Introduction

In a concurrent n-player game played on a graph, all n players independently and simultan-
eously choose moves at each round of the game, and those n choices determine the next state
of the game [14]. Concurrent games generalise turn-based games and it is well-known that,
while deterministic strategies are sufficient in the turn-based case, randomised strategies
are necessary for winning with probability one even for reachability objectives. Intuitively,
randomisation is necessary because, in concurrent games, in each round, players choose their
moves simultaneously. Randomisation makes it possible to choose a good move with some
probability without the knowledge of the moves that the other players are simultaneously
choosing. As a consequence, there are two classical semantics that are considered to analyse
these games qualitatively: winning with certainty (sure semantics in the terminology of [14]),
and winning with probability one (almost sure semantics in the terminology of [14]). We
consider both semantics here.
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s0 s1 s2 Trg
(b, b′) (d, d′)

(a,−), (−, a′) (c,−), (−, c′) (f, g′), (g, f ′)

(f, f ′), (g, g′)

(−,−)

Figure 1 A concurrent game where Player 1 and 2 want to reach Trg and s2 respectively.

SCO

LA

Adm.

(a) Concurrent games.

LA
Adm.

=
SCO

(b) Turn-based games.

SCO

Adm.
=

LA

(c) Safety games.

Figure 2 The relationships between the classes of Admissible, LA, and SCO strategies for three
families of games. All the inclusions are strict.

Previous papers on concurrent games are mostly concerned with two-player zero-sum
games, i.e. two players that have fully antagonistic objectives. In this paper, we consider the
more general setting of n-player non zero-sum concurrent games in which each player has
its own objective. The notion of winning strategy is not sufficient to study non zero-sum
games and other solution concepts have been proposed. One such concept is the notion of
admissible strategy [1].

For a player with objective Φ, a strategy σ is said to be dominated by a strategy σ′ if σ′
does as well as σ with respect to Φ against all the strategies of the other players and strictly
better for some of them. A strategy σ is admissible for a player if it is not dominated by any
other of his strategies. Clearly, playing a strategy which is not admissible is sub-optimal and
a rational player should only play admissible strategies. While recent works have studied the
notion of admissibility for n-player non zero-sum game graphs [5, 15, 10, 8, 7], they are all
concerned with the special case of turn-based games and this work is the first to consider the
more general concurrent games.

Throughout the paper, we consider the running example in Figure 1. This is a concurrent
game played by two players. Player 1’s objective is to reach Trg, while Player 2 wants to
reach s2. Edges are labelled by pairs of moves of both players which activate that transition
(where − means ‘any move’). It is easy to see that no player can enforce its objective with
or without randomisation, so, there is no winning strategy in this game for either player.
This is because moving from s0 to s1 and from s1 to s2 requires the cooperation of both
players. Moreover, the transitions from s2 behave as in the classical ‘matching pennies’ game:
player 1 must chose between f and g; player 2 between f ′ and g′; and the target is reached
only when the choices ‘match’. So, randomisation is needed to make sure Trg is reached
with probability one, from s2. In the paper, we will describe the dominated and admissible
strategies of this game.

Technical contributions. First, we study the notion of admissible strategies for both the
sure and almost sure semantics of concurrent games. We show in Theorem 8 that in both
semantics admissible strategies always exist. The situation is thus similar to the turn-based
case [5, 10]. Nevertheless, the techniques used in this simpler case do not generalise easily to
the concurrent case and we need substantially more involved technical tools here. To obtain
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our universal existence result, we introduce two weaker solution concepts: locally admissible
moves and strongly cooperative optimal strategies. While cooperative optimal strategies were
already introduced in [7] and shown equivalent to admissible strategies in the turn based
setting, they are strictly weaker than admissible strategies in the concurrent setting (both
for the sure and the almost sure semantics), and they need to be combined with the notion
of locally admissible moves to fully characterise admissible strategies. In the special case of
safety objectives, we can show that admissible strategies are exactly those that always play
locally admissible moves. This situation is depicted in Figure 2.

Second, we build on our characterisation of admissible strategies based on the notions of
locally admissible moves and strongly cooperative optimal strategies to obtain algorithms
to solve the assume admissible synthesis problem for concurrent games. In the assume
admissible synthesis problem, we ask whether a given player has an admissible strategy
that is winning against all admissible strategies of the other players. So this rule relaxes
the classical synthesis rule by asking for a strategy that is winning against the admissible
strategies of the other players only and not against all of them. This is reasonable as in a
multi-player game, each player has his own objective which is generally not the complement
of the objectives of the other players. The assume-admissible rule makes the hypothesis that
players are rational, hence they play admissible strategies and it is sufficient to win against
those strategies. Our algorithm is applicable to all ω-regular objectives and it is based on
a reduction to a zero-sum two-player game in the sure semantics. While this reduction
shares intuitions with the reduction that we proposed in [8] to solve the same problem in the
turn-based case, our reduction here is based on games with imperfect information [18]. In
contrast, in the turn-based case, games of perfect information are sufficient. The correctness
and completeness of our reduction are proved in Theorem 11.

Related works. Concurrent two player zero-sum games are studied in [14] and [11]. We
rely on the algorithms defined in [11] to compute states from which players have almost
surely winning strategies. States where players have (deterministic) winning strategies can
be computed by a reduction to more classical turn-based game graphs [2]. Nash equilibria
have been studied in concurrent games [6], but without randomised strategies. None of those
papers consider the notion of admissibility.

We use the notion of admissibility to obtain synthesis algorithms for systems composed of
several sub-systems starting from non zero-sum specifications. Other approaches have been
proposed based the notion of Nash equilibria (which suffer from the well-known limitation
of non-credible threats): assume-guarantee synthesis [12] and rational synthesis [16, 17].
Those works assume the simpler setting of turn-based games and so they do not deal with
randomised strategies.

Finally, in [13], Damm and Finkbeiner use the notion of dominant strategy to provide a
compositional semi-algorithm for the (undecidable) distributed synthesis problem. However,
the notion of dominant strategy is strictly stronger than the notion of admissible strategies,
and dominant strategies are not guaranteed to exist, unlike admissible ones.

2 Preliminaries

Concurrent games played on graphs. Let P = {1, 2, . . . n} be a set of players. A concurrent
game played on a finite graph by the players in P is a tuple G = (S,Σ, sinit, (Σp)p∈P , δ)
where,
(i) S is a finite set of states; and sinit ∈ S the initial state;
(ii) Σ is a finite set of actions;

ICALP 2017
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(iii) For all p ∈ P , Σp : S → 2Σ \ {∅} is an action assignment that assigns, to all states s ∈ S,
the set of actions available to player p from state s.

(iv) δ : S × Σ× . . .× Σ→ S is the transition function.
We write Σ(s) = Σ1(s) × . . . × Σn(s) for all s ∈ S. It is often convenient to consider a
player p separately and see the set of all other players P \ {p} as a single player denoted
−p. Hence, the set of actions of −p in state s is: Σ−p(s) =def

∏
q∈P\{p}Σq(s). We assume

that Σi(s) ∩ Σj(s) = ∅ for all s ∈ S and i 6= j. We denote by Succ(s, a) = {δ(s, a, b) | b ∈
Σ−p(s)} the set of possible successors of the state s ∈ S when player p performs action
a ∈ Σp(s). A particular case of concurrent games are the turn-based games. A game
G = (S,Σ, sinit, (Σp)p∈P , δ) is turn-based iff for all states s ∈ S, there is a unique player p s.t.
the successors of s depend only on p’s choice of action, i.e., Succ(s, a) contains exactly one
state for all a ∈ Σp(s).

A history is a finite path h = s1s2 . . . sk ∈ S∗ s.t.
(i) k ∈ N;
(ii) s1 = sinit; and
(iii) for every 2 ≤ i ≤ k, there exists (a1, . . . , an) ∈ Σ|P | with si = δ(si−1, a1, . . . , an).
The length |h| of a history h = s1s2 . . . sk is its number of states k; for every 1 ≤ i ≤ k, we
denote by hi the state si and by h≤i the history s1s2 . . . si. We denote by last(h) the last
state of h, that is, last(h) = h|h|. A run is defined similarly as a history except that its
length is infinite. For a run ρ = s1s2 . . . ∈ Sω and i ∈ N, we also write ρ≤i = s1s2 . . . si and
ρi = si. Let Hist(G) (resp. Runs(G)) denote the set of histories (resp. runs) of G. The game
is played from the initial state sinit for an infinite number of rounds, producing a run. At each
round i ≥ 0, with current state si, all players p select simultaneously an action aip ∈ Σp(si),
and the state δ(si, ai1, . . . , ain) is appended to the current history. The selection of the action
by a player is done according to strategies defined below.

Randomised moves and strategies. Given a finite set A, a probability distribution on A
is a function α : A→ [0, 1] such that

∑
a∈A α(a) = 1; and we let Supp(α) = {a | α(a) > 0}

be the support of α. We denote by α(B) =
∑
a∈B α(a) the probability of a given set B

according to α. The set of probability distributions on A is denoted by D(A). A randomised
move of player p in state s is a probability distribution on Σp(s), that is, an element of
D(Σp(s)). A randomised move that assigns probability 1 to an action and 0 to the others
is called a Dirac move. We will henceforth denote randomised moves as sums of actions
weighted by their respective probabilities. For instance 0.5f + 0.5g denotes the randomised
move that assigns probability 0.5 to f and g (and 0 to all other actions). In particular, we
denote by b a Dirac move that assigns probability 1 to action b.

Given a state s and a tuple β = (βp)p∈P ∈
∏
p∈P D(Σp(s)) of randomised moves from s,

one per player, we let δr(s,β) ∈ D(S) be the probability distribution on states s.t. for
all s′ ∈ S: δr(s,β)(s′) =

∑
a|δ(s,a)=s′ β(a), where β(a1, . . . , an) =

∏n
i=1 βi(ai). Intuitively,

δr(s,β)(s′) is the probability to reach s′ from s when the players play according to β.
A strategy for player p is a function σ from histories to randomised moves (of player p)

such that, for all h ∈ Hist(G): σ(h) ∈ D(Σp(last(h))). A strategy is called Dirac at history
h, if σ(h) is a Dirac move; it is called Dirac if it is Dirac at all histories. We denote by Γp(G)
the set of player-p strategies in the game, and by Γdet

p (G) the set of player-p strategies that
only use Dirac moves (those strategies are also called deterministic); we might omit G if it
is clear from context. A strategy profile σ for a subset A ⊆ P of players is a tuple (σp)p∈A
with σp ∈ Γp for all p ∈ A. When the set of players A is omitted, we assume A = P . Let
σ = (σp)p∈P be a strategy profile. Then, for all players p, we let σ−p denote the restriction
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of σ to P \ {p} (hence, σ−p can be regarded as a strategy of player −p that returns, for all
histories h, a randomised move from

∏
p∈P\{p}D(Σp(s)) ⊆ D(Σ−p(last(h)))). We sometimes

denote σ by the pair (σp,σ−p). Given a history h, we let (σp)p∈A(h) = (σp(h))p∈A.
Let h be a history and let ρ be a history or a run. Then, we write h ⊆pref ρ iff h is a prefix

of ρ, i.e., ρ≤|h| = h. Given two strategies σ, σ′ ∈ Γp, and a history h, we let σ〈h← σ′〉 be the
strategy that follows σ and shifts to σ′ as soon as h has been played (i.e. σ〈h← σ′〉 is s.t. for
all histories h′: σ〈h← σ′〉(h′) = σ′(h′) if h ⊆pref h

′; and σ〈h← σ′〉(h′) = σ(h′) otherwise).

Probability measure and outcome of a profile. Given a history h, we let Cyl(h) = {ρ |
h ⊆pref ρ} be the cylinder of h. To each strategy profile σ, we associate a probability measure
Pσ on certain sets of runs. First, for a history h, we define Pσ(Cyl(h)) inductively on the
length of h: Pσ(Cyl(sinit)) = 1, and Pσ(Cyl(h′s′)) = Pσ(Cyl(h′)) · δr(last(h′),σ(h′))(s′)when
|h| > 1 and h = h′s′. Based on this definition, we can extend the definition of Pσ to any
Borel set of runs on cylinders. In particular, the function Pσ is well-defined for all ω-regular
sets of runs, that we will consider in this paper [19]. We extend the Hist notation and let
Hist(σ) be the set of histories h such that Pσ(Cyl(h)) > 0. Given a profile σ we denote
by Outcome(σ) the set of runs ρ s.t. all prefixes h of ρ belong to Hist(σ). In particular,
Pσ(Outcome(σ)) = 1. Note that when σ is composed of Dirac strategies then Outcome(σ)
is a singleton. The outcome (set of histories) of a strategy σ ∈ Γp, denoted by Outcome(σ)
(Hist(σ)), is the union of outcomes (set of histories, respectively) of profile σ s.t. σp = σ.

Winning conditions. To determine the gain of all players in the game G, we define winning
conditions that can be interpreted with two kinds of semantics denoted by the symbols
S for the sure semantics or and A for the almost sure semantics. A winning condition
Φ is a subset of Runs(G) called winning runs. From now on, we assume that concurrent
games are equipped with a function Φ, called the winning condition, and mapping all
players p ∈ P to a winning condition Φ(p). A profile σ is A-winning for Φ(p) if Pσ(Φ) = 1
which we write G,σ |=A Φ(p). A profile σ is S-winning for Φ(p) if Outcome(G,σ) ⊆ Φ(p)
which we write G,σ |=S Φ(p). Note that when σ is Dirac, the two semantics coincide:
G,σ |=S Φ(p) iff G,σ |=A Φ(p). The profile σ is A-winning from h if h ∈ Hist(G,σ) and
Pσ(Φ(p) | Cyl(h)) = Pσ(Φ(p)∩Cyl(h))/Pσ(Cyl(h)) = 1 which we denote G,σ |=A

h Φ(p). The
profile σ is S-winning from h if {ρ ∈ Outcome(G,σ) | h ⊆pref ρ} ⊆ Φ(p), which we denote
G,σ |=S

h Φ(p). We often omit G in notations when clear from the context. Most of our
definitions and results hold for both semantics and we often state them using the symbol
? ∈ {S, A} as in the following definition. Given a semantics ? ∈ {S, A}, a strategy σ for
player p (from a history h) is called ?-winning for player p if for every τ ∈ Γ−p, the profile
(σ, τ) is ?-winning for player p (from h). Note that a strategy σ for player p is S-winning iff
Outcome(σ) ⊆ Φ(p). We often describe winning conditions using standard linear temporal
operators � and ♦; e.g. �♦S means the set of runs that visit infinitely often S. See [3] for a
formal definition.

A winning condition Φ(p) is prefix-independent if for all s1s2 . . . ∈ Φ(p), and all i ≥ 1:
sisi+1 . . . ∈ Φ(p). When Φ(p) contains all runs that do not visit some designated set
Badp ⊆ S of states, we say that Φ(p) is a safety condition. A safety game is a game whose
winning condition Φ is such that Φ(p) is a safety condition for all players p. Without loss of
generality, we assume that safety games are so-called simple safety games: a safety game
(S,Σ, sinit, (Σp)p∈P , δ) is simple iff for all players p, for all s ∈ S: s ∈ Badp implies that no
s′ 6∈ Badp is reachable from s. That is, once the safety condition is violated, then it remains
violated forever at all future histories.
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I Example 1. Let us consider three player-1 strategies in Figure 1.
(i) σ1 is any strategy that plays a in s0;
(ii) σ2 is any strategy that plays b in s0, d in s1 and f in s2; and
(iii) σ3 is any strategy that plays b in s0, d in s1, and 0.5f + 0.5g in s2.
Clearly, σ1 never allows one to reach Trg while some runs respecting σ2 and σ3 do (remember
that there is no ?-winning strategy in this game). We will see later that the best choice of
player 1 (among σ2, σ3) depends on the semantics we consider. In the almost-sure semantics,
σ3 is ‘better’ for player 1, because σ3 is an A-winning strategy from all histories ending in s2,
while σ2 is not. On the other hand, in the sure semantics, playing σ2 is ’better’ for player
1 than σ3. Indeed, for all player-2 strategies τ , either Outcome(σ3, τ) contains only runs
that do not reach s2 (hence, do not reach Trg either), or Outcome(σ3, τ) contains at least a
run that reaches s2, but, in this case, it also contains a run of the form hsω2 that does not
reach Trg (because, intuitively, player 1 plays both f and g from s2). So, σ3 is not S-winning
against any τ , while σ2 wins at least against a player 2 strategy that plays b′ in s0, d′ in s1
and f ′ in s2. We formalise these intuitions in the next section.

3 Admissibility

In this section, we define the central notion of the paper: admissibility [5, 9]. Intuitively, a
strategy is admissible when it plays ‘as well as possible’. Hence the definition of admissible
strategies is based on a notion of domination between strategies: a strategy σ′ dominates
another strategy σ when σ′ wins every time σ does. Obviously, players have no interest in
playing dominated strategies, hence admissible strategies are those that are not dominated.
Apart from these (classical) definitions, we characterise admissible strategies as those that
satisfy two weaker notions: they must be both strongly cooperative optimal and play only
locally-admissible moves. Finally, we discuss important characteristics of admissible strategies
that will enable us to perform assume-admissible synthesis (see Section 4).

In this section, we fix a game G, a player p, and, following our previous conventions, we
denote by Γ−p the set {σ−p | σ ∈ Γ}.

Admissible strategies. We first recall the classical notion of admissible strategy [5, 1]. Given
two strategies σ, σ′ ∈ Γp, we say that σ is ?-weakly dominated by σ′, denoted σ 4? σ′, if
for all τ ∈ Γ−p: (σ, τ) |=? Φ(p) implies (σ′, τ) |=? Φ(p). This indeed captures the idea
than σ′ is not worse that σ, because it wins (for p) every time σ does. Note that 4? is not
anti-symmetric, hence we write σ ≈? σ′ when σ and σ′ are equivalent, i.e. σ 4? σ′ and
σ′ 4? σ. In other words σ ≈? σ′ iff for every τ ∈ Γ−p, (σ, τ) |=? Φ(p) ⇔ (σ′, τ) |=? Φ(p).
When σ 4? σ′ but σ′ 64? σ we say that σ is ?-dominated by σ′, and we write σ ≺? σ′.
Observe that σ ≺? σ′ holds if and only if σ 4? σ′ and there exists at least one τ ∈ Γ−p, such
that (σ, τ) 6|=? Φ(p) and (σ′, τ) |=? Φ(p). That is, σ′ is now strictly better than σ. Then, a
strategy σ is ?-admissible iff there is no strategy σ′ s.t. σ ≺? σ′, i.e., σ is ?-admissible iff it
is not ?-dominated.

I Example 2. Let us continue our running example, by formalising the intuitions we have
sketched in Example 1. Since σ1 does not allow to reach the target, while some runs
respecting σ2 and σ3 do, we have: σ1 ≺? σ2 and σ1 ≺? σ3. Moreover, σ2 ≺A σ3 because σ3 is
A-winning from any history that ends in s2 while σ2 is not because it does not A-win against
a player 2 strategy that would always play g′ in s2 (and both strategies behave the same way
in s0 and s1). On the other hand, σ3 ≺S σ2 since we saw in Example 1 that every profile
containing σ3 is not S-winning while some profiles containing σ2 are. We will see later that
σ3 is A-admissible and σ2 is S-admissible.
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Values of histories. Before we discuss strongly cooperative optimal and locally admissible
strategies, we associate values to histories. Let h be a history, and σ be a strategy of player p.
Then, the value of h w.r.t. σ for semantics ? ∈ {S, A} is defined as follows. χ?σ(h) = 1 if σ
is ?-winning from h; χ?σ(h) = 0 if there are τ ∈ Γ−p and τ ′ ∈ Γ−p s.t. (σ, τ) |=?

h Φ(p), and
(σ, τ ′) 6|=?

h Φ(p); and −1 otherwise.
Value χ?σ(h) = 1 corresponds to the case where σ is ?-winning for player p from h (thus,

against all possible strategies in Γ−p). When χ?σ(h) = 0, σ is not ?-winning from h (because
of τ ′ in the definition), but the other players can still help p to reach his objective (by playing
some τ s.t. (σ, τ) |=?

h Φ(p), which exists by definition). Last, χ?σ(h) = −1 when there is no
hope for p to ?-win, even with the collaboration of the other players. In this case, there is
no τ s.t. (σ, τ) |=?

h Φ(p). Hence, having χ?σ(h) = −1 is stronger than saying that σ is not
winning—when σ is not winning, we could have χ?σ(h) = 0 as well.

We define the value of a history h for player p as the best value he can achieve with his
different strategies: χ?p(h) = maxσ∈Γp χ

?
σ(h). Last, for v ∈ {−1, 0, 1}, let Val?p,v be the set of

histories h s.t. χ?p(h) = v.

Strongly cooperative optimal strategies. We are now ready to define strongly cooperative
optimal (SCO) strategies. Recall that, in the classical setting of turn-based games, admissible
strategies are exactly the SCO strategies [9]. We will see that this condition is still necessary
but not sufficient in the concurrent setting.

A strategy σ of Player p is ?-SCO at h iff χ?σ(h) = χ?p(h); and σ is ?-SCO iff it is ?-SCO
at all h ∈ Hist(σ). Intuitively, when σ is a ?-SCO strategy of Player p, the following should
hold:
(i) if p has a ?-winning strategy from h (i.e. χ?p(h) = 1), then, σ should be ?-winning (i.e.

χ?σ(h) = 1); and
(ii) otherwise if p has no ?-winning strategy from h but still has the opportunity to ?-win

with the help of other players (hence χ?p(h) = 0), then, σ should enable the other players
to help p fulfil his objective (i.e. χ?σ(h) = 0).

Observe that when χ?p(h) = −1, no continuation of h is ?-winning for p, so χ?σ(h) = −1 for
all strategies σ.

I Example 3. Consider again the example in Figure 1. For the almost-sure semantics, we
have ValA

p,1 =
{
h | last(h) ∈ {s2,Trg}

}
, and ValA

p,0 =
{
h | last(h) ∈ {s0, s1}

}
. For the sure

semantics, we have: ValS
1,1 = {h | last(h) = Trg}, and ValS

1,0 = {h | last(h) 6= Trg}. Consider
again the three strategies σ1, σ2 and σ3 from Example 1. We see that σ2 is S-SCO but it is
not A-SCO because, for all profiles h ending in s2: χA

σ2
(h) = 0 while h ∈ ValA

1,1. On the other
hand, σ3 is A-SCO; but it is not S-SCO. Indeed, one can check that, for all strategies τ ∈ Γ2:
if Outcome(σ3, τ) contains a run reaching Trg, then it also contains a run that cycles in s2.
So, for all such strategies τ , Outcome(σ3, τ) 6|=S Φ(1), hence χS

σ3
(h) = −1 for all histories that

end in s2; while χS
p(h) = 0 since χS

σ′(h) = 0 for all Dirac strategies σ′.
Next, let us build a strategy σ′3 that is A-dominated by σ3 (hence, not A-admissible), but

A-SCO. We let σ′3 play as σ3 except that σ′3 plays c the first time s1 is visited (hence ensuring
that the self-loop on s1 will be taken after the first visit to s1). Now, σ′3 is A-dominated by
σ3, because
(i) σ3 A-wins every time σ′3 does; but
(ii) σ′3 does not A-win against the player 2 strategy τ that plays d′ only when s1 is visited

for the first time, while σ3 A-wins against τ .
However, σ′3 is SCO because playing c keeps the value of the history equal to 0 = χA

1(h)
(intuitively, playing c once does not prevent the other players from helping in the future).
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As similar example can be built in the S semantics. Thus, there are ?-SCO strategies
which are not admissible, so, being ?-SCO is not a sufficient criterion for admissibility.

Locally admissible moves and strategies. Let us now discuss another criterion for admiss-
ibility, which is more local in the sense that it is based on a domination between moves
available to each player after a given history. Let h be a history, and let α and α′ be two ran-
domised moves in D(Σp). We say that α is ?-weakly dominated at h by α′ (denoted α 6?h α′)
iff for all σ ∈ Γp such that h ∈ Hist(σ) and σ(h) = α, there exists σ′ ∈ Γp s.t. h ∈ Hist(σ′),
σ′(h) = α′ and σ 4? σ′. Observe that the relation 6?h is not anti-symmetric. We let '?h be
the equivalence relation s.t. α '?h β iff α 6?h β and β 6?h α. When α 6?h α′ but α′ 66?h α
we say that α is ?-dominated at h by α′ and denote this by α <?h α′. When a randomised
move α is not ?-dominated at h, we say that α is ?-locally-admissible (?-LA) at h. This
allows us to define a more local notion of dominated strategy: a strategy σ of player p is
?-locally-admissible (?-LA) if σ(h) is a ?-LA move at h, for all histories h.

I Example 4. Consider the Dirac move f and the non-Dirac move 0.5f + 0.5g played from
s2 in the example in Figure 1. One can check that 0.5f + 0.5g <S

s2
f . Indeed, consider a

strategy σ s.t. σ(h) = 0.5f + 0.5g for some h with last(h) = s2. Then, playing σ(h) from h

will never allow Player 1 to reach Trg surely at the next step, whatever Player 2 plays; while
playing, for instance, f (Dirac move) ensures player 1 to reach Trg surely at the next step,
against a Player-2 strategy that plays f ′. Thus, σ2 is S-LA but σ3 is not.

On the other hand, after every randomised move played in state s2, the updated state
is s2 or s3 from which A-winning strategies exist, thus f 'A

h g 'A
h λf + (1 − λ)g for all

λ ∈ [0, 1] and all histories h s.t. last(h) = s2 (so, in particular, λf + (1 − λ)g 6A
h f and

λf + (1 − λ)g 6A
h g). It follows that both σ2 and σ3 are A-LA. However, in the long run,

player 1 needs to play λf + (1− λ)g, with λ ∈ (0, 1), infinitely often in order to A-win. In
fact, σ3 is A-winning from s2 while σ2 is not. Thus, there are ?-LA strategies which are
not admissible, so being ?-LA is not a sufficient criterion for ?-admissibility.

We close this section by several lemmata that allow us to better characterise the notion
of LA strategies. First, we observe that, while randomisation might be necessary for winning
in certain concurrent games (for example, in Figure 1, no Dirac move allows player 1 to reach
Trg surely from s2, while playing repeatedly f and g with equal probability ensures to reach
Trg with probability 1) randomisation is useless when a player wants to play only locally
admissible moves. This is shown by the next Lemma (point (1)), saying that, if a randomised
move α plays some action a with some positive probability, then α is weakly dominated by
the Dirac move a. However, this does not immediately allow us to characterise admissible
moves: some Dirac moves could be dominated (hence non-admissible), and some non-Dirac
moves could be admissible too. Points (2) and (3) elucidate this: among Dirac moves, the
non-dominated ones are admissible, and a non-Dirac move is admissible iff all the Dirac
moves that occur in its support are admissible and equivalent to each other.

I Lemma 5. For all histories h and all randomised moves α:
(i) For all a ∈ Supp(α): α 6?h a;
(ii) Dirac moves that are not ?-dominated at h by another Dirac move are ?-LA;
(iii) A move α is ?-LA at h iff, for all a ∈ Supp(α):

1. a is ?-LA at h; and
2. a '?h b for all b ∈ Supp(α).

I Example 6. As we have seen in Example 4, 0.5f + 0.5g <S
s2
f . Note that a strategy σ′ s.t.

σ′(h) = 0.5f + 0.5g for all h with last(h) = s2 has value χS
σ′(h) = −1, while χS

1(h) = 0.



N. Basset, G. Geeraerts, J.F. Raskin, and O. Sankur 123:9

This example seems to suggest that the local dominance of two moves coincide with the
natural order on the values of histories that are obtained when playing those moves (in other
words x <?h y would hold iff the value of the history obtained by playing x is smaller than or
equal to the value obtained by playing y). This is not true for histories of value 0: we have
seen that a and b are 6?h-incomparable, yet playing a or b from s0 yields a history with value
0 in all cases (even when s1 is reached). The next Lemma gives a precise characterisation of
the dominance relation between Dirac moves in terms of values:

I Lemma 7. For all players p, histories h with last(h) = s and Dirac moves a, b ∈ Σp(s):
a 6?h b if, and only if the following conditions hold for every c ∈ Σ−p(s) where we write
s(a,c) = δ(s, (a, c)) and s(b,c) = δ(s, (b, c)):
(i) χ?p(hs(a,c)) ≤ χ?p(hs(b,c));
(ii) if χ?p(hs(a,c)) = χ?p(hs(b,c)) = 0 then s(a,c) = s(b,c).

Characterisation and existence of admissible strategies. Equipped with our previous
results, we can now establish the main results of this section. First, we show that ?-
admissible strategies are exactly those that are both ?-LA and ?-SCO (Theorem 8(i)). Then,
we show that admissible strategies always exist in concurrent games (Theorem 8(ii)).

I Theorem 8 (Characterisation and existence of admissible strategies). The following holds
for all strategies σ in a concurrent game with semantics ? ∈ {S, A}:
(i) σ is ?-admissible iff σ is ?-LA and ?-SCO; in the special case of simple safety objectives,

if σ is ?-LA then σ is ?-admissible.
(ii) there is a ?-admissible strategy σ′ such that σ 4? σ′.
In particular, point (2) implies that admissible strategies always exist in concurrent games.

I Example 9. We consider again the example in Figure 1, and consider strategies σ2 and σ3
as defined in Example 1. Remember that these two strategies do their best to reach s2, and
that, from s2, σ2 plays deterministically f , while σ3 plays f and g with equal probabilities.
From Example 3, we know that σ2 is S-SCO but not A-SCO; while σ3 is A-SCO but not
S-SCO. Indeed, we have already argued in Example 2 that σ2 is not A-admissible, and that
σ3 is not S-admissible. However, from Example 4, we know that σ2 is S-LA and that σ3 is
A-LA. So, by Theorem 8, σ2 is S-admissible and σ3 is A-admissible as expected.

Finally, we close the section by a finer characterisation of ?-admissible strategies. We
show that:
(i) in the sure semantics, there is always an S-admissible strategy that plays Dirac moves

only; and
(ii) in the almost-sure semantics, there is always an A-admissible strategy that plays Dirac

moves only in histories of values 0 or −1.
The difference between the two semantics should not be surprising, as we know already that
randomisation is sometimes needed to win (i.e., from histories of value 1) in the almost sure
semantics:

I Proposition 10. For all player-p strategies σ in a concurrent game:
(i) If σ is S-admissible then there exists a Dirac strategy σ′ such that σ 'S σ′.
(ii) If σ is A-admissible then there exists a strategy σ′ that plays only Dirac moves in histories

of value ≤ 0 such that σ 'A σ′.
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4 Assume admissible synthesis

In this section we discuss an assume-admissible synthesis framework for concurrent games.
With classical synthesis, one tries to compute winning strategies for all players, i.e., strategies
that always win against all possible strategies of the other players. Unfortunately, it might
be the case that such unconditionally winning strategies do not exist, as in our example.
As explained in the introduction, the assume-admissible synthesis rule relaxes the classical
synthesis rule: instead of searching for strategies that win unconditionally, the new rule
requires winning against the admissible strategies of the other players. So, a strategy may
satisfy the new rule while not winning unconditionally. We claim that winning against
admissible strategies is well enough assuming that the players are rational; if we assume that
players only play strategies that are good for achieving their objectives, i.e. admissible ones.

The general idea of the assume-admissible synthesis algorithm is to reduce the problem
(in a concurrent n-player game) to the synthesis of a winning strategy in a 2-player zero-
sum concurrent game of imperfect information, in the S-semantics (even when the original
assume-admissible problem is in the A-semantics), where the objective of player 1 is given by
an LTL formula. Such games are solvable using techniques presented in [11].

More precisely, from a concurrent game G in the semantics ? ∈ {S, A} and player p, we
build a game G?p with the above characteristics, which is used to decide the assume-admissible
synthesis rule. If such a solution exists, our algorithm constructs a witness strategy. For
example, the game G?1 corresponding to the game in Figure 1 is given in Figure 3. The main
ingredients for this construction are the following.

(i) In G?p , the protagonist is player p, and the second player is −p.
(ii) Although randomisation is needed to win in such games in general, we interpret G?p

in the S-semantics only. In fact, we have seen that for the protagonist, Dirac moves
suffice in states of value 0; so the only states where he might need randomisation are
those of value 1 (randomisation does not matter if the value is −1 since the objective is
lost anyway). Hence we define winning condition to be Φ(p) ∨ ♦Val?p,1 enabling us to
consider only histories of values 0 in G?p ; and thus hiding the parts of the game where
randomisation might be needed. We also prove that we can restrict to Dirac strategies
for −p when it comes to admissible strategies.

(iii) In order to restrict the strategies to admissible ones, we only allow ?-LA moves in G?p .
These moves can be computed by solving classical 2-player games ([2]) using Lemma 7.
For example, in Figure 3, moves c and c′ are removed since they are not A-LA.

(iv) Last, since ?-admissible strategies are those that are both ?-LA and ?-SCO (see The-
orem 8), we also need to ensure that the players play ?-SCO. This is more involved than
?-LA, as the ?-SCO criterion is not local, and requires information about the sequence
of actual moves that have been played, which cannot be deduced, in a concurrent game,
from the sequence of visited states. So, we store, in the states of G?p , the moves that
have been played by all the players to reach the state. For example, in Figure 3, the
state labelled by s1, (b, b′) means that G has reached s1, and that the last actions played
by the players were b and b′ respectively. However, players’ strategies must not depend
on this extra information since they do not have access to this information in G either.
We thus interpret G?p as a game of imperfect information where all the states labelled
by the same state of G are in the same observation class. We can then encode that the
players must play ?-SCO strategies in the new objective of the games, which will be
given as an LTL formula, as we describe below.
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To ensure we can effectively solve subproblems mentioned above, we consider ω-regular
objectives. We also restrict ourselves to prefix-independent winning conditions to simplify
the presentation. In the case of ω-regular objectives, prefix-independence is not a restrictive
hypothesis (we can always compute the product of the game graph with a deterministic parity
automaton that accepts the ω-regular objective and consider a parity winning condition).
The values of the histories depend thus only on their last states, i.e. for all pairs of histories
h1 and h2: last(h1) = last(h2) implies that χ?p(h1) = χ?p(h2). We denote by χ?p(s) the value
χ?p(h) of all histories h s.t. last(h) = s. Last, we assume that a player cannot play the same
action from two different states, i.e. ∀s1 6= s2, Σs1(p) ∩ Σs2(p) = ∅. Thus, we say that move
a is ?-LA when a is ?-LA from all histories ending in the unique state where a is available.

The game G?p . Let us now describe precisely the construction of G?p . Given an n-player
concurrent game G = (S,Σ, sinit, (Σp)p∈P , δ) with winning condition Φ considered under
semantics ? ∈ {S, A}, and given a player p, we define the two-player zero-sum concurrent
game G?p = (S,Σ, sinit, (Σp,Σ−p), δ) where:
(i) S = S × Σn ∪ {sinit};
(ii) Σ is the set of Dirac ?-LA moves in Σ;
(iii) sinit = sinit is the initial state;
(iv) Σp is such that Σp(s) is the set of Dirac ?-LA moves of p in s, for all s ∈ S;
(v) Σ−p is s.t. for all s ∈ S: Σ−p(s) is the set of moves a of −p in s s.t. for all q 6= p, aq is

a Dirac ?-LA move;
(vi) δ updates the state according to δ, remembering the last actions played: δ(sinit, b) =

(δ(sinit, b), b) and δ((s,a), b) = (δ(s, b), b) for all s ∈ S.
Note that the game G?p depends on whether ? = A or ? = S because the two semantics yield
different sets of LA-moves. However, we interpret G?p in the sure semantics, so both players
can play Dirac strategies only in G?p .

Let us now explain how we obtain an imperfect information game by defining an observa-
tion function o. Note that histories in G?p are of the form: h = sinit(s1,a1)(s2,a2) · · · (sn,an).
Then, let o : S → S be the mapping that, intuitively, projects moves away from states.
For example, in Figure 3, states with observation s0 are in the dashed rectangle. That
is: o(s,a) = s for all states s, and o(sinit) = sinit. We extend o to histories recursively:
o(sinit) = sinit and o(h(sn,an)) = o(h)sn. To make G?p a game of imperfect information, we
request that, in G?p , players play only strategies σ s.t. σ(h1) = σ(h2) whenever o(h1) = o(h2).

We relate the strategies in the original game G with the strategies in G?p , which we need
to extract admissible strategies in G from the winning strategies in G?p and thus perform
assume-admissible synthesis. First, given a player-p strategy σ in G (i.e., σ ∈ Γp(G)), we say
that a strategy σ ∈ Γdet

p (G?p) is a realisation of σ iff:
(i) σ is Dirac; and
(ii) σ(h) ∈ Supp(σ(h))) for all h.
Note that every ?-LA strategy σ ∈ Γi(G) admits realisations σ in Γi(G?p). Second, given a
player-p Dirac strategy σ in G?p (i.e., σ ∈ Γdet

p (G?p)) we say that σ̂ ∈ Γp(G) is an extension of
σ iff, for all h ∈ Hist(G?p , σ): σ̂(o(h)) = σ(h).

The assume-admissible synthesis technique. As explained above, the assume-admissible
rule boils down to computing a winning strategy σ for player-p in G?p w.r.t. the winning
condition ΦG?

p
, and extracting, from σ, the required admissible strategy in G.
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We will now formally define ΦG?
p
. Let p be a player (in G); and let us denote by st(a) the

(unique) state from which a is available, for all actions a. We define AfterHelpMove?p as

AfterHelpMove?p = {(s,a) ∈ S | ∃s′ ∈ Succ(st(ap), ap) : χ?p(s′) ≥ 0 ∧ s′ 6= s ∧ χ?p(s) = 0}.

That is, when (s,a) ∈ AfterHelpMove?p, in G, player p has played ap from st(ap) and,
due to player −p’s choice, G has reached s. However, with another choice of player −p,
the game could have moved to a different state s′ from which −p can help p to win as
χ?p(s′) ≥ 0. Intuitively, in runs that visit states of value 0 infinitely often, states from
AfterHelpMove?p should be visited infinitely often for player p to play SCO, i.e. such runs
might not be winning, but this cannot be blamed on player p who has sought repeatedly
the collaboration of the other players to enforce his objective. Observe further that the
definition of this predicate requires the labelling of the states (by actions) we have introduced
in G?p . For example, in Figure 3, AfterHelpMoveA

2 =
{(
s0, (a, b′)

)
,
(
s1, (b, b′)

)}
. We let

Φ?
0(p) = ♦¬Val?p,0 ∨ Φ(p) ∨ �♦AfterHelpMove?p and Φ?

1(p) =
(
♦Val?p,1

)
→ Φ(p). Let us

define ΦG?
p

=
(∧

q 6=p Φ?0(q) ∧ Φ?1(q)
)
→
(
Φ(p) ∨ ♦Val?p,1

)
.

I Theorem 11 (Assume-admissible synthesis). Player p has a ?-admissible strategy σ that is
?-winning against all player −p ?-admissible strategies in G iff Player p has an S-winning
strategy in G?p for the objective ΦG?

p
. Such a ?-admissible strategy σ can be effectively computed

(from any player p S-winning strategy in G?p).

Let us explain how we build a strategy in G with the desired properties, from any player p
strategy enforcing ΦG?

p
in G?p . Remember that G?p ensures that the players play ?-LA moves

only. We will use ΦG?
p
to make sure that, when SCO strategies are played by −p (relying

on the extra information we have encoded in the states), then p reaches a state of value 1.
First, consider Φ?

0(q) for q 6= p. Runs that satisfy this formula are either those that visit
states of value 0 only finitely often (♦¬Val?q,0); or those that stay in states of value 0, in
which case they must be either winning (Φ(q)) or visit infinitely often states where Player
q could have been helped by the other players (�♦AfterHelpMove?q). This is a necessary
condition on runs visiting only value 0 states for the strategy to be SCO. Next, observe that
Φ?1(q) states that if a history of value 1 is entered then Player q must win. This allows us to
understand the left part of the implication in ΦG?

p
: the implication can be read as ‘if all other

players play a ?-admissible strategy, then either p should win (Φ(p)) or a state of value 1 for
player p should eventually be visited (♦Val?p,1)’. Then a strategy σ̂ (in G) that wins against
admissible strategies can be extracted from a winning strategy σ (in G?p) in a straightforward
way, except when σ enforces to reach a state of value 1 (♦Val?p,1 in ΦG?

p
). In this case, σ

cannot follow σ, but must rather switch to a winning strategy, which:
(i) is guaranteed to exist since the state that has been reached has value 1; and
(ii) can be computed using classical techniques [11].
The strategy σ̂ is not necessarily admissible but by Theorem 8 (1), there is an admissible
strategy σ with σ̂ 4? σ. By weak domination, σ wins against more profiles than σ̂, in
particular, against the profiles of admissible strategies of the other players.

I Example 12. In our running example, observe that ¬ValA
2,0 = ValA

2,1 = {Win} since
there is no state of value −1 in G. Hence, Φ(2) = ♦Win = ♦ValA

2,1 = ♦¬ValA
2,0. Finally,

AfterHelpMoveA
2 =

{(
s0, (a, b′)

)
,
(
s1, (b, b′)

)}
, so, after simplification: ΦGA

1
=
[
♦Win ∨

�♦
(
(s0, (a, b′)) ∨ (s1, (b, b′))

)]
→ ♦Win. Thus, to win in GA

1 (under the sure semantics),
player 1 must ensure to reach Win as long as player 2 visits the set of bold states in Figure 3
infinitely often. A winning strategy σ in GA

1 consists in (eventually) always playing b from
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s0 s0, (a, b′)

s0, (a, a′)

s0, (b, a′)

(a, b′)

(b, a′)

(a, a′)

(a, b′)

(a, a′)

(a, b′)

(b, a′)

(b, a′)

(a, a′)

(b, a′)

(a, a′)

(a, b′)

s1, (b, b′) Win
(b, b′) (d, d′)

All states s s.t. o(s) = s0

Figure 3 The game GA
1 obtained from the game in Figure 1. Bold states

(
s0, (a, b′)

)
and(

s1, (b, b′)
)
are the states of AfterHelpMoveA

2. There is a (b, b′)-labelled transition from all states in
the dashed rectangle to

(
s1, (b, b′)

)
.

all states in the dashed rectangle; and d from
(
s1, (b, b′)

)
. Observe that this strategy is

compatible with o. From σ, we can extract an admissible player 1 strategy in G: always play
b in s0; always play d in s1; and play a winning strategy from s2 (which is of value 1), for
instance: always play 0.5f + 0.5g from s2 like σ3 does.

We conclude by two remarks on simple safety games and on the choice of our semantics.
First, note that assume-admissible synthesis is simpler in simple safety games, since the
admissible strategies are exactly the ?-LA strategies in this case (see Theorem 8). So, one
can build Gp from G by pruning the actions which are not ?-LA (the labelling by actions is
not necessary anymore), and look for a player p winning strategy. Second, in the semantics of
concurrent games considered in this paper, players see, at each step, the transition taken but
not the actual moves of the other player even once they are played. An alternative semantics
could be that the players discover simultaneously the moves of other players after each step,
as in the Rock-Paper-Scissors game. The former semantics is more general than the latter
since moves played at the preceding round can always be encoded in the current state (as
we did in the construction of G?p). Our results remain meaningful in this simpler case (in
particular the characterisation of admissible strategies), but assume-admissible synthesis can
be performed by reducing to games with perfect information.
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Abstract
We study the problem of finding the cycle of minimum cost-to-time ratio in a directed graph
with n nodes and m edges. This problem has a long history in combinatorial optimization
and has recently seen interesting applications in the context of quantitative verification. We
focus on strongly polynomial algorithms to cover the use-case where the weights are relatively
large compared to the size of the graph. Our main result is an algorithm with running time
Õ(m3/4n3/2), which gives the first improvement over Megiddo’s Õ(n3) algorithm [JACM’83] for
sparse graphs.1 We further demonstrate how to obtain both an algorithm with running time
n3/2Ω(

√
logn) on general graphs and an algorithm with running time Õ(n) on constant treewidth

graphs. To obtain our main result, we develop a parallel algorithm for negative cycle detection
and single-source shortest paths that might be of independent interest.

1998 ACM Subject Classification F.2.2 Computations on discrete structures, G.2.2 Graph al-
gorithms

Keywords and phrases quantitative verification and synthesis, parametric search, shortest paths,
negative cycle detection

Digital Object Identifier 10.4230/LIPIcs.ICALP.2017.124

1 Introduction

We revisit the problem of computing the cycle of minimum cost-to-time ratio (short: minimum
ratio cycle) of a directed graph in which every edge has a cost and a transit time. The
problem has a long history in combinatorial optimization and has recently become relevant
to the computer-aided verification community in the context of quantitative verification
and synthesis of reactive systems [11, 13, 24, 7, 10, 6, 14]. The shift from quantitative
to qualitative properties is motivated by the necessity of taking into account the resource

∗ Full version of this paper available at https://arxiv.org/abs/1704.08122.
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1 We use the notation Õ(·) to hide factors that are polylogarithmic in n.
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consumption of systems (such as embedded systems) and not just their correctness. For
algorithmic purposes, these systems are usually modeled as directed graphs where vertices
correspond to states of the system and edges correspond to transitions between states.
Weights on the edges model the resource consumption of transitions. In our case, we allow
two types of resources (called cost and transit time) and are interested in optimizing the
ratio between the two quantities. By giving improved algorithms for finding the minimum
ratio cycle we contribute to the algorithmic progress that is needed to make the ideas of
quantitative verification and synthesis applicable.

From a purely theoretic point of view, the minimum ratio problem is an interesting
generalization of the minimum mean cycle problem.2 A natural question is whether the
running time for the more general problem can match the running time of computing the
minimum cycle mean (modulo lower order terms). In terms of weakly polynomial algorithms,
the answer to this question is yes, since a binary search over all possible values reduces
the problem to negative cycle detection. In terms of strongly polynomial algorithms, with
running time independent of the encoding size of the edge weights, the fastest algorithm for
the minimum ratio cycle problem is due to Megiddo [42] and runs in time Õ(n3), whereas
the minimum mean cycle can be computed in O(mn) time with Karp’s algorithm [38]. This
has left an undesirable gap in the case of sparse graphs for more than three decades.

Our results. We improve upon this situation by giving a strongly polynomial time algorithm
for computing the minimum ratio cycle in time O(m3/4n3/2 log2 n) (Theorem 21 in Section 4).
We obtain this result by designing a suitable parallel negative cycle detection algorithm and
combining it with Megiddo’s parametric search technique [42]. We first present a slightly
simpler randomized version of our algorithm with one-sided error and the same running time
(Theorem 18 in Section 3).

As a side result, we develop a new parallel algorithm for negative cycle detection and
single-source shortest paths (SSSP) that we use as a subroutine in the minimum ratio
cycle algorithm. This new algorithm has work Õ(mn + n3h−3) and depth O(h) for any
logn ≤ h ≤ n. Our algorithm uses techniques from the parallel transitive closure algorithm
of Ullman and Yannakakis [52] (in particular as reviewed in [39]) and our contribution lies
in extending these techniques to directed graphs with positive and negative edge weights.
In particular, we partially answer an open question by Shi and Spencer [50] who previously
gave similar trade-offs for single-source shortest paths in undirected graphs with positive
edge weights. We further demonstrate how the parametric search technique can be applied
to obtain minimum ratio cycle algorithms with running time Õ(n) on constant treewidth
graphs (Corollary 24 in Section 5). Our algorithms do not use fast matrix multiplication.
We finally show that if fast matrix multiplication is allowed then slight further improvements
are possible, specifically we present an n3/2Ω(

√
logn) time algorithm on general graphs (see

full version of this paper).

Prior Work. The minimum ratio problem was introduced to combinatorial optimization
in the 1960s by Dantzig, Blattner, and Rao [22] and Lawler [40]. The existing algorithms
can be classified according to their running time bounds as follows: strongly polynomial
algorithms, weakly polynomial algorithms, and pseudopolynomial algorithms. In terms of
strongly polynomial algorithms for finding the minimum ratio cycle we are aware of the
following two results:

2 In the minimum cycle mean problem we assume the transit time of each edge is 1.
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O(n3 logn+mn log2 n) time using Megiddo’s second algorithm [42] together with Cole’s
technique to reduce a factor of log logn [21],
O(mn2) time using Burn’s primal-dual algorithm [9].

For the class of weakly polynomial algorithms, the best algorithm is to follow Lawler’s binary
search approach [40, 41], which solves the problem by performing O(log (nW )) calls to a
negative cycle detection algorithm. Here W = O(CT ) if the costs are given as integers from
1 to C and the transit times are given as integers from 1 to T . Using an idea for efficient
search of rationals [47], a somewhat more refined analysis by Chatterjee et al. [14] reveals
that it suffices to call the negative cycle detection algorithm O(log(|a · b|)) times when the
value of the minimum ratio cycle is a

b . Since the initial publication of Lawler’s idea, the
state of the art in negative cycle detection algorithms has become more diverse. Each of the
following five algorithms gives the best known running time for some range of parameters
(and the running times have to be multiplied by the factor log (nW ) or log(|a · b|) to obtain
an algorithm for the minimum ratio problem):

O(mn) time using a variant of the Bellman-Ford algorithm [26, 3, 45],
n3/2Ω(

√
logn) time using a recent all-pairs shortest paths (APSP) algorithm by Williams

[53, 12],
Õ(nωW ) time using fast matrix multiplication [48, 54], where 2 ≤ ω < 2.3728639 is the
matrix multiplication coefficient [29],
O(m

√
n logW ) time using Goldberg’s scaling algorithm [31],

Õ(m10/7 logW ) time using the interior point method based algorithm of Cohen et al. [20]
The third group of minimum ratio cycle algorithms has a pseudopolynomial running time
bound. After some initial progress [34, 30, 35], the state of the art is an algorithm by Hartmann
and Orlin [33] that has a running time of O(mnT ).3 Other algorithmic approaches, without
claiming any running time bounds superior to those reported above, were given by Fox [27],
v. Golitschek [32], and Dasdan, Irani, and Gupta [23].

Recently, the minimum ratio problem has been studied specifically for the special case of
constant treewidth graphs by Chatterjee, Ibsen-Jensen, and Pavlogiannis [14]. The state of
the art for negative cycle detection on constant treewidth graphs is an algorithm by Chaudhuri
and Zaroliagis with running time O(n) [17], which by Lawler’s binary search approach implies
an algorithm for the minimum ratio problem with running time O(n log (nW )). Chatterjee
et al. [14] report a running time of O(n log(|a · b|)) based on the more refined binary search
mentioned above and additionally give an algorithm that uses O(logn) space (and hence
polynomial time).

As a subroutine in our minimum ratio cycle algorithm, we use a new parallel algorithm
for negative cycle detection and single-source shortest paths. The parallel SSSP problem
has received considerable attention in the literature [50, 39, 18, 8, 49, 19, 43, 44, 5], but we
are not aware of any parallel SSSP algorithm that works in the presence of negative edge
weights (and thus solves the negative cycle detection problem). To the best of our knowledge,
the only strongly polynomial bounds reported in the literature are as follows: For weighted,
directed graphs with non-negative edge weights, Broda, Träff, and Zaroliagis [8] give an
implementation of Dijkstra’s algorithm with O(m logn) work and O(n) depth. For weighted,
undirected graphs with positive edge weights, Shi and Spencer [49] gave (1) an algorithm
with O(n3t−2 logn log (nt−1) +m logn) work and O(t logn) depth and (2) an algorithm with
O((n3t−3 +mnt−1) logn) work and O(t logn) depth, for any logn ≤ t ≤ n.

3 Note that the more fine-grained analysis of Hartmann and Orlin actually gives a running time of
O(m(

∑
u∈V

maxe=(u,v) t(e))).
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2 Preliminaries

In the following, we review some of the tools that we use in designing our algorithm.

2.1 Parametric Search

We first explain the parametric search technique as outlined in [1]. Assume we are given
a property P of real numbers that is monotone in the following way: if P(λ) holds, then
also P(λ′) holds for all λ′ < λ. Our goal is to find λ∗, the maximum λ such that P(λ) holds.
In this paper for example, we will associate with each λ a weighted graph Gλ and P is the
property that Gλ has no negative cycle. Assume further that we are given an algorithm A
for deciding, for a given λ, whether P(λ) holds. If λ were known to only assume integer or
rational values, we could solve this problem by performing binary search with O(logW ) calls
to the decision algorithm, where W is the number of possible values for λ. However, this
solution has the drawback of not yielding a strongly polynomial algorithm.

In parametric search we run the decision algorithm ‘generically’ at the maximum λ∗. As
the algorithm does not know λ∗, we need to take care of its control flow ourselves and any
time the algorithm performs a comparison we have to ‘manually’ evaluate the comparison
on behalf of the algorithm. If each comparison takes the form of testing the sign of an
associated low-degree polynomial p(λ), this can be done as follows. We first determine all
roots of p(λ) and check if P(λ′) holds for each such root λ′ using another instance of the
decision algorithm A. This gives us an interval between successive roots containing λ∗ and
we can thus resolve the comparison. With every comparison we make, the interval containing
λ∗ shrinks and at the end of this process we can output a single candidate. If the decision
algorithm A has a running time of T , then the overall algorithm for computing λ∗ has a
running time of O(T 2).

A more sophisticated use of the technique is possible, if in addition to a sequential
decision algorithm As we have an efficient parallel decision algorithm Ap. The parallel
algorithm performs its computations simultaneously on Pp processors. The number of
parallel computation steps until the last processor is finished is called the depth Dp of the
algorithm, and the number of operations performed by all processors in total is called the
work Wp of the algorithm.4 For parametric search, we actually only need parallelism w.r.t.
comparisons involving the input values. We denote by the comparison depth of Ap the
number of parallel comparisons (involving input values) until the last processor is finished.

We proceed similar to before: We run Ap ‘generically’ at the maximum λ∗ and (con-
ceptually) distribute the work among Pp processors. Now in each parallel step, we might
have to resolve up to Pp comparisons. We first determine all roots of the polynomials
associated to these comparisons. We then perform a binary search among these roots to
determine the interval of successive roots containing λ∗ and repeat this process of resolving
comparisons at every parallel step to eventually find out the value of λ∗. If the sequential
decision algorithm As has a running time of Ts and the parallel decision algorithm runs on
Pp processors in Dp parallel steps, then the overall algorithm for computing λ∗ has a running
time of O(PpDp +DpTs logPp). Formally, the guarantees of the technique we just described
can be summarized as follows.

4 To be precise, we use an abstract model of parallel computation as formalized in [28] to avoid distraction
by details such as read or write collisions typical to PRAM models.
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I Theorem 1 ([1, 42]). Let P be a property of real numbers such that if P(λ) holds, then also
P(λ′) holds for all λ′ < λ and let Ap and As be algorithms deciding for a given λ whether
P(λ) holds such that

the control flow of Ap is only governed by comparisons that test the sign of an associated
polynomial in λ of constant degree,
Ap is a parallel algorithm with work Wp and comparison depth Dp, and
As is a sequential algorithm with running time Ts.

Then there is a (sequential) algorithm for finding the maximum value λ such that P(λ) holds
with running time O(Wp +DpTs logWp).

Note that Ap and As need not necessarily be different algorithms. In most cases however,
the fastest sequential algorithm might be the better choice for minimizing running time.

2.2 Characterization of Minimum Ratio Cycle
We consider a directed graph G = (V,E, c, t), in which every edge e = (u, v) has a cost c(e)
and a transit time t(e). We want to find the cycle C that minimizes the cost-to-time ratio∑
e∈C c(e)/

∑
e∈C t(e).

For any real λ define the graph Gλ = (V,E,wλ) as the modification of G with weight
wλ(e) = c(e)− λt(e) for every edge e ∈ E. The following structural lemma is the foundation
of many algorithmic approaches towards the problem.

I Lemma 2 ([22, 41]). Let λ∗ be the value of the minimum ratio cycle of G.
For λ > λ∗, the value of the minimum weight cycle in Gλ is < 0.
The value of the the minimum weight cycle in Gλ∗ is 0. Each minimum weight cycle in
Gλ∗ is a minimum ratio cycle in G and vice versa.
For λ < λ∗, the value of the minimum weight cycle in Gλ is > 0.

The obvious algorithmic idea now is to find the right value of λ with a suitable search
strategy and reduce the problem to a series of negative cycle detection instances.

2.3 Characterization of Negative Cycle
I Definition 3. A potential function p : V → R assigns a value to each vertex of a weighted
directed graph G = (V,E,w). We call a potential function p valid if for every edge e =
(u, v) ∈ E, the condition p(u) + w(e) ≥ p(v) holds.

The following two lemmas outline an approach for negative cycle detection.

I Lemma 4 ([25]). A weighted directed graph contains a negative cycle if and only if it has
no valid potential function.

I Lemma 5 ([37]). Let G = (V,E,w) be a weighted directed graph and let G′ = (V ′, E′, w′)
be the supergraph of G consisting of the vertices V ′ = V ∪ {s′} (i.e. with an additional super-
source s′), the edges E′ = E ∪ {s′} × V and the weight function w′ given by w′(s′, v) = 0 for
every vertex v ∈ V and w′(u, v) = w(u, v) for all pairs of vertices u, v ∈ V . If G does not
contain a negative cycle, then the potential function p defined by p(v) = dG′(s′, v) for every
vertex v ∈ V is valid for G.

Thus, an obvious strategy for negative cycle detection is to design a single-source shortest
paths algorithm that is correct whenever the graph contains no negative cycle. If the graph
contains no negative cycle, then the distances computed by the algorithm can be verified to
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be a valid potential. If the graph does contain a negative cycle, then the distances computed
by the algorithm will not be a valid potential (because a valid potential does not exist) and
we can verify that the potential is not valid.

2.4 Computing Shortest Paths in Parallel
In our algorithm we use two building blocks for computing shortest paths in the presence of
negative edge weights in parallel. The first such building block was also used by Megiddo [42].

I Observation 6. By repeated squaring of the min-plus matrix product, all-pairs shortest
paths in a directed graph with real edge weights can be computed using work O(n3 logn) and
depth O(logn).

The second building block is a subroutine for computing the following restricted version
of shortest paths.

I Definition 7. The shortest h-hop path from a vertex s to a vertex t is the path of minimum
weight among all paths from s to t with at most h edges.

Note that a shortest h-hop path from s to t does not exist, if all paths from s to t use
more than h edges. Furthermore, if there is a shortest path from s to t with at most h edges,
then the h-hop shortest path from s to t is a shortest path as well. Shortest h-hop paths
can be computed by running h iterations of the Bellman-Ford algorithm [26, 3, 45].5 Similar
to shortest paths, shortest h-hop paths need not be unique. We can enforce uniqueness
by putting some arbitrary but fixed order on the vertices of the graph and sorting paths
according to the induced lexicographic order on the sequence of vertices of the paths. Note
that the Bellman-Ford algorithm can easily be adapted to optimizing lexicographically as its
second objective.

I Observation 8. By performing h iterations of the Bellman-Ford algorithm, the lexicograph-
ically smallest shortest h-hop path from a designated source vertex s to each other vertex in
a directed graph with real edge weights can be computed using work O(mh) and depth O(h).

We denote by π(s, t) the lexicographically smallest shortest path from s to t and by πh(s, t)
the lexicographically smallest shortest h-hop path from s to t. We denote by V (πh(s, t)) and
E(πh(s, t)) the set of nodes and edges of πh(s, t), respectively.

2.5 Approximate Hitting Sets
I Definition 9. Given a collection of sets S ⊆ 2U over a universe U , a hitting set is a set
T ⊆ H that has non-empty intersection with every set of S (i.e., S ∩ T 6= ∅ for every S ∈ S).

Computing a hitting set of minimum size is an NP-hard problem. For our purpose
however, rough approximations are good enough. The first method to get a sufficiently small
hitting set uses a simple randomized sampling idea and was introduced to the design of graph
algorithms by Ullman and Yannakakis [52]. We use the following formulation.

I Lemma 10. Let c ≥ 1, let U be a set of size s and let S = {S1, S2, . . . , Sk} be a collection of
sets over the universe U of size at least q. Let T be a subset of U that was obtained by choosing

5 The first explicit use of the Bellman-Ford algorithm to compute shortest h-hop paths that we are aware
of is in Thorup’s dynamic APSP algorithm [51].
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each element of U independently with probability p = min(x/q, 1) where x = c ln (ks) + 1.
Then, with high probability (whp), i.e., probability at least 1−1/sc, the following two properties
hold:
1. For every 1 ≤ i ≤ k, the set Si contains an element of T , i.e., Si ∩ T 6= ∅.
2. |T | ≤ 3xs/q = O(cs log (ks)/q).

The second method is to use a heuristic to compute an approximately minimum hitting set.
In the sequential model, a simple greedy algorithm computes anO(logn)-approximation [36, 2].
We use the following formulation.

I Lemma 11. Let U be a set of size s and let S = {S1, S2, . . . , Sk} be a collection of sets
over the universe U of size at least q. Consider the simple greedy algorithm that picks an
element u in U that is contained in the largest number of sets in S and then removes all sets
containing u from S, repeating this step until S = ∅. Then the set T of elements picked by
this algorithm satisfies:
1. For every 1 ≤ i ≤ k, the set Si contains an element of T , i.e., Si ∩ T 6= ∅.
2. |T | ≤ O(s log (k)/q).

Proof. We follow the standard proof of the approximation ratio O(logn) for the greedy set
cover heuristic. The first statement is immediate, since we only remove sets when they are
hit by the picked element. Since each of the k sets contains at least q elements, on average
each element in U is contained in at least kq/s sets. Thus, the element u picked by the
greedy algorithm is contained in at least kq/s sets. The remaining number of sets is thus
at most k − kq/s = k(1− q/s). Note that the remaining sets still have size at least q, since
they do not contain the picked element u. Inductively, we thus obtain that after i iterations
the number of remaining sets is at most k(1− q/s)i, so after O(log(k) · s/q) iterations the
number of remaining sets is less than 1 and the process stops. J

The above greedy algorithm is however inherently sequential and thus researchers have
studied more sophisticated algorithms for the parallel model. The state of the art in terms
of deterministic algorithms is an algorithm by Berger et al. [4]6.

I Theorem 12 ([4]). Let S = {S1, S2, . . . , Sk} be a collection of sets over the universe
U , let n = |U | and m =

∑
1≤i≤k |Si|. For 0 < ε < 1, there is an algorithm with work

O((m+ n)ε−6 log4 n logm log6 (nm)) and depth O(ε−6 log4 n logm log6 (nm)) that produces
a hitting set of S of size at most (1 + ε)(1 + ln ∆) ·OPT , where ∆ is the maximum number
of occurrences of any element of U in S and OPT is the size of a minimum hitting set.

3 Randomized Algorithm for General Graphs

3.1 A Parallel SSSP Algorithm

In the following we design a parallel SSSP algorithm that can be used to check for negative
cycles. Formally, we will in this subsection prove the following statement.

6 Berger et al. actually give an approximation algorithm for the following slightly more general problem:
Given a hypergraph H = (V,E) and a cost function c : V → R on the vertices, find a minimum cost
subset R ⊆ V that covers H, i.e., an R that minimizes c(R) =

∑
v∈R

c(v) subject to the constraint
e ∩R 6= ∅ for all e ∈ E.
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I Theorem 13. There is an algorithm that, given a weighted directed graph G = (V, E, w)
containing no negative cycles, computes the shortest paths from a designated source vertex s
to all other vertices spending O(mn logn+ n3h−3 log4 n) work with O(h+ logn) depth for
any 1 ≤ h ≤ n. The algorithm is correct with high probability and all its comparisons are
performed on sums of edge weights on both sides.

The algorithm proceeds in the following steps:
1. Let C ⊆ V be a set containing each vertex v independently with probability p =

min(3ch−1 lnn, 1) for a sufficiently large constant c.
2. If |C| > 9cnh−1 lnn, then terminate.
3. For every vertex x ∈ C ∪ {s} and every vertex v ∈ V , compute the shortest h-hop path

from x to v in G and its weight dhG(x, v).
4. Construct the graph H = (C ∪{s}, (C ∪{s})2, wH) whose set of vertices is C ∪{s}, whose

set of edges is (C ∪ {s})2 and for every pair of vertices x, y ∈ C ∪ {s} the weight of the
edge (x, y) is wH(x, y) = dhG(x, y).

5. For every vertex x ∈ C, compute the shortest path from s to x in H and its weight
dH(s, x).

6. For every vertex t ∈ V , set δ(t) = minx∈C∪{s}(dH(s, x) + dhG(x, t)).

3.1.1 Correctness
In order to prove the correctness of the algorithm, we first observe that as a direct consequence
of Lemma 10 the randomly selected vertices in C with high probability hit all lexicographically
smallest shortest bh/2c-hop paths of the graph.

I Observation 14. Consider the collection of sets

S = {V (πbh/2c(u, v)) | u, v ∈ V with dbh/2cG (u, v) <∞ and |E(πbh/2c(u, v))| = bh/2c}

containing the vertices of the lexicographically smallest shortest bh/2c-hop paths with exactly
bh/2c edges between all pairs of vertices. Then, with high probability, C is a hitting set of S
of size at most 9cnh−1 lnn.

I Lemma 15. If G contains no negative cycle, then δ(t) = dG(s, t) for every vertex t ∈ V
with high probability.

Proof. First note that the algorithm incorrectly terminates in Step 2 only with small
probability. We now need to show that, for every vertex t ∈ V , δ(t) := minx∈C∪{s}(dH(s, x)+
dhG(x, t)) = dG(s, t). First observe that every edge in H corresponds to a path in G (of
the same weight). Thus, the value δ(t) corresponds to some path in G from s to t (of the
same weight) which implies that dG(s, t) ≤ δ(t) (as no path can have weight less than the
distance).

Now let π(s, t) be the lexicographically smallest shortest path from s to t in G. Subdivide
π into consecutive subpaths π1, . . . , πk such that πi for 1 ≤ i ≤ k− 1 has exactly bh/2c edges,
and πk has at most bh/2c edges. Note that if π itself has at most bh/2c edges, then k = 1.
Since every subpath of a lexicographically smallest shortest path is also a lexicographically
smallest shortest path, the paths π1, . . . , πk are lexicographically smallest shortest paths as
well. As the subpaths π1, . . . , πk−1 consist of exactly bh/2c edges, each of them is contained
in the collection of sets S of Observation 14. Therefore, each subpath πi, for 1 ≤ i ≤ k − 1,
contains a vertex xi ∈ C with high probability.
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Set x0 = s and xk = t, and observe that for every 0 ≤ i ≤ k − 1, the subpath of
π(s, t) from xi to xi+1 is a shortest path from xi to xi+1 with at most h edges and thus
dhG(xi, xi+1) = dG(xi, xi+1). We now get the following chain of inequalities:

dG(s, t) =
∑

0≤i≤k−1
dG(xi, xi+1) =

∑
0≤i≤k−1

dhG(xi, xi+1)

=
( ∑

0≤i≤k−2
wH(xi, xi+1)

)
+ dhG(xk−1, t)

≥ dH(x0, xk−1) + dhG(xk−1, t)
= dH(s, xk−1) + dhG(xk−1, t)
≥ min
x∈C∪{s}

(dH(s, x) + dhG(x, t)) = δ(t) . J

Note that we have formally argued only that the algorithm correctly computes the
distances from s. It can easily be checked that the shortest paths can be obtained by
replacing the edges of H with their corresponding paths in G.

3.1.2 Running Time
I Lemma 16. The algorithm above can be implemented with O(mn logn+n3h−3 log4 n) and
O(h+ logn) depth such that all its comparisons are performed on sums of edge weights on
both sides.

Proof. Clearly, in Steps 1–2, the algorithm spends O(m+ n) work with O(1) depth. Step 3
can be carried out by running h iterations of Bellman-Ford for every vertex x ∈ C in parallel
(see Lemma 8), thus spending O(|C| ·mh) work with O(h) depth. Step 4 can be carried out by
spending O(|C|2) work with O(1) depth. Step 5 can be carried out by running the min-plus
matrix multiplication based APSP algorithm (see Lemma 6), thus spending O(|C|3 logn)
work with O(logn) depth. The naive implementation of Step 6 spends O(n|C|) work with
O(|C|) depth. Using a bottom-up ‘tournament’ approach where in each round we pair up
all values and let the maximum value of each pair proceed to the next round, this can be
improved to work O(n|C|) and depth O(logn).

It follows that by carrying out the steps of the algorithm sequentially as explained above,
the overall work is O(|C| ·mh+ |C|3 logn) and the depth is O(h+ logn). As the algorithm
ensures that |C| ≤ 9cnh−1 lnn for some constant c, the work is O(mn logn+ n3h−3 log4 n)
and the depth is O(h+ logn). J

3.1.3 Extension to Negative Cycle Detection
To check whether a weighted graph G = (V,E,w) contains a negative cycle, we first construct
the graph G′ (with an additional super-source s′) as defined in Lemma 5. We then run the
SSSP algorithm of Theorem 13 from s′ in G′ and set p(v) = dG′(s′, t) for every vertex t ∈ V .
We then check whether the function p defined in this way is a valid potential function for G
testing for every edge e = (u, v) (in parallel) whether p(u) + w(u, v) ≥ p(v). If this is the
case, then we output that G contains no negative cycle, otherwise we output that G contains
a negative cycle.

I Corollary 17. There is a randomized algorithm that checks whether a given weighted directed
graph contains a negative cycle with O(mn logn+n3h−3 log4 n) work and O(h+ logn) depth
for any 1 ≤ h ≤ n. The algorithm is correct with high probability and all its comparisons are
performed on sums of edge weights on both sides.
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Proof. Constructing the graph G′ and checking whether p is a valid potential can both be
carried out with O(m+ n) work and O(1) depth. Thus, the overall work and depth bounds
are asymptotically equal to the SSSP algorithm of Theorem 13.

If G contains no negative cycle, then the SSSP algorithm correctly computes the distances
from s′ in G′. Thus, the potential p is valid by Lemma 5 and our algorithm correctly outputs
that there is no negative cycle. If G contains a negative cycle, then it does not have any
valid potential by Lemma 4. Thus, the potential p defined by the algorithm cannot be valid
and the algorithm outputs correctly that G contains a negative cycle. J

3.2 Finding the Minimum Ratio Cycle
Using the negative cycle detection algorithm as a subroutine, we obtain an algorithm for
computing a minimum ratio cycle in time Õ(n3/2m3/4).

I Theorem 18. There is a randomized one-sided-error Monte Carlo algorithm for computing
a minimum ratio cycle with running time O(n3/2m3/4 log2 n).

Proof. By Lemma 2 we can compute the value of the minimum ratio cycle by finding
the largest value of λ such that Gλ contains no negative-weight cycle. We want to apply
Theorem 1 to find this maximum λ∗ by parametric search. As the sequential negative cycle
detection algorithm As we use Orlin’s minimum weight cycle algorithm [46] with running
time T (n,m) = O(mn). The parallel negative cycle detection algorithm Ap of Corollary 17
has work W (n,m) = O(mn logn+ n3h−3 log4 n) and depth D(n,m) = O(h+ logn), for any
choice of 1 ≤ h ≤ n. Any comparison the latter algorithm performs is comparing sums of
edge weights of the graph. Since in Gλ edge weights are linear functions in λ, the control
flow only depends on testing the sign of degree-1 polynomials in λ. Thus, Theorem 1 is
applicable7 and we arrive at a sequential algorithm for finding the value of the minimum
ratio cycle with running time O(mn logn(h+ logn) + n3h−3 log4 n). Finally, to output the
minimum ratio cycle and not just its value, we run Orlin’s algorithm for finding the minimum
weight cycle in Gλ∗ , which takes time O(mn). By setting h = n1/2m−1/4 logn the overall
running time becomes O(n3/2m3/4 log2 n). J

4 Deterministic Algorithm for General Graphs

We now present a deterministic variant of our minimum ratio cycle algorithm, with the same
running time as the randomized algorithm up to logarithmic factors.

4.1 Deterministic SSSP and Negative Cycle Detection
We can derandomize our SSSP algorithm by combining a preprocessing step with the parallel
hitting set approximation algorithm of [4]. Formally, we will prove the following statement.

I Theorem 19. There is a deterministic algorithm that, given a weighted directed graph
containing no negative cycles, computes the shortest paths from a designated source vertex s to
all other vertices spending O(mn log2 n+n3h−3 log7 n+n2h log11 n) work with O(h+log11 n)
depth for any 1 ≤ h ≤ n.

7 Formally, Theorem 1 only applies to deterministic algorithms. However, only step 1 of our parallel
algorithm is randomized, but this step does not depend on λ. All remaining steps are deterministic.
We can thus first perform steps 1 and 2, and invoke Theorem 1 only on the remaining algorithm. The
output guarantee then holds with high probability.
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From this, using Lemmas 4 and 5 analogously to the proof of Corollary 17, we get the
following corollary for negative cycle detection.

I Corollary 20. There is a deterministic algorithm that checks whether a given weighted
directed graph contains a negative cycle with O(mn log2 n+ n3h−3 log7 n+ n2h log11 n) work
and O(h+ log11 n) depth for any 1 ≤ h ≤ n.

Our deterministic SSSP algorithm does the following:
1. For all pairs of vertices u, v ∈ V , compute the shortest bh/2c-hop path πbh/2c(u, v) from

u to v in G.8
2. Compute an O(logn)-approximate set cover C of the system of sets

S = {V (πbh/2c(u, v)) | u, v ∈ V with dbh/2cG (u, v) <∞ and |E(πbh/2c(u, v))| = bh/2c}.
3. Proceed with steps 3 to 6 of the algorithm in Section 3.1.

4.1.1 Correctness
Correctness is immediate: In the previous proof of Lemma 15 we relied on the fact that C is
a hitting set of S. In the above algorithm, this property is guaranteed directly.

4.1.2 Running Time
Step 1 can be carried out by running h iterations of the Bellman-Ford algorithm for every
vertex v ∈ V . By Lemma 8 this uses O(mnh) work and O(h) depth. We carry out Step 2 by
running the algorithm of Theorem 12 to compute an O(logn)-approximate hitting set of S
with work O(n2h log11 n) and depth O(log11 n). Lemma 10 gives a randomized process that
computes a hitting set of S of expected size O(nh−1 logn). By the probabilistic method, this
implies that there exists a hitting set of size O(nh−1 logn). We can therefore use the algorithm
of Theorem 12 to compute a hitting set S of size O(nh−1 log2 n). The work is O(n2h log11 n)
and the depth is O(log11 n). Carrying out the remaining steps with a hitting set C of size
O(nh−1 log2 n) uses work O(mh|C|+ |C|3 logn) = O(mn log2 n+ n3h−3 log7 n) and depth
O(h + logn). Thus, our overall SSSP algorithm has work O(mn log2 n + n3h−3 log7 n +
n2h log11 n) and depth O(h+ log11 n).

4.2 Minimum Ratio Cycle
We again obtain a minimum ratio cycle algorithm by applying parametric search (Theorem 1).
We obtain the same running time bound as for the randomized algorithm.

I Theorem 21. There is a deterministic algorithm for computing a minimum ratio cycle
with running time O(n3/2m3/4 log2 n).

Proof sketch. The proof is analogous to the proof of Theorem 18, with the only exception that
we use the deterministic parallel negative cycle detection algorithm of Corollary 20. However,
we do not necessarily need to run the algorithm of Theorem 12 to compute an approximate
hitting set. Instead we can also run the greedy set cover heuristic (Lemma 11) for this
purpose. The reason is that at this stage, the greedy heuristic does not need to perform any
comparisons involving the edge weights of the input graph, which are the only operations that
are costly in the parametric search technique. This means that finding an approximate hitting

8 Note that in case there are multiple shortest bh/2c-hop paths from u to v, any tie-breaking is fine for
the algorithm and its analysis.
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set C of size O(nh−1 logn) can be implemented with O(
∑
S∈S |S|) = O(n2h) work and O(1)

comparison depth. Thus, we use a parallel negative cycle detection algorithm Ap which has
work W (n,m) = O(mh|C|+ |C|3 logn+n2h) = O(mn logn+n3h−3 log4 n+n2h) and depth
D(n,m) = O(h+ logn), for any choice of 1 ≤ h ≤ n. We thus obtain a sequential minimum
ratio cycle algorithm with running time O(mn logn+n3h−3 log4 n+n2h+mn logn(h+logn)),
for any choice of 1 ≤ h ≤ n. Note that the summands mn logn and n2h are both dominated
by the last summand mn logn(h + logn). Setting h = n1/2m−1/4 logn to optimize the
remaining summands, the running time becomes O(n3/2m3/4 log2 n). J

5 Near-Linear Time Algorithm for Constant Treewidth Graphs

In the following we demonstrate how to obtain a nearly-linear time algorithm (in the strongly
polynomial sense) for graphs of constant treewidth. We can use the following results of
Chaudhuri and Zaroliagis [17] who studied the shortest paths problem in graphs of constant
treewidth.9

I Theorem 22 ([17]). There is a deterministic algorithm that, given a weighted directed
graph containing no negative cycles, computes a data structure that after O(n) preprocessing
time can answer, for any pair of vertices, distance queries in time O(α(n)), where α(·) is
the inverse Ackermann function. It can also report a corresponding shortest path in time
O(`α(n)), where ` is the number of edges of the reported path.

I Theorem 23 ([16]). There is a deterministic negative cycle algorithm for weighted directed
graphs of constant treewidth with O(n) work and O(log2 n) depth.

We now apply the reduction of Theorem 1 to the algorithm of Theorem 23 to find λ∗, the
value of the minimum ratio cycle, in time O(n log3 n) (using Ts(n) = Wp(n) = O(n), and
Dp(n) = O(log2 n)). We then use the algorithm of Theorem 22 to find a minimum weight
cycle in Gλ∗ in time O(nα(n)): Each edge e = (u, v) together with the shortest path from v

to u (if it exists) defines a cycle and we need to find the one of minimum weight by asking
the corresponding distance queries. For the edge e = (u, v) defining the minimum weight
cycle we query for the corresponding shortest path from v to u. This takes time O(n) as a
graph of constant treewidth has O(n) edges. We thus arrive at the following guarantees of
the overall algorithm.

I Corollary 24. There is a deterministic algorithm that computes the minimum ratio cycle
in a directed graph of constant treewidth in time O(n log3 n).

6 Conclusion

We have presented a faster strongly polynomial algorithm for finding a cycle of minimum
cost-to-time ratio, a problem which has a long history in combinatorial optimization and
recently became relevant in the context of quantitative verification. Our approach combines
parametric search with new parallelizable single-source shortest path algorithms and also
yields small improvements for graphs of constant treewidth and in the dense regime. The
main open problem is to push the running time down to Õ(mn), nearly matching the strongly
polynomial upper bound for the less general problem of finding a minimum mean cycle.

9 The first result of Chaudhuri and Zaroliagis [17] has recently been complemented with a space-time
trade-off by Chatterjee, Ibsen-Jensen, and Pavlogiannis [15] at the cost of polynomial preprocessing
time that is too large for our purposes.
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Abstract
We revisit fundamental problems in undirected and directed graphs, such as the problems of
computing spanning trees, shortest paths, steiner trees, and spanning arborescences of minimum
cost. We assume that there are d different cost functions associated with the edges of the input
graph and seek for solutions to the resulting multidimensional graph problems so that the p-
norm of the different costs of the solution is minimized. We present combinatorial algorithms
that achieve very good approximations for this objective. The main advantage of our algorithms
is their simplicity: they are as simple as classical combinatorial graph algorithms of Dijkstra and
Kruskal, or the greedy algorithm for matroids.
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1 Introduction

We study generalizations of some very well-known combinatorial optimization problems, such
as the problem of computing a minimum spanning tree in a graph. In its classical version, we
are given an undirected graph with edge costs and the objective is to compute a spanning tree
of minimum cost on the graph. We revisit fundamental problems of this kind by assuming
that there are d different cost functions associated with the edges of the input graph. Then,
a spanning tree has d different cost values, one for each cost function. Our objective is to
compute a spanning tree that minimizes a specific aggregate value of these costs.
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At first glance, this is the type of multi-objective (or multi-criteria) optimization problems
that arise in many diverse disciplines, including engineering, economics and business, health-
care, and more. Here, our motivation stems from the recently emerging trend of participatory
budgeting [1]. According to it, optimization problems related to the use of budget for building
public facilities are solved taking into account the view the citizens have for the input. In
the example above, each of the d different cost functions can be thought of as provided by a
single individual. Consistent to this, we will assume that the parameter d is large.

We use the general term minimum multidimensional resource selection (MMRS) to refer
to the class of problems that we study. In addition to parameter d, an instance of such a
problem consists of a set R of resources, a d-dimensional cost vector cr for each resource
r ∈ R, the set of feasible solutions F (subsets of resources) and an additional parameter p ≥ 1.
The objective of MMRS is to select a feasible solution S so that the quantity ‖

∑
r∈S cr‖p

is minimized. Note that the sum inside the norm is d-dimensional and its entries represent
the cost of S with respect to the d cost functions. Then, the p-norm is used for aggregating
these entries into a single value.

Even though the problem has not been considered before in the general version we
just defined it, efficient solutions to some of its variants follow by recent advances on
randomized rounding of fractional solutions for linear program relaxations. In contrast to
such sophisticated techniques, we insist on deterministic algorithms that are extremely simple.
More concretely, we consider the following problems:

We warm up with MMRS in matroids, in which the feasible solutions that form set F
are the bases of a matroid defined over the resources. A typical subproblem is when the
resources are the edges of a graph and the feasible solutions correspond to spanning trees
of the graph. For MMRS on matroids, we present a variation of the greedy algorithm on
matroids (e.g., see [18]) and show that it yields O(min{p, log d})-approximate solutions.
Shortest multidimensional path (SMP). Again, the resources correspond to edges of a
graph and the feasible solutions are subsets of edges that connect two designated nodes.
An approximation guarantee of O(min{p, log d}) is obtained by a Dijkstra-like algorithm.
Minimum multidimensional steiner tree (MMST). Unlike the spanning tree version men-
tioned above, in MMST the feasible solutions are not matroid bases. Furthermore, the
classical trick in the single dimensional case (see, e.g., [19]) of approximating the minimum
steiner tree by a minimum spanning tree does not carry over when we have different
costs (the cost functions do not necessarily form a metric). Still, we have a Kruskal-like
algorithm that uses our shortest multidimensional path algorithm as subroutine and
achieves (asymptotically) the same approximation guarantee.
Minimum multidimensional arborescence (MMA). Here, the resources are the edges
of a directed graph and the feasible solutions are spanning trees, directed away from
a designated root node. We present another simple algorithm that uses our shortest
multidimensional path algorithm as a subroutine and prove it to be O(min{p, log d}·logn)-
approximate, where n is the graph size.

We complement these results with an inapproximability statement. For p = ∞, none of
the above problems admit a polynomial-time constant approximation algorithm, under
standard complexity assumptions. Here we exploit a gap-preserving reduction from the
vector scheduling problem which has been proved to be inpproximable in [7].

Our analysis is inspired by the literature on online scheduling and in particular from
[2, 5] where the objective is to minimize the p-norm of machine loads. En route, we exploit a
nice structural property that is satisfied by feasible solutions of the problems that we study,
and implies that greedy solutions for them are efficient.
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Related work. The field of multi-objective optimization has traditionally considered similar
problems to ours, with approximation algorithms playing a major role. It seems though that
the questions considered there are mostly related to approximating the Pareto-curve (i.e.,
the set of solutions which are not dominated by any other). For instance, Diakonikolas et
al. [11] (see also the references therein) study the problem of computing a minimum set of
solutions that approximates within a specified accuracy, ε > 0, the Pareto curve of bi-objective
optimization problems, containing many important widely studied problems such as shortest
paths, spanning tree, matching, etc. We notice that these questions are fundamentally
different than the ones we study here. Also, they turn out to be computationally meaningful
only on instances in which d is a small constant (since otherwise the problem becomes
notoriously hard due to fact that the Pareto-curve becomes huge [16]). Instead, we are
interested in many different cost functions.

Chekuri et al. [8] (see also [9]) study the problem of solving (or, better, approximating
the optimal solution of) minimax integer programs subject to a matroid constraint; this is
essentially what we call MMRS on matroids with a value of infinity for parameter p. Chekuri
et al. [8] present a O(log d/ log log d)-approximation algorithm for this problem that exploits
sophisticated randomized rounding techniques. We remark that our bound is slightly higher
than theirs but the advantage of our result is in the simplicity of the algorithm. A special
case is covered in [4], where the computation of a spanning tree minimizing the maximum
number of times its edges cross a given set of cuts is considered.

Other investigations related to our setting are the multi-budgeted optimization problems.
There are d different cost functions defined over the set of resources. In addition, there
are d budget values that constrain each of the d costs of a solution. The objective is to
compute a feasible solution whose budget violation factor is as small as possible across all
cost dimensions. These problems have been tackled using sophisticated approaches such
as Lagrangian relaxations combined with various technical properties of the underlying
combinatorial structure, and linear programming together with iterative rounding techniques.
Such approaches were used to develop PTASes for spanning trees [14, 17], shortest paths
[13, 15], and matchings and matroid intersection [3] with d = 2. Grandoni et al. [12] consider
d-budgeted versions of classical problems. They show PTASes for spanning trees, matroid
bases, and bipartite matchings. Moreover they get a deterministic approximation scheme for
d-budgeted matchings in general graphs. We emphasize that the authors of [12] use linear
programming formulations and iterative rounding techniques that work for constant values
of d only. Finally, Chekuri et al. [10] give a randomized PTAS for matroid intersection and
matchings with any fixed number of budget constraints.

Roadmap. We begin with some necessary mathematical background in Section 2. Our
main lemma is presented in Section 3. Then, Sections 4-7 are devoted to the each of the four
problems mentioned above. We conclude with our inapproximability result in Section 8.

2 Mathematical Background

We summarize definitions and simple properties of p-norms and matroids. For an integer
d ≥ 1, define [d] = {1, 2, . . . , d} and 0d as the vector (0, . . . , 0)T ∈ Rd. We denote by
R = R≥1 ∪ {∞} the set of reals that are higher than 1, extended with the value ∞.

We later exploit the following two properties of the function f(x) = xt for every t ≥ 1.

I Lemma 1. For every x, y, h ≥ 0 with y ≥ x and t ≥ 1, (x+ h)t − xt ≤ (y + h)t − yt.
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I Lemma 2. Given x ≥ 0, t ≥ 1, and n non-negative real values h1, . . . , hn,

∑
i∈[n]

(
(x+ hi)t − xt

)
≤

x+
∑
i∈[n]

hi

t

− xt.

The first property comes by observing that (x+ h)t − xt has non-negative derivative with
respect to x when t ≥ 1, while the second one is due to convexity of the monomial xt (see [6]
for a proof).

For a vector x = (x1, . . . , xd) ∈ Rd and p ∈ R, the value ‖x‖p =
(∑

i∈[d] x
p
i

)1/p
is called

the p-norm of x. We recall two fundamental properties possessed by p-norms.
I Property 3. For every x ∈ Rd and p, p′ ∈ R such that p′ ≤ p, ‖x‖p ≤ ‖x‖p′ .
I Property 4 (Minkowsi’s Inequality). For every x,y ∈ Rd and p ∈ R, ‖x+y‖p ≤ ‖x‖p+‖y‖p.

The next lemma shows how to use the logarithmic norm to approximate all other p-norms;
its proof follows easily by the definitions.

I Lemma 5. For every x ∈ Rd and p ∈ R, ‖x‖ln d ≤ e‖x‖p.

A matroid is a pair M = (R,X ) such that R is a finite set, called the ground set, and X
is a family of subsets of R with the following properties:
1. ∅ ∈ X ,
2. if X ∈ X and Y ⊂ X, then Y ∈ X (hereditary property),
3. if X,Y ∈ X and |X| > |Y |, then there exists x ∈ X \ Y such that Y ∪ {x} ∈ X

(independent set exchange property).
A basis for matroid M is a set B ∈ X such that B ∪ {x} /∈ X for every x ∈ R \ B. The
independent set exchange property implies that all bases of M have the same cardinality
which is called the rank of M and is denoted by r(M).

For every two bases B1, B2 ∈ X , denote by G(B1∆B2) the bipartite graph (V,E) such that
V = (B1\B2)∪(B2\B1) and E = {{e1, e2} : e1 ∈ B1\B2, e2 ∈ B2\B1, B1\{e1}∪{e2} ∈ X}.
We shall make extensive use of the following fundamental result (see [18]).
I Proposition 6. There exists a perfect matching in the graph G(B1∆B2).

Given an undirected graph G = (V,E), let X be the family of all subsets of E which do not
contain cycles. The pair M = (E,X ) is a matroid and is called the graphic matroid defined
over G. The set of bases for M is the set of all spanning trees for G, so that r(M) = |V | − 1.

3 Problem Statement and the PAID Property

The minimum multidimensional resource selection (MMRS) problem is a collection of instances
of the form I = (R, d, (cr)r∈R,F , p), where R is a set of resources such that each resource
r ∈ R has an associated d-dimensional cost vector cr ∈ Rd+, F ⊆ 2R \ ∅ is a set of feasible
solutions, and p ∈ R. For a subset of resources S ⊆ R, define its multidimensional load as
`(S) =

∑
r∈S cr and denote by `i(S) its ith element. An optimal solution for I is any solution

belonging to argminS∈F
{
‖`(S)‖p

}
, that is, any feasible solution minimizing the p-norm of its

multidimensional load. Denote by OPT(I) = ‖`(S∗)‖p, where S∗ ∈ argminS∈F
{
‖`(S)‖p

}
,

the p-norm of the multidimensional load of an optimal solution for I.
We shall denote by MMRS(p) the natural restriction of the MMRS obtained by fixing the

value of p. When referring to an instance I ∈ MMRS(p), we remove the value of p from the
description of I and simply write I = (R, d, (cr)r∈R,F).
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Given a set X and an integer k ≥ 1, a partial k-decomposition of X is an ordered family
of k sets (X1, . . . , Xk) such that

⋃
i∈[k] Xi ⊆ X. A β-intersecting partial k-decomposition of

X is a partial k-decomposition of X (X1, . . . , Xk) such that |{i ∈ [k] : x ∈ Xi}| ≤ β for every
x ∈ X, that is, no element of X occurs in more than β components of the decomposition. A
k-decomposition of X is a partial k-decomposition of X (X1, . . . , Xk) such that

⋃
i∈[k] Xi = X.

A k-partition of X is a 1-intersecting k-decomposition of X.

I Definition 7. Fix an instance I ∈ MMRS(p). A feasible solution S for I has the pairwise
β-intersecting decomposition property (henceforth, β-PAID property) if there exist a k-
decomposition of S (S1, . . . , Sk) and a β-intersecting partial k-decomposition of an optimal
solution S∗ for I (S∗1 , . . . , S∗k) such that, for every i ∈ [k],

‖`(S≤i)‖p ≤ ‖`(S≤i−1) + `(S∗i )‖p , (1)

where S≤i =
⋃
j∈[i] Sj and S≤0 = ∅.

The importance of the PAID property is captured by the following result.

I Lemma 8. Fix an instance I ∈ MMRS(p). If a feasible solution S for I possesses the
β-PAID property, then ‖`(S)‖p ≤ βp

ln 2 OPT(I).

Proof. We get

(
‖`(S)‖p

)p
=
∑
j∈[d]

`j(S)p =
∑
i∈[k]

∑
j∈[d]

`j(S≤i)p −
∑
j∈[d]

`j(S≤i−1)p


≤
∑
i∈[k]

∑
j∈[d]

(
`j(S≤i−1) + `j(S∗i )

)p
−
∑
j∈[d]

`j(S≤i−1)p


=
∑
j∈[d]

∑
i∈[k]

((
`j(S≤i−1) + `j(S∗i )

)p
− `j(S≤i−1)p

)

≤
∑
j∈[d]

∑
i∈[k]

((
`j(S) + `j(S∗i )

)p
− `j(S)p

)

≤
∑
j∈[d]

`j(S) +
∑
i∈[k]

`j(S∗i )

p

− `j(S)p


≤
∑
j∈[d]

((
`j(S) + β`j(S∗)

)p
− `j(S)p

)
=
∑
j∈[d]

(
`j(S) + β`j(S∗)

)p
−
∑
j∈[d]

`j(S)p

≤
(
‖`(S)‖p + β‖`(S∗)‖p

)p
−
(
‖`(S)‖p

)p
.

The first inequality follows by raising both sides of inequality (1) to p. The second and third
inequalities follow from Lemmas 1 and 2, respectively. The fourth inequality holds since
(S∗1 , . . . , S∗k) is a β-intersecting partial k-decomposition of S∗. The fifth inequality follows by
Minkowski’s inequality (by raising both of its sides to p).

By rearranging, we obtain
(
21/p − 1

)
‖`(S)‖p ≤ β‖`(S∗)‖p, which implies

‖`(S)‖p ≤
β‖`(S∗)‖p
21/p − 1

= β‖`(S∗)‖p
eln 2/p − 1

≤ βp

ln 2‖`(S∗)‖p,
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Algorithm 1 (M,d, (cr)r∈R, p)
1: S0 ← ∅
2: i← 0
3: while S≤i is not a basis for M do
4: i← i+ 1
5: Ci ← {x ∈ R : S≤i−1 ∪ {x} ∈ X}
6: Si ← argminx∈Ci

‖`(S≤i−1 ∪ {x})‖p
7: end while
8: S ← S≤i
9: return S

where the last inequality comes from the fact that ex ≥ x+ 1 for every x ≥ 0. Since S∗ is an
optimal solution for I, the claim follows. J

By exploiting Lemma 5, we get the following approximability result; the proof is omitted
due to lack of space.

I Lemma 9. Let S be an α-approximate solution to an instance I = (R, d, (cr)r∈R,F) ∈
MMRS(ln d). Then, S is an O(α)-approximate solution to the instance I =
(R, d, (cr)r∈R,F) ∈ MMRS(p) with p ≥ ln d.

By putting all together, we get the following general approximation theorem.

I Theorem 10. Let A be an algorithm which, for every instance I ∈ MMRS, computes a
feasible solution for I possessing the β-PAID property. Then, A approximates MMRS within
a factor of O(β ·min{p, log d}).

Proof. Fix an instance I = (R, d, (cr)r∈R,F , p) ∈ MMRS. We can use algorithm A to
obtain a feasible solution S for I possessing the β-PAID property. By Lemma 8, S is an
O(pβ)-approximate solution for I. Moreover, we can use algorithm A to obtain a feasible
solution S for the instance I ′ = (R, d, (cr)r∈R,F , ln d) possessing the β-PAID property. By
Lemma 8, S is an O(β log d)-approximate solution for I ′ so that, by Lemma 9, S is also an
O(β log d)-approximate solution for I. J

4 MMRS on Matroids

As a warmup application of our technique, we first consider instances (R, d, (cr)r∈R,F , p) ∈
MMRS such that F is the set of bases of a matroid M = (R,X ). We propose a simple greedy
algorithm (Algorithm 1) to approximate MMRS in this case.

The following lemma characterizes the approximation guarantee achieved by Algorithm 1.

I Lemma 11. Fix an instance I = (R, d, (cr)r∈R,F , p) ∈ MMRS such that F is the set of
bases of a matroid M = (R,X ). Algorithm 1 returns a feasible solution for I possessing the
1-PAID property.

Proof. The fact that Algorithm 1 terminates by returning a feasible solution S ∈ F (i.e., a
basis for M) follows from the classical analysis of the greedy algorithm for matroids. Set
k = r(M) and let S∗ be an optimal solution to I. Define R(S, S∗) = S∩S∗ and consider graph
G(S∆S∗). By Proposition 6, there exists a bijective function f : S \R(S, S∗)→ S∗ \R(S, S∗).
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Note that Algorithm 1 implicitly defines a k-partition (S1, . . . , Sk) of S. Now define the
k-partition (S∗1 , . . . , S∗k) of S∗ such that, for every i ∈ [k],

S∗i =
{
Si if Si ∈ R(S, S∗),
f(Si) if Si /∈ R(S, S∗).

Fix an index i ∈ [k]. We claim that, at the ith iteration of the while-loop of Algorithm 1,
S≤i−1 ∪ {S∗i } ∈ Ci. In fact, if this is not the case, it must be S≤i−1 ∪ {S∗i } /∈ X . However,
by the definition of f , we have that S \ {Si} ∪ {S∗i } ∈ X which, by the hereditary property
of matroids, implies that S≤i−1 ∪ {S∗i } ∈ X : a contradiction. Now, given that S∗i ∈ Ci, the
greedy choice performed at line 6 of Algorithm 1 implies that ‖`(S≤i)‖p ≤ ‖`(S≤i−1∪S∗i )‖p ≤
‖`(S≤i−1) + `(S∗i )‖p. J

By combining the above lemma with Theorem 10, we obtain the following result.

I Theorem 12. Algorithm 1 approximates MMRS on matroids within a factor of
O(min{p, log d}).

5 Shortest Multidimensional Path

Given a directed graph G = (V,E), in which every edge e ∈ E is associated with a d-
dimensional weight ce ∈ Rd+, a pair (s, t) ∈ V 2 of source-destination nodes, and value p ∈ R,
the shortest multidimensional path (SMP) problem is the restriction of MMRS to instances
with R = E and F = {S ⊆ E : S is an (s, t)-path in G}.

For our purposes, we shall need to solve instances of the SMP when dealing with other
MMRSs on graphs. For such a reason, we shall define an approximation algorithm for the
SMP which requires more general input parameters than the ones needed to solve the SMP.

Towards this end, consider the multidimensional generalization of Dijkstra’s algorithm,
denoted as Algorithm 2, defined in the following. It takes as input the graph G, the integer
d, the pair of nodes (s, t), the value p, and a set of edges E′ which may contain either edges
in E and edges not in E, and makes use of the data structures PATH and DISTANCE. Given
a node v ∈ V , PATH is an array such that PATH[v] contains a path connecting s to v, and
DISTANCE is an array such that DISTANCE[v] contains the value ‖`(PATH[v] ∪ E′)‖p.

The following lemma characterizes the approximation guarantee achieved by Algorithm 2.

I Lemma 13. Fix an instance I = (G, d, s, t, p) ∈ SMP. Then, Algorithm 2, executed with
parameters G, d, s, t, p and ∅, returns a feasible solution for I possessing the 1-PAID property.

Proof. The fact that, when executed with parameters G, d, s, t, p and ∅, Algorithm 2
terminates by returning a set of edges S = PATH[t] inducing an (s, t)-path in G follows from
the classical analysis of Dijkstra’s algorithm. Hence, we only need to show that S possesses
the 1-PAID property.

Let S∗ be an optimal solution to I. For a node v and a path P , let predP (v) be the
predecessor of node v along P . A node v is a merging node for S and S∗ if (i) v ∈ {s, t} or
(ii) v occurs along both S and S∗ and predS(v) 6= predS∗(v). Denote by M(S, S∗) = (s =
v0, v1, . . . , vj = t) the sequence of merging nodes for S and S∗ numbered according to the
order in which they occur along S. A node vi ∈M(S, S∗) is redundant if vi occurs along S∗
before some other merging node vj with j < i. Denote by M(S, S∗) = (s = v0, v1, . . . , vk = t)
the sequence of nodes obtained from M(S, S∗) by removing all the redundant ones (see
Figure 1 for an illustrating example).
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Algorithm 2 (G, d, s, t, p, E′)
1: for each v ∈ V do
2: PATH[v]← ∅
3: DISTANCE[v]← +∞
4: end for
5: DISTANCE[s]← ‖`(E′)‖p
6: Q← V

7: while Q is not empty do
8: v ← argminu∈Q{DISTANCE[u]}
9: for each (v, u) ∈ E do

10: if DISTANCE[u] > ‖`(PATH[v] ∪ (v, u) ∪ E′)‖p then
11: PATH[u]← PATH[v] ∪ (v, u)
12: DISTANCE[u]← ‖`(PATH[v] ∪ (v, u) ∪ E′)‖p
13: end if
14: end for
15: Q← Q \ {v}
16: end while
17: return PATH[t]

s t

a

b

c

d

Figure 1 The definition of non-redundant merging nodes used in the proof of Lemma 13. The
solid lines represent the (s, t)-path S returned by Algorithm 2, while the dashed ones represent
the optimal solution S∗ (solid and dashed lines are drawn adjacently when some set of edges are
shared by S and S∗). We have M(S, S∗) = {s, a, b, c, d, t} and M(S, S∗) = {s, a, b, d, t} since node c

is redundant.

Let (S1, . . . , Sk) and (S∗1 , . . . , S∗k) be the k-partitions of S and S∗, respectively, such that,
for every i ∈ [k], Si (resp., S∗i ) is the set of edges connecting vi−1 to vi in S (resp., S∗).

The well-known semantics of Dijkstra’s algorithm guarantees that, for every i ∈ [k], the
set of edges Si satisfies the inequality

DISTANCE[vi] ≤ ‖`(PATH[vi−1] ∪ S∗i )‖p,

where, by construction, DISTANCE[vi] = ‖`(S≤i)‖p and

‖`(PATH[vi−1] ∪ S∗i )‖p = ‖`(S≤i−1 ∪ S∗i )‖p ≤ ‖`(S≤i−1) + `(S∗i )‖p .

Hence, the claim follows. J

By combining Lemma 13 with Theorem 10, we obtain the following result.

I Theorem 14. Algorithm 2 approximates SMP within a factor of O(min{p, log d}).

We conclude this section by showing a fundamental lemma that will allow us to use
Algorithm 2 as a subroutine of approximation algorithms for other MMRSs defined on graphs.
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I Lemma 15. Given an instance I ∈ MMRS, let (S1, . . . , Sk) be a k-decomposition of a
feasible solution S for I and (S∗1 , . . . , S∗k) be a β-intersecting partial k-decomposition of an
optimal solution S∗ for I. If, for every i ∈ [k], there exists an instance Ii = (Gi, d, si, ti, p) ∈
SMP such that Si is an (si, ti)-path in Gi computed by using Algorithm 2 executed with
parameters Gi, d, si, ti, p and S≤i−1, and S∗i is an (si, ti)-path in Gi, then S possesses the
β-PAID property.

Proof. The proof is a direct extension of the proof of Lemma 13. In fact, it suffices to
exploit the decomposition technique used therein within the decompositions (S1, . . . , Sk)
and (S∗1 , . . . , S∗k). Toward this end, denoting by (Si,1, . . . , Si,hi

) and (S∗i,1, . . . , S∗i,hi
) the

hi-partitions of Si and S∗i , respectively, that are obtained as in the proof of Lemma 13 and
setting m =

∑
∈[k] hi, we have that

(S1,1, . . . , S1,h1 , . . . , Sk,1, . . . , Sk,hk
) = (T1, . . . , Tm)

is an m-decomposition of S and that

(S∗1,1, . . . , S∗1,h1
, . . . , S∗k,1, . . . , S

∗
k,hk

) = (T ∗1 , . . . , T ∗m)

is a β-intersecting partial m-decomposition of S∗. By the same arguments used in the proof
of Lemma 13, we obtain that ‖`(T≤i)‖p ≤ ‖`(T≤i−1 ∪ T ∗i )‖p ≤ ‖`(T≤i−1) + `(T ∗i )‖p for each
i ∈ [m], thus proving the claim. J

6 Minimum Multidimensional Steiner Tree

Given an undirected graph G = (V,E), in which every edge e ∈ E is associated with a
d-dimensional weight ce ∈ Rd+, a set of r + 1 required nodes N = {v1, . . . , vr+1} ⊆ V , and a
value p ∈ R, the minimum multidimensional Steiner tree (MMST) problem is the restriction
of MMRS to instances with R = E and such that F is the set of all trees in G whose set of
nodes contains N .

We propose Algorithm 3, a Kruskal-like algorithm which takes as input the graph G,
the integer d, the set of required nodes N and the value p, and uses Algorithm 2 and the
functions set, merge and prune as subroutines. Given a required node v and an h-partition
P = {P1, P2, . . . , Ph} of N , function set returns the set Pi ∈ P such that v ∈ Pi; given a
partition P = {P1, P2, . . . , Ph} of N and two sets Pi, Pj ∈ P , function merge returns the
partition of N obtained from P by merging Pi and Pj ; finally, given a set of edges S, function
prune returns a maximal set of edges S′ ⊆ S not inducing cycles in G.

The following lemma characterizes the approximation guarantee achieved by Algorithm 3.

I Lemma 16. Fix an instance I = (G, d,N, p) ∈ MMST. Then, Algorithm 3 returns a
feasible solution for I possessing the 2-PAID property.

Proof. By the well-known semantics of Kruskal’s algorithm, we have that the while-loop
at lines 4-12 of Algorithm 3 is executed exactly r times so that S = (S1, . . . , Sr) induces a
subgraph of G spanning N and S = prune(S) is a Steiner tree spanning N . This implies
that the set of edges S returned by Algorithm 3 is a feasible solution for I. We shall prove
that S possesses the 2-PAID property which, given that S ⊂ S, implies the claim.

Let S∗ be an optimal solution to I. Our proof is based on the following idea: for every
i ∈ [r], we associate a path g(i) ∈ S∗ to path π(si, ti) = Si such that every edge in S∗

appears at most twice along all sets of paths {g(1), . . . , g(r)}. We shall prove that, using
this function, we obtain an r-decomposition of S and a 2-intersecting r-decomposition of
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Algorithm 3 (G, d,N, p)
1: S0 ← ∅
2: i← 1
3: Pi ← {{v1}, . . . , {vr+1}}
4: while Pi 6= N do
5: for each (s, t) ∈ N2 : set(s, Pi) 6= set(t, Pi) do
6: π(s, t)← Algorithm 2(G, d, s, t, p, S≤i−1)
7: end for
8: (si, ti)← argmin(s,t)∈N2:set(s,Pi)6=set(t,Pi){‖`(S≤i−1 ∪ π(s, t))‖p}
9: Si ← π(si, ti)

10: Pi+1 ← merge(Pi, set(Pi, si), set(Pi, ti))
11: i← i+ 1
12: end while
13: return prune(S≤i−1)

S∗, meeting the conditions required in order to apply Lemma 15; the claim will then follow
directly.

Towards this end, given two required nodes u, v ∈ N , let Σuv = {π1
uv, . . . , π

puv
uv } denote

the set of all (u, v)-paths in G. Define G̃ = (N, Ẽ) as the multi-graph such that there are
puv edges {ẽ1

uv, . . . , ẽ
puv
uv } between every pair of nodes u, v ∈ N , with c

ẽi
uv

= `(πiuv) for every
i ∈ [puv]; so, there is a cost-preserving bijection between edges in G̃ and paths in G. Given a
path π in G, denote by ẽ(π) its correspondent edge in G̃ and, vice-versa, given an edge ẽ of
G̃, denote by ρ(ẽ) its correspondent path in G.

We observe the following facts:
1. S induces a spanning tree T (S) for G̃ defined as T (S) = {ẽ(π(si, ti)) ∈ Ẽ : i ∈ [r]}.
2. S∗ induces a spanning tree T (S∗) for G̃ defined as follows: let (v1, . . . , vr+1) be the

ordered sequence of the r + 1 nodes in N listed according to the order in which appear
along a Depth First Search of S∗ starting from an arbitrary required node v1 ∈ N , then
T (S∗) = {ẽ(π∗i ) : i ∈ [r]}, where π∗i is the (vi, vi+1)-path in S∗. It is well-known that
every edge in S∗ occurs at most twice in the set of paths {ẽ(π∗1), . . . , ẽ(π∗r )}.

3. Since both T (S) and T (S∗) are bases of the graphic matroid defined over G̃, by applying
Proposition 6, there exists a bijection f : T (S) \ T (S∗)→ T (S∗) \ T (S).

Let us define a function g : [r]→ S∗ such that, for every i ∈ [r],

g(i) =
{
π(si, ti) if ẽ(π(si, ti)) ∈ T (S∗),
ρ(f(ẽ(π(si, ti)))) if ẽ(π(si, ti)) /∈ T (S∗).

For every i ∈ [r], set S∗i = g(i). We have that (S1, . . . , Sr) is an r-decomposition of S and
(S∗1 , . . . , S∗r ) is a 2-intersecting r-decomposition of S∗. Our aim now is to apply Lemma 15.

Towards this end, fix an index i ∈ [r] and denote by s∗i and t∗i the two endpoints of path
g(i). We observe that it must be set(s∗i , Pi) 6= set(t∗i , Pi). Indeed, if this is not the case, then
(T (S) \ ẽ(π(si, ti)) ∪ ẽ(g(i)) cannot be a basis of the graphic matroid defined over G̃.

At the ith iteration of the while-loop at lines 4-12 of Algorithm 3, Pi represents the
set of connected components of G induced by the set of edges S≤i−1. Define Gi as the
multi-graph obtained from G by contracting the connected components containing set(si, Pi)
and set(s∗i , Pi) into a super-node si and the connected components containing set(ti, Pi) and
set(t∗i , Pi) into a super node ti. Let Gi be the graph obtained from Gi by splitting every
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multi-edge e = {ui, uj} of weight ce into two edges {ui, uij} and {uij , uj} of weights ce and
0d, respectively.

If set(si, Pi) = set(s∗i , Pi) and set(ti, Pi) = set(t∗i , Pi), we have that (Gi, si, ti, p) is
an instance of the SMP meeting the conditions of Lemma 15, by which, we obtain the
claim. If set(si, Pi) = set(s∗i , Pi) and set(ti, Pi) = set(t∗i , Pi) does not hold, since G is an
undirected graph, we may assume without loss of generality that set(s∗i , Pi) 6= set(ti, Pi) and
set(si, Pi) 6= set(t∗i , Pi) (in fact, if one of the two inequalities does not hold, we can exchange
the role of s∗i and t∗i and have both of them satisfied).

Now observe that there is a cost-preserving bijection b between the set of paths connecting
any node in set(si, Pi) ∪ set(s∗i , Pi) to any node in set(ti, Pi) ∪ set(t∗i , Pi) in G and the set
of (si, ti)-paths in Gi. Moreover, by the assumption set(si, Pi) 6= set(t∗i , Pi), it follows that
path b(Si) is an (si, ti)-path in Gi; similarly, by the assumption set(s∗i , Pi) 6= set(ti, Pi), it
follows that path b(gi) is an (si, ti)-path in Gi.

Thus, in order to apply Lemma 15 and obtain the claim, we need to prove that there
are suitable tie breaking rules for which b(Si) is the output of Algorithm 2 when executed
with parameters Gi, d, si, ti, p and S≤i−1 on the instance (Gi, d, si, ti, p) ∈ SMP. Assume,
by way of contradiction, that for any possible tie breaking rule, Algorithm 2 never returns
an (si, ti)-path πi such that πi = b(Si). This implies that there exists an (si, ti)-path π∗i
such that ‖`(S≤i−1 ∪ π∗i )‖p < ‖`(S≤i−1 ∪ πi)‖p by which we obtain ‖`(S≤i−1 ∪ b−1(π∗i ))‖p <
‖`(S≤i−1 ∪ b−1(πi))‖p, where b−1(π∗i ) is some (s, t)-path in G with set(s, Pi) 6= set(t, Pi).
This contradicts Si = argmin(s,t)∈N2:set(s,Pi) 6=set(t,Pi){‖`(S≤i−1 ∪ π(s, t))‖p}. J

By combining Lemma 16 with Theorem 10, we obtain the following result.

I Theorem 17. Algorithm 3 approximates MMST within a factor of O(min{p, log d}).

7 Minimum Multidimensional Arborescence

Given a directed connected graph G = (V,E), with |V | = n, in which every edge e ∈ E
is associated with a d-dimensional weight ce ∈ Rd+, a node s ∈ V and a value p ∈ R, the
minimum multidimensional arborescence (MMA) problem is the restriction of MMRS to
instances with R = E and such that F is the set of all the directed trees in G rooted at s.
Recall that a directed tree T ⊂ E rooted at s is a set of n − 1 edges such that, for every
t ∈ V , there exists a directed (s, t)-path in T .

A rooted weakly connected component of G is a subgraph H = (V ′, E′) of G possessing
at least one root, that is, a node from which it is possible to reach any other node in V ′
by following a direct path in E′. Call the representative node of a rooted weakly connected
component any of its roots. When the set of roots of a rooted weakly connected component
H contains s, the representative node of H is always assumed to be s.

We propose Algorithm 4 which, starting from the set of rooted weakly connected com-
ponents of G obtained by considering all nodes in V as singletons, repeatedly merges rooted
weakly connected components of G until an arborescence rooted at s is obtained. Given a
set of edges S, function repr first computes the set C of weakly connected components of G
induced by S, and then computes a representative for every element of C. Observe that, by
our assumption, s ∈ repr(C) for every set of rooted weakly connected components C. Given
a set of edges S and a node u, function nodes computes the set of nodes belonging to the
weakly connected component containing u. Finally, given a set of edges S, function prune
returns a maximal subset of S not inducing cycles in G.

The following lemma characterizes the approximation guarantee achieved by Algorithm 4.
Its proof is omitted due to lack of space.
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Algorithm 4 (G, d, s, p)
1: S0 ← ∅
2: C1 ← V

3: i← 1
4: while Ci 6= {s} do
5: Si ← Si−1
6: for each u ∈ Ci \ {s} do
7: for each v ∈ V \ nodes(u, Si−1) do
8: π(v, u)← Algorithm 2(G, d, v, u, p, Si)
9: end for

10: δ(u)← argminv∈V \nodes(u,Si−1){‖`(Si ∪ π(v, u))‖p}
11: Si ← Si ∪ π(δ(u), u)
12: end for
13: Ci+1 ← repr(Si)
14: i← i+ 1
15: end while
16: return prune(Si−1)

I Lemma 18. Fix an instance I = (G, d, s, p) ∈ MMA. Then, Algorithm 4 returns a feasible
solution for I possessing the O(logn)-PAID property.

By combining Lemma 18 with Theorem 10, we obtain the following result.

I Theorem 19. Algorithm 4 approximates MMA within a factor of O(logn ·min{p, log d}).

8 An Inapproximability Result

We conclude by complementing our positive algorithmic results with the following hardness
statement.

I Theorem 20. For every constant κ ≥ 1, the problems MMRS(∞) on matroids, SMP(∞),
MMST(∞), and MMA(∞) cannot be approximated up to a factor κ unless NP=ZPP.

Proof. Our proof defines a simple approximation-preserving reduction from the Vector
Scheduling Problem VSP. An instance of the VSP is defined by n tasks to be scheduled on m
identical machines. Every task i has a d-dimensional load vector ci ∈ Rd+ and the objective
is to minimize the load over all machines and all dimensions. Chekuri and Kanna [7] showed
that, for every constant κ ∈ R, this problem cannot be approximated up to a factor κ unless
NP=ZPP.

Given an instance of the VSP, we define an undirected multi-graph G = (V,E) with n+ 1
nodes and mn edges defined as follows: V = {v0, v1, . . . , vn}, and for every i ∈ [n− 1] there
are m edges e1

i , . . . , e
m
i ∈ E connecting nodes vi−1 and vi such that, for every j ∈ [m], edge

eji has a (dm)-dimensional cost

c(eji ) = (0d, . . . ,0d︸ ︷︷ ︸
j−1 times

, ci,0d, . . . ,0d︸ ︷︷ ︸
m−j times

).

Observe that every schedule of the n tasks to the m machines corresponds to a (v0, vn)-
path in G and viceversa. Moreover, the objective value of the two solutions is exactly the
same. Since G can be easily translated into a graph G′ by splitting every multi-edge into
two edges of the same total cost, we have that the hardness result for the VSP extends also
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to SMP(∞). Given that every spanning tree for G′ is a (v0, vn)-path in G′, the hardness
result extends to MMRS(∞) on matroids and to MMST(∞) when the set of required nodes
contains both v0 and vn. Finally, by directing every edge in E from vi−1 to vi, we obtain
the same hardness result for MMA(∞). J
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Abstract
In this paper we study a stochastic variant of the celebrated k-server problem. In the k-server
problem, we are required to minimize the total movement of k servers that are serving an on-
line sequence of t requests in a metric. In the stochastic setting we are given t independent
distributions 〈P1, P2, . . . , Pt〉 in advance, and at every time step i a request is drawn from Pi.

Designing the optimal online algorithm in such setting is NP-hard, therefore the emphasis of
our work is on designing an approximately optimal online algorithm. We first show a structural
characterization for a certain class of non-adaptive online algorithms. We prove that in general
metrics, the best of such algorithms has a cost of no worse than three times that of the optimal
online algorithm. Next, we present an integer program that finds the optimal algorithm of
this class for any arbitrary metric. Finally by rounding the solution of the linear relaxation
of this program, we present an online algorithm for the stochastic k-server problem with an
approximation factor of 3 in the line and circle metrics and factor of O(logn) in a general metric
of size n. In this way, we achieve an approximation factor that is independent of k, the number
of servers.

Moreover, we define the Uber problem, motivated by extraordinary growth of online network
transportation services. In the Uber problem, each demand consists of two points -a source and
a destination- in the metric. Serving a demand is to move a server to its source and then to
its destination. The objective is again minimizing the total movement of the k given servers.
We show that given an α-approximation algorithm for the k-server problem, we can obtain an
(α + 2)-approximation algorithm for the Uber problem. Motivated by the fact that demands
are usually highly correlated with the time (e.g. what day of the week or what time of the day
the demand has arrived), we study the stochastic Uber problem. Using our results for stochastic
k-server we can obtain a 5-approximation algorithm for the stochastic Uber problem in line and
circle metrics, and a O(logn)-approximation algorithm for general metrics.

Furthermore, we extend our results to the correlated setting where the probability of a request
arriving at a certain point depends not only on the time step but also on the previously arrived
requests.
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1 Introduction

The k-server problem is one of the most fundamental problems in online computation that
has been extensively studied in the past decades. In the k-server problem we have k mobile
servers on a metric space M. We receive an online sequence of t requests where the ith
request is a point ri ∈M. Upon the arrival of ri, we need to move a server to ri, at a cost
equal to the distance from the current position of the server to ri. The goal is to minimize
the total cost of serving all requests.

Manasse, McGeoch, and Sleator [31] introduced the k-server problem as a natural
generalization of several online problems, and a building block for other problems such as the
metrical task systems. They considered the adversarial model, in which the online algorithm
has no knowledge of the future requests. Following the proposition of Sleator and Tarjan [34],
they evaluate the performance of an online algorithm using competitive analysis. In this
model, an online algorithm ALG is compared to an offline optimum algorithm OPT which
is aware of the entire input in advance. For a sequence of requests ρ, let |ALG(ρ)| and
|OPT(ρ)| denote the total cost of ALG and OPT for serving ρ. An algorithm is c-competitive
if for every ρ, |ALG(ρ)| ≤ c |OPT(ρ)|+ c0 where c0 is independent of ρ.

Manasse et al. [31] showed a lower bound of k for the competitive ratio of any deterministic
algorithm in any metric space with at least k + 1 points. The celebrated k-server conjecture
states that this bound is tight for general metrics. For several years the known upper bounds
were all exponential in k, until a major breakthrough was achieved by Koutsoupias and
Papadimitriou [29], who showed that the so-called work function algorithm is (2k − 1)-
competitive. Proving the tight competitive ratio has been the “holy grail” of the field in the
past two decades. This challenge has led to the study of the problem in special spaces such
as the uniform metric (also known as the paging problem), line, circle, and trees metrics (see
[15, 16] and references therein). We also refer the reader to Section 1.3 for a short survey of
randomized algorithms, particularly the recent result of Bansal, Buchbinder, Madry, and
Naor [7] which achieves the competitive ratio of O(log3 n log2 k) for discrete metrics that
comprise n points.

The line metric (or Euclidean 1-dimensional metric space) is of particular interest for
developing new ideas. Chrobak, Karloof, Payne, and Vishwnathan [15] were the first to settle
the conjecture in the line by designing an elegant k-competitive algorithm. Chrobak and
Larmore [16] generalized this approach to tree metrics. Later, Bartal and Koutsoupias [10]
proved that the work function algorithm is also k-competitive in line. Focusing on the special
case of k = 2 in line, Bartal et al. [9] show that, using randomized algorithms, one can break
the barrier of lower bound k by giving a 1.98-competitive algorithm for the case where we
only have two servers.

Despite the strong lower bounds for the k-server problem, there are heuristics algorithms
that are constant competitive in practice. For example, for the paging problem- the special
case of uniform metric- the least recently used (LRU) strategy is shown to be experimentally
constant competitive (see Section 1.3). In this paper we present an algorithm an run it on
real world data to measure its empirical performance. In particular we use the distribution
of car accidents obtained from road safety data. Our experiments illustrate our algorithm is
performing even better in practice. See the full version of the paper for more details.
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The idea of comparing the performance of an online algorithm (with zero-knowledge
of the future) to the request-aware offline optimum has led to crisp and clean solutions.
However, that is not without its downsides. The results in the online model are often very
pessimistic leading to theoretical guarantees that are hardly comparable to experimental
results. Indeed, one way to tighten this gap is to use stochastic information about the input
data as we describe in this paper.

We should also point out that the competitive analysis is not the only possible or
necessarily the most suitable approach for this problem. Since the distributions from which
the input is generated are known, one can use dynamic programming (or enumeration of
future events) to derive the optimal movement of servers. Unfortunately, finding such an
optimal online solution using the distributions is an NP-hard problem 1, thus the dynamic
programming or any other approach takes exponential time. This raises the question that
how well one can perform in comparison to the best online solution. In the rest of the paper
we formally define the model and address this question.

A natural and well-motivated generalization of k-server is to assume the demands are
two points instead of just one, consisting of a source and a destination. To serve a demand
we need to move a server to the source and then move it to the destination. We call this
problem the Uber problem. One can see, the Uber problem is the same as k-server when the
sources and the destinations are the same. We also show that, given an α-approximation
algorithm for the k-server problem, we can obtain a (α+ 2)-approximation algorithm for the
Uber problem. Thus our results for k-server also apply to the Uber problem.

1.1 The Stochastic Model

In this paper, we study the stochastic k-server problem where the input is not chosen
adversarially, but consists of draws from given probability distributions. This problem has
lots of applications such as network transportations and equipment replacement in data
centers. The current mega data centers contain hundreds of thousands of servers and switches
with limited life-span. For example servers usually retire after at most three years. The
only efficient way to scale up the maintenance in data centers is by automation, and robots
are designed to handle maintenance tasks such as repairs or manual operations on servers.
The replacement process can be modeled as requests that should be satisfied by robots, and
robots can be modeled as servers. This problem also has applications in physical networks.
As an example, suppose we model a shopping service (e.g. Google Express) as a k-server
problem in which we receive an online sequence of shopping requests for different stores. We
have k shopping cars (i.e., servers) that can serve the requests by traveling to the stores. It
is quiet natural to assume that on a certain time of the week/day, the requests arrive from a
distribution that can be discovered by analyzing the history. For example, an Uber request
is more likely to be from suburb to midtown in the morning, and from midtown to suburb at
night. We formalize this stochastic information as follows.

For every i ∈ [1 · · · t], a discrete probability distribution Pi is given in advance from which
request ri will be drawn at time step i. The distributions are chosen by the adversary and
are assumed to be independent but not necessarily identical. This model is inspired by the

1 Reduction from k-median to Stochastic k-server: to find the k median of set S of vertices, one can
construct an instance of stochastic k-server with t = 1 and P1(v) = 1/|S| for every v ∈ S. The best
initialization of the servers gives the optimum solution to k-median of S.
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well-studied model of prophet inequalities 2 [30, 25]. As mentioned before, the case of line
metric has proven to be a very interesting restricted case for studying the k-server problem.
In this paper, we focus mainly on the class of line metric though our results carry over to
circle metric and general metrics as well.

In the adversarial model, the competitive ratio seems to be the only well-defined notion
for analyzing the performance of online algorithms. However, in the presence of stochastic
information, one can derive a much better benchmark that allows us to make fine-grained
distinctions between the online algorithms. We recall that in the offline setting, for a class of
algorithms C, the natural notion to measure the performance of an algorithm ALG ∈ C is
the approximation ratio defined as the worse case ratio of |ALG| to |OPT(C)| where OPT(C)
is the optimal algorithm in the class. In this paper, we also measure the performance of
an online algorithm by its approximation ratio– compared to the optimal online solution.
We note that given distributions P1, . . . , Pt, one can iteratively compute the optimal online
solution by solving the following exponential-size dynamic program: for every i ∈ [0 · · · t]
and every possible placement A of k servers (called a configuration) on the metric, let τ(i, A)
denote the minimum expected cost of an online algorithm for serving the first i requests and
then moving the servers to configuration A. Note that τ(i, A) can inductively be computed
via the following recursive formula

τ(i, A) = min
B

τ(i− 1, B) + Eri∼Pi [min. distance from B to A subject to serving ri] ,

where τ(0, A) is initially zero for every A.

1.2 Our Results 3

Our first main result is designing a constant approximation algorithm in the line metric when
the distributions for different time steps are not necessarily identical.

I Theorem 1. There exists a 3-approximation online algorithm for the stochastic k-server
problem in the line metric. The running time is polynomial in k and the sum of the sizes of
the supports of input distributions. The same guarantee holds for the circle metric.

For the general metric, we present an algorithm with a logarithmic approximation
guarantee.

I Theorem 2. There exists a O(logn)-approximation online algorithm for the stochastic
k-server problem in a general metric of size n.

We prove the theorems using two important structural results. The first key ingredient
is a general reduction from class of online algorithms to a restricted class of non-adaptive
algorithms while losing only a constant factor in the approximation ratio. Recall that a
configuration is a placement of k-servers on the metric. We say an algorithm ALG is non-
adaptive if it follows the following procedure: ALG pre-computes a sequence of configurations
A0, A1, . . . , At. We start by placing the k-servers on A0. Upon the arrival of ri, (i) we move
the servers to configuration Ai; next (ii) we move the closest server s to ri; and finally (iii)
we return s to its original position in Ai. We first prove the following structural result.

2 In the prophet inequality setting, given (not necessarily identical) distributions P1, . . . , Pt, an online
sequence of values x1, . . . , xn where xi is drawn from Pi, an onlooker has to choose one item from the
succession of the values, where xi is revealed at step i. The onlooker can choose a value only at the
time of arrival. The goal is to maximize the chosen value.

3 In the interest of space, we have omitted some of the proofs. We refer the reader to the full version of
the paper in order to see all of the proofs.
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I Theorem 3. For the stochastic k-server problem in the general metric, the optimal non-
adaptive online algorithm is within 3-approximation of the optimal online algorithm.

Using the aforementioned reduction, we focus on designing the optimal non-adaptive
algorithm. We begin by formulating the problem as an integer program. The second
ingredient is to use the relaxation of this program to formalize a natural fractional variant of
the problem. In this variant, a configuration is a fractional assignment of server mass to the
points of the metric such that the total mass is k. To serve a request at point ri, we need to
move some of the mass to have at least one amount of server mass on ri. The cost of moving
the server mass is naturally defined as the integral of the movement of infinitesimal pieces
of the server mass. By solving the linear relaxation of the integer program, we achieve the
optimal fractional non-adaptive algorithm. We finally prove Theorems 1 and 2 by leveraging
the following rounding techniques. The rounding method in line has been also observed
by Türkoglu [35]. We provide the proof for the case of line in Section 5 for the sake of
completeness. The rounding method for general metrics is via the well-known embedding of
a metric into a distribution of well-separated trees while losing a logarithmic factor in the
distortion. Bansal et al. [7] use a natural rounding method similar to that of Blum, Burch,
and Kalai [12] to show that any fractional k-server movement on well-separated trees can be
rounded to an integral counterpart by losing only a constant factor.

I Theorem 4 (first proven in [35]). Let ALGf denote a fractional k-server algorithm in the
line, or circle. One can use ALGf to derive a randomized integral algorithm ALG such that
for every request sequence σ, E [|ALG(σ)|] = |ALGf (σ)|. The expectation is over the internal
randomness of ALG. Furthermore, in the stochastic model ALG can be derandomized.

I Theorem 5 (proven in [7]). Let ALGf denote a fractional k-server algorithm in any metric.
One can use ALGf to derive a randomized integral algorithm ALG such that for every request
sequence σ, E [|ALG(σ)|] ≤ O(logn) |ALGf (σ)|.

We also show that having an α-approximation algorithm for k-server, we can obtain a
(α+ 2)-approximation for the Uber problem, using a simple reduction.

I Theorem 6. Let ALG denote an α-approximation algorithm for k-server. One can use
ALG to derive a (α+ 2)-approximation algorithm for the Uber problem.

Proof. Consider an instance of the Uber problem IU . Let si and ti denote the i-th source and
destination, respectively. We generate an instance of the k-server problem Ik by removing
every ti from IU . In other words the demands are si’s. We use ALG to provide a solution
for IU as follows. For satisfying the i-th demand, we use ALG to move a server to si. Then
using the shortest path from si to ti, we move that server to ti and then return it back to si.
Let OPTU and OPTk denote the cost of the optimal solutions for IU and Ik, respectively.
Let d(si, ti) denote the distance of ti from si in the metric. Let C denote the total movement
of the servers. We have,

OPTU ≥ OPTk .

OPTU ≥
∑
i

d(si, ti).

C ≤ αOPTk +2
∑
i

d(si, ti) ≤ (α+ 2) OPTU . J
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1.3 Further Related Work

The randomized algorithms often perform much better in the online paradigm. For the
k-server problem, a lower bound of Ω(log k) is shown by [28] for the competitive ratio of
randomized algorithms in most common metrics. Despite the exponential gap, compared to
the lower bound of deterministic algorithms, very little is known about the competitiveness
of randomized algorithms. In fact, the only known algorithms with competitive ratios below
k, work either in the uniform metric (also known as the paging problem [21, 32, 2, 8]), a
metric comprising k + 1 points [23], and two servers on the line [9]. Two decades after the
introduction of the k-server problem, a major breakthrough was achieved by Bansal et al.
[7] in discrete metrics with sub-exponential size. IfM comprise n points, their randomized
algorithm achieves a competitive ratio of O(log3 n log2 k).

The case of uniform metric has been extensively studied under various stochastic models
motivated by the applications in computer caching. Koutsoupias and Papadimitriou [29]
consider two refinements of the competitive analysis for server problems. First, they consider
the diffuse adversary model. In this model, at every step i the adversary chooses a distribution
Di over the uniform metric of the paging problem. Then the ith request is drawn from Di

which needs to be served. The distribution Di is not known to the online algorithm and
it may depend on the previous requests. However, in their paper, they consider the case
wherein it is guaranteed that for every point p, Di(p) ≤ ε for a small enough ε; i.e., the
next request is not predictable with absolute certainty for the adversary. The results of
Koutsoupias and Papadimitriou and later Young [36] shows that the optimum competitive
ratio in this setting is close to 1 + Θ(kε).

The second refinement introduced in [29] restricts the optimal solution to having lookahead
at most `. Hence, one can define a comparative ratio which indicates the worst-case ratio of
the cost of the best online solution to the best solution with lookahead `. They show that for
the k-server problem, and more generally the metrical task system problem, there are online
algorithms that admit a comparative ratio of 2`+ 1; for some instances this ratio is tight.

Various other models of restricting the adversary (access graph model [14, 26, 22], fault
rate model [27, 6, 19], etc) have also been considered for the paging problem (see [33, 11] and
references therein for a further survey of these results). Unfortunately, many of the stochastic
settings considered for the paging problem do not seem to have a natural generalization
beyond the uniform metric setting. For example, in the diffuse adversary model, most of
the studied distributions do not weaken the adversary in the general metric. In this paper,
we look for polynomial-time approximation algorithms in the class of online algorithms that
have access to the distributions.

We would like to mention that various online problems have been previously considered
under prophet inequality model or i.i.d. model (where all distributions are identical). The
maximum matching problem, scheduling, and online network design has been extensively
studied in these models(see e.g. [4, 3, 5, 17, 1, 18]). In the graph connectivity problems,
Garg, Gupta, Leonardi,and Sankowski [24] consider the online variants of Steiner tree and
several related problems under the i.i.d. stochastic model. In the adversarial model, there
exists an Ω(logn) lower bound on the competitive ratio of any online algorithm, where n is
the number of demands. However, Garg et al. show that under the i.i.d. assumption, these
problems admit online algorithms with constant or O(log logn) competitive ratios. We refer
the reader to the excellent book by Borodin and El-Yaniv [13] for further study of online
problems.
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2 Preliminaries

In this section we formally define the stochastic k-server problem. The classical k-server
problem is defined on a metricM which consists of points that could be infinitely many. For
every two points x and y in metricM, let d(x, y) denote the distance of x from y which is a
symmetric function and satisfies the triangle inequality. More precisely for every three points
x, y, and z we have

d(x, x) = 0 (1)
d(x, y) = d(y, x) (2)
d(x, y) + d(y, z) ≥ d(x, z). (3)

In the k-server problem the goal is to place k servers on k points of the metric, and move
these servers to satisfy the requests. We refer to every placement of the servers on the metric
points by a configuration. Let ρ = 〈r1, r2, . . . , rt〉 be a sequence of requests, the goal of the
k-server problem is to find configurations 〈A0, A1, A2, . . . , At〉 such that for every i there
exists a server on point ri in configuration Ai. We say such a list of configurations is valid for
the given list of requests. A valid sequence of configurations is optimal if

∑
d(Ai−1, Ai) is

minimized where d(X,Y ) stands for the minimum cost of moving servers from configuration
X to configuration Y . An optimal sequence 〈A0, A1, . . . , At〉 of configurations is called an
optimal offline solution of OFKS(M, ρ) when ρ is known in advance. We refer to the optimal
cost of such movements with |OFKS(M, ρ)| =

∑
d(Ai−1, Ai).

We also define the notion of fractional configuration as an assignment of the metric points
to non-negative real numbers. More precisely, each number specifies a mass of fractional
server on a point. Every fractional solution adheres to the following condition: The total
sum of the values assigned to all points is exactly equal to k. Analogously, a fractional
configuration serves a request ri if there is a mass of size at least 1 of server assigned to point
ri. An offline fractional solution of the k-server problem for a given sequence of requests ρ is
defined as a sequence of fractional configurations 〈A0, A1, . . . , At〉 such that Ai serves ri.

In the online k-server problem, however, we are not given the whole sequence of requests
in the beginning, but we will be informed of every request once its realization is drawn. An
algorithm A is an online algorithm for the k-server problem if it reports a configuration A0
as an initial configuration and upon realization of every request ri it returns a configuration
Ai such that 〈A0, A1, . . . , Ai〉 is valid for 〈r1, r2, . . . , ri〉. If A is deterministic, it generates
a unique sequence of configurations for every sequence of requests. Let A(M, ρ) be the
sequence that A generates for requests in ρ and |A(M, ρ)| denote its cost.

In the online stochastic k-server problem, in addition to metric M, we are also given
t independent probability distributions 〈P1, P2, . . . , Pt〉 which show the probability that
every request ri is realized on a point of the metric at each time. An algorithm A is an
online algorithm for such a setting, if it generates a configuration for every request ri not
solely based on 〈r1, r2, . . . , ri〉 and 〈A0, A1, . . . , Ai−1〉 but also with respect to the probability
distributions. Similarly, we define the cost of an online algorithm A for a given sequence of
requests ρ with |A(M, ρ, 〈P1, P2, . . . , Pt〉)|. We define the expected cost of an algorithm A
on metricM and with probability distributions 〈P1, P2, . . . , Pt〉 by

|A(M, 〈P1, P2, . . . , Pt〉)| = E∀i,ri∼Pi
|A(M, ρ, 〈P1, P2, . . . , Pt〉)|.

For every metric M and probability distributions 〈P1, P2, . . . , Pt〉 we refer to the online
algorithm with the minimum expected cost by OPTM,〈P1,P2,...,Pt〉.
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An alternative way to represent a solution of the k-server problem is as a vector of
configurations 〈B0, B1, . . . , Bt〉 such that Bi does not necessarily serve request ri. The cost
of such solution is equal to

∑
d(Bi−1, Bi) +

∑
2d(Bi, ri) where d(Bi, ri) is the minimum

distance of a server in configuration Bi to request ri. The additional cost of 2d(Bi, ri) can be
thought of as moving a server from Bi to serve ri and returning it back to its original position.
Thus, every such representation of a solution can be transformed to the other representation.
Similarly, d(Bi, ri) for a fractional configuration Bi is the minimum cost which is incurred
by placing a mass 1 of server at point ri. We use letter B for the configurations of such
solutions throughout the paper.

In this paper the emphasis is on the stochastic k-server problem on the line metric. We
define the line metric L as a metric of points from −∞ to +∞ such that the distance of two
points x and y is always equal to |x−y|. Moreover, we show that deterministic algorithms are
as powerful as randomized algorithms in this setting, therefore we only focus on deterministic
algorithms in this paper. Thus, from here on, we omit the term deterministic and every time
we use the word algorithm we mean a deterministic algorithm unless otherwise is explicitly
mentioned.

3 Structural Characterization

Recall that an online algorithm A has to fulfill the task of reporting a configuration Ai upon
arrival of request ri based on 〈A0, A1, . . . , Ai−1〉, 〈r1, r2, . . . , ri〉, and 〈P1, P2, . . . , Pt〉. We
say an algorithm B is request oblivious, if it reports configuration Bi regardless of request ri.
As such, B generates configurations 〈B0, B1, . . . , Bt〉 for a sequence of requests 〈r1, r2, . . . , rt〉
and the cost of such configuration is

∑
d(Bi−1, Bi) +

∑
2d(Bi, ri). More precisely, no

matter what request ri is, B will generate the same configuration for a given list of past
configurations 〈B0, B1, . . . , Bi−1〉, a given sequence of past requests 〈r1, r2, . . . , ri−1〉, and
the sequence of probability distributions 〈P1, P2, . . . , Pt〉. In the following we show that every
online algorithm A can turn into a request oblivious algorithm BA that has a cost of at most
|3A(M, ρ, 〈P1, P2, . . . , Pt〉)| for a given sequence of requests ρ.

I Lemma 7. Let A be an online algorithm for the stochastic k-server problem. For any
metricM, there exists a request oblivious algorithm BA such that

|BA(M, 〈P1, P2, . . . , Pt〉)| ≤ 3|A(M, 〈P1, P2, . . . , Pt〉)|.

An immediate corollary of Lemma 7 is that the optimal request oblivious algorithm has
a cost of at most |3 OPTM,〈P1,P2,...,Pt〉(M, 〈P1, P2, . . . , Pt〉)|. Therefore, if we only focus on
the request oblivious algorithms, we only lose a factor of 3 in comparison to the optimal
online algorithm. The following lemma states a key structural lemma for an optimal request
oblivious algorithm.

I Lemma 8. For every request oblivious algorithm B, there exists a randomized request
oblivious algorithm B′ with the same expected cost which is not only oblivious to the last
request, but also oblivious to all requests that have come prior to this.

Proof. For any given request oblivious online algorithm B, we construct an online algorithm
B′ which is oblivious to all of the requests as follows: For an input 〈B1, B2, . . . , Bi−1〉 of
configurations and probability distributions 〈P1, P2, . . . , Pt〉, draw a sequence of requests
〈r1, r2, . . . , ri〉 from 〈P1, P2, . . . , Pt〉 conditioned on the constraint that B would generate
configurations 〈B1, B2, . . . , Bi−1〉 for requests 〈r1, r2, . . . , ri−1〉. Now, report the output of B
for inputs 〈B1, B2, . . . , Bi−1〉, 〈r1, r2, . . . , ri〉, and 〈P1, P2, . . . , Pt〉.
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We define the cost of step i of algorithm B′ as d(Bi−1, Bi) + 2d(Bi, ri). Due to the
construction of algorithm B′, the expected cost of this algorithm at every step i for a
random sequence of requests is equal to the expected cost of algorithm B for a random
sequence of requests drawn from 〈P1, P2, . . . , Pt〉. Therefore, the expected cost of both
algorithms for a random sequence of requests are equal and thus |B(M, 〈P1, P2, . . . , Pt〉)| =
|B′(M, 〈P1, P2, . . . , Pt〉)|. J

Lemma 8 states that there always exists an optimal randomized request oblivious online
algorithm that returns the configurations regardless of the requests. We call such an algorithm
non-adaptive. Since a non-adaptive algorithm is indifferent to the sequence of the requests,
we can assume it always generates a sequence of configurations just based on the distributions.
For an optimal of such algorithms, all such sequence of configurations should be optimal
as well. Therefore, there always exists an optimal non-adaptive online algorithm which is
deterministic. By Lemma 7 not only do we know the optimal request oblivious algorithm is
at most 3-approximation, but also the same holds for the optimal non-adaptive algorithm.

I Theorem 9. There exists a sequence of configurations 〈B0, B1, . . . , Bt〉 such that an online
algorithm which starts with B0 and always returns configuration Bi upon arrival of request ri
has an opproximation factor of at most 3.

4 Fractional Solutions

In this section we provide a fractional online algorithm for the k-server problem that can
be implemented in polynomial time. Note that by Theorem 9 we know that there exist
configurations 〈B1,B2, . . . ,Bt〉 such that the expected cost of a non-adaptive algorithm that
always returns these configurations is at most 3 times the cost of an optimal online algorithm.
Therefore, we write an integer program to find such configurations with the least expected
cost. Next, we provide a relaxed LP of the integer program and show that every feasible
solution of such LP corresponds to a fractional online algorithm for the stochastic k-server
problem. Hence, solving such a linear program, that can be done in polynomial time, gives
us a fractional online algorithm for the problem.

4.1 Linear Program
Recall that given t independent distributions 〈P1, . . . , Pt〉 for online stochastic k-server, an
adaptive algorithm can be represented by t+ 1 configurations 〈B0, . . . , Bt〉. Upon the arrival
of each request ri, we move the servers from configuration Bi−1 to Bi and then one server
serves ri and goes back to its position in Bi. The objective is to find the configurations such
that the cost of moving to new configurations in addition to the expected cost of serving the
requests is minimized. Therefore the problem can formulated in an offline manner. First we
provide an integer program in order to find a vector of configurations with the least cost.

The decision variables of the program represent the configurations, the movement of
servers from one configuration to another, and the way that each possible request is served.
In particular, at each time step τ :

For each node v there is a variable bτ,v ∈ N denoting the number of servers on node v.
For each pair of nodes u and v, there is a movement variable fτ,u,v ∈ N denoting the
number of servers going from u to v for the next round.
For each node v and possible request node r, there is a variable xτ,v,r ∈ {0, 1} denoting
whether r is served by v or not.

ICALP 2017
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In the following integer program, the first set of constraints ensures the number of
servers on nodes at each time is updated correctly according to the movement variables.
The second set of constraints ensures that each possible request is served by at least
one server. The third set of constraints ensures that no possible request is served by an
empty node. By the definition, the cost of a sequence of configurations 〈B0, . . . , Bt〉 is∑t
i=1 d(Bi−1, Bi) + 2

∑t
i=1 d(Bi, ri). Thus the objective is to minimize the expression∑

τ

∑
u,v

fτ,u,vd(u, v) + 2
∑
τ

∑
v

∑
r

xτ,v,r Pr(z ∼ Pτ = r)d(v, r),

where Pr(z ∼ Pτ = r) denotes the probability that r is requested at time τ .

min.
∑
τ

∑
u,v

fτ,u,vd(u, v) + 2
∑
τ

∑
v

∑
r

xτ,v,r Pr(z ∼ Pτ = r)d(v, r)

∀τ, v bτ+1,v = bτ,v +
∑
u

fτ,u,v −
∑
u

fτ,v,u.

∀τ, u, v
∑
v

xτ,v,r ≥ 1.

∀τ, v, r xτ,v,r ≤ bτ,v.

∀τ
∑
v

bτ,v ≤ k.

∀τ, v, r xτ,v,r ∈ {0, 1}.
∀τ, u, v fτ,u,v ∈ N.
∀τ, v bτ,v ∈ N.

Now we consider the following relaxation of the above integer program.

min.
∑
τ

∑
u,v

fτ,u,vd(u, v) + 2
∑
τ

∑
v

∑
r

xτ,v,r Pr(z ∼ Pτ = r)d(v, r)

∀τ, v bτ+1,v = bτ,v +
∑
u

fτ,u,v −
∑
u

fτ,v,u.

∀τ, u, v
∑
v

xτ,v,r ≥ 1.

∀τ, v, r xτ,v,r ≤ bτ,v.

∀τ
∑
v

bτ,v ≤ k.

5 Reduction from Integral k-server to Fractional k-server

In this section we show how we can obtain an integral algorithm for the stochastic k-server
problem from a fractional algorithm. We first show that every fractional algorithm for the
line metric can be modified to an integral algorithm with the same cost. Next, we study the
problem on HST metrics; we give a rounding method that produces an integral algorithm
from a fractional algorithm while losing a constant factor. Finally, we leverage the previously
known embedding techniques to show every metric can be embedded into HST’s with a
distortion of at most O(logn). This will lead to a rounding method for obtaining an integral
algorithm from every fractional algorithm on general metrics while losing a factor of at most
O(logn). Combining this with the 3 approximation fractional algorithm that we provide
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in Section 4, we achieve an O(logn) approximation algorithm for the stochastic k-server
problem on general graphs.

5.1 Integrals Are as Strong as Fractionals On the Line
In this section we show every fractional algorithm on the line metric can be derandomized
to an integral solution with the same expected cost. The rounding method is as follows:
For every fractional configuration A, we provide an integral configuration I(A) such that
(i) the distance of two configurations A1 and A2 is equal to the expected distance of two
configurations I(A1) and I(A2). (ii) for every point x in the metric that A has a server mass
of size at least 1 on x, there exists a server on point x in I(A).

Let for every point x in the metric, A(v) denote the amount of server mass on node v of
the line. For every fractional configuration B, we define a mass function fA : (0, k]→ V as
follows. fA(x) = vj if and only if j is the minimum integer such that

∑j−1
i=1 A(i) < x and∑j

i=1 A(i) ≥ x. Intuitively, if one gathers the server mass by sweeping the line from left to
right, fA(x) is the first position on which we have gathered x amount of server mass. The
rounding algorithm is as follows:

Pick a random real number r in the interval [0, 1).
I(A) contains k servers on positions fA(r), fA(r + 1), fA(r + 2), . . . , fA(r + k − 1).

Note that the rounding method uses the same r for all of the configurations. More precisely,
we draw r from [0, 1) at first and use this number to construct the integral configurations
from fractional configurations. The following two lemmas show that both of the properties
hold for the rounding algorithm we proposed.

I Lemma 10. Let A be a fractional configuration and x be a point such that A(x) ≥ 1. Then
I(A) has a server on x.

Proof. Due to the construction of our rounding method, for every two consecutive servers a
and b in I(A), the total mass of servers after a and before b in the fractional solution is less
than 1. Therefore, I(A) should put a server on point x, otherwise the total mass of servers in
the fractional solution between the first server before x and the first server after x would be
at least 1. J

The next lemma shows that the rounding preserves the distances between the configura-
tions in expectation.

I Lemma 11. Let A1 and A2 be two fractional configurations and |A1−A2| be their distance.
The following holds for the distances of the configurations

E| I(A1)− I(A2)| = |A1 −A2|.

Proof. The key point behind the proof of this lemma is that the distance of two fractional
configurations A1 and A2 can be formulated as follows

|A1 −A2| =
∫ 1

0
| Iω(A1)− Iω(A2)|dω

where Iω(A) stands for an integral configurations which places the servers on points fA(ω),
fA(ω + 1), fA(ω + 2), . . ., fA(ω + k − 1). Since at the beginning of the rounding method
we draw r uniformly at random, the expected distance of the two rounded configurations is
exactly equal to∫ 1

0
| Iω(A1)− Iω(A2)|dω

which is equal to the distance of A1 from A2. J
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I Theorem 12. For any given fractional online algorithm A for the k-server problem on
the line metric, there exists an online integral solution for the same problem with the same
expected cost.

5.2 Reduction for General Graphs
An HST is a undirected rooted tree in which every leaf represents a point in the metric and
the distance of a pair of points in the metric is equal to the distance of the corresponding
leaves in the tree. In an HST, weights of the edges are uniquely determined by the depth
of the vertices they connect. More precisely, in a σ-HST the weight of an edges between a
vertex v and its children is equal to σh−dv where h stands for the height of the tree and dv
denotes the depth of vertex v.

Since HSTs are very well structured, designing algorithms on HSTs is relatively easier
in comparison to a more complex metric. Therefore, a classic method for alleviating the
complexity of the problems is to first embed the metrics into HSTs with a low distortion and
then solve the problems on these trees.

Perhaps the most important property of the HSTs is the following:

I Observation 1. For every pair of leaves u, v ∈ T of an HST, the distance of u and v is
uniquely determined by the depth of their deepest common ancestor.

Note that, the higher the depth of the common ancestor is, the lower the distance of the
leaves will be. Therefore, the closest leaves to a leaf v are the ones that share the most
common ancestors with v. Bansal et al. propose a method for rounding every fractional
solution of the k-server problem to an integral solution losing at most a constant factor [7].

I Theorem 13 ([7]). Let T be a σ-HST with n leaves, σ > 5, and let A = 〈A0, A1, A2, . . . , At〉
be a sequence of fractional configurations. There is an online procedure that maintains a
sequence of randomized k-server configurations S = 〈S0, S1, S2, . . . , St〉 satisfying the following
two properties:

At any time i, the state Si is consistent with the fractional state Ai.
If the fractional state changes from xi−1 to xi at time i, incurring a movement cost of
ci, then the state Si−1 can be modified to a state Si while incurring a cost of O(ci) in
expectation.

Embedding general metrics into trees and in particular HSTs has been the subject of
many studies. The seminal work of Fakcharoenphol et al. [20] has shown that any metric
can be randomly embedded to σ-HSTs with distortion O(σ logn

logσ ).

I Theorem 14 ([20]). There exists a probabilistic method to embed an arbitrary metricM
into σ-HSTs with distortion σ logn

logσ .

Therefore, to round a fractional solution on a general metric, we first embed it into 6-HSTs
with a distortion of at most O(logn) and then round the solution while losing only a constant
factor. This will give us an integral algorithm that has an expected cost of at most O(logn)
times the optimal.

I Theorem 15. For any given fractional online algorithm A for the k-server problem on an
arbitrary metric, there exists an online integral solution for the same problem having a cost
of no worse that O(logn) times the cost of A in expectation.
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Abstract
Let G = (V,E) be a graph with n vertices and m edges, with a designated set of σ sources S ⊆ V .
The fault tolerant subgraph for any graph problem maintains a sparse subgraph H = (V,E′) of G
with E′ ⊆ E, such that for any set F of k failures, the solution for the graph problem on G \ F
is maintained in its subgraph H \ F . We address the problem of maintaining a fault tolerant
subgraph for computing Breath First Search tree (BFS) of the graph from a single source s ∈ V
(referred as k FT-BFS) or multiple sources S ⊆ V (referred as k FT-MBFS). We simply refer to
them as FT-BFS (or FT-MBFS) for k = 1, and dual FT-BFS (or dual FT-MBFS) for k = 2.

The problem of k FT-BFS was first studied by Parter and Peleg [ESA13]. They designed
an algorithm to compute FT-BFS subgraph of size O(n3/2). Further, they showed how their
algorithm can be easily extended to FT-MBFS requiring O(σ1/2n3/2) space. They also presented
matching lower bounds for these results. The result was later extended to solve dual FT-BFS by
Parter [PODC15] requiring O(n5/3) space, again with matching lower bounds. However, their
result was limited to only edge failures in undirected graphs and involved very complex analysis.
Moreover, their solution doesn’t seems to be directly extendible for dual FT-MBFS problem.

We present a similar algorithm to solve dual FT-BFS problem with a much simpler analysis.
Moreover, our algorithm also works for vertex failures and directed graphs, and can be easily
extended to handle dual FT-MBFS problem, matching the lower bound of O(σ1/3n5/3) space
described by Parter [PODC15]. The key difference in our approach is a much simpler classification
of path interactions which formed the basis of the analysis by Parter [PODC15].

1998 ACM Subject Classification E.1 Graphs and Networks, G.2.2 Graph Algorithms, Network
problems, Trees, G.4 Algorithm Design and Analysis, F.2.2 Computations on Discrete Structures

Keywords and phrases BFS, fault-tolerant, graph, algorithms, data-structures

Digital Object Identifier 10.4230/LIPIcs.ICALP.2017.127

1 Introduction

Graph networks are extensively used to study real world applications ranging from communic-
ation networks as internet and telephony, to supply chain networks, road networks etc. Every
now and then, these networks are susceptible to failures of links and nodes, which drastically
affects the performance of these applications. Hence, most algorithms developed for these
applications are also studied in the fault tolerant model, which aims to provide solutions to
the corresponding problem that are resilient to such failures. Since such failures of nodes
or links in the network though unpredictable are rare and are often readily repaired, the
applications generally address the scenarios expecting the number of simultaneous faults to
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be much smaller than the size of the network. This aspect is often modeled by bounding such
failures using some parameter k (typically k << n), and studying fault tolerant structures
resilient to upto k failures.

Among the different approaches to develop fault tolerance in a structure, we use the
approach of computing a fault tolerant subgraph described as follows. For a given graph
G = (V,E), the fault tolerant subgraph for any graph problem maintains a sparse subgraph
H = (V,E′) of G having E′ ⊆ E, such that for any set of edge (or vertex) failures F ⊆ E

(or F ⊆ V ), the solution for the graph problem on G′ = (V,E \ F ) (or G′ = (V \ F,E))
is maintained in its subgraph H ′ = (V,E \ F ) (or H ′ = (V \ F,E)). We shall henceforth
abuse the notation to denote the graphs after such a set of failures F as G \ F and H \ F
respectively. A standard motivation for this approach is a communication network where
each link corresponds to a communication channel [16], where the system designer is required
to purchase or lease the channels to be used by the application. Hence, the aim is to acquire
a minimal set of these channels (the subgraph H of G) for successfully performing the
application with resilience of upto k faults. Fault tolerant subgraphs are also developed
for other graph problems maintaining reachability [13, 2, 3], strong-connectivity [3] and
approximate shortest paths from a single source [12, 17, 5] and all sources [7, 9, 6, 14, 4].

Breadth First Search (BFS) is a fundamental technique for graph traversal. From any
given source s ∈ V , BFS produces a rooted spanning tree in O(m + n) time. For an
unweighted graph, the BFS tree from a source s is also the shortest path tree from s because
it preserves the shortest path from s to every vertex v ∈ V that is reachable from s. We are
thus interested to maintain fault tolerant subgraphs for computing BFS trees from a single
source (referred as k FT-BFS) and multiple sources k FT-MBFS described as follows.

I Definition 1 (k FT-BFS). Given a graph G = (V,E) with a designated source s ∈ V , build
a subgraph H = (V,E′) with E′ ⊆ E, such that after any set F of k failures in G, the BFS
tree from s in H \ F is a valid BFS tree from s in G \ F .

I Definition 2 (k FT-MBFS). Given a graph G = (V,E) with a designated set of sources
S ⊆ V , build a subgraph H = (V,E′) with E′ ⊆ E, such that after any set F of k failures in
G, for each s ∈ S the BFS tree from s in H \ F is a valid BFS tree from s in G \ F .

For convenience of notation, for k = 1 and k = 2 we refer to these problems as FT-BFS
(or FT-MBFS) and dual FT-BFS (or dual FT-MBFS). The problems of k FT-BFS (and k
FT-MBFS) were first studied by Parter and Peleg [16] for a single failure. They designed
an algorithm to compute FT-BFS requiring O(n3/2) space. Further, they showed their
result can be easily extended to FT-MBFS requiring O(σ1/2n3/2) space. Moreover, their
upper bounds were complemented by matching lower bounds for both their results. This
result was later extended to address dual FT-BFS by Parter [15] requiring O(n5/3) space.
However, the application of this result was limited to only edge failures in undirected graphs.
Though the analysis of their result was significantly complex, it paved a way for developing
the theory studying the interaction of replacement paths after a single edge failure, their
classification and corresponding properties. Further, they also generalized the lower bound
for k FT-MBFS to Ω(σ

1
k+1n2− 1

k+1 ) which matches their solution for dual FT-BFS. They also
stated extensions of their result to dual FT-MBFS (or k FT-BFS) as an open problem.

The difference in complexity of dual FT-BFS over FT-BFS also reinforces the idea that
extending such results from one failure to two failures (and beyond) requires a significantly
more advanced analysis. As described by Parter [15], for the problem of maintaining shortest
paths "a sharp qualitative and quantitative difference" has been widely noted while handling
a single failure and multiple failures. For the problem of maintaining fault tolerant distance
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oracles, despite a simple and elegant algorithm for a single edge failure [8], the solution for
two edge failures [10] is significantly complex. In fact, the authors [10] themselves mention
that extending their approach beyond 2 edge failure would be infeasible due to numerous
case analysis involved, requiring a fundamentally different approach. This key difference
is also visible when we compare other problems, as bi-connectivity with tri-connectivity,
single fault tolerant reachability [13, 2] with dual fault tolerant reachability [3], etc. Hence,
simplifying the analysis of dual FT-BFS (and hence dual FT-MBFS) structures seem to be
an essential building block for further developments of the problem for multiple failures.

1.1 Our Contributions
We design optimal algorithms for constructing dual FT-BFS and dual FT-MBFS structures.
In principle, the core algorithm of our construction for dual FT-BFS is same as the one given
by Parter [15], with a much simpler and more powerful analysis. As a result, our algorithm
also works for vertex failures and directed graphs. Also, our dual FT-BFS structure can also
be easily extended to handle dual FT-MBFS (as in case of FT-BFS [16]), which matches the
lower bound described by Parter [15]. Thus, we optimally solve two open problems (dual
FT-BFS for directed graphs and dual FT-MBFS for any graphs) as follows.

I Theorem 3 (Optimal dual FT-BFS). Given any graph G = (V,E) having n vertices and m
edges, with a designated source s ∈ V , there is a polynomial time constructable dual FT-BFS
subgraph H having O(n5/3) edges.

I Theorem 4 (Optimal dual FT-MBFS). Given any graph G = (V,E) having n vertices and
m edges, with a designated set of σ sources S ⊆ V , there is a polynomial time constructable
dual FT-MBFS subgraph H having O(σ1/3n5/3) edges.

Our analysis is performed using simple techniques based on counting arguments. We
classify a set of shortest paths as standard paths and prove the properties of disjointness
and convergence for a designated suffix of such paths. The extension to directed graphs
additionally uses the notion of segmentable paths (similar notion of regions was used in [15])
for every set of converging shortest paths, and establishes several interesting properties for
them. These properties and analysis techniques might be of independent interest in the
theory of shortest paths.

1.2 Related Work
As described earlier BFS is strongly related to shortest paths. Demetrescu et al. [8] showed
that there exist weighted directed graphs, for which a fault tolerant subgraph requires Θ(m)
edges for maintaining shortest paths even from a single source after a vertex failure. Hence,
they designed a data-structure of size Õ(n2) 1 that reports all pairs shortest distances after
a vertex failure in O(1) time. Duan and Pettie [10] extended this result to two failures
requiring nearly same (upto poly logn factors) size and reporting time.

Other related problems include fault tolerant DFS and fault tolerant reachability. Baswana
et al. [1] presented a Õ(m) sized fault tolerant data structure that reports the DFS tree of
an undirected graph after k faults in Õ(nk) time. For single source reachability, Baswana
et al. [3] presented an algorithm for computing fault tolerant reachability subgraphs for k
faults using O(2kn) edges. This result was also shown to be optimal upto constant factors.

1 Õ(·) notation hides poly-log(n) factors
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Figure 1 Showing P0 (in black), D0(P1) (in blue) and D1(P ) (in green). Here P1 = P0[s, a] ∪
D0(P1) ∪ P0[c, v] and P = P0[s, a] ∪D0(P1)[a, d] ∪D1(P ).

1.3 Outline of the paper
We now present a brief outline of our paper. In Section 2, we present the basic notations
that shall be used throughout the paper, which shall be followed by a brief overview of our
approach and analysis in Section 3. In Section 4, we shall first begin with the description of
our algorithm for dual FT-BFS and the properties of the shortest paths found using it, which
shall be followed by the formal analysis. We then present our algorithm for dual FT-MBFS
and its analysis, drawing similarities with solution of dual FT-BFS. Finally, we present the
concluding remarks for our paper in Section 6. Due to page constraints some proofs have
been omitted and deferred to the full paper [11]. For the sake of simplicity, we only describe
our algorithm and analysis for edge failures. However, the same analysis can also be used to
handle vertex failures.

2 Preliminaries

Given a graph G = (V,E) with n vertices and m edges with a set of designated source s ∈ S.
The following notations shall be used throughout the paper.

P,P: A path is denoted by P , where Source(P ) and Dest(P ) represents the source and
destination of path P . In most parts of the paper, Source(P ) = s and Dest(P ) = v. A
set of paths is denoted by P. Generally, we assume a path from s to v starts from the
top (s) and ends at bottom (v). For two paths P ′, P ′′, we say P ′ leaves earlier/higher
(or later/lower) than P ′′ from P , if P ′ leaves P closer to s (or closer to v) than P ′′.
F(P ): For the shortest path P from Source(P ) to Dest(P ) after a set of edge failures, this
set of failed edges is denoted by F(P ) = {e1, e2, . . . , ek} (say), where ei denotes the ith
edge in the sequence. Similarly for some path P ′, e′i denotes the ith edge in the sequence.
Pi: If F(P ) = {e1, e2, . . . , ek}, then Pi is the shortest path avoiding the first i edge of
F(P ), i.e., F(Pi) = {e1, e2, . . . , ei}, where 0 ≤ i < k. Again, for most parts of the paper,
P0 denotes the shortest path from s to v in G.
Di(P ): If |F(P )| = k, the detour path of P from Pi, Di(P ) = P \ {∪ij=0Pj} 2, where
1 ≤ i < k − 1. For dual case, D0(P ) is the detour of P from P0, D1(P ) is the detour of
P from P1, and D0(P1) is the detour of P1 from P0 ( See Figure 1).
LastE(P ) : The last edge of a path P .
P [x, y]: The sub-path of P starting from x to y, where x, y ∈ P .

2 This construction may give a set of disjoint subpaths of P instead of a single subpath. However, in
most cases this path will be a single subpath, else we assume Di(P ) to be the last such subpath on P .
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We define the property of convergence of a set of paths P as follows. The paths in P are
said to be converging if on intersection of any two paths P, P ′ ∈ P, both P and P ′ merge
and do not diverge till the end of the paths.

3 Overview

For analyzing the size of dual FT-BFS subgraph, i.e., the number of edges in shortest paths
from the source s to each vertex v ∈ V after any two failures, it suffices to count only the
last edge of every such path P , for each v ∈ V [16, 15]. The novelty of our approach is
the classification of such paths based on interaction of corresponding P1 and P0, whereas
Parter [15] studied the different interactions of P1 and P ′1, for two such paths P and P ′.

We primarily use the disjointness of a designated suffix of such a path P (referred as
LastLeg(P )) with counting arguments to bound the number of such paths. To achieve this, we
classify some of these paths as standard paths based on the interactions of corresponding P1 and
P0. The number of non-standard paths can be easily bound using simple counting arguments.
The set of standard paths exhibit several interesting properties including convergence of
corresponding paths D0(P1). We further classify the standard paths into long standard
paths and short standard paths, each bounded separately using relatively harder techniques.
For sake of easier presentation we first bound the number of short standard paths only
for undirected graphs, with extension to directed graphs requiring an additional notion of
segmentable paths. The only difference in the analysis of dual FT-MBFS is the definition of
standard paths and dealing with interaction of P1 with P ′0 corresponding to other sources.

4 Dual FT-BFS

We shall now describe our algorithm to compute sparse dual FT-BFS subgraph H from a
source s ∈ V . For every vertex v ∈ V , our algorithm computes the shortest paths from s to
v avoiding upto two failures and adds the last edge of each such path to the adjacency list of
vertex v. Note that repeating the procedure for each vertex on such a path adds the entire
path to H [16, 15].

Our algorithm starts by adding the shortest path between s and v, i.e., P0. It then
processes single edge failures on P0. We then find the replacement path P for all two edge
failures {e1, e2} such that e1 ∈ P0 and e2 ∈ P1. Further, in case e2 ∈ P0 ∩ P1 then e1 is
higher than e2 on P0.

However, we want to process all the failures in some particular order. This ordering plays
a crucial role in the analysis. To this end, we define this ordering π as follows. The first
failure in π is F = ∅, which adds P0. The ordering π then contains single edge failures of
type F = {e} (where e ∈ P0), ordered by their decreasing distance from s on P0. Finally, we
order the remaining failures as follows: for any two failures F = {e1, e2} and F ′ = {e′1, e′2}
(with corresponding replacement paths P and P ′), F ≺π F ′ if either (1) e1 is farther than e′1
from s on P0, or (2) e1 = e′1 and e2 is farther than e′2 from s on P1 (note that P1 = P ′1 in
this case). If F ≺π F ′, F is said to be lower than F ′ in π.

For any failure of F = {e1, · · · , ek}, we define the preferred shortest path avoiding F .
Our preferred shortest path will be a path of shortest length avoiding F . However, there can
be multiple such paths of same length. We use following rules to choose a unique preferred
path.
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Procedure Dual-FT-BFS(s, v, π): Augments the dual FT-BFS subgraph H, such that
for BFS tree of G rooted at s after any two edge failures in G, the incoming edges to v
are preserved in H.

1 foreach Failure F , where 0 ≤ |F | ≤ 2, ordered from lower to higher in π do
2 P ← Preferred path from s to v in G avoiding F ;
3 if LastE(P ) /∈ H then
4 Assign P for failure of F ;
5 Add LastE(P ) to H;
6 end
7 end

I Definition 5. Path P is preferred for failure of {e1, · · · , ek} where each ei ∈ Pi−1, if
1. For each i, P leaves Pi−1 before ei exactly once.
2. For any other P ′ also avoiding {e1, · · · , ei}, we have either (i) |P | < |P ′|, (ii) |P | = |P ′|,

and for some 0 ≤ i ≤ k, both P and P ′ leaves each of P0, ..., Pi−1 at the same vertex, but
P leaves Pi earlier than P ′, (iii) P is lexicographically smaller 3 than P ′.

Intuitively, out of all the shortest paths avoiding F (say for |F | = 2), the preferred path
leaves the path P0 and/or P1 as early as possible. In order to avoid the preferred path leaving
P0 (or P1) multiple times just to achieve an earlier point of divergence from P0 (or P1), the
first condition is imposed. The last condition in (2) is just to break ties between two paths
that are of same length and leave P0 and P1 at the same vertex.

Finally, in order to add the preferred shortest path P avoiding a failure F , our algorithm
simply adds LastE(P ) to H, which suffices to add the entire path as described earlier.
Moreover, we also assign the corresponding P to the failure F if it was the first failure
to add this edge in H. As a result, if P and P ′ are two preferred paths avoiding F and
F ′ respectively where LastE(P ) = LastE(P ′), then if F ≺π F ′, only the path P shall be
assigned to F . Refer to Procedure Dual-FT-BFS for the pseudocode of our algorithm.

In order to calculate the size of H, it is sufficient to analyze the number of different last
edges added on each v ∈ V in H. Let the set of all paths from s to v avoiding failures F ⊆ E
(where |F | ≤ 2) be Pv. We thus define the paths that will be counted for establishing the
space bound as follows.

I Definition 6. The path P ∈ Pv is called contributing if while processing F(P ), LastE(P ) /∈
H, i.e., P adds a new edge adjacent to v in H.

In order to count the number of contributing paths to a vertex v, we only need to consider its
interactions with other contributing paths in Pv. This is because, if any other path P ∈ Px
passes through v using some new edge, so does the corresponding P ′ ∈ Pv with F(P ) = F(P ′).
Thus, to analyze the size of H, it suffices to look at last edges of the contributing paths in
Pv for each vertex v separately.

3 Let P and P ′ first diverge from each other to x ∈ P and x′ ∈ P ′ respectively, i.e., P [s, x] \ {x} =
P ′[s, x′] \ {x′}. If the index of x is lower than that of x′ then P is said to be lexicographically smaller
than P ′.
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Figure 2 Classification of contributing paths: Pa: Non-Standard Paths, Pb : Long Standard
Paths and Pc : Short Standard Paths.

4.1 Properties of contributing paths

Parter [15] presented a simple proof bounding the number of contributing paths avoiding
multiple failures on P0 to O(

√
n) for each vertex v (an alternate proof using counting

arguments is presented in the full paper [11]). Hence, excluding these paths, every contributing
path satisfies the following properties (see full paper [11] for proofs).

I Lemma 7. Excluding O(
√
n) paths, each contributing path P from s to v avoiding {e1, e2}

satisfies following properties
P1 : e1 ∈ P0 and e2 ∈ D0(P1).
P2 : Except at v, D0(P ) does not intersect with P0 and D1(P ) does not intersect with P1,

after diverging from P0 and P1 respectively.
P3 : For any path P ′ which avoids {e1, e2}, P is the preferred path over P ′.
P4 : If P also avoids some failure F ′ where F ′ ≺π F , then there exist another path P ′ which

is the preferred path for F ′ over P , where P ′ does not avoid F .

4.2 Space Analysis

As described earlier, in order to bound the size of dual FT-BFS subgraph to O(n5/3), it
suffices to bound the number of contributing paths from s to each vertex v ∈ V avoiding two
edge failures to O(n2/3). Further, using P1 we are only concerned with a contributing path
P if e1 ∈ P0 and e2 ∈ D0(P1).

We first divide the path P0 into two parts as follows. Let vl ∈ P0 be the vertex such that
|P0[vl, v]| = n1/3. We define Phigh = P0[s, vl] and Plow = P0[vl, v]. If |P0| < n1/3, we assume
vl = s where Phigh = φ. We shall now define the standard paths as follows.

I Definition 8 (Standard Paths). A contributing path P is called a standard path if (a) e1 ∈
Phigh, and (b) D0(P1) merges with P0 on Plow, i.e., Dest(D0(P1)) ∈ Plow.

We can thus classify the contributing paths into following three types (see Figure 2):
Pa: Non-standard paths.
Pb: Long standard paths, i.e., standard paths with |D0(P1)| ≥ n2/3.
Pc: Short standard paths, i.e., standard paths with |D0(P1)| < n2/3.

Clearly, the sets Pa,Pb and Pc are mutually disjoint and collectively exhaustive. Further,
we define a set P1x (for x = a, b and c), where for each P ∈Px, we add the corresponding
P1 to P1x. In addition, we identify the disjoint suffix of a path P as follows (see Figure 3).
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Figure 3 P avoids {e1, e2}. Its detour D1(P ) (shown in blue) last intersects LastPath(P ) = P ′1.
P diverges from P ′1 at v∗, i.e., LastLeg(P ) = P [v∗, v] (shown in brown).

I Definition 9. For each P ∈Px, for x = a, b or c, we define the following
1. LastPath(P ) : The path in P1x that intersects last with P . If P diverges from P0 and

does not intersect any path in P1x, we set LastPath(P ) = P0.
2. LastLeg(P ) : The part of P after diverging from LastPath(P ), i.e., P [v∗, v], where v∗ is

the last vertex of P on P ∩ LastPath(P ).

The suffix LastLeg(P ) of a contributing path P satisfies the following properties (see full
paper [11] for proofs).

I Lemma 10. For every set Px (for x = a, b or c), we have the following.
(a) For any P, P ′ ∈ Px, LastLeg(P ) and LastLeg(P ′) are disjoint (except at v), i.e.,

LastLeg(P ) ∩ LastLeg(P ′) = {v}. Further, each P, P ′ starts from a distinct vertex
on P1x.

(b) Number of paths P ∈Px with |LastLeg(P )| > n1/3 or LastPath(P ) = P0, is O(n2/3).

Remark: Lemma 102 claims that LastLeg(P ) is disjoint from other LastLeg(P ′), where
P ∈ Px and P ′ ∈ Px′ only when x = x′. However, in case x 6= x′ they can intersect and
our proof does not require their disjointness.

Equipped with these properties we can easily analyze the number of non-standard paths
(Pa) and standard paths (Pb and Pc) in the following sections.

4.2.1 Analyzing non-standard paths Pa

Using Lemma 102, we know that the number of P ∈ Pa with |LastLeg(P )| > n1/3 or
LastPath(P ) = P0 is O(n2/3). We now focus on the case when |LastLeg(P )| ≤ n1/3 and
LastPath(P ) ∈P1a. For any path P , let v∗ = Source(LastLeg(P )). Since LastLeg(P ) is a de-
tour from LastPath(P )[v∗, v] avoiding the entire P0 (using P2), we have |LastPath(P )[v∗, v]| ≤
|LastLeg(P )| ≤ n1/3. By definition, a contributing path P is non-standard if either
(a) e1 ∈ Plow, or (b) D0(P1) merges with P0 on Phigh, i.e., Dest(D0(P1)) ∈ Phigh. Hence,
for every P , LastPath(P ) would correspond to one of the two cases (a) or (b). Case
(b) is clearly not be applicable here because |LastPath(P )[v∗, v]| ≥ |Plow| = n1/3 (since
Dest(LastPath(P )) ∈ Phigh). For case (a), on each LastPath(P ) ∈ P1a, v∗ can be one of
n1/3 vertices of LastPath(P ) closest to v. Further, since e1 ∈ Plow, there are only n1/3 such
paths in P1a because each such path corresponds to failure of unique edge in Plow. Thus,
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there are only n1/3 × n1/3 = n2/3 different vertices v∗ limiting the number of P ∈Pa with
|LastLeg(P )| ≤ n1/3 to O(n2/3) (using Lemma 101).

Properties of standard paths (Pb or Pc)
We shall now prove two important properties of standard paths (see full paper [11] for proofs).
The first result states that if D0(P1) and D0(P ′1) intersect, where P, P ′ ∈P1b ∪P1c, then
they cannot diverge. The second result states that the length of paths in Pb ∪Pc are
different. A similar result was proved by Parter[15].

I Lemma 11. For the set of contributing standard paths, we have the following proper-
ties.
(a) The set of paths {D0(P1)|P1 ∈P1b ∪P1c}, is converging.
(b) (Parter [15]) For any two paths P, P ′ ∈Pb ∪Pc, |P | 6= |P ′|.

4.2.2 Analyzing long standard paths Pb

We first prove a generic technique to bound the number of contributing paths P if the set of
corresponding paths P1 is converging and each P1 sufficiently long.

I Theorem 12. Given a set P of converging paths satisfying Lemma 101, where for each
P1 ∈ P we have |P1| ≥ α2 (where α ≥ 1), the number of contributing paths P having P1 ∈ P
is O(n/α).

Proof. Recall the definition of LastPath(P ), here we shall define LastPath(P ) (and hence
LastLeg(P )) corresponding to paths in P (rather than P1x in Definition 9). Using Lemma 101,
if |LastLeg(P )| ≥ α, then P can be associated with α unique vertices of LastLeg(P ). This
limits the total number of such paths to O(n/α). Hence, we assume that LastLeg(P )) ≤ α.

For each path P1 ∈ P, let vl = Dest(P1). Similarly, for each such P , let the last
intersection vertex of LastLeg(P ) and LastPath(P ) be v∗. Using Lemma 101, we know that
for each such contributing path P , its corresponding LastLeg(P ) starts from a distinct vertex
of P. Since LastLeg(P ) is a detour from LastPath(P )[v∗, vl] avoiding the entire P1 (using
P2), we have |LastLeg(P )| ≥ |LastPath(P )[v∗, vl]|. Since |LastLeg(P )| ≤ α, v∗ can be one of
α vertices of LastPath(P ) closest to vl.

We shall associate each such vertex v∗ on LastPath(P ) ∈ P uniquely with α vertices
of LastPath(P ), for all LastPath(P ) ∈ P, as follows. Let the vertices of some LastPath(P )
be v1, ..., vk where v1 is the closest vertex to vl. For each vi, i = 1, ..., α, we associate the
vertices v(i−1)α, ..., viα. Since |LastPath(P )| ≥ α2 (by definition of P) and i ∈ [1, α] such an
association can be made. Now, in order to prove that such an association is unique, i.e., a
vertex x is not associated with two different vertices v∗1 , v∗2 of P, we exploit the convergence
of P as follows. Clearly if x ∈ P1 for a unique path P1 ∈ P, there is a unique v∗1 ∈ P
to which it is associated. However, if x ∈ P1 and x ∈ P ′1 for any two paths P1, P

′
1 ∈ P,

then P1 and P ′1 will not diverge after intersection (by convergence of P). This implies
P1[x, vl] = P ′1[x, v′l]. Thus, the corresponding v∗1 ∈ P1 and v∗2 ∈ P ′1 would also be same as by
definition v∗1 ∈ P1[x, vl]. Hence, for every P emerging from v∗ with |LastPath(P )[v∗, vl]| ≤ α,
the corresponding v∗ can be uniquely associated with at least α vertices of P. This limits
the total number of such paths to O(n/α) proving the theorem. J

Using Lemma 111 and by definition of long standard paths Pb, Theorem 12 is applicable for
the set D0(P1) for P1 ∈P1b and α = n1/3 limiting the number of paths in Pb to O(n2/3).
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Figure 4 Let P ′1 be LastPath(P ). Then the path P0[s, x] ∪ P1[x, y′] ∪ P ′1[y′, y] ∪ LastLeg(P ) is a
valid path avoiding {e1, e2}.

4.2.3 Analyzing short standard paths Pc

To highlight the simplicity of our approach, we only analyze the paths in Pc for undirected
graphs here. For extension of this proof to handle directed graphs we use the theory of
segmentable paths (refer to full paper [11] for details).

Using Lemma 102, we know that the number of P ∈ Pc with |LastLeg(P )| > n1/3 or
LastPath(P ) = P0 is O(n2/3). We now focus on the case when |LastLeg(P )| ≤ n1/3 and
LastPath(P ) ∈ P1c. Any such contributing path P can be divided into two parts (see
Figure 4), (a) P [s, y], where y = Source(LastLeg(P )), and (b) P [y, v] = LastLeg(P ). We will
now find an alternate path for P [s, y], which will help us in bounding its length. Since P
is a contributing path, it diverges from LastPath(P ) which requires either e1 or e2 to be
on LastPath(P )[y, v]. By definition of standard paths, we have D0(LastPath(P )) terminates
on P0 only on Plow, whereas e1 /∈ Plow ensuring that e1 /∈ LastPath(P ). Thus, e2 ∈
LastPath(P )[y, v] and hence it intersects with P1 as e2 ∈ P1. Using Lemma 111, we can thus
say that LastPath(P ) and P1 merge at some vertex say y′, where e2 ∈ LastPath(P )[y′, v] =
P1[y′, v] (see Figure 4). We have an alternate path for P [s, y] avoiding F(P ) formed by
P1[s, y′] ∪ LastPath(P )[y′, y]. Let x = Source(D0(P1)). Since P [s, v] is the shortest path
avoiding F(P ) we have

|P | = |P [s, y]|+ |P [y, v]|
= |P1[s, y]|+ |P [y, v]|
≤ |P1[s, y′]|+ |LastPath(P )[y′, y]|) + |LastLeg(P )[y, v]|
= (|P1[s, x]|+ |P1[x, y′]|) + |LastPath(P )[y′, y]|+ |LastLeg(P )[y, v]|
≤ |P0|+ |D0(P1)|+ |D0(LastPath(P ))|+ |LastLeg(P )|

≤ |P0|+ n2/3 + n2/3 + n1/3 (by definition of Pc)

Now, using Lemma 112, we know that for any P, P ′ ∈Pc we have |P | 6= |P ′|. We thus
arrange the paths in Pc (except the ones in Lemma 102) in the increasing order of sizes,
where ith such path has the length ≥ |P0|+ i (as all paths at least as long as P0). Since for
any such P ∈Pc we also have |P | ≤ |P0|+ 3n2/3 (described above), clearly the number of
paths in Pc are O(n2/3) (for i upto 3n2/3).
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Procedure Dual-FT-MBFS(S,v,π): Augments the dual FT-MBFS subgraph H, such
that for BFS tree of G rooted at each s ∈ S after any two edge failures in G, the
incoming edges to v are preserved in H.

1 foreach s ∈ S do Dual-FT-BFS(s,v,πs(0)) ;
2 foreach s ∈ S do Dual-FT-BFS(s,v,πs(1)) ;
3 foreach s ∈ S do Dual-FT-BFS(s,v,πs(2)) ;

s1s2

v

x

D0(P1)

D̃0(P1)

D1(P )

×e1×e2

y

z

D̃0(P1)

Figure 5 Shortest path avoiding {e1, e2} is P . D1(P ) last intersects P̃0(P1) = P0(s2, v). P1

diverges from P̃0(P1) at y, i.e., D̃0(P1) = P1[y, z] (shown in blue). P also diverges from P̃0(P ) at y,
i.e., D̃0(P ) = P [y, v].

This completes the proof of our dual FT-BFS result in Theorem 3.

5 Extension to dual FT-MBFS

In this section we shall extend our analysis of the previous section to handle σ sources using
total O(σ1/3n5/3) space. We follow the approach similar to the case for single source. Let S
be the set of sources, where |S| = σ. Given a source s, let πs ⊆ π denote the ordering of
edge failure of size upto 2. Let πs(0), πs(1) and πs(2) be the subset of πs of size 0, 1 and 2
respectively. Our algorithm for finding dual FT-MBFS mimics the single source case.

The first for loop in the above procedure finds shortest path from each source to v. We
shall refer to the set of the shortest paths from each source to v for different s ∈ S as P0.
We then move on to find the shortest path from each source to v avoiding one edge failure
and two failures respectively.

In the previous section, for each contributing path P (that avoids ≥ 1 failure), we saw
that it necessarily diverges from P0. Since we have multiple paths in P0, we define some
new notations (see Figure 5).

I Definition 13 (Modified P0 and D0(P )).
1. For any path P (or its corresponding P1), we define P̃0(P ) (or P̃0(P1)) to be the last

path from P0 which intersects with P (or P1), say at vertex y, such that at least one of
e1 or e2 is present in P̃0(P )[y, v] (or e1 ∈ P̃0(P1)[y, v]).

2. For any path P (or P1), we define D̃0(P ) = P [v∗, v] (or D̃0(P1) = P1[v∗0 , v]), where v∗ is
the last vertex of P (or P1) on P ∩ P̃0(P ) (or P1 ∩ P̃0(P1)).

Note that in the single source case, both P and P1 diverge from the same path P0.
However, in multiple source that path P̃0(P ) and P̃0(P1) may differ. This is one of the
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major changes from the single source case. In fact, the reader will see that all our lemmas in
Section 4 extend here with P0 changed to P̃0(P ) and D0(P ) changed to D̃0(P ). However,
for completeness we have re-proven all lemmas.

5.1 Properties of Contributing paths
We now describe important properties of paths in P0 and contributing paths as follows (see
full paper [11] for proofs).

I Lemma 14. The set of paths P0 is converging.

The number of contributing paths avoiding failures in P0 can easily bounded to O(
√
σn)

for each v (see full paper [11] for details). Excluding these paths, every contributing path
satisfies the following properties.

I Lemma 15. Excluding O(
√
σn) paths, for any contributing path P from s to v avoiding

{e1, e2}, the following properties holds true
P1 : e1 ∈ P0 and e2 ∈ D0(P1).
P2 : D̃0(P ) does not intersect with any path in P0. Also, if D̃0(P ) diverges from P1 it does

not intersect it again.

5.2 Space Analysis
As described earlier, in order to bound the size of dual FT-MBFS subgraph to O(σ1/3n5/3),
it suffices to bound the number of contributing paths from s ∈ S to each vertex v ∈ V

avoiding two edge failures to O(σ1/3n2/3). Further, using P1 we are only concerned with a
contributing path P if e1 ∈ P0 and e2 ∈ D0(P1). For the sake of highlighting similarity with
single source case, we shall use nσ = n/σ throughout the section.

We first divide the paths in P0 into two parts as follows. For each s ∈ S, let P0(s, v) be
the shortest path from s to v. Let vls be the vertex such that |P0(s, v)[vls, v]| = n

1/3
σ . We

define Plow = {P0(s, v)[vls, v] |s ∈ S} and Phigh = {P0(s, v)[s, vls] |s ∈ S}. This definition
naturally extends the Plow and Phigh defined in the single source case.

With this modified Plow and Phigh, we use the same definition of standard paths and hence
Pa and P1a. However, the distinction of long standard paths (Pb) from short standard paths
(Pc) would now be done by using D̃0(P1) instead of D0(P1). Hence, the long standard paths
would be the standard paths with |D̃0(P1)| ≥ n2/3

σ . Finally, the definition of LastPath(P ) and
LastLeg(P ) does not change, except in case LastPath(P ) = φ, we use LastPath(P ) = P̃0(P )
instead of LastPath(P ) = P0 (recall Definition 9). Moreover, the properties of LastLeg(P )
also remain same except for Lemma 102 which is modified as follows.
I Lemma 10. For every set Px (for x = a, b or c), we have the following.
b∗. Number of paths P ∈Px with |LastLeg(P )| > n

1
3
σ or LastPath(P ) = P̃0(P ), is O(σ 1

3n
2
3 ).

Now, using the properties described in Lemma 10 (see full paper [11] for proof), we can
analyze the number of non-standard paths (Pa) using the same counting arguments as in
case of single source, bounding the number of such paths to O(σ1/3n2/3) (see full paper [11]
for details). Hence, we only focus on analyzing the standard paths (Pb and Pc) as follows.

Properties of standard paths (Pb and Pc)
Recall the properties of standard paths described in Lemma 11. For multiple sources,
Lemma 111 does not hold, because for two paths P and P ′, their corresponding paths D0(P1)
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and D0(P ′1) can diverge after intersection, if they start from different sources say s1, s2 (for
s1 = s2, Lemma 111 applies). For example (see Figure 5), P1 avoids e1 on P0[s1, v]. Also,
D0(P1) passes through P0[s2, v]. Let P ′1 be a path avoiding e′1 on P0[s2, v] ∩ P1, such that
D0(P ′1) intersect D0(P1) before D0(P1) enters P0[s2, v]. Hence, D0(P ′1) has to diverge from
D0(P1) as D0(P1) passes through e′1 after the intersection.

This is the primary reason for defining modified detour D̃0(P1), for which a lemma
equivalent to Lemma 111 holds. Thus, the analysis of standard paths for multiple sources,
uses D̃0(P1) instead of D0(P1) satisfying the following properties.

I Lemma 16. For the set of contributing standard paths, we have the following proper-
ties.
(a) The set of paths {D̃0(P1)|P1 ∈P1b ∪P1c}, is converging.
(b) The number of paths P ∈ Pb ∪Pc, which Source(LastLeg(P )) /∈ D̃0(P ′

1) for some
P

′

1 ∈P1b ∪P1c are O(σ1/3n2/3).

Using Lemma 162, we only have to bound the number of standard paths whose LastLeg(P )
originates from some D̃0(P ′

1). Using Lemma 10b∗and by definition of long standard paths
Pb, Theorem 12 is applicable for the set D̃0(P1) for P1 ∈ P1b and α = n

1/3
σ , bounding

number of such paths in Pb to O(σ1/3n2/3). This leaves only the number of short standard
paths that originate from some D̃0(P ′

1) described in the following section.

5.2.1 Analyzing short standard paths Pc

Again, we only analyze the paths in Pc for undirected graphs here (see full paper [11] for
directed graphs). Using Lemma 10b∗and Lemma 162, we know that the number of P ∈Pc

with |LastLeg(P )| > n
1/3
σ or LastPath(P ) = P̃0(P ) or Source(LastLeg(P )) /∈ D̃0(P ′

1) (for
some P ′1 ∈P1c) is O(σ1/3n2/3). We thus focus on the case when |LastLeg(P )| ≤ n

1/3
σ and

LastPath(P ) ∈ P1c with Source(LastLeg(P )) ∈ D̃0(LastPath(P )). Any such path can be
divided into three parts (not necessarily non-empty) including (a) P [s, x] = P1[s, x], where
x = Source(D̃0(P1)), (b) P [x, y] where y = Source(LastLeg(P )) and (c) P [y, v] = LastLeg(P ).

We find alternate paths for P [s, x] and P [x, y], which will help us in bounding their
respective lengths (see Figure 6). By definition P̃0(P1) intersects with P0 and passes through
e1. Further, using Lemma 14 we know that P0 and P̃0(P1) will merge after the intersection
at some point, say x′, where e1 ∈ P̃0(P1)[x′, v] = P0[x′, v]. Hence, we have an alternate path
for P1[s, x] avoiding e1 and e2 (since e2 /∈P0 by P2) formed by P0[s, x′]∪ P̃0(P1)[x′, x]. Now,
bounding P [x, y] is exactly same as in the case of single source, using D̃0(P1) instead of
D0(P1), bounding P [x, y] to 2n2/3

σ as shown in Figure 6 (see full paper [11] for an exhaustive
proof). Since P [s, v] is the shortest path avoiding F(P ) we have

|P | = |P0[s, x]|+ |P1[x, y]|+ |P [y, v]| (by definition of x and y)

≤ (|P0[s, x′]|+ |P̃0(P1)[x′, x]|) + 2n2/3
σ + n1/3

σ (Similar to dual FT-BFS)

≤ |P0[s, v]|+ |P̃0(P1)[x, v]|+ 2n2/3
σ + n1/3

σ

≤ |P0[s, v]|+ |D̃0(P1)[x, v]|+ 2n2/3
σ + n1/3

σ

(D̃0(P1) is a detour from P̃0(P1), hence |D̃0(P1)[x, v]| > |P̃0(P1)[x, v]|)

≤ |P0[s, v]|+ n2/3
σ + 2n2/3

σ + n1/3
σ (by definition of Pc)

Now, for any s ∈ S, let Pc(s) be the set of all contributing paths in Pc that start from
s. Using Lemma 112 (that holds for P ∈Pc(s)), we know that for any P, P ′ ∈Pc(s) we
have |P | 6= |P ′|. We thus arrange the paths in Pc(s) (except the ones in Lemma 10b∗and
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Figure 6 Let P̃0(P1) = P0(s2, v), LastPath(P ) = P ′1 and P̃0(P ′1) = P0(s3, v). Then the path
P0[s, x′] ∪ P̃0(P1)[x′, x] ∪ D̃0(P1)[x, y′] ∪ D̃0(P ′1)[y′, y] ∪ LastLeg(P ) is a valid path avoiding {e1, e2}.

Lemma 162) in the increasing order of sizes, where ith such path has the length ≥ |P0(s, v)|+i
(as all paths at least as long as P0(s, v)). Since for any such P ∈ Pc(s) we also have
|P | ≤ |P0[s, v]|+ 4n2/3 (described above), clearly the number of paths in Pc(s) are O(n2/3

σ )
(for i upto 4n2/3). Hence, overall the number of paths in Pc considering all sources s ∈ S
are O(σ ∗ n2/3

σ ) = O(σ1/3n2/3).
This completes the proof of Theorem 4.

6 Conclusion

In this paper, we simplified the analysis in [15] for dual FT-BFS problem and extended it
to dual FT-MBFS problem. Unfortunately, extending our result to k FT-MBFS (or even
k FT-BFS) problem requires a lot of case analysis. Ideally, one would wish to design a
simple data structure to handle multiple failures using some new insight with little or no
case analysis. A natural step would be to completely understand these simple cases and
derive significant inferences from them to develop new techniques. The simplicity of FT-BFS
structure [16] enables a clear understanding of the basic technique used for its construction
and analysis. Our work aims to be a significant step to achieve the same for dual FT-BFS
by simplifying the result of [15] and generalizing it similar to [16].
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Abstract
A graph U is an induced universal graph for a family F of graphs if every graph in F is a
vertex-induced subgraph of U .

We give upper and lower bounds for the size of induced universal graphs for the family of
graphs with n vertices of maximum degree D. Our new bounds improve several previous results
except for the special cases where D is either near-constant or almost n/2. For constant even
D Butler [Graphs and Combinatorics 2009] has shown O

(
nD/2

)
and recently Alon and Nenadov

[SODA 2017] showed the same bound for constant odd D. For constant D Butler also gave
a matching lower bound. For generals graphs, which corresponds to D = n, Alon [Geometric
and Functional Analysis, to appear] proved the existence of an induced universal graph with
(1 + o(1)) · 2(n−1)/2 vertices, leading to a smaller constant than in the previously best known
bound of 16 · 2n/2 by Alstrup, Kaplan, Thorup, and Zwick [STOC 2015].

In this paper we give the following lower and upper bound of(
bn/2c
bD/2c

)
· n−O(1) and

(
bn/2c
bD/2c

)
· 2O
(√

D logD·log(n/D)
)
,

respectively, where the upper bound is the main contribution. The proof that it is an induced
universal graph relies on a randomized argument. We also give a deterministic upper bound of
O
(

nk

(k−1)!

)
. These upper bounds are the best known when D ≤ n/2 − Ω̃(n3/4) and either D is

even and D = ω(1) or D is odd and D = ω
(

logn
log logn

)
. In this range we improve asymptotically

on the previous best known results by Butler [Graphs and Combinatorics 2009], Esperet, Arnaud
and Ochem [IPL 2008], Adjiashvili and Rotbart [ICALP 2014], Alon and Nenadov [SODA 2017],
and Alon [Geometric and Functional Analysis, to appear].
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1 Introduction

A graph G = (V,E) is said to be an induced universal graph for a family F of graphs if it
contains each graph in F as a vertex-induced subgraph. A graph H = (V ′, E′) is contained
in G as a vertex-induced subgraph if V ′ ⊆ V and E′ = {vw | v, w ∈ V ′ ∧ vw ∈ E}. Induced
universal graphs have been studied since the 1960s [45, 49], and bounds on the sizes of
induced universal graphs have been given for many families of graphs, including general,
bipartite [11], and bounded arboricity graphs [10]. In Table 2 in Section 2.3 we give an
overview of the state of the art for various graph families along with the results in this paper.

1.1 Adjacency labeling schemes and induced universal graphs
An adjacency labeling scheme for a given family F of graphs assigns labels to the vertices
of each graph in F such that a decoder given the labels of two vertices from a graph, and
no other information, can determine whether or not the vertices are adjacent in the graph.
The labels are assumed to be bit strings, and the goal is to minimize the maximum label
size. A b-bit labeling scheme uses at most b bits per label. Information theoretical studies
of adjacency labeling schemes go back to the 1960s [16, 17], and efficient labeling schemes
were introduced in [35, 47]. The first labeling schemes for bounded degree graphs were given
in [17]. Let gv(F) be the smallest number of vertices in any induced universal graph for a
family of graphs F . In the families of graphs we study in this paper, a graph always has n
vertices, unless explicitly stated otherwise.

A labelling scheme for F is said to have unique labels if no two vertices in the same
graph from F are given the same label. We have the following connection between induced
universal graph sizes and label sizes.

I Theorem 1 ([35]). A family F of graphs has a b-bit adjacency labeling scheme with unique
labels iff gv(F) ≤ 2b.

1.2 Our results
The contribution of this paper are stronger bounds on the size of induced universal graphs
for bounded degree graphs. Our new bounds are the best known for a significant part of the
parameter space, specifically we improve on previous results unless D is either near-constant
or almost n/2. The best known results for the entire parameter range of induced universal
graphs for bounded degree D graphs are shown in Table 1. When the bounded degree D is
constant then Butler [18] along with Alon and Nenadov [8] gave optimal bounds. When D is
even and of size ω(1) and when D is odd and of size ω(logn/ log logn) our first new upper
bound is the best known as long as D = O((logn) log logn). Let GD be the family of graphs
with n vertices and maximum degree D. We show the following.

I Theorem 2. For the family GD of graphs with bounded degree D on n nodes

gv(GD) ≤ 8 · nk

(k − 1)! , where k = dD/2e .
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Table 1 The state-of-the-art landscape for induced universal graph sizes. The first column
denotes in which range the corresponding bound is the best known.

Range of D Bound Reference
D even and D = O(1) O(n)D/2 [18]

D odd and D ∈
[
3, O

( log n
log log n

)]
O(D)D nD/2 [8]

D even and D ∈
[
ω(1), O

(
(log n)2 log log n

)]
O
(

nD/2

(D/2−1)!

)
Theorem 2

D odd and D ∈
[
ω
( log n

log log n

)
, O
(
(log n)2 log log n

)]
O
(

n(D+1)/2

((D−1)/2)!

)
Theorem 2

D ∈
[
ω
(
(log n)2 log log n

)
, n

2 − Ω
(
n3/4 log3/4 n

)] (bn/2c
bD/2c

)
2O
(√

D log D log(n/D)
)

Theorem 3
D ≥ n

2 −O
(
n3/4 log3/4 n

)
(1 + o(1))2(n−1)/2 [5]

Our second new upper bound is the smallest induced universal graph for the interval starting
where Theorem 2 ends and as long as D ≤ n

2 −O
(
n3/4 log3/4 n

)
. The previous best upper

bound for such large D was
(

n
dD/2e

)
nO(1) due to Adjiashvili and Rotbart [3]. The bound

presented in Theorem 3 is a randomized construction, which works for any D, and which
improves asymptotically on Adjiashvili and Rotbart [3] for D = ω(1). We show the following.

I Theorem 3. For the family GD of graphs with bounded degree D on n ≥ 2D nodes

gv(GD) ≤
(
bn/2c
bD/2c

)
· 2O
(√

D logD·log(n/D)
)
.

We note that our bound together with the lower bound from Corollary 8 shows that for
D = ω(1), gv(GD) =

(bn/2c
bD/2c

)1±o(1)
. In contrast when D ≤ n/2(1− Ω(1)) and D = Ω(n) the

bound
(

n
dD/2e

)
nO(1) due to Adjiashvili and Rotbart [3] is

(bn/2c
bD/2c

)1+Ω(1)
, so we give the first

near-optimal induced universal graph when D is superconstant.
From a labeling scheme perspective, the combination of Theorems 2 and 3 shows the

existence of an adjacency labeling scheme for GD of size

log
(
bn/2c
bD/2c

)
+O

(
min

{
D + logn,

√
D logD log(n/D)

})
.

This new labeling scheme improves upon previous in the same ranges as the improvements
for the induced universal graphs as shown in Table 1.

In Corollary 8 we show that the any adjacency labeling scheme for GD must have labels
of size at least log

(bn/2c|
bD/2c

)
−O(logn). Our new lower bounds differ from our upper bounds

by O
(
min

{
D + logn,

√
D logD log(n/D)

})
, which is at most O(

√
n logn).

2 Related results

2.1 Maximum degree D

Let k = dD/2e. To give an upper bound for any value of D Butler [18] showed the following
corollary, which follows from the classic decomposition theorem by Petersen (see [41]):

I Corollary 4 ([18]). Let G ∈ GD be a graph on n vertices with maximum degree D. Then G
can be decomposed into k edge disjoint subgraphs where the maximum degree of each subgraph
is at most 2.

To achieve an upper bound for gv(GD) this can be combined with:
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I Theorem 5 ([20]). Let F and Q be two families of graphs and let G be an induced universal
graph for F . Suppose that every graph in the family Q can be edge-partitioned into ` parts,
each of which forms a graph in F . Then gv(Q) ≤ |V [G]|`.

Using Theorem 5, Butler [18] concluded that gv(GD) ≤ (6.5n)k. Similarly Esperet et
al. [29] achieved gv(GD) ≤ (2.5n+O(1))k, and most recently it was shown by Abrahamsen
et al. [2] that gv(GD) ≤ (2n− 1)k < 2knk due to an induced universal graph for G2 of size
2n− 1.

For constant maximum degree D, Butler [18] also showed gv(GD) = Ω(nD/2), hence when
D is even and constant, gv(GD) = Θ(nD/2) is the right answer up to constant factors due to
the above bounds.

2.2 Constant odd degree
A universal graph for a family of graphs F is a graph that contains each graph from F as a
subgraph (not necessarily vertex induced). It is a natural question how to construct universal
graphs with as few edges as possible.

A graph has arboricity k if the edges of the graph can be partitioned into at most k
forests. Graphs with maximum degree D have arboricity bounded by

⌊
D
2
⌋

+ 1 [19, 40].
When D is odd and constant, some improvement has been achieved on the above bounds

on gv(GD) by arguments involving universal graphs and graphs with bounded arboricity
[7, 29]. Let Ak denote a family of graphs with arboricity at most k.

I Theorem 6 ([20]). Let G be a universal graph for Ak and di the degree of vertex i in G.
Then gv(Ak) ≤

∑
i(di + 1)k.

Alon and Capalbo [6] described a universal graph with n vertices of maximum degree
c(D)n1−2/D log4/D n for the family GD, where D ≥ 3 and c(D) is a constant. Using this
bound in Theorem 6, Esperet et al. [29] noted that for odd D (and hence arboricity k =

⌈
D
2
⌉
),

we get gv(GD) ≤ c1(D)nk− 1
D log2+ 2

D n, for a constant c1(D).1 Using the slightly better
universal graphs from [7] the maximum degree is reduced to c(D)n1−2/D [4], giving gv(GD) ≤
c2(D)nk− 1

D , for a constant c2(D). Note that applying Theorem 6 along with universal
graph [7] as above, then for even values of D this would give gv(GD) ≤ c3(D)nD

2 +1− 2
D , for a

constant c3(D). Recently, Alon and Nenadov [8] showed an upper bound gv(GD) = O(nD/2),
coinciding with Butler’s lower bound up to constant factors for any constant D.

2.3 Other graph families
For the family of general, undirected graphs on n vertices, Alstrup et al. [11] gave an induced
universal graph with O(2n/2) vertices, which matches a lower bound by Moon [45]. More
recently Alon [5] showed a construction that is tight up to an additive lower order term. We
note that whereas the construction of [11] is presented as a labeling scheme, with efficient
encoding and constant decoding time. However, it is not obvious if the the induced universal
graph from [5] can be transformed into a labeling scheme without requiring that either the
encoder or decoder use exponential space or time.

1 In [29] a typo states that the maximum degree for the universal graph in [6] is c(D)n2−2/D log4/D n.
The theorem in [6] only states the total number of edges being c(D)n2−2/D log4/D n, however the
maximum degree is c(D)n1−2/D log4/D n [4].
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Table 2 Induced-universal graphs for various families of graphs. “P” is results in this paper.
For the max degree results k = dD/2e. In the result for families of graphs with an excluded minor,
the O(1) term in the exponent depends on the fixed minor excluded.
∗ The upper bounds from [11] are labeling schemes with efficient encoding and constant decoding time,
but the upper bounds are larger by a constant factor. It is not obvious if the induced universal graph
from [5] can be transformed into a labeling scheme without requiring that either the encoder or decoder
use exponential space or time.

Graph family Lower bound Upper bound Lower/Upper

General ∗ 2
n−1

2 (1 + o(1)) · 2
n−1

2 [45]/[5, 11]
Tournaments ∗ 2

n−1
2 (1 + o(1)) · 2

n−1
2 [46]/[5, 11]

Bipartite ∗ (1− o(1)) · 2 n
4 (1 + o(1)) · 2 n

4 [42]/[5, 11]

A: Max degree D
(bn/2c
bD/2c

)
· n−O(1) O

(
nk

(k−1)!

)
P([39, 43, 44])/P

B: Max degree D
(bn/2c
bD/2c

)
· n−O(1) (bn/2c

bD/2c

)
· 2O(
√

D log D·log(n/D)) P([39, 43, 44])/P
C: Constant max degree D Ω(nD/2) O(nD/2) [18]/[8]

Max degree 2 11 bn/6c 2n− 1 [29]/[2]
Acyclic, max degree 2 b3/2nc b3/2nc [2]/[2]

Excluding a fixed minor Ω(n) n2(log n)O(1) [33]
Planar Ω(n) n2(log n)O(1) [33]

Planar, constant degree Ω(n) O(n2) [20]
Outerplanar Ω(n) n(log n)O(1) [33]

Outerplanar, constant degree Ω(n) O(n) [20]

Treewidth l n2Ω(l) n(log n
l
)O(l) [33]

Constant arboricity l Ω(nl) O(nl) [12]/[10]

It follows from [10, 12] that gv(Ak) = Θ(nk) for the family Ak of graphs with constant
arboricity k and n vertices. Using universal graphs constructed by Babai et al. [13], Bhatt
et al. [14], and Chung et al. [21, 22, 23, 24], Chung [20] obtained the best currently known
bounds for e.g. induced universal graphs for planar and outerplanar bounded degree graphs.

Labeling schemes are being widely used and well-studied in the theory community:
Chung [20] gave labels of size logn+O(log logn) for adjacency labeling in trees, which was
improved to logn+O(log∗ n) [12] and in [15, 20, 31, 32, 36] to logn+Θ(1) for various special
cases of trees. Finally it was improved to logn+ Θ(1) for general trees [10].

Using labeling schemes, it is possible to avoid costly access to large global tables and instead
only perform local and distributed computations. Such properties are used in applications
such as XML search engines [1], network routing and distributed algorithms [26, 27, 30, 51],
dynamic and parallel settings [25, 38], and various other applications [37, 48, 50].

A survey on induced universal graphs and adjacency labeling can be found in [11]. See [34]
for a survey on labeling schemes for various queries. We give an overview in Table 2 of
dominating existing and new results. In the table, “P” refer to a result in this paper and we
define k = dD/2e. The “A” and “B” case below represent two different constructions. The
upper bound in “B” is a randomized construction.

ICALP 2017



128:6 Near-Optimal Induced Universal Graphs for Bounded Degree Graphs

3 Preliminaries

Let [n] = {0, . . . , n− 1}, N0 = {0, 1, 2, . . .}, N = N1 = {1, 2, . . .}, and let logn refer to log2 n.
For a graph G, let V [G] be the set of vertices and E[G] be the set of edges of G, and let
|G| = |V [G]| be the number of vertices. We denote the maximum degree of graph G as ∆(G).
For i ∈ N, let Pi denote a path with i vertices, and for i > 2, let Ci denote a simple cycle
with i vertices. We let G2 denote the square of the unweighted graph G, i.e., there is an edge
between two nodes in G2 if they have at most distance two in G. For a boolean statement B
we will denote by [B] the value 1 if B is true and 0 otherwise.

Let G and U be two graphs and let λ : V [G]→ V [U ] be an injective function. If λ has
the property that uv ∈ E[G] if and only if λ(u)λ(v) ∈ E[U ], we say that λ is an embedding
function of G into U . G is an induced subgraph of U if there exists an embedding function of
G into U , and in that case, we say that G is embedded in U and that U embeds G. Let F be
a family of graphs. U is an induced universal graph for F if G is an induced subgraph of U
for each G ∈ F .

4 General D

In this section we present two upper bounds on gv(GD), the number of nodes in the smallest
induced universal graph for graphs on n nodes with bounded degree D. In Theorem 2 we
give a deterministic construction of an induced universal graph for GD that relies on the fact
that P 2

n is a sparse universal graph for G2.
In Theorem 3 we give a randomized labeling scheme for GD. For every graph in the

family GD we give a randomized assignment of labels to the nodes of the graph and show
that the labels are short with non-zero probability, thereby showing that there exist short
labels for every graph in GD. This in turn implies an upper bound on gv(GD). Combining the
two results shows the existence of an adjacency labeling scheme for GD of size log

(bn/2c|
bD/2c

)
+

O
(
min

{
D + logn,

√
D logD log(n/D)

})
.

In Section 4.2 we show to use the results by Liebenau and Wormald [39] to give lower
bounds on gv(GD). These lower bounds imply that any adjacency labeling scheme for GD
must have labels of size at least log

(bn/2c|
bD/2c

)
−O(logn), which means that the upper bounds

are tight up to an additive term of size O
(
min

{
D + logn,

√
D logD log(n/D)

})
, which is at

most O(
√
n logn).

4.1 Upper bounds on gv(GD)

We present the proof of our first upper bound stated in Theorem 2.

Proof. For a set S we let S≤` denote the set of all subsets of S of size ≤ `. We note that∣∣S≤`∣∣ ≤ 2 |S|
`

`! whenever S is finite.
Fix n,D, let k = dD/2e and let Hn = P 2

n be the square of the path of length n. Identify
the vertices of Hn with [n] in the obvious way. Then two nodes i, j in Hn are adjacent if
and only if they are different and |i− j| ≤ 2. We define the graph G to have vertex set
V [G] = [n]× [2]2 × [n]≤k−1. For a node u = (i, x, y, S) in G, we define id(u) = i. We also



M. Abrahamsen, S. Alstrup, J. Holm, M.B. T. Knudsen, and M. Stöckel 128:7

define N ′(u) in the following way:

N ′(u) =


S x = y = 0

S ∪ {i+ 1} x = 1, y = 0
S ∪ {i+ 2} x = 0, y = 1

S ∪ {i+ 1, i+ 2} x = y = 1

.

There is an edge between u and v in G if id(u) ∈ N ′(v) or id(v) ∈ N ′(u). We proceed
to show that G is an induced universal graph for GD. Let H be a graph in GD. We will
show that H is an induced subgraph of G. By Corollary 4 we know that we can decompose
the edges of H into k edge disjoint subgraphs, H0, H1, . . . ,Hk−1, such that each Hi has
vertex set V [Hi] = V [H] and maximum degree at most 2. First we order the nodes of H as
u0, u1, . . . , un−1 such that all edges (ui, uj) in H0 satisfy |i− j| ≤ 2. This is possible since
H0 has maximum degree at most 2, and therefore consists of only paths and cycles. We let
xi (resp. yi) be 1 if there is an edge from ui to ui+1 (resp. ui+2) in H0. That is:

xi = [(ui, ui+1) ∈ E[H0]] , yi = [(ui, ui+2) ∈ E[H0]] .

We now orient the edges of each of the graphs H1, . . . ,Hk−1 such that the out degree of each
node is at most 1. This is possible since each of Hi has maximum degree at most 2. We let
Si be the set of all ui’s outgoing neighbours in the graphs H1, . . . ,Hk−1, and note that Si
contains at most k − 1 elements. We let λ : H → G be defined by λ(i) = (i, xi, yi, Si). It
is now straightforward to check that λ is an embedding function and therefore that H is
an induced subgraph of G. Since H was arbitrarily chosen this shows that G is an induced
universal graph of GD. The number of nodes in G is exactly 4n ·

∣∣[n]≤k−1
∣∣ which yields the

desired result. J

The intuition behind the randomized bound below is the following. Consider placing all
n vertices on a circle in a randomly chosen order and rename the vertices with indices [n]
following the order on the circle. Now, a vertex v ∈ [n] remembers its neighbours in the next
half of the circle, i.e., v stores all the adjacent vertices among {v + 1, . . . , v + dn/2e} (where
indices are taken modulu n). If two vertices u, v are adjacent, then clearly either u stores
the index of v or conversely, hence an adjacency query can be answered. See Figure 1. A
standard application of Chernoff bounds implies that vertex v with high probability stores at
most D/2 +O(

√
D logn) indices. However, this can be tightened by a Lovász Local Lemma

argument, since each random variable that denote which indices should be stored depend on
at most D2 other such random variables. This allows us to tigthen the number of stored
indices to D/2 +O(

√
D logD), and it follows that there exists an ordering of the points on

the circle where every vertex stores that many neighbours and the theorem follows.
We are ready to show Theorem 3.

Proof. Fix n,D and wlog assume that n is odd. For D ≤ logn the result follows from
Theorem 2 so assume that D ≥ logn. We assume that n and D are bounded from below by
a sufficiently large constant. Let G be a graph in GD, and wlog assume that V [G] = [n]. Let
t0, t1, . . . , tn−1 ∈ [n] be chosen independently and uniformly at random, and let id : [n]→ [n]
be a bijection that assigns an identifier to each node of G such that

(ti, i) ≺ (tj , j)⇒ id(i) < id(j),

for all values of i, j ∈ [n], where ≺ is the lexicographical ordering. We construct the
function id by sorting the values ti, and then choosing id to be a bijection such that

ICALP 2017



128:8 Near-Optimal Induced Universal Graphs for Bounded Degree Graphs

v1

u2
u1

v2

Figure 1 The intuition of the randomized upper bound. Pictured are adjacency relations stored
by v1 and v2 – an edge denotes adjecency and a directed edge (v, u) denotes v stores its relation to
u. Here v1 stores v2 but not u2 as u2 is on the wrong side of v1’s bisection, and v2 stores u1 and u2,
but not v1 as it is on the wrong side of v2’s bisection.

(tid(0), id(0)), . . . , (tid(n−1), id(n− 1)) is a non-decreasing sequence. We note that the values
ti determine id uniquely.

For each i ∈ [n] we let Si ⊆ [n] be the set that contains all neighbours j of i for which it
holds that:

(tj − ti) mod n ∈
{

0, 1, 2, . . . , n− 1
2

}
That is, we define Si by:

Si =
{
j ∈ [n] | {i, j} ∈ E[G], (tj − ti) mod n ∈

{
0, 1, 2, . . . , n− 1

2

}}
(1)

We say that the values ti are good if the following properties hold for all i ∈ [n]:

|Si| ≤
D

2 + C
√
D logD (2)

max
j∈Si

{(id(j)− id(i)) mod n} ≤ n

2 + max
{ n
D
,C
√
n logn

}
(3)

where C > 0 is a (sufficiently large) constant to be chosen later. Firstly, we will show that,
when choosing the ti’s randomly, they are good with non-zero probability. For i ∈ [n] let
Ai be the event that (2) does not hold for Si. Let A = {Ai | i ∈ [n]} and for each Ai ∈ A
let Γ(Ai) denote the set of all events Aj where j 6= i has distance at most two to i in G.
We note that since G has maximum degree at most D we have that |Γ(Ai)| ≤ D2. For each
i ∈ [n] the event Ai is independent of all events A \ ({Ai} ∪ Γ(Ai)) for the following reason.
The event Ai is determined exclusively by the values tj where j = i or j is a neighbour of i
in G. For each Aj such that Aj ∈ A \ ({Ai} ∪ Γ(Ai)) we have that j has distance at least
three to i, and Aj is determined by the values tj′ where j′ = j or j′ is a neighbour of j. No
such j′ can also be a neighbour of i since j has distance three to i and we conclude that Ai is
independent of the events A \ ({Ai} ∪ Γ(Ai)) for each i ∈ [n]. By a Chernoff bound we have
that Ai happens, i.e. (2) is false for Si, with probability at most e−Θ(C2 logD). Choosing C
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sufficiently large this is smaller than 1
2D
−10. Let x(Ai) = D−10 for each i ∈ [n]. Then for

each i ∈ [n] we have:

x(Ai)
∏

Aj∈Γ(Ai)

(1− x(Aj)) ≥ D−10 (1−D−10)D2

= D−10e−Θ(D−10)·D2

>
1
2D
−10 ≥ P (Ai)

By the Lovász Local Lemma [28, 9] we conclude that the probability that none of Ai, i ∈ [n]
happen is bounded below by∏

i∈[n]

(1− x(Ai)) =
(
1−D−10)n = e−Θ(nD−10) .

That is, (2) holds for all Si with probability at least e−Θ(nD−10). For a any value of i ∈ [n]
the probability that (3) is false is at most min

{
e−Θ(nD−2), n−Ω(C2)

}
by a standard Chernoff

bound. And by a union bound over all choices of i ∈ [n] (3) holds for all values of i with
probability a least 1 − nmin

{
e−Θ(nD−2), n−Ω(C2)

}
. Therefore, the probability that the

chosen tis are good is at least

e−Θ(nD−10) +
(

1− nmin
{
e−Θ(nD−2), n−Ω(C2)

})
− 1 . (4)

We note that (4) is positive if and only if

e−Θ(nD−10) > nmin
{
e−Θ(nD−2), n−Ω(C2)

}
, (5)

and this can be verified, e.g. by considering the cases D ≤ n1/3 and D > n1/3. That is, the
values ti are good with non-zero probability.

Now fix a good choice of ti and the corresponding identifier function, id, and the sets
Si. We can now encode the values id(i) and the set Si using at most O(logn) + lg

(
n′

D′

)
bits

where n′ and D′ are defined by:

n′ =
⌊n

2 + max
{ n
D
,C
√
n logn

}⌋
, D′ =

⌊
D

2 + C
√
D logD

⌋
Let D′′ = min

{⌊
n′

2

⌋
, D′
}
. Then for any node i we can encode id(i) and the set

{(id(j)− id(i)) mod n | j ∈ Si} using at most O(logn) + log
(
n′

D′′

)
bits for the following

reason: Firstly, id(i) can clearly be stored using O(logn) bits. Secondly, the set of differences
{(id(j)− id(i)) mod n | j ∈ Si} contains at most D′ elements which are all contained in
{1, 2, . . . , n′}, and hence it can be stored using at most log

(
n
(
n′

D′′

))
bits. Given the labels

of two nodes i, j we can compute their ids, id(i) and id(j), and infer whether id(i) ∈ Sj or
id(j) ∈ Si, i.e. whether i and j are adjacent. Hence we have described a labeling scheme for
GD using at most O(logn) + log

(
n′

D′′

)
bits, and therefore

gv(GD) ≤
(
n′

D′′

)
nO(1) . (6)

We first note that:(
n′

D′′

)
≤
(

n′

bD/2c

)
·
(

n′

bD/2c

)D′′−bD/2c
≤
(

n′

bD/2c

)
· 2O
(√

D logD·log(n/D)
)
. (7)
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Furthermore we also have:(
n′

bD/2c

)
≤
(
bn/2c
bD/2c

)
·
(

n′ − bD/2c
bn/2c − bD/2c

)bD/2c
=
(
bn/2c
bD/2c

)
·
(

1 + n′ − bn/2c
bn/2c − bD/2c

)bD/2c
. (8)

We have that bn/2c − bD/2c = Ω(n) since D ≤ n
2 and therefore we get:(

1 + n′ − bn/2c
bn/2c − bD/2c

)bD/2c
=
(

1 +O

(
n′ − bn/2c

n

))bD/2c
≤ eO

(
n′−bn/2c

n ·bD/2c
)
. (9)

By the definition of n′ we have that

n′ − bn/2c
n

bD/2c = max
{

1
D
,C

√
logn
n

}
· bD/2c = O

(√
D logD

)
. (10)

Combining (8), (9) and (10) we get that(
n′

bD/2c

)
≤ 2O

(√
D logD

)(bn/2c
bD/2c

)
. (11)

Combining (6) with (7) and (11) gives us the desired upper bound on gv(GD)

gv(GD) ≤
(
bn/2c
bD/2c

)
· 2O
(√

D logD·log(n/D)
)
.

J

4.2 Lower bounds on gv(GD)
In this section we show how to apply the bounds from [39] on the number of graphs of a
given degree sequence. For a graph G with nodes (u1, u2, . . . , un) the degree sequence of G
is (d1, d2, . . . , dn) where di is the degree of ui. Applying [39, Conjecture 1.1] on a degree
sequence (d, d, . . . , d) we obtain

I Corollary 7 ([39]). Let n, d be integers such that nd is even and 1 ≤ d ≤ n − 1. Let
µ = d

n−1 . The number of d-regular graphs on n nodes is

(1 + o(1))
√

2e1/4 (µµ(1− µ)1−µ)n(n−1)/2
(
n− 1
d

)n
.

We now show that the bound from Corollary 7 implies a lower bound on the size of the
induced universal graph for bounded degree graphs:

I Corollary 8. For the family GD of graphs with bounded degree D on n nodes

gv(GD) = Ω
(√

1√
D

(
n

D

))
. (12)

We remark that together with Stirling’s approximation, Corollary 8 implies that gv(GD) ≥(bn/2c
bD/2c

)
n−O(1).
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Proof. It is clearly enough to prove (12) when D ≤
⌊
n
2
⌋
, since the right hand side is non-

increasing for D ≥
⌊
n
2
⌋
. Let N = 2

⌊
n
2
⌋
be the largest even integer not greater than n. So

we assume that 2D ≤ N .
Let X be the number of D-regular graphs on N nodes. By Corollary 7 we have that

X = Θ
((
µµ(1− µ)1−µ)N(N−1)/2

(
N − 1
D

)N)
, (13)

where µ = D
N−1 . By Stirling’s approximation we have that:(

N − 1
D

)
= Θ

( √
N − 1

(
N−1
e

)N−1

√
D
(
D
e

)D√
N − 1−D

(
D
e

)D
)

= Θ
(√

N − 1
D(N − 1−D)

(
µµ(1− µ)1−µ)−(N−1)

)

= Θ
(√

1
D

(
µµ(1− µ)1−µ)−(N−1)

)
.

Rearranging gives that:

(
µµ(1− µ)1−µ)(N−1)N/2 = Θ

(√
1
D

(
N − 1
D

)−1
)N/2

If we insert this into (13) we get that:

X = Θ
(√

1
D

(
N − 1
D

)−1
)N/2(

N − 1
D

)N
= Θ

(√
1√
D

(
N − 1
D

))N
.

Since 2D ≤ N we have that
(
N−1
D

)
= Θ

((
n
D

))
. Clearly X is smaller than GD, and therefore:

|GD|1/n = Ω
(√

1√
D

(
n

D

))
(14)

Let G be the induced universal graph for the family GD. Let V = [n]. Any graph H from
GD on the vertex set V is uniquely defined by the embedding function f of H in G. Since
there are no more than |V [G]|n ways to choose f we get that |V [G]|n ≥ |GD|. Inserting (14)
this shows (12) the following way,

gv(GD) = |V [G]| ≥ |GD|1/n = Ω
(√

1√
D

(
n

D

))
.

J
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Abstract
An overarching issue in resource management of wireless networks is assessing their capacity: How
much communication can be achieved in a network, utilizing all the tools available: power control,
scheduling, routing, channel assignment and rate adjustment? We propose the first framework for
approximation algorithms in the physical model that addresses these questions in full, including
rate control. The approximations obtained are doubly logarithmic in the link length and rate
diversity. Where previous bounds are known, this gives an exponential improvement.

A key contribution is showing that the complex interference relationship of the physical model
can be simplified into a novel type of amenable conflict graphs, at a small cost. We also show
that the approximation obtained is provably the best possible for any conflict graph formulation.
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1 Introduction

The effective use of wireless networks revolves around utilizing fully all available diversity.
This can include power control, scheduling, routing, channel assignment and transmission rate
control on the links, the latter being an issue of key interest for us. The long-studied topic of
network capacity deals with how much communication can be achieved in a network when its
resources are utilized to the fullest. This can be formalized in different ways, involving a range
of problems. The communication ability of packet networks is characterized by the capacity
region, i.e. the set of traffic rates that can be supported by any scheduling policy. In order
to achieve low delays and optimal throughput, the classic result of Tassiulas and Ephremides
[28] and followup work in the area (e.g. [25]) point out a core optimization problem that
lies at the heart of such questions – the maximum weight independent set of links (Mwisl)
problem: from a given set of communication links with associated weights/utilities, find an
independent (conflict-free, subject to the interference model) subset of maximum total weight.
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This reduction applies to very general settings involving single-hop and multi-hop, as well as
fixed and controlled transmission rate networks. Moreover, approximating Mwisl within any
factor implies achieving the corresponding fraction of the capacity region. This makes Mwisl
a central problem in the area. Unfortunately, solving this problem in its full generality is
notoriously hard, since it is well known that Mwisl is effectively inapproximable (under
standard complexity theory) e.g. in models described by general conflict relations or general
graphs. Moreover, in general, even approximating the capacity region in polynomial time
within a non-trivial bound, while keeping the delays in reasonable bounds, is hard under
standard assumptions [27].

We tackle this question in the physical model of communication. Towards this end, we
develop a general approximation framework that not only helps us to approximate Mwisl, but
can also be used for tackling various other scheduling problems, such as TDMA scheduling,
joint routing and scheduling and others. The problems handled can additionally involve path
or flow selection, multiple channels and radios, and packet scheduling. We obtain double-
logarithmic (in link and rate diversity) approximation for these problems, exponentially
improving the previously known logarithmic approximations, and, importantly, extending
them to incorporate different fixed rates and rate control. The crucial feature of the approach
(which makes it so general) is that it involves transforming the complex physical model into
an unweighted/undirected conflict graph and solving the problems simply on these graphs.
Perhaps surprisingly, we find that our schema attains the best possible performance of any
conflict graph representation. Numerical simulations show that the conflict graph framework
is a good approximation for the physical model on randomly placed network instances as well.
Our approach also finesses the task of selecting optimum power settings by using oblivious
power assignment, one that depends only on the properties of the link itself and not on other
links. The performance bounds are however in comparison with the optimum solution that
can use arbitrary power settings.

Technically, our approach generalizes our earlier framework [14]. Our extensions required
substantial changes throughout the whole body of arguments. That formulation works
only for uniform constant rates, and the generalization requires substantial new ideas. One
indicator of the challenges overcome is that we could prove that our doubly-logarithmic
approximation is best possible in the presence of different rates, while better approximations
are known to hold in the case of uniform rates [14].

We make some undemanding assumptions about the settings. We assume that the
networks are interference-constrained, in that interference rather than the ambient noise is
the determining factor of proper reception. This assumption is common and is particularly
natural in settings with rate control, since the impact of noise can always be made negligible
by avoiding the highest rates, losing only a small factor in performance. We also assume
that nodes are (arbitrarily) located in a doubling metric, which generalizes Euclidean space,
allowing the modeling of some of non-geometric effects seen in practice.

Our Results. Our results can be summarized as follows:
We establish a general framework for tackling wireless scheduling and related problems,
Our approximations hold for nearly all such problems, including variable rates settings,
We obtain exponential improvement over previously known approximations,
The approximations are obtained via simple conflict graphs, as opposed to the complicated
physical model, and by using oblivious power assignments,
We establish tight bounds indicating the limitations of our method.

Related work. Gupta and Kumar introduced the physical model of interference/communic-
ation with log-path fading in their influential paper [10], and it has remained the default in
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analytic studies. Moscibroda and Wattenhofer [26] initiated worst-case analysis of scheduling
problems in networks of arbitrary topology, which is also the setting of interest in this paper.
There has been significant progress in understanding scheduling problems with fixed uniform
rates. NP-completeness results have been given for different variants [8, 21, 24]. Early work
on approximation algorithms involve (directly or indirectly) partitioning links into length
groups, which results in performance guarantees that are at least logarithmic in ∆, the link
length diversity: TDMA scheduling and uniform weights Mwisl [8, 5, 11], non-preemptive
scheduling [7], joint power control, scheduling and routing [4], and joint power control,
routing and throughput scheduling in multiple channels [2], to name a few. Constant-factor
approximations are known for uniform weight Mwisl (in restricted power regimes [12] and
(general) power control [22]). Standard approaches translate the constant-factor approxima-
tions for the uniform weight Mwisl into O(logn) approximations for TDMA scheduling and
general Mwisl. Many problems become easier, including Mwisl and TDMA scheduling, in
the regime of linear power assignments [6, 33, 13, 29]. Recently, a O(log∗∆)-approximation
algorithm was given for TDMA scheduling and Mwisl [14], by transforming the physical
model into a conflict graph. We build on this approach, and extend it into a general framework
that covers other problems and incorporates support for rate control.

Very few results are known for problems involving rate control. The constant-factor
approximation for Mwisl with uniform weights and arbitrary but fixed rates proposed by
Kesselheim [23] can be used to obtain O(logn)-approximations for TDMA scheduling and
Mwisl with rate control, where n is the number of links. Another recent work [9] handles
the TDMA scheduling problem (with fixed but different rates), obtaining an approximation
independent of the number of links n, but the ratio is polynomial in ∆. There have been
numerous algorithms that try to approximate or replace Mwisl in the context of packet
scheduling. Several examples include Longest-Queue-First Scheduling (LQF) [20], Maximal
Scheduling [34], Carrier Sense Multiple Access (CSMA) [19]. The approximations obtained
usually depend on some parameter of the conflict graph, such as the interference degree.
In the case of CSMA (and other similar protocols), it is known that the algorithms are
throughput-optimal, but in general they take exponential time to stabilize, or otherwise
require constant degree conflict graphs [18]. It is also well known that many scheduling
problems such as vertex coloring and Mwisl are easy to approximate in bounded inductive
independence graphs, such as geometric intersection graphs or protocol model. However,
fidelity to the cumulative nature of interference and the question of modeling rate control
are among the significant issues faced by such graph models.

Paper Organization. The fundamental ideas of our approximation framework are described
in Section 2. After introducing the model and definition in Section 3, we derive the core
technical part, the approximation of the physical model by the conflict graphs, in Section 4,
and the optimality of approximation. The framework is applied to obtain approximations for
fixed rate scheduling problems in Section 5 and for problems with rate control in Section 6
(the latter two can be read separately from Section 4). Due to space constraints, several
technical proofs are deferred to the full version of this paper.

2 Approximation Method

Before defining the details, let us describe the main idea behind the approximation technique.
In essence, we define a notion of approximation of an independence system1 IP = (L, EP) by

1 An independence system I over a set of vertices V is a pair I = (V, E), where E ⊆ 2V is a collection of
subsets of vertices that is closed under subsetting: if S ∈ E and S′ ⊂ S, then S′ ∈ E .
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a graph G = (L,E) over the set L of links. The system IP corresponds to the cumulative
interference in the physical model, while G is a conflict graph describing pairwise conflicts
between links. We will refer to independent sets in IP as feasible sets, and to independent
sets in G as independent sets, to avoid confusion.

The approximation is described by several key properties.

Refinement (Feasibility of Independent Sets). Every independent set S in G must be
feasible, i.e. S ∈ EP . Thus, finding an independent set in G gives also a feasible set in IP .

Tightness (of refinement). There is a small number k such that every feasible set S ∈ IP
is a union of at most k independent sets in G. The smallest such k is called the tightness
of refinement. This property guarantees that even an optimal (for a problem in question)
feasible set can be covered with a few independent sets.

The two properties above establish a tight connection between the two models. That
allows us to take nearly every scheduling problem in the physical model and reduce it to the
corresponding problem in conflict graphs (in a way formalized in Section 5), by paying only
an approximation factor depending on the tightness k. However, in order for this scheme to
work, it should be easier to solve such problems in G, which leads to the third key property.

Computability. There are efficient (approximation) algorithms for scheduling-related prob-
lems such as vertex coloring and maximum weight independent set in G.

A graph G satisfying the properties above is said to be a refinement of IP . The main
effort in the following two sections is to define an appropriate conflict graph refinement for
the physical model and prove these key properties. We find such a family that approximates
the physical model with nearly constant tightness, i.e. double-logarithmic in length and rate
diversity and show that this is best possible for any conflict graph, up to constant factors.
This approximation allows us to bring to bear the large body of theory of graph algorithms,
greatly simplifying both the exposition and the analysis.

3 Model

In scheduling problems, the basic object of consideration is a set L of n communication links,
numbered from 1 to n, where each link i ∈ L represents a single-hop communication request
between two wireless nodes located in a metric space – a sender node si and receiver node ri.

We assume the nodes are located in a metric space with distance function d. We denote
dij = d(si, rj) and li = d(si, ri). The latter is called the length of link i. Let d(i, j) denote
the minimum distance between the nodes of links i and j.

The nodes have adjustable transmission power levels. A power assignment for the set L
is a function P : L→ R+. For each link i, P (i) defines the power level used by the sender
node si. In the physical model of communication, when using a power assignment P , a
transmission of a link i is successful if and only if

SIR(S, i) = P (i)/lαi∑
j∈S\{i} P (j)/dαji

≥ βi, (1)

where βi > 1 denotes the minimum signal to noise ratio required for link i, α ∈ (2, 6) is the
path loss exponent and S is the set of links transmitting concurrently with link i. Note that
we omit the noise term in the formula above, since we focus on interference limited networks.
This can be justified by the fact that one can simply slightly decrease the transmission rates
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to make the effect of the noise negligible, then restore the rates by paying only constant
factors in approximation.

A set S of links is called P -feasible if the condition (1) holds for each link i ∈ S when
using power assignment P . We say S is feasible if there exists a power assignment P for
which S is P -feasible.

Effective Length. Let us denote li = β
1/α
i li and call it the effective length of link i. Let

∆(L) = maxi,j∈L{li/lj} denote the (effective) length diversity of instance L. We call a set S
of links equilength if for every two links i, j ∈ S, li ≤ 2lj , i.e., ∆(S) ≤ 2. Note that with the
introduction of effective length, the feasibility constraint (1) becomes: P (i)

lα
i
≥

∑
j∈S\{i}

P (j)
dα
ji

.
This looks like the same formula but with uniform rates β′i = 1. However, there is an essential
difference between the two: the quantities li are not related to the metric space in the same
way as lengths li, as li can be arbitrarily larger than li.

Metrics. The doubling dimension of a metric space is the infimum of all numbers δ > 0
such that for every ε, 0 < ε ≤ 1, every ball of radius r > 0 has at most Cε−δ points of mutual
distance at least εr where C ≥ 1 is an absolute constant. For example, the m-dimensional
Euclidean space has doubling dimension m [16]. We let m denote the doubling dimension of
the space containing the links. We will assume α > m, which is the standard assumption
α > 2 in the Euclidean plane.

4 Conflict Graph Approximation of Physical Model

In this section we present the O(log log ∆)-tight refinement of the physical model by conflict
graphs. The first part introduces our conflict graph Gf that generalizes the conflict graph
definition of [14] and extends it to general thresholds/rates. The three subsequent parts give
the proofs of the three key properties: refinement, tightness and computability. The last
part argues the asymptotic optimality of O(log log ∆)-tightness for any conflict graph, which
contrasts the O(log∗∆) bound known in the uniform thresholds setting.

I Theorem 1. There is an O(log log ∆)-tight refinement of the physical model by a conflict
graph family G(L).

Conflict Graphs. We define the conflict graph family as follows.

I Definition 2. Let f : R+ → R+ be a positive non-decreasing function. Links i, j are said to
be f-independent if dijdji > liljf (lmax/lmin) , where lmin = min{li, lj}, lmax = max{li, lj},
and otherwise f-adjacent. A set of links is f -independent (f -adjacent) if they are pairwise
f -independent (f -adjacent).

The conflict graph Gf (L) of a set L of links is the graph with vertex set L, where two
vertices are adjacent if and only if they are f -adjacent.

This definition extends the conflict graphs introduced in [14], where the independence criterion
was d(i, j)/lmin > f(lmax/lmin) (lmax, lmin are the length of the longer and shorter links,
resp.). When all threshold values βi are constant, the latter essentially follows from the
definition above by “canceling” lmax with the larger value of dij , dji (modulo constant factors).
In general, however, the effective lengths can be very different from the actual link lengths,
and feasibility requires more separation than given by graphs involving distances only. A
technical difficulty introduced by the new definition is that we have to keep track of two
distances dij and dji instead of the single distance d(i, j), but this appears to be necessary.

ICALP 2017
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We will be particularly interested in sub-linear functions f(x) = O(x). A function f is
strongly sub-linear if for each constant c ≥ 1, there is a constant c′ such that cf(x)/x ≤ f(y)/y
for all x, y ≥ 1 with x ≥ c′y. Note that if f is strongly sub-linear then f(x) = o(x). For
example, the functions f(x) = xδ (δ < 1) and f(x) = log x are strongly sub-linear.

Refinement: Feasibility of Independent Sets. Our goal now is to find a function f such
that each independent set in Gf is feasible. It is clear that this can be achieved by letting f
grow sufficiently fast. But we should not let it grow too fast, so as to not affect tightness.
We also need to indicate which power assignment makes the independent sets in Gf feasible.
Our approach is to preselect a family of oblivious power assignments, that are local to each
link and do not depend on others, and then find an appropriate function f . Consider the
family of power assignments Pτ parameterized by τ ∈ (0, 1), where Pτ (i) ∼ lταi for each link
i. In order to obtain Pτ -feasibility, we take conflict graphs Gf with f(x) = γxδ for δ ∈ (0, 1)
and γ ≥ 1. Such graphs are denoted as Gδγ . We show that every independent set in Gδγ for
appropriate γ and δ is Pτ -feasible for some τ .

I Theorem 3. Let δ0 = α−m+1
2(α−m)+1 . If δ ∈ (δ0, 1) and the constant γ > 1 is large enough,

there is a value τ ∈ (0, 1) such that each independent set in Gδγ is Pτ -feasible.

The proof is an adaptation of the ideas used in the proof of [15, Cor. 6] to our definition
of conflict graphs and effective lengths. Given an independent set S in Gδγ and a link i, we
bound the interference of S on i by first splitting S into equilength subsets, bounding the
contribution of each subset separately, then combining the bounds into one. The core of the
proof is a careful application of a common packing argument in doubling metric spaces.

Tightness of Refinement. Now, let us bound the number of f -independent sets that are
necessary to cover a feasible set. We show that this number is O(f∗(∆(S))) for any feasible set
S, where f∗ is defined for every strongly sub-linear function, as follows. For each integer c ≥ 1,
the function f (c)(x) is defined inductively by: f (1)(x) = f(x) and f (c)(x) = f(f (c−1)(x)).
Let x0 = inf{x ≥ 1, f(x) < x}+ 1; such a point exists for every f(x) = o(x). The function
f∗(x), is defined by: f∗(x) = arg minc{f (c)(x) ≤ x0} for arguments x > x0, and f∗(x) = 1
for the rest. Note that for a function f(x) = γxδ with constants γ > 0 and δ ∈ (0, 1),
f∗(∆) = Θ(log log ∆), which is the tightness bound we are aiming for.

I Theorem 4. Consider a non-decreasing strongly sub-linear function f . Every feasible set
S can be split into O(f∗(∆(S))) subsets, each independent in Gf (S).

Let us fix a function f with properties as in the theorem. We establish the partition in
Thm. 4 in two steps. The first step is to show that feasible set S can be partitioned into
a constant number of independent sets in G0

ρ(S) for any constant ρ, i.e., subsets S′ such
that for every pair of links i, j ∈ S′, dijdji > ρlilj . Such subsets are called ρ-independent for
short. The second step is to show that for an appropriate constant ρ, each ρ-independent set
can be partitioned into at most O(f∗(∆)) of f -independent subsets.

The first step is easy. Each feasible set can be partitioned into at most 2ρα/2 subsets, each
of them feasible with updated thresholds {ρα/2βi}. This is a direct application of Corollary 2
of [3]. Let S′ be such a subset and let i, j ∈ S′. The feasibility constraint for i and j implies:

P (i)/lαi ≥ ρα/2βiP (j)/dαji and P (j)/lαj ≥ ρα/2βjP (i)/dαij .

By multiplying together the inequalities above, canceling P (i) and P (j) and raising to the
power of 1/α, we obtain: dijdji ≥ ρlilj , as required.
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The proof of the second step requires the following lemmas, which constitute the most
significant technical difference from the proof of the corresponding theorem in [14], as they
encapsulate the technicalities of dealing with our definition of conflict graphs: It is not
sufficient to bound only one of the distances between links (such as d(i, j) in [14]); we need a
bound on the product of two distances.

I Lemma 5. Let i, j, k be such that li ≤ lj ≤ lk and i is f -adjacent with both j and k, where
f is a non-decreasing sublinear function. Then

djkdkj < 18lilkf(lk/li) + 13lj lk + 2lj
√

lilkf(lk/li) + lk

√
liljf(lj/li).

I Lemma 6. Let i be a link and ρ > 1. If E is a ρ-independent set of links where each j ∈ E
is f -adjacent with i and satisfies li ≤ lj ≤ cli for a constant c, then |E| = O(1).

Proof of Theorem 4. By the discussion above, it is sufficient to show that each ρ-independent
set S, for appropriate constant ρ > 1, can be partitioned into a small number of f -independent
sets. We choose ρ = 3cf + 31, where cf is such that f(x) ≤ cfx for all x ≥ 1 (recall that f is
sub-linear). Partitioning is done by the following inductive coloring procedure: 1. Consider
the links in a non-increasing order by effective length, 2. Assign each link the first natural
number that has not been assigned to an f -adjacent link yet. Clearly, such a procedure
defines a partitioning of S into f -independent subsets.

Fix a link i ∈ S. Let T denote the set of links in j ∈ S that have greater effective length
than i and are f -adjacent with i. In order to complete the proof, it is enough to show that
|T | = O(f∗(∆)), as |T | is an upper bound on the number assigned to link i.

Since f(x) is strongly sub-linear, there exists x0 = inf{x ≥ 1, f(x) < x} + 1. Let us
split T into two subsets A and B, where A contains the links j ∈ T such that lj ≤ x0li and
B = T \A. By Lemma 6, we have that |A| = O(1), so we concentrate on B.

Let j, k be arbitrary links in B such that lj ≤ lk. By applying Lemma 5 and using the
definition of cf , we obtain: djkdkj < 18lilkf(lk/li) + (3cf + 13)lj lk. Recall that j and k are
(ρ = 3cf + 31)-independent, so djkdkj > (3cf + 31)lj lk, which gives us lj/li < f(lk/li). Let
1, 2, . . . , t = |B| be an arrangement of the links in B in a non-decreasing order by effective
length and let λj = lj/li for j = 1, 2, . . . , t. We have just shown that

x0 ≤ λ1 < f(λ2) ≤ f(f(λ3)) ≤ · · · ≤ f (t−1)(λt),

namely, t− 1 ≤ f∗(λt) = O(f∗(∆)). Thus, |T | = |A|+ |B| = O(1) +O(f∗(∆)). J

Computability. Computability of our conflict graph construction is demonstrated through
the notion of inductive independence. An n-vertex graph G is k-inductive independent if
there is an ordering v1, v2, . . . , vn of vertices such that for each vi, the subgraph of G induced
by the set NG(vi) ∩ {vi, vi+1, . . . , vn} has no independent set larger than k, where NG(v)
denotes the neighborhood of vertex v. It is well known, e.g. [1, 35], that vertex coloring and
Mwisl problems are k-approximable in k-inductive independent graphs.

I Theorem 7. Let f be a non-decreasing strongly sub-linear function with f(x) ≥ 40 for all
x ≥ 1. For every set L, the graph Gf (L) is constant inductive independent.

The proof is somewhat similar to that of Thm. 4. The inductive independence ordering
non-decreasing order of links by length. With this in mind, the proof of Thm. 4 can be
applied, with the following core difference: while in Thm. 4 the goal was, for a link i, to bound
the number of ρ-independent links that have greater effective length and are f -adjacent
with i, here we need to bound the number of f -independent links that have greater effective
length and are f -adjacent with i.
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Optimality of O(log log ∆)-tightness. Here we show that the obtained tightness is essen-
tially best possible, by demonstrating that every reasonable conflict graph formulation must
incur an O(log log ∆) factor. We depart from some basic assumptions on conflict graphs.
First, since the feasibility of a set of links is precisely determined by the values li and dij ,
we assume that in a conflict graph, the adjacency of two links i, j is a predicate of variables
li, lj , dij , dji. Another basic observation is that the feasibility formula is scale-free w.r.t. those
values; hence, we assume that so is a conflict graph formulation. This allows us to reduce
the number of variables in the adjacency predicate: lmax

lmin
,
dij
lmin

,
dji
lmin

, where lmin and lmax
are the smaller and larger values of li, lj , respectively. Our construction will consist of only
unit-length links (i.e. li = 1) of mutual distance at least 3. In this case, we can further
reduce the number of variables by noticing that in such instances, dij = Θ(dji) = Θ(d(i, j)).
Thus, the conflict relation is essentially determined by two variables: d(i,j)

lmin
and lmax

lmin
. By

separating the variables, the conflict predicate boils down to a relation d(i,j)
lmin

> f( lmaxlmin
) for a

function f . Note that this is similar to the conflict graph definition of [14], except that the
lengths are replaced with effective lengths.

Let us show that the refinement property requires that f(x) = Ω(
√
x) in such a graph.

Let us fix a function f : [1,∞) → [1,∞). Let i, j be unit-length links with βj = 1 and
βi = Xα > 1, where X is a parameter. Assume further that the links i, j are placed on the
plane so that d(i, j) = 3f(X) = 3f(li/lj), which means the links are f -independent. Thus,
i, j must form a feasible set: P (i)

lα
i

> P (j)
dα
ji

and P (j)
lα
j

> P (i)
dα
ij
. Multiplying these inequalities

together and canceling P (i) and P (j) out, gives: dijdji > lilj = X. This implies that we must
have d(i, j) = Θ(

√
dijdji) = Ω(

√
X), which in turn implies that f(X) = d(i, j)/3 = Ω(

√
X).

Now, a simple modification of the construction in [14, Thm. 9] gives a set S of unit-length
links arranged on the line and with appropriately chosen thresholds βi and distances d(i, j),
such that every two links are f -adjacent, but the whole set S is feasible. Such a construction
can be done with the number of links n = Ω(f∗(∆)), i.e. there is a feasible set of links that
cannot be split in less than Ω(f∗(∆)) f -independent subsets. Since f(x) = Ω(

√
x), we have

f∗(x) = Ω(log log x), which proves that the tightness must be at least Ω(log log ∆).

5 Approximating Fixed-Rate Scheduling

We detail now the more classical problems that can be handled with our framework, starting
with those involving fixed datarates. Intuitively, our framework can handle a problem if there
is a correspondence between solutions in the physical model instance and solutions in the
refinement graph. The refinement property ensures that the graph solutions map directly to
feasible solutions in the physical model — we need to ensure a (approximate) correspondence
in the other direction. We will argue that an optimal solution in the physical model has a
counterpart in the graph instance, whose quality decreases only by the tightness factor k.

General Approximation Framework. Common scheduling-related optimization problems
can be classified as covering or packing.

In covering problems, a feasible solution σ contains a (ordered) covering of the set L of
links with feasible sets π = 〈S1, S2, . . . , St〉 (i.e., ∪tSt = L), which we call time slots, and the
objective is to minimize a function fσ(π) of the covering, which may also depend on other
problem constraints.

In packing problems, a feasible solution σ contains a fixed number c of feasible sets
(packing), η = 〈S1, S2, . . . , Sc〉, not necessarily covering L, which we call channels, and the
objective is to maximize a function gσ(η) of the packing.
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Given a refinement G and a cover π = 〈S1, S2, . . . , St〉 of L by feasible sets, we call another
cover π′ = 〈S1

1 , . . . S
h1
1 , S1

2 , . . . , S
1
t , . . . , S

ht
t 〉, a refinement of π if 〈S1

i , . . . S
hi
i 〉 is a cover of Si

by independent sets in G. Similarly, given a packing η = 〈S1, S2, . . . , Sc〉, a refinement of η is
another packing η′ = 〈S′1, S′2, . . . , S′c〉, where S′i ⊆ Si is an independent set in G.

Formally, a covering problem is refinable if for every k-tight refinement G and a solution
σ with cover π, there is a feasible solution σ′ containing a refinement π′ of π, and such
that fσ(π) ≥ fσ′ (π′)

k . A packing problem is refinable if for every k-tight refinement G and a
solution σ with a packing η = 〈S1, S2, . . . , Sc〉, there is a feasible solution σ′ containing a
refinement η′ of η, and such that gσ(η) ≤ k · gσ′(η′).

I Theorem 8. Let G be a k-tight refinement of the physical model. For every refinable
problem, a ρ-approximation algorithm in G gives k · ρ-approximation in the physical model.

Thus, in order to obtain an approximation for a specific problem, it is sufficient to show
that the problem is refinable: then the solution in a k-tight refinement gives a solution with
an additional approximation factor k. Refinability requires the objective function of the
problem to have certain linearity property. Examples of refinable covering problems include
the ones where the objective function is the number of time slots or the sum of completion
times (i.e. indices of time slots). Perhaps the simplest example of a refinable packing problem
is the maximal independent set of links problem, where the objective is the size of the feasible
set (i.e., there is only a single channel). Below, we apply the refinement framework to some
important scheduling problems, which leads to O(log log ∆)-approximation for all of them.

MWISL with Fixed Weights. Consider the Mwisl problem, where the weights ωi of links
are fixed positive numbers. It is easy to see that this is a refinable packing problem, as the
objective function – the sum of weights – is linear with respect to partition. Thus, since
there is a constant factor approximation to Mwisl in G(L) (by computability), it gives an
O(log log ∆)-approximation in the physical model (by Thm. 8).

Multi-Channel Selection. Given a natural number c – the number of channels – the goal
is to select a maximum number of links that can be partitioned into c feasible subsets (a
subset for each channel). Again, this is easily seen to be a refinable packing problem, as the
objective function – the total number of links across all channels, is linear w.r.t. partitioning.
A simple greedy algorithm gives constant factor approximation to multi-channel selection in
constant-inductive independent graphs, which translates to an O(log log ∆)-approximation
in the physical model.

TDMA Scheduling. The goal is to partition the set L of links into the minimum number
of feasible subsets. This is a covering problem, and the objective function is the number
of slots, which is linear w.r.t. partitioning. A simple first-fit style greedy algorithm gives
constant factor approximation to vertex coloring in constant inductive independent graphs,
which gives an O(log log ∆)-approximation to TDMA scheduling in the physical model.

Fractional Scheduling. This is a fractional variant of TDMA scheduling with an additional
constraint of link demands. A fractional schedule for a set L of links is a collection of feasible
sets with rational values S = {(Ik, tk) : k = 1, 2 . . . , q} ⊆ EP × R+, where EP is the set
of all feasible subsets of L. The sum

∑q
k=1 tk is the length of the schedule S. The link

capacity vector cS : L→ R+ associated with the schedule S is given by cS(i) =
∑

(I,t)∈S:I3i t.
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Essentially, the link capacity shows how much scheduling time each link gets. Finally, a link
demand vector d : L→ R+ indicates how much scheduling time each link needs.

The fractional scheduling problem is a covering type problem, where given a demand
vector d, the goal is to compute a minimum length schedule that serves the demands d,
namely, for each link i ∈ L, cS(i) ≥ d(i). Since the cost function

∑q
k=1 tk is again linear

w.r.t. partitioning of a schedule, it is readily checked that the fractional scheduling problem
is also refinable. A simple greedy algorithm presented in [31] achieves constant factor
approximation for fractional scheduling in constant inductive independent graphs. This gives
an O(log log ∆)-approximation in the physical model.

Joint Routing and Scheduling. Consider an ordered set of p source-destination node pairs
(multihop communication requests) (ui, vi), i = 1, 2, . . . , p, with associated weights/utilities
ωi > 0, in a multihop network given by a directed graph G, where the edges of the graph are
the transmission links. Let Pi denote the set of directed (ui, vi) paths in G and let P = ∪iPi.
Then a path flow for the given set of requests is a set F = {(Pk, δk) : k = 1, 2, . . . } ⊆ P ×R+.
The link flow vector fF corresponding to path flow F , with fF (i) =

∑
(P,δ)∈F :P3i δ for each

link i, shows the flow along each link.
The multiflow routing and scheduling problem is a covering problem, where given source-

destination pairs with associated utilities, the goal is to find a path flow F together with a
fractional link schedule S of length 1, such that2 for each link i, the link flow is at most the
link capacity provided by the schedule, fF (i) ≤ cS(i), and the flow value

W =
p∑
i=1

ωi ·
∑

(Pk,δk)∈F,Pk∈Pi

δk

is maximized. Let us verify that this problem is also refinable. Consider a feasible solution in
(the physical model) that consists of a path flow F = {(Pk, δk) : k = 1, 2, . . . } and a schedule
S = {(Ik, tk) : k = 1, 2, . . . } of length

∑
k≥1 tk = 1, such that fF (i) ≤ cS(i). As observed

in the previous section, the schedule S can be refined into a schedule S ′ = {(Isk, tk)}k,s
in G(L), where S ′ serves the same demand vector as S does, and S ′ has length at most
K = O(log log ∆) times more than the length of S. Now we normalize the refined schedule
to have length 1. Then, the following modified path flow F ′ = {(Pk, δk/K) : k = 1, 2, . . . }
together with the new schedule will be feasible in G(L), as all link demands will be served.
Moreover, the value of F ′ is at most K times that of F . Hence, the problem is refinable.

Thus, applying the constant factor approximation algorithm of [32] for constant inductive
independent conflict graphs (the result holds with unit utilities) gives an O(log log ∆)-
approximation for multiflow routing and scheduling problem in the physical model. It should
also be noted that the fractional scheduling and routing and scheduling problems can be
reduced to the Mwisl problem using linear programming techniques (described e.g. in [17]),
as it was shown in [30]. We will further discuss this in Section 6.

Extensions to Multi-Channel Multi-Antenna Settings. All problems above may be natur-
ally generalized to the case when there are several channels (e.g. frequency bands) available
and moreover, wireless nodes are equipped with multiple antennas and can work in different
channels simultaneously. We denote the setting with multiple antennas/channels as MC-MA.

2 Essentially, the schedule here gives a probability distribution over the feasible sets of links.
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It is easy to show that our refinement framework can be extended to MC-MA with very
little change. Assume that each node u is equipped with a(u) antennas numbered from 1
to a(u) and can use a set C(u) of channels. Consider a link i that corresponds to the pair
of nodes si and ri. There are a(si)a(ri)|C(si) ∩ C(ri)| virtual links corresponding to each
selection of an antenna of the sender node si, an antenna of receiver node ri and a channel
c ∈ C(si) ∩ C(ri) available to both nodes. Thus a virtual link is described by the tuple
(i, as, ar, c), where as (ar) denotes the antenna index at si (ri, respectively), and c denotes
the channel. We call link i the original of its virtual links. Note that the formulation above
can easily be generalized to the case where certain antennas don’t work in certain channels,
e.g., due to multi-path fading.

A set of (virtual) links S is feasible in MC-MA if and only if no two links in S share an
antenna (i.e., they do not use the same antenna of the same node), and for each channel
c, the set of originals of links in S using channel c is feasible in the physical model. Then,
an O(log log ∆)-tight refinement for the MC-MA physical model by a conflict graph can be
found by a simple extension of the existing refinement for the single channel case to the
virtual links. This implies, in particular, that all scheduling problems considered in the
previous sections can also be approximated in the MC-MA setting within an approximation
factor O(log log ∆), as the corresponding approximations for the conflict graph hold with
MC-MA [32].

6 Rate Control and Scheduling

The most important application of efficient approximation algorithms for scheduling problems
with different thresholds is the application to scheduling with rate control. This is achieved
first by obtaining a double-logarithmic approximation to Mwisl with rate control. This will
then lead to similar approximations for fractional scheduling and joint routing and scheduling
problems.

MWISL with Rate Control. By Shannon’s theorem, given a set S of links simultaneously
transmitting in the same channel, the transmission rate r(S, i) of a link i is a function of
SIR(S, i). Thus, we consider the Mwisl problem where each link i has an associated utility
function ui : R+ → R+, and the weight of link i is the value of ui at SIR(S, i) if link i
is selected in the set, and 0 otherwise. As before, the goal is, given the links with utility
functions, to find a subset S that maximizes the total weight

∑
i∈S u

i(r(S, i)). We assume
that ui(SIR(S, i)) = 0 if SIR(S, i) < 1.

An O(logn)-approximation for this variant of Mwisl has been obtained in [23]. We show
that this can be replaced with O(log log ∆′), where ∆′(L) = maxi,j∈L uimaxli

uj
min

lj
and uimin, uimax

are the minimum and maximum possible utility values for the given instance and link. This
is achieved by reducing the problem to Mwisl in an extended instance.

Let us fix a utility function u. First, assume that the possible set of weights for each
link is a discrete set umin = u1 < u2 < · · · < ut = umax. Then, we can replace each link i
with t copies i1, i2, · · · , it with different thresholds and fixed weights, where ωik = uk and
βik = min{x : uik(x) ≥ uk} if βik ≥ 1 and ωik = 0 otherwise. Now, the problem becomes a
Mwisl problem for the modified instance L′ with link replicas and fixed weights. Observe that
no feasible set in L′ contains more than a single copy of the same link, as the copies occupy the
same geometric place, implying that each feasible set of the extended instance corresponds
to a feasible set of the original instance, with an obvious transformation. The effective
length diversity of the extended instance is ∆(L′) = ∆′(L). Thus, using the approximation
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algorithm for the fixed rate Mwisl problem, we obtain an O(log log ∆′(L))-approximation
for Mwisl with rate control.

For the case when the number of possible utility values is too large or the set is continuous,
a standard trick can be applied. Let uimax, uimin be as before. The extended instance L′
is constructed by replacing each link i with O(log uimax/uimin) copies i1, i2, . . . of itself and
assigning each replica ik weight ωk = 2k−1 and threshold βk = min{x : 2k−1 ≤ ui(x) ≤ 2k}
if βk ≥ 1 and let ωk = 0 otherwise. It is easy to see that the optimum value of Mwisl with
fixed rates in L′ is again an O(log log ∆′(L))-approximation to Mwisl with rate control.

If the value log uimax/uimin is still too large, it may be inefficient to have O(log uimax/uimin)
copies for each link. It is another standard observation that only the last O(logn) copies of
each link really matter, as restricting to only those links degrades approximation by a factor
of at most 2.

Fractional Scheduling with Rate Control. In this formulation, we redefine a fractional
schedule to be a set S = {(Ik, tk) : k = 1, 2 . . . , q} ⊆ 2L × R+, namely, Ik are arbitrary
subsets, rather than independent ones. We redefine the link capacity vector ĉS to incorporate
the rates as follows:

ĉS(i) =
∑

(I,t)∈S:I3i

t · r(i, I). (2)

The fractional scheduling with rate control problem is to find a minimum length schedule S
that serves a given demand vector d, namely, such that for each link i ∈ L, ĉS(i) ≥ d(i).

The problem can be formulated as an exponential size linear program LP1, as follows.

min
∑
I⊆L

tI subject to
∑

I⊆L:I3i
tI · r(i, I) ≥ d(i) ∀i ∈ L

tI ≥ 0 ∀I ⊆ L

The dual program LP2 looks as follows:

max
∑
i∈L

d(i)yi subject to
∑
i∈I

yi · r(i, I) ≥ 1 ∀I ⊆ L

yi ≥ 0 ∀i ∈ L

As [17, Thm. 5.1] states, if there is an approximation algorithm that finds a set Î such
that

∑
i∈Î yir(i, Î) ≥ 1

a maxI⊆L
∑
i∈I yir(i, I), then there is an a-approximation algorithm

for LP1, where the former algorithm acts as an approximate separation oracle for LP1. But
this auxiliary problem is simply a special case of the Mwisl with rate control, which we can
approximate within a double-logarithmic factor. Thus, there is an approximation preserving
reduction from the fractional scheduling with rate control to Mwisl with rate control. By the
obtained approximation for Mwisl, we obtain an O(log log ∆′)-approximation for fractional
scheduling with rate control.

Routing, Scheduling and Rate Control. The rate-control variant of the routing and schedul-
ing problem is formulated in the same way as for the fixed rate setting, with the only modified
constraint being the capacity constraints, which, instead of the link capacity vector cS , now
use the modified variant ĉS that incorporates the link rates (see the definition in (2)).

This problem can also be reduced to Mwisl with rate control, using similar methods as
for the fractional scheduling problem. The reduction is nearly identical to the reduction of
fixed rate versions of these problems to Mwisl, presented in [30, Thm. 4.1].
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Thus, we can conclude that there is an O(log log ∆′)-approximation algorithm for joint
routing, scheduling and rate control that uses Mwisl with rate control as a subroutine.
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Abstract
We define the Streaming Communication model that combines the main aspects of communica-
tion complexity and streaming. Input arrives as a stream, spread between several agents across
a network. Each agent has a bounded memory, which can be updated upon receiving a new bit,
or a message from another agent. We provide tight tradeoffs between the necessary resources,
i.e. communication between agents and memory, for some of the canonical problems from commu-
nication complexity by proving a strong general lower bound technique. Second, we analyze the
Approximate Matching problem and show that the complexity of this problem (i.e. the achiev-
able approximation ratio) in the one-way variant of our model is strictly different both from the
streaming complexity and the one-way communication complexity thereof.
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1 Introduction

In the last decade we have witnessed a big shift in the way data is produced and computation
is performed. First, we now have to deal with enormous amounts of data that we cannot
even store in memory (internet traffic, CERN experiments, space expeditions). Second,
computations do not happen in a single processor or machine, but with multi-core processors
and multiple machines in cloud architectures. All these real-world changes necessitate that
we revisit and extend our models and tools for studying the efficiency and hardness of
computational problems.

Imagine the following situation: some input is spread across a network. The agents
want to compute some function f which depends on everybody’s input.This is an archetypal
problem of Communication Complexity (CC) [29], which offers a way to estimate the number
of bits that need to be exchanged, under various settings, in order to achieve that goal. There
are many different CC models, depending whether the agents can speak directly between
them or through a referee, and whether they can use multiple rounds of communication or
just a single one. Communication complexity has found a variety of applications both in
networks and distributed computing but also in other areas of theoretical computer science,
including, circuit lower bounds, fomulae size, VLSI design, etc. All these communication
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models however have a feature in common. They assume the agents are computationally
unbounded and that the input is delivered all at once.

In a distributed context as that of sensor networks, not only are there several computing
agents, the input might not even be given all at once. The streaming model [1] has been
defined precisely to capture the fact that the input of an agent is so big it cannot be stored
or read several times. Instead it comes bit by bit. Some function of the stream needs to be
computed, but the available space is not big enough to store the entire input. The streaming
model has been extensively studied in recent years with a plethora of interesting upper and
lower bounds on the necessary memory to solve specific streaming problems [27]. More
recently, the turnstile model has received a lot of attention. In this model, streams are made
of both insertions and deletions, and the function to be computed depends on the remaining
elements (and eventually their respective frequencies). Indeed, any streaming algorithm in
this model can be turned into an algorithm based solely on the updates of linear sketches [25].

1.1 The Streaming Communication model.

We would like to combine the two above mentioned models to include both that inputs
are distributed among different agents and also are coming as streams at each agent. Each
agent is given a bounded memory to store what she sees. We refer to this extension as the
Streaming Communication (SC) model. Even though communication arguments have often
been invoked in proving lower bounds for regular streaming models, as in the seminal work of
[1, 3], this model has not been rigorously defined previously, in spite of its theoretical appeal
and relevance for actual communication networks. More formally, in the SC model consider
two agents, Alice and Bob, want to compute some function f that depends on inputs (x, y)
that are respectively distributed to each agent, x to Alice and y to Bob. Both inputs arrive
as data streams and each agent has a bounded memory of a given size S. Agents may or may
not speak every time they receive a bit. They can also update their memory based on the
previous bit they read, the previous message they received and of course the actual content
of their memory.

Additionally to the memory size S of Alice and Bob, the other relevant parameters we
consider are the number R of communication rounds and the number T of bits in the full
transcript (the concatenation of all messages). In the one-way SC model, there is only a
single message from Alice to Bob at the end of the streams. Observe that we do not bound
the size of each message, since we show that those can always be assumed to be of at most
S + 1 bits (Proposition 5).

1.2 Related models

Before we present our results in the streaming communication model, we review some related
works in the communication and streaming models. As explained previously, our goal is to
provide rigorous tradeoffs between the two resources: memory storage and communication
between the players, in a model where inputs are coming as streams.

The most relevant work is [15, 16]. There, two parties receive two streams and at the
end of the streams each party sends their workspace to a referee which uses both workspaces
to compute some function of the union of the two streams. In this model, we can also
see elements both from streaming algorithms and communication complexity, albeit of the
restricted form of simultaneous message passing. Here we provide a more general framework
for communication and we look at a much wider variety of problems and protocols.
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One of the powerful and often used techniques in streaming algorithms is linear sketches,
which naturally provide very simple SC protocols even in the one-way setting, by just
combining the linear sketches at the end of the protocol. In fact, in the turnstile model, when
streams are made of sequences of insertions and deletions and the function to be computed
is a function of the remaining elements (and eventually their respective frequencies), any
streaming algorithm can be turned into an algorithm based solely on the updates of linear
sketches [25]. Hence, here we focus on other stream models, such as the one of insertion only,
which are more challenging in the context of SC protocols.

In the distributed streaming functional monitoring setup initially proposed by [11], k
servers receiving a stream have to allow a coordinator to continuously monitor a given
quantity (see also [10, 9, 13] for earlier works in the database community on the monitoring
topic). Several follow-up works studied this model (see e.g. [8, 26, 18, 12, 28]). These all focus
on communication and do not consider both resources, memory storage and communication
simultaneously. They can be viewed as extending [15, 16] with greater number of players.
The communication model however is still restricted to simultaneous messages to a referee.

Another line of work studies bounded-memory versions of communication [24, 5, 7].
Several models have been proposed that share the same structure. The input is given all
at once, but the players only have bounded space to store the conversation while further
restrictions can be placed on the algorithms used by the players, for example to be straight
line programs [24], or branching programs [5].

Last, [14] studies another model that deals with distributed parallel streaming platforms,
where now, the stream arrives in parallel and arbirtarily partitioned to a set of different
agents that communicate in order to solve the task.

1.3 Our results
As a first step, we restrict ourselves in this work to the 2-player case. Our first results,
detailed in Section 2.4, show connections between our new model and its two parent models,
Communication Complexity and Streaming. We show that the total transcript size T and
the product RS (number of rounds times memory size) are both lower bounded by the
communication complexity C(f) of the f we wish to compute, up to logarithmic factors
(Proposition 6). Those factors come from an inherent notion of clock in our SC model.

The comparison with streaming algorithms is more subtle. Since the i-th bit of Alice’s
input arrives at the same time as the i-th bit of Bob’s input, the correct comparison is with
a single streaming model where the stream is the one we get by interleaving Alice’s and
Bob’s stream. We denote by Sint(f) the memory required by a streaming algorithm for
computing a function f , when the two streams are interleaved in a single stream. We first
observe than interleaving streams instead of concatenating them can lead to an exponential
blow up (Theorem 8). Then we show that Sint(f) is a lower bound on twice the memory
size S of players (Proposition 9).

Then it is natural to ask if there is always a polynomial relation between, on one
hand, the parameters of a protocol in the SC model (S,R and T ), and on the other hand,
the communication complexity C(f) (randomized or deterministic) of the function when
the input is all given in the beginning and the memory Sint(f) necessary in the single
stream model. We show that this is not true in general by providing an example for which
Sint(f) = C(f) = O(logn) but R · S = Ω(n), when S = Ω(logn) (Theorem 10). This
implies that the SC complexity of a function f may not be immediately derived neither by its
communication complexity nor by its streaming complexity. This is one of the main reasons
why our model is interesting and necessitates novel techniques for its study.
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The first of our two main results is a general technique for proving tradeoffs between
memory and communication in our model. The smaller the memory, the more frequent
communication has to be. For instance, one expects that for functions whose communication
complexity is n, i.e. where all bits are necessary, players with a memory of size S have to
speak at least every S rounds (either deterministic or randomized), since if they remain silent
for more than S rounds, they start to lose information about their input. More precisely, any
function f that can be written as f(x, y) = G(g1(x1, y1), g2(x2, y2), . . . , gL(xL, yL)), where
G is a function satisfying some assumptions. Then, any randomized protocol computing
f must have R · S = Ω(

∑
`∈L C(g`)) (Theorem 13). We can apply our theorem to many

canonical communication functions, including IPn, DISJn or TRIBESn, and show that any
protocol satisfies R · S = Ω(n) (Theorem 14).

In Section 4, we study problems arising in the context of graph streaming. We work
in the insert only model, meaning that the graph is presented as a stream of its edges in
an arbitrary order. Indeed, as opposed to the turnstile model, where any algorithm can
be turned into a linear sketches based on [25], the situation is much more intriguing for
problems where linear sketches are not used. In particular, in the context of streaming
algorithms for graph problems, Approximate Matching has been extensively studied, and its
streaming complexity is still unknown. Given a stream of edges (in an arbitrary order) of an
n-vertex graph G and some space restriction, the goal is to output a collection of edges from
G forming a matching, as big as possible in G. The matching size estimation is a different
and somehow easier problem [21].

It is known that any streaming algorithm for Approximate Matching using Õ(n) memory
cannot achieve a ratio better than e

e−1 [20], whereas the best known algorithm is a simple
greedy algorithm which provides a 2-approximation. In the one-way CC model, without
memory constraints, it has been also showed that a 3

2 -approximation is the tight bound when
Alice’s message is restricted to Õ(n) bits [17]. Both these works use in a clever way the
so-called Ruzsa-Szemerédi graphs.

We study both the general SC model and its one-way variant. Our main bounds are
for the one-way variant, the weaker model combining the restrictions of both CC and
streaming models: we show a lower bound of e+1

e−1 ≈ 2.16 for the approximation factor unless
S = n1+Ω( 1

log log n ) (Corollary 17), which is strictly higher than both the single stream lower
bound of e

e−1 ≈ 1.58 with same space constraints and the one-way communication lower
bound of 1.5. We also provide a one-way SC protocol achieving an approximation ratio of
3 with the same space constraints (Theorem 16), thus leaving as an open question the
optimal approximation ratio. Moreover, we show that how often the players communicate
makes a big difference, namely we show how to implement the simple greedy algorithm when
Alice and Bob can communicate during the protocol that provides a ratio of 2, strictly better
than our lower bound for the one-way SC model.

Let us emphasize that all previous lower bounds, including the ones in the turnstile
models [2, 22], do not readily apply to the one-way SC model for the Approximate Matching
problem. However, our main lower bound in the one-way SC model uses as a black-box
the hard distributions of graph streams of [17, 20]. Therefore, further improvements in the
streaming context may lead to improvements in our model. Given a hard distribution µ of
graphs for the approximate matching for streaming algorithms, we show how to extend this
distribution to produce a hard distribution µ2 in our one-way SC model (Theorem 21).
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2 The streaming communication model

We provide some background on communication complexity and streaming and then, we
define our model and describe some initial results.

2.1 Communication Complexity
We start by reviewing some results in the usual models of communication complexity (CC),
defined by Yao [29]. For more details about the communication complexity model, please
refer to [23]. In the communication complexity models, generically denoted by CC, players
aim at computing some function which depends on their disjoint inputs, by communicating.
Each player determines her message based on previous messages and her input. The goal is
to minimize the total length of the protocol transcript.

In the randomized case, we will allow the players to share public randomness. Allowing
for public randomness makes our lower bounds stronger, while the protocols we provide
will be deterministic. We will also consider the expected, rather than maximal, length of
transcripts and define the average randomized communication complexity of a function.

I Definition 1. For a given protocol Π, we denote by Π(x, y, r) the transcript with inputs
x, y and public randomness r. The worst case (resp. expected) communication complexity of
a function f with error ε is defined as Cε(f) = minΠ maxx,y maxr |Π(x, y, r)| and Cavgε (f) =
minΠ maxx,y Er(|Π(x, y, r)|), where the minimum is taken over protocols computing f with
error ε, and the expectation on the second line is with respect to the randomness r used in Π.

The following proposition relates the average and worst case randomized communication
complexities.

I Proposition 2 ([23]). For any ε, δ > 0, it holds that, δ · Cε+δ(f) ≤ Cavgε (f) ≤ Cε(f).

Some of the canonical functions studied in communication complexity are the equality
problem, denoted EQn where the players output 1 iff their inputs x, y ∈ {0, 1}n are equal,
the disjointness problem, denoted DISJn where the goal is to check whether the n-bit strings
interpreted as sets intersect or not, and the inner product problem IPn where the players
need to output the inner product of their inputs modulo 2.

The functions DISJn and IPn are “hard" functions for CC, in the sense that almost all
the input must be sent even when we allow for randomization, error and expected length.
The following two bounds, which we will need later, can be derived for example from [4],
where the notion of information cost is used.

I Theorem 3. Any protocol for DISJn or IPn with error 1/2 − ε has communication
complexity Ω(ε2n).

2.2 Streaming algorithms
In the streaming model, the input comes as a stream to an algorithm whose task is to
compute some function of the stream while using only a limited amount of memory and
making a single or a few passes through the input stream. See [27] for a general introduction
to the topic. If possible, the updates should also be fast. It was defined in the seminal
work of [1] where the authors provided upper and lower bounds for computing some stream
statistics. Since then, a plethora of results have appeared for computing statistics of the
stream, as well as for graph theoretic problems. For the graph problems, we will assume
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that the graph is revealed to the algorithm as a stream, one edge at a time. In the more
recent turnstile model, streams are made of both insertions and deletions, and the goal is
to compute some function that depends only the remaining elements (and eventually their
respective frequencies). As we have said, any problem in the turnstile model can be solved
via linear sketches [25].

2.3 The new model of Streaming Communication protocols
We show how to extend the original model of communication complexity to account for
streaming inputs. In the Streaming Communication SC model we consider that the inputs
x, y are not given all at once to the two players Alice and Bob but rather come as a stream.
Moreover each player only has limited storage, S bits of memory. In the randomized case,
the players also have access to a shared random bit string r which may be infinite. They
may use as many coins as they like from these strings.

A protocol Π in the streaming communication model is specified by four functions
ΦA,ΦB ,ΨA,ΨB . Each time slot i is divided in two phases:
1. Each party receives a message from the other party (mB

i and mA
i resp.) and updates

their memory (that was in state σAi and σBi resp.) according to the function ΦA and ΦB
resp. This function also depends and the shared random string r, which is not restricted
in size.

2. Messages mA
i+1 and mB

i+1 are produced using the functions ΨA and ΨB resp., that depend
on the current memory states σAi+1 and σBi+1 resp., the newly read input bit, and the
randomness r. The messages might be empty and they could also be arbitrarily big in
principle, though we will see in Proposition 5 that their size can be assumed to be S + 1
without loss of generality.

σ
A/B
i+1 := ΦA/B(mB/A

i , σ
A/B
i , r) and mA/B

i+1 := ΨA/B(σA/Bi+1 , xi+1, r). Moreover, we assume
that the streams end with a special EOF symbol and that once the streams are finished, the
players only get one last round of communication, and then they have to output something.

I Definition 4 (SC protocols). An SC protocol Π uses S bits of memory, R rounds, and T
bits when
1. The memory size of each player is at most S bits;
2. The (expected) number of time slots where either mA

i 6= ∅ or mB
i 6= ∅ is at most R;

3. The (expected) size of all exchanged messages is at most T bits.
The expectation is over the randomness of the protocol and worst-case over the inputs. An
SC protocol is said to be one-way if there is a single message from Alice to Bob after the
streams have been received, and only Bob computes the function.

Note, that our model carries an implicit notion of time due to the players reading their
streams synchronously, and hence, the ability to send empty messages can be used to reduce
communication [19]. However the gain is only logarithmic in the number of available time
slots (see Section 2.4). We could have avoided such extra power, by defining a model where
agents know when they should speak or read a bit, based on the previous messages they
received and their memory content. Nevertheless, we opted for our model, as it is simpler to
state and the necessary resources do not change by more than a factor logarithmic in the
input size.

When we prove lower bounds or communication-memory tradeoffs, we do not consider
the complexity of ΦA/B . These functions could be of arbitrarily high complexity. To make
things simple, we assume they are the same functions for every round i ∈ [n], but they can
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depend on n. This framework captures the streaming model as a special case, when the
output depends on the stream of Alice only.

2.4 Properties of the SC model
Several times in our proofs, we will consider an SC protocol and use it to solve problems in
the standard models of CC. It is convenient to have a bound on how big the messages mA/B

can be.
The length of the messages mA/B could be very big in the SC protocol, but we now show

that the SC protocol can be simulated replacing them by length S + 1 messages.

I Proposition 5. In the SC model, we may always assume that the size of the messages is
at most S + 1 bits, up to redefining the transition functions ΦA/B.

Proof. Consider a protocol Π with associated functions ΦA/B ,ΨA/B .
The players can exchange their S size memory and the last input symbol instead of the

actual messages. Hence, it is possible to redefine functions ΦA/B ,ΨA/B and directly assume
messages have length ≤ S + 1. The new equations with S + 1 bit messages would read
σ
A/B
i+1 := ΦA/B(ΨB/A(σB/Ai , yi, r), σA/Bi , r) and mA/B

i+1 := ΨA/B(σA/Bi+1 , xi+1, r). J

Any protocol in the SC model can be simulated with another protocol in the usual CC
model with a small overhead. Note that due to the implicit time in the SC model, we cannot
immediately conclude that the SC model is harder than the usual communication model.
Nevertheless, this time issue induces only an extra logarithmic factor.

I Proposition 6. We can simulate any protocol Π in the SC model with parameters S,R, T
with another protocol Π′ in the normal communication model such that its communication
cost C(Π′) is bounded as C(Π′) ≤ T (1 + 2 logn) and C(Π′) ≤ R(S + 2 logn+ 1).

We now compare the SC model to streaming algorithms, that is when there is a single
player and a single stream. There are various ways to combine streams x and y in a single
stream. Since xi is presented to Alice at the same time as yi to Bob, in a single player
model xi should be presented just before yi to the player. This explains why we consider the
interleaved streaming model.

I Definition 7. Let Sint(f) be the amount of memory required for a streaming algorithm to
compute f where the input stream is x, y interleaved, that is to say, x1, y1, x2, y2, . . . , xn, yn.

It turns out that interleaving streams instead of concatenating streams may affect the
memory requirement of the function for a standard streaming algorithm by an exponential
factor. A proof of the following result is provided in the full version of this paper.

I Theorem 8. There is a function f such that S int(f) = Ω(n), whereas there is a streaming
algorithm to compute f with memory O(logn) when streams are concatenated.

First let us observe that Sint(f) provides a lower bound in the SC model.

I Proposition 9. Let f be a function. Then, any protocol in the SC model for the function
f , where Alice and Bob use memories of size S, must have 2S ≥ Sint(f).

It is natural to ask if there is a polynomial relation bounding the parameters S,R, T of a
protocol in the SC model in terms of the streaming complexity Sint(f) and the communication
complexity C(f), at least when S = O(Sint(f)). This appears to not hold in general. The
following result is shown in the full version of the paper.

I Theorem 10. There exists a function f such that S int(f) = C(f) = O(logn) but any
protocol computing f in the SC model must have R · S = Ω(n). This holds for S = Ω(logn).
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3 Communication primitives

We provide a general theorem that provides tight tradeoffs both in the deterministic and
randomized case for a variety of functions, including DISJn, IPn, TRIBESn.

3.1 A general lower bound
In this section we show a general result that gives a lower bound for a large class of functions.
We will obtain the lower bounds for the usual primitives DISJ, IP, TRIBES as a corollary.
We treat ε as a constant. The assumption we make is of a structural kind. Namely, as
explained in Definition 12 we assume the function to be computed can be written in a depth-2
fashion, as a composition of an outer function G with inner gadgets g`.

I Definition 11. We call a function G on L variables non trivial if the following holds. There
exists a word a ∈ {0, 1}L such that for all ` there exists a postfix b` ∈ {0, 1}L−`−1 such that
G(a≤`ub`) depends on the bit u. More formally G(a≤`0b`) 6= G(a≤`1b`).

This may look as a restrictive condition. In fact, most natural functions that depend on
every bit are "non trivial" in this sense. For the function

⊕
, a, b can be chosen arbitrarily.

The functions OR and AND are also non trivial. For instance for AND, a = b = 1L will do.
We borrow the next definition from [4] (extending it slightly).

I Definition 12 (Block-decomposable functions). Let I1, . . . , IL be an interval partition of
[n], which we refer to as blocks. For ` ∈ [L], let t` = |I`| be the length of I`. Given strings
x, y ∈ {0, 1}n, write x` (resp. y`) for the restriction of x (resp. y) to indices in block
I`. We say f : {0, 1}n × {0, 1}n → {0, 1} is G-decomposable with primitives (g`), where
G : {0, 1}L → {0, 1} and g` : {0, 1}t` × {0, 1}t` → {0, 1}, if for all inputs x, y we have
f(x, y) = G(g1(x1, y1), g2(x2, y2), . . . , gL(xL, yL)).

Assuming f is G-decomposable, our goal is to show lower bound the communication
needed to compute f in the SC model in terms of the communication complexity of each g`
and the available memory.

I Theorem 13. Assume the function f : {0, 1}n × {0, 1}n → {0, 1} is G-decomposable with
primitives (g`)`∈L, and that G is non-trivial. Let Cε+δ(g`) be the worst-case randomized
communication complexity of g` in the usual communication model. Then, any randomized
protocol computing f with error ε in the SC model with S bits of memory, R expected
communication rounds and T expected bits of total communication, must have

R ≥
∑
`≤L

δCε+δ(g`)− S
S + 2 log t` + 1 , T ≥

∑
`≤L

δCε+δ(g`)− S
1 + 2 log t`

.

We can get a similar bound in the deterministic case, where we use the deterministic commu-
nication complexity of the g`’s. Last, if G is

⊕
we may remove δ from the above bounds,

changing the complexities Cε+δ(g`) to Cavgε (g`).

3.2 Applications
Before proving Theorem 13, we give a few corollaries. Note that the upper bounds are
trivial. Remind the function TRIBES, which is an AND of Set Intersections is defined by
TRIBESn(x, y) := ANDi≤

√
n ◦ORj≤√n (xij

∧
yij).
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I Theorem 14. Any randomized protocol in the SC model that computes the function
IPn, DISJn, or TRIBESn and uses S memory and R communication rounds must have
R · S = Ω(n).

Proof. We start with DISJn. We write DISJn(x, y) = AND
n/k
`=1

(
DISJ`(x`, y`)

)
, and use

the previous result with G = AND and g` = DISJk. It follows from Theorem 3 that
Rε+δ(DISJk) = Ω(k). We omit the dependency on ε and δ in the term Ω(), treating these
parameters as fixed constants. The number of rounds for any randomized protocol in the SC
model is at least

∑n
k

`=1
Ω(k)−S
S+2 log k . We get the result choosing k = Ω(S).

In the case of IPn, the function f = IPn is the composition of G =
⊕

over n
k coordinates

with g` = IP (for each ` ≤ n
k ), over k coordinates. Theorem 3 gives Cavgε (g`) ≥ Ω(k).

Theorem 13 yields the bound, taking k = 10S. We omit the case of TRIBESn as it follows
from a similar argument. J

4 Approximate Matching in the Streaming Communication model

The main problem we consider is that of computing an approximate matching. The stream
corresponds to edges (in an arbitrary order) of a bipartite graph G = (P,Q,E) over vertex
set P,Q, and the algorithm has to output a collection of edges which forms a matching. All
edges in the output have to be in the original graph. In the vertex arrival setting, each vertex
from Q arrives together with all the edges it belongs to. Our goal is to understand what is
the best approximation ratio we can hope for, for a given memory (and message size).

We start by some notations. In a graph G = (P,Q,E), if U ⊆ P ∪Q and V ⊆ P ∪Q are
subsets of the vertices, we denote by E(U, V ) ⊆ E the edges with endpoints in U and V . We
also denote by OPT (G) the maximum size of a matching in G.

Observe now that when communication can occur at any step, the greedy algorithm,
which is currently the best algorithm in the standard streaming model, can be implemented
easily by having Alice communicate to Bob every time she adds an edge to her matching.

I Proposition 15. The greedy algorithm, which achieves a 2-approximation, can be imple-
mented using n logn bits of communication and n rounds in the SC model.

Thus, we now focus on the one-way SC model, where the communication is restricted to
happen once the streams have been fully read. In this setting, we will get different lower and
upper bounds than in the streaming model. We start by a positive result.

I Theorem 16 (Greedy matchings). If Alice sends Bob a maximal matching of her graph,
then Bob can compute a 3-approximation. In particular a 3-approximation can be computed
in a deterministic one-way SC protocol using O(n logn) memory and message size.

Proof. Let G1, G2 be the respective graphs that Alice and Bob get, and let M1,M2 be their
respective computed maximal matchings. We show that there is a matching in M1 ∪M2 of
size at least |OPT (G)|/3.

The proof goes in two steps. Let ` be the size of V (M1 ∪M2). We prove first that there is
a matching of size ≥ `

3 in the graph M1 ∪M2, and then that the number of edges in OPT (G)
is at most `.

The first part is easy. Observe that M1 ∪M2 has maximal degree 2. Then there must be
a matching of size at least `/3 from Theorem 7 in [6].

For the second part, we construct an injection OPT (G) ↪→ V (M1 ∪ M2). Let e =
(u1, u2) ∈ OPT (G). Assume w.l.o.g. e ∈ G1. Then either u1 or u2 is matched in M1 (or
both), by maximality of M1. Map e to (one of) its matched endpoints in M1. J
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P Q

sink

source

P0

Q0

W

W̄

Figure 1 The figure shows how the maxflow mincut theorem is used to argue about the size of a
matching in a bipartite graph G over vertex set P × Q drawn from a distribution µ. Only edges
from the cut are drawn. The source and sink are added for the sake of the argument, they are not
part of G.

Our lower bound is obtained using a black box reduction that we develop in the following
sections. It is a direct consequence of the combination of Theorem 21 and Theorem 19.

I Corollary 17 (A (e+ 1)/(e− 1) lower bound). Any protocol achieving a ratio of e+1
e−1 − η ≈

2.16−η, for some constant η, in the vertex arrival setting needs communication n1+Ω(1/ log logn)

where the hidden constant in the Ω(.) depends on η.

4.1 Hard distributions for streaming algorithms
Our notion of hard distribution is tailored to capture the distributions appearing in [17, 20].
They are distributions over streams of graphs, that is over graphs and edge orderings.

We will use the following definition for constructing families of hard distributions when
n→∞ and α, η are fixed. Therefore O() and o() notations have to be understood in that
context.

I Definition 18 (Hard distribution). A distribution µ over streams of bipartite graphs
G = (P,Q,E) is an (α, n,m(n), η)-hard distribution when P and Q are sets of size n and
the following holds
1. There is a cut W,W of vertices such that |W ∩Q|+ |W ∩ P | ≤ (1− α+ η)n.
2. There is a matching M of size (1− η)n in G that can be decomposed into M0 ∪M ′ such

that
(i) P0 := V (M0)∩ P and Q0 := V (M0)∩Q are of fixed size (in the support of µ) larger

than (α− η)n and smaller than αn; and
(ii) P0 ⊆W and Q0 ⊆W .

3. Every streaming algorithm Alg with o(m) bits of memory that outputs E∗ with E∗ ⊆ E
must satisfy |E∗ ∩ E((W ∩ P )× (W ∩Q))| = o(n) with probability 1− o(1).

In particular, a streaming algorithm with small memory can only maintain on hard dis-
tributions a small fraction of edges E((W ∩ P ) × (W ∩ Q)) and therefore of M0. In
addition, observe that for every matching E∗ and cut (W,W ) (see Figure 1) it holds that
|M | ≤ |W ∩Q|+ |W ∩ P |+ E((W ∩ P )× (W ∩Q)). Thus edges from E(W ∩ P ×W ∩Q)
are also crucial for obtaining a good matching.

The existence of hard distributions is ensured by [17, 20]. The hard distributions families
are not exactly presented as we present them here. The following Theorem follows from
results in [20] involving more parameters, for the purpose of the construction itself. We
disregard those since we use the existence of hard distribution families as a black box.



L. Boczkowski, I. Kerenidis, and F. Magniez 130:11

sink

source

τ(P0)

σ(P0)

σ(Q0)

τ(Q0)

W

W̄

P

Q

Figure 2 The construction of µ2.

I Theorem 19 ([20]). For all η > 0 and n, there is a (1/e, n,m(n), η)-hard distribution
µ over graphs of n vertices with m(n) = n1+Ω( 1

log log n ), where the notation Ω(.) hides a
dependency on η.

Sketch of Proof. Specifically, point (1) of our definition follows from [20, Lemma 13], point
(2) follows from [20, Claim 12], and point (3) follows from [20, Lemma 14]. J

4.2 Lifting hard distributions to streaming communication protocols
Let µ be an (α, n,m, η)-hard distribution for streaming algorithms. We will show how to
extend it to a distribution µ2 for the two party version of the approximate matching problem.
At a high level, we give the players two copies of the same graph G randomly chosen according
to µ, but embedded into two different but overlapping subsets of vertices (see Figure 2). The
non-overlapping parts correspond to edges from E(W ∩ P ×W ∩Q) (see Definition 18), and
are therefore hard to maintain, but necessary to setup a large matching.

From now on, identify P with the set [n]. Set β := 1 + α. Our labelings are defined over
vertex set P ′ ×Q′ := [βn]× [βn], and are encoded by injections from [n] to [βn] (where for
simplicity βn is understood as an integer).

Given a hard distribution µ, we define a distribution µ2 as follows.

I Definition 20 (The distribution µ2). Let µ be a hard distribution, where P and Q are
identified with [n]. Then sampling a bipartite graph over vertex set P ′ ×Q′ = [βn]× [βn]
from µ2 is defined as follows

Sample G ∼ µ. Let (W,W ) and P0, Q0 be the corresponding cut and sets from Defini-
tion 18.
Sample σ, τ uniformly at random such that σ(P0) ∪ τ(P0) = ∅ = σ(Q0) ∪ τ(Q0) are
disjoint, and σ, τ are equal on P \ P0. Such injections σ, τ are called G-compatible.

In addition, define Gσ := (σ(P ), σ(Q), Eσ), where Eσ = {(σ(u), σ(v)) | (u, v) ∈ E}, and Gτ
similarly. Alice is given Gσ and Bob is given Gτ with the same order as under µ.

In this construction, observe that edges sent to Alice and Bob may overlap. In fact the
distribution can be tweaked to make edges disjoint using a simple gadget, while preserving
the same lower bound (see the full version of this paper). We can now state our main result
for the reduction.

I Theorem 21 (Generic reduction). If there exists an (α, n,m, η)-hard distribution for ap-
proximate matching, then any protocol in the one-way SC model whose approximation ratio
is 1−α

1+α −O(η) has to use Ω(m) memory.
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Proof. Define a cut for the two player instance as W ′ := σ(W )∪ τ(P0), W ′ := σ(W )∪ τ(Q0).
It follows from the max-flow min-cut argument that any matching E∗ has size at most
|E∗| ≤ |W ′ ∩Q′|+ |W ′ ∩ P ′|+ |E∗ ∩ E(W ′ ∩ P ′ ×W ′ ∩Q′)|.

Moreover note that by construction |W ′ ∩ Q′| = |σ(W ) ∩ Q′|. Indeed τ(P0) ∩ Q′ = ∅.
Then we can write |σ(W ) ∩Q′| = |W ∩Q| and similarly for |W ′ ∩ P ′| (see also Figure 2). It
follows that

|W ′ ∩Q′|+ |W ′ ∩ P ′| = |W ∩Q|+ |W ∩ P | ≤ (1− α+ η)n.

The set of edges the protocol outputs is included in E∗A ∪E∗B by definition. Under the
high probability event that these sets only have an overlap of o(n) with the “important edges”
E(W ′ ∩P ×W ′ ∩Q) (see Lemma 22 below) then, if E∗ is the output matching by a protocol
using o(m) memory, then using Lemma 22 the matching E∗ ⊆ E∗A ∪ E∗B is of size at most
(1− α+ η)n+ o(n) ≤ (1− α+ 2η)n (for large enough n).

On the other hand, there is a matching between σ(P ) and σ(Q) of size (1 − η)n and
a matching of size (α− η)n between τ(P0) and τ(Q0) (using Point (2) in the definition of
a hard distribution for approximate matching, Definition 18). We identified σ(P ) t τ(P0)
with [βn] and hence under µ2 there is a matching of size (α− η)n+ (1− η)n = βn− 2ηn.
This shows that the approximation ratio of a protocol using o(m) memory is smaller than
βn−2ηn

(1−α+2η) = 1+α
1−α −O(η). J

I Lemma 22. Let Alg be a protocol for the two party case, i.e. a pair of algorithms for
Alice and Bob Alg = (AlgA,AlgB). Let E∗A (resp. E∗B) denote the edges AlgA (resp. AlgB)
outputs, assuming only o(m) memory is used. With probability 1− o(1) over the choice of
σ, τ,G, or alternatively with probability 1− o(1) under µ2, it holds that

|E∗A∩E(W ′∩P ′×W ′∩Q′)| = o(n), and similarly |E∗B∩E(W ′∩P ′×W ′∩Q′)| = o(n).

Proof. The proof consists in building from AlgA, and similarly AlgB , a streaming algorithm
for µ. Indeed, for inputs over vertices [n] distributed according to µ, simply pick a random σ

apply it to the input, and run AlgA on the graph Gσ. Then output E∗0 := σ−1(E∗A).
First observe that the distribution of σ and the distribution of G are independent.

Therefore, conditioned on G, the injection σ is uniform. It follows that µ2’s first marginal is
also the distribution of Gσ, where G ∼ µ and σ is uniform and independent.

Then, using Definition 18, with probability 1 − o(1) over the choice of σ and G ∼ µ,
we obtain that |E∗A ∩ E(W ′ ∩ P ′ ×W ′ ∩ Q′)| = |E∗0 ∩ E(W ∩ P ×W ∩ Q)| = o(n), which
concludes the proof. J
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Abstract
We study which property testing and sublinear time algorithms can be transformed into graph
streaming algorithms for random order streams. Our main result is that for bounded degree
graphs, any property that is constant-query testable in the adjacency list model can be tested
with constant space in a single-pass in random order streams. Our result is obtained by estimating
the distribution of local neighborhoods of the vertices on a random order graph stream using
constant space.

We then show that our approach can also be applied to constant time approximation al-
gorithms for bounded degree graphs in the adjacency list model: As an example, we obtain a
constant-space single-pass random order streaming algorithms for approximating the size of a
maximum matching with additive error εn (n is the number of nodes).

Our result establishes for the first time that a large class of sublinear algorithms can be sim-
ulated in random order streams, while Ω(n) space is needed for many graph streaming problems
for adversarial orders.
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1 Introduction

Very large and complex networks abound. Some of the prominent examples are gene
regulatory networks, health/disease networks, and online social networks like Facebook,
Google+, Linkedin and Twitter. The interconnectivity of neurons in human brain, relations
in database systems, and chip designs are some further examples. Some of these networks can
be quite large and it may be hard to store them completely in the main memory and some
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may be too large to be stored at all. However, these networks contain valuable information
that we want to reveal. For example, social networks can provide insights into the structure
of our society, and the structure in gene regulatory networks might yield insights into diseases.
Thus, we need algorithms that can analyze the structure of these networks quickly.

One way to approach this problem is to design graph streaming algorithms [16, 1]. A
graph streaming algorithm gets access to a stream of edges in some order and exactly or
approximately solves problems on the graph defined by the stream. The challenge is that a
graph streaming algorithm should use space sublinear in the size of the graph. We focus on
algorithms that make only one pass over the graph stream. It has been shown that many
natural graph problems require Ω(n) space in the adversarial order model where n is the
number of nodes in the graph and the edges can arrive in arbitrary order (see eg.,[8, 9]), and
thus most of previous work has focused on the semi-streaming model, in which the algorithms
are allowed to use O(n · poly logn) space. However, in many interesting applications, the
graphs are sparse and so they can be fully stored in the semi-streaming model making this
model useless in this setting. This raises the question whether there are at least some natural
conditions under which one can solve graph problems with space o(n), possibly even logO(1) n

or constant.
One such condition that recently received increasing attention is that the edges arrive

in random order, i.e. in the order of a uniformly random permutation of the edges (e.g.,
[5, 22, 19]). Uniformly random or near-uniformly random ordering is a natural assumption
and can arise in many contexts. Indeed, previous work has shown that some problems that
are hard for adversarial streams can be solved in the random order model. Konrad et al. [22]
gave single-pass semi-streaming algorithms for maximum matching for bipartite and general
graphs with approximation ratio strictly larger than 1/2 in the random order semi-streaming
model, while no such approximation algorithm is known in the adversary order model.
Kapralov et al. [19] gave a polylogarithmic approximation algorithm in polylogarithmic
space for estimating the size of maximum matching of an unweighted graph in one pass
over a random order stream. Assadi et al. [2] recently showed that in the adversarial order
and dynamic model where edges can be both inserted and deleted, any polylogarithmic
approximation algorithm of maximum matching size requires Ω̃(n) space. On the other hand,
Chakrabarti et al. [5] presented an Ω(n) space lower bound for any single pass algorithm for
graph connectivity in the random order streaming model, which is very close to the optimal
Ω(n logn) space lower bound in the adversarial order model [30]. In general, it is unclear
which graph problems can be solved in random order streams using much smaller space than
what is required for adversarially ordered streams.

An independent area of research is property testing, where with certain query access to
an object (eg., random vertices or neighbors of a vertex for graphs), there are algorithms
that can determine if the object satisfies a certain property, or is far from having such a
property [29, 11, 12]. The area of property testing has seen fundamental results, including
testing various general graph properties. For example, it has been shown that many interesting
properties (including connectivity, planarity, minor-freeness, hyperfiniteness) of bounded
degree graphs can be tested with a constant number of queries [12, 3, 25]. Another very
related area of research is called constant-time (or in general, sublinear-time) approximation
algorithms, where we are given query access to an object (for example a graph) and the
goal is to approximate the objective value of an optimal solution. For example, in bounded
degree graphs, one can approximate the cost of the optimal solution with constant query
complexity for some fundamental optimization problems (e.g., minimum spanning tree
weight [6], maximal matching size [26]; see also Section 1.3).
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A fundamental question is if such results from property testing and constant-time
approximation algorithms will lead to better graph streaming algorithms. Huang and
Peng [17] recently considered the problem of estimating the minimum spanning tree weight
and property testing for general graphs in dynamic and adversarial order model. They showed
that a number of properties (e.g., connectivity, cycle-freeness) of general n-vertex graphs
can be tested with space complexity O(n1−ε) and one can (1 + ε)-approximate the weight of
minimum spanning tree with similar space guarantee. Furthermore, there exist Ω(n1−O(ε))
space lower bounds for these problems that hold even in the insertion-only model [17].

1.1 Overview of Results
In this paper we provide a general framework that transforms bounded-degree graph property
testing to very space-efficient random order streaming algorithms.

To formally state our main result, we first review some basic definitions of graph property
testing. A graph property is a property that is invariant under graph isomorphism. Let
G = (V,E) be a graph with maximum degree upper bounded by a constant d, and we
also call G a d-bounded graph. In the adjacency list model for (bounded-degree) graph
property testing, we are given query access to the adjacency list of the input d-bounded
graph G = (V,E). That is, for any vertex v ∈ V and index i ≤ d, one can query the ith
neighbor (if exists) of vertex v in constant time. Given a property Π, we are interested in
testing if a graph G satisfies Π or is ε-far from satisfying Π while making as few queries as
possible, where G is said to be ε-far from satisfying Π if one has to insert/delete more than
εdn edges to make it satisfy Π. We call a property constant-query testable if there exists a
testing algorithm (also called tester) for this property such that the number of performed
queries depends only on parameters ε, d and is independent of the size of the input graph.

Given a graph property Π, we are interested in approximately testing it in a single-pass
stream with a goal similar to the above. That is, the algorithm uses little space and with
high constant probability, it accepts the input graph G if it satisfies P and rejects G if it is
ε-far from satisfying P (see Section 4 for formal definitions). Our main result is as follows.

I Theorem 1. Any d-bounded graph property that is constant-query testable in the adjacency
list model can be tested in the uniformly random order streaming model with constant space.

To the best of our knowledge, this is the first non-trivial graph streaming algorithm with
constant space complexity (measured in the number of words, where a word is a space unit
large enough to encode an ID of any vertex in the graph.) By the constructions in [17],
there exist graph properties (e.g., connectivity and cycle-freeness) of d-bounded graphs such
that any single-pass streaming algorithm in the insertion-only and adversary order model
must use Ω(n1−O(ε)) space. In contrast to this lower bound, our main result implies that
d-bounded connectivity and cycle-freeness can be tested in constant space in the random
order stream model, since they are constant-query testable in the adjacency list model [12].

Our approach also works for simulating constant-time approximation algorithms as
graph streaming algorithms with constant space. For a minimization (resp., maximization)
optimization problem P and an instance I, we let OPT(I) denote the value of some optimal
solution of I. We call a value x an (α, β)-approximation for the problem P , if for any instance
I, it holds that OPT(I) ≤ x ≤ α · OPT(I) + β (resp., OPT(I)

α − β ≤ x ≤ OPT(I)). For
example, it is known that there exists a constant-query algorithm for (1, εn)-approximating
the maximal matching size of any n-vertex d-bounded graph [26]. That is, the number
of queries made by the algorithm is independent of n and only depends on ε, d. As an
application, we show:
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I Theorem 2. Let 0 < ε < 1 and d be constants. Then there exists an algorithm that uses
constant space in the random order model, and with probability 2/3, (1, εn)-approximates the
size of some maximal matching in d-bounded graphs.

We also remark that in a similar way, many other sublinear time algorithms for bounded
degree graphs can be simulated in random order streams. Finally, our results can actually
be extended to a model which requires weaker assumptions on the randomness of the order
of edges in the stream, but we describe our results for the uniformly random order model,
and leave the remaining details for later.

1.2 Technical Overview
The local neighborhood of depth k of a vertex v is the subgraph rooted at v and induced by
all vertices of distance at most k from v. We call such a rooted subgraph a k-disc. Suppose
that we are given a sufficiently large graph G whose maximum degree d is constant. This
means that for any constant k, a k-disc centered at an arbitrary vertex v in G has constant
size. Now assume that there exists an algorithm A that, independent of the labeling of the
vertices of G, accesses G by querying random vertices and exploring their k-discs. We observe
that any constant-query property tester (see for example [13, 7]) falls within the framework
of such an algorithm. If instead of the graph G we are given the distribution of k-discs of the
vertices of G, we can use this distribution to simulate the algorithm A and output with high
probability the same result as executing the algorithm A on G itself. Thus, the problem of
developing constant-query property testers in random order streams can be reduced to the
problem of designing streaming algorithms that approximate the distribution of k-discs in G.

The main technical contribution of this paper is an algorithm that given a random order
stream S of edges of an underlying d-bounded degree graph G, approximates the distribution
of k-discs of G up to an additive error of δ. We would like to mention that if the edges
arrive in adversarial order, any algorithm that approximates the distribution of k-discs of
G requires almost linear space [32, 17], hence the assumption of random order streams (or
something similar) is necessary to obtain our result.

Now in order to approximate the distribution of k-discs of the graph G we do the following.
We proceed by sampling vertices uniformly at random and then perform a BFS for each
sampled vertex using the arrival of edges along the stream S. Note that the new edges of
the stream S that do not connect to the currently explored vertices are discarded. Let us
call the k-disc that is observed by doing such a BFS from some vertex v to be ∆1. Due to
possibility of missing edges during the BFS, this subgraph may be different from the true
k-disc ∆2 rooted at v.

Fortunately, since the edges arrive in a uniformly random order, we can infer the condi-
tional probability Pr[∆1|∆2]. That is, given the true rooted subgraph ∆2, we can compute
the conditional probability of seeing a rooted subgraph ∆1 in a random order stream when
the true k-disc is ∆2.

We define the partial order on the set of k-discs given by ∆1 4 ∆2 whenever ∆1 is a root-
preserving isomorphic subgraph of ∆2. For every two k-discs ∆1 and ∆2 with ∆1 4 ∆2 we
compute the conditional probability Pr[∆1|∆2]. Using the set of all conditional probabilities
Pr[∆1|∆2] we can estimate or approximate the distribution of k-discs of the graph G whose
edges are revealed according to the stream S. In order to simplify the analysis of our
algorithm, we require a natural independence condition for non-intersecting k-discs. Finally,
we use the approximated distribution of k-discs to simulate the algorithm A by the machinary
that we explained above.
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We remark that the idea of using a partial order to compute a distribution of k-discs
in bounded degree graphs has first been used in [7]. However, the setting in [7] was quite
different as it dealt with directed graphs where an edge can only be seen from one side (and
the sample sizes required in that paper were only slightly sublinear in n).

1.3 Other Related Work
Feigenbaum et al. [10] initiated the study of property testing in streaming model, and they
gave efficient testers for some properties of a sequence of data items (rather than graphs as
we consider here). Bury and Schwiegelshohn [4] gave a lower bound of n1−O(ε) on the space
complexity of any algorithm that (1 − ε)-approximates the size of maximum matching in
adversarial streams. Kapralov et al. [20] showed that in random streams, Ω̃(

√
n) space is

necessary to distinguish if a graph is bipartite or 1/2-far from being bipartite. Previous work
has extensively studied streaming graph algorithms in both the insertion-only and dynamic
models, see the recent survey [24].

In the framework of d-bounded graph property testing, it is now known that many
interesting properties are constant-query testable in the adjacency list model, including
k-edge connectivity, cycle-freeness, subgraph-freeness [12], k-vertex connectivity [33], minor-
freeness [15, 3], matroids related properties [18, 31], hyperfinite properties [25], subdivision-
freeness [21]. Constant-time approximation algorithms in d-bounded graphs are known to
exist for a number of fundamental optimization problems, including (1 + ε)-approximating
the weight of minimum spanning tree [6], (1, εn)-approximating the size of maximal/max-
imum matching [26, 34], (2, εn)-approximating the minimum vertex cover size [28, 23, 27],
(O(log d), εn)-approximating the minimum dominating set size [28, 26]. For d-bounded
minor-free graphs, there are constant-time (1, εn)-approximation algorithms for the size of
minimum vertex cover, minimum dominating set and maximum independent set [15].

2 Preliminaries

Let G = (V,E) be an n-vertex graph with maximum degree upper bounded by some constant
d, where we often identify V as [n] := {1, · · · , n}. We also call such a graph d-bounded
graph. In this paper, we will assume the algorithms have the knowledge of n, d. We assume
that G is represented as a sequence of edges, which we denote as Stream(G).

Graph k-discs. Let k ≥ 1. The k-disc around a vertex v is the subgraph rooted at vertex v
and induced by the vertices within distance at most k from v. Note that for an n-vertex graph,
there are exactly n k-discs. Let Hd,k = {∆1, · · · ,∆N} be the set of all k-disc isomorphism
types, where N = Nd,k is the number of all such types (and is thus a constant). In the
following, we will refer to a k-disc of some vertex v in the graph G as disck,G(v) and a k-disc
type as ∆. Note that for every vertex v, there exists a unique k-disc type ∆ ∈ Hd,k such
that disck,G(v) is isomorphic to ∆, denoted as disck,G(v) ∼= ∆. (Throughout the paper, we
call two rooted graphs H1, H2 isomorphic to each other if there is a root-preserving mapping
from the vertex set of H1 to the vertex set of H2.)

We further assume that all the elements in Hd,k are ordered according to the natural
partial order among k-disc types. More specifically, for any two k-disc types ∆i,∆j , we let
∆i < ∆j (or equivalently, ∆j 4 ∆i) denote that ∆j is root-preserving isomorphic to some
subgraph of ∆i. Then we order all the k-disc types ∆1, · · · ,∆N such that if ∆i < ∆j , then
i ≤ j. Let G(j) denote all the indices i, except j itself, such that ∆i < ∆j .
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Locally random order streams. Let ΣE denote the set of all permutations (or orderings)
over the edge set E. Note that each σ ∈ ΣE determines the order of edges arriving from
the stream. Let D = D(ΣE) denote a probability distribution over ΣE . In particular, we
let U = U(ΣE) denote the uniform distribution over ΣE . Given a stream σ of edges, we
define the observed k-disc of v from the stream, denoted as disck(v, σ), to be the subgraph
rooted at v and induced by all edges that are sequentially collected from the stream and
the endpoints of which are within distance at most k to v. This is formally defined in the
following algorithm Stream_k-disc.

Algorithm 1 The observed k-disc of v from the stream

1: procedure Stream_k-disc(Stream(G),k,v)
2: U ← {v}, `v = 0, F ← ∅
3: for (u,w)← next edge in the stream do
4: if exactly one of u,w, say u, is contained in U then
5: if `u ≤ k − 1 then
6: U ← U ∪ {w}, F ← F ∪ {(u,w)}
7: for x ∈ U do
8: `x ← the distance between x and v in the graph G′ = (U,F )
9: end for

10: end if
11: else if both u, v are contained in U then
12: F ← F ∪ {(u,w)}
13: for x ∈ U do
14: `x ← the distance between x and v in the graph G′ = (U,F )
15: end for
16: end if
17: end for
18: return disck(v, σ)← the subgraph rooted at v and induced by all edges in F
19: end procedure

Now we formally define a locally random distribution on the order of edges.

I Definition 3. Let d, k > 0. Let G = (V,E) be a d-bounded graph. Let D be a distribution
over all the orderings of edges in E. Let Λk = {λ(∆i|∆j) : 0 ≤ λ(∆i|∆j) ≤ 1,∆j < ∆i, 1 ≤
i, j ≤ N} be a set of real numbers in [0, 1]. We call D a locally random Λk-distribution over
G with respect to k-disc types, if for σ sampled from D, the following conditions are satisfied:
1. (Conditional probabilities) For any vertex v with k-disc isomorphic to ∆j , the probability

that its observed k-disc disck(v, σ) ∼= ∆i is λ(∆i|∆j), for any i such that ∆j < ∆i.
2. (Independence of disjoint k-discs) For any two disjoint k-discs disck,G(v) and disck,G(u),

their observed k-discs disck(v, σ) and disck(u, σ) are independent.

Note that the set Λk cannot be an arbitrary set, as there might be no distribution satisfying
the above condition. On the other hand, if there indeed exists a distribution satisfying the
condition with numbers in Λk, then we call the set Λk realizable. In the following, we call a
stream a locally random order stream if there exists a family of realizable sets Λ = {Λk}k≥1,
such that the edge order is sampled from some locally random Λk-distribution with respect
to k-disc types, for any integer k ≥ 1. We have the following lemma.
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I Lemma 4. Let d ≥ 1. For any k ≥ 1, there exists n0 = n0(k, d), such that for n ≥ n0, any
d-bounded n-vertex graph G = (V,E), the uniform permutation U over E is a locally random
Λk-distribution over G with respect to k-disc types, for some realizable Λk := {λ(∆i|∆j) : 0 ≤
λ(∆i|∆j) ≤ 1,∆j < ∆i, 1 ≤ i, j ≤ N}. Furthermore, if we let κ := maxi,j:∆j<∆i

λ(∆i|∆j)
λ(∆i|∆i) ,

λmin := mini≤N λ(∆i|∆i), then κ ≤ 22dk+1 , λmin ≥ 1
(2dk+1)! .

Proof. Note that for any vertex v with disck,G(v) ∼= ∆j , the probability that the observed
k-disc of v is isomorphic to ∆i is exactly the fraction of orderings σ such that disck(v, σ) ∼= ∆i,
where ∆j < ∆i. We use such a fraction, which is a fixed real number, to define λ(∆i|∆j).
Observe that for an ordering σ sampled from U , it directly satisfies the second condition
Item 2 in Definition 3. Since there are at most 2dk+1 edges in any k-disc, the probability
of observing a full k-disc is at least 1

(2dk+1)! , that is, λmin ≥ 1
(2dk+1)! . Furthermore, since

the k-disc type ∆j might contain at most
(|E(∆j)|
|E(∆i)|

)
≤ 22dk+1 different subgraphs that are

isomorphic to ∆i, it holds that λ(∆i|∆j) ≤
∑
F :F subgraph of ∆j

F∼=∆i

λ(∆i|∆i) ≤ 22dk+1
λ(∆i|∆i)

for any i, j such that ∆j < ∆i. This completes the proof of the lemma. J

The above lemma shows that the uniformly random order stream is a special case of a
locally random order stream. Another natural class of locally random order stream is `-wise
independent permutation of edges for any ` = ωn(1) (i.e., any function that tends to infinity
as n goes to infinity) for n-vertex bounded degree graphs, but for our qualitative purposes
here, it suffices to consider uniformly random order streams.

3 Approximating the k-Disc Type Distribution

In this section, we show how to approximate the distribution of k-disc types of any d-bounded
graph in locally random order streams.

Recall that for any k, d, we let N = Nd,k be the constant denoting the number of all
possible k-disc isomorphism types. For any i ≤ N , let Vi be the set of vertices from V with
k-disc isomorphic to ∆i in the input graph G, that is, Vi := {v|v ∈ V,disck,G(v) ∼= ∆i}. Note
that fi = |Vi|

n is the fraction of vertices with k-disc isomorphic to ∆i.

I Lemma 5. Let G = (V,E) be a d-bounded graph presented in a locally random order
stream defined by a Λk-distribution D over G with respect to k-disc types, for some integer
k. Let κ := maxi,j:∆j<∆i

λ(∆i|∆j)
λ(∆i|∆i) , λmin := mini≤N λ(∆i|∆i). Then for any constant δ > 0,

there exists an algorithm that uses O(κ
2N ·d3k+2·33N+1

δ2λmin
) space, and with probability 2

3 , for any
i ≤ N , approximates the fraction fi of vertices with k-disc isomorphic to ∆i in G with
additive error δ.

Proof. Our algorithm is as follows. We first sample a constant number of vertices, which are
called centers. Then for each center v, we collect the observed k-disc of v from the stream.
Then we postprocess all the collected edges and use the corresponding empirical distribution
of k-disc types of all centers to estimate the distribution of k-disc types of the input graph.
The formal description is given in Algorithm 2.

Note that since there are s = 8κ2N ·d2k+1·33N+1

δ2λmin
vertices in A and only edges that belong

to the k-discs of these vertices will be collected by our algorithm, the space complexity of
the algorithm is O(sdk+1) = O(κ

2N ·d3k+2·33N+1

δ2λmin
), which is constant.

Now we show the correctness of the algorithm.
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Algorithm 2 Approximating the distribution of k-disc types

1: procedure k-disc_distribution(Stream(G),Λk,n, d, k, δ)
2: sample a set A of s := 8κ2N ·d2k+1·33N+1

δ2λmin
vertices uniformly at random

3: for each v ∈ A do
4: Hv ← Stream_k-disc(Stream(G),v,k) . to collect observed k-disc of v
5: end for
6: end procedure
7:
8: procedure Postprocessing
9: H ← the graph spanned by ∪v∈AHv

10: for i = 1 to N do
11: Yi ← |{v : v ∈ A, disck,H(v) ∼= ∆i}|/s
12: Xi ← (Yi −

∑
j∈G(i)Xj · λ(∆i|∆j)) · λ−1(∆i|∆i).

13: end for
14: return X1, · · · , XN

15: end procedure

We let A ∼ UV denote that A is the set of s vertices sampled uniformly at random from
V . For any i ≤ N , let Ai be the set of vertices from A with k-disc isomorphic to ∆i in the
input graph G, that is, Ai := {v|v ∈ A, disck,G(v) ∼= ∆i}. Note that EA∼UV

[|Ai|] = s · |Vi|
n .

Let βi = 3i−N−2, θi = (3κ)i−N−1. By Chernoff bound and our setting of s which satisfy
that s ≥ Ω( 1

(δθi)2βi
), we have the following claim.

I Claim 6. For any i ≤ N , PrA∼UV
[| |Ai|

s −
|Vi|
n | ≤ δθi] ≥ 1− βi.

We assume for now that A is a fixed set with s vertices. We let σ ∼ D denote that the
edge ordering σ is sampled from D. For any v ∈ A, let Zv,i be the indicator random variable
of the event that the observed k-disc disck(v, σ) of v is isomorphic to ∆i for σ ∼ D. Note that
Prσ∼D[Zv,i = 1] = λ(∆i|∆j) if disck,G(v) ∼= ∆j . Let Y (σ)

i := |{v:v∈A,disck(v,σ)∼=∆i}|
s denote

the fraction of vertices in A with observed k-disc isomorphic to ∆i. By definition, it holds
that Y (σ)

i = 1
s

∑
v∈Aj

j∈G(i)∪{i}
Zv,i, and furthermore, Eσ∼D[Y (σ)

i ] = 1
s

∑
j∈G(i)∪{i} |Aj | ·λ(∆i|∆j).

Let X(σ)
i = (Y (σ)

i −
∑
j∈G(i)X

(σ)
j · λ(∆i|∆j)) · λ−1(∆i|∆i).

We have the following claim.

I Claim 7. For any i ≤ N , it holds that Eσ∼D[X(σ)
i ] = |Ai|

s .

Proof. We prove the claim by induction. For i = 1, it holds that Eσ∼D[X(σ)
1 ] = Eσ∼D[Y (σ)

1 ] ·
λ−1(∆1|∆1) = |A1|

s · λ(∆1|∆1) · λ−1(∆1|∆1) = |A1|
s . Assuming that the claim holds for i− 1,

and we prove it holds for i as well. By definition, we have that

Eσ∼D[X(σ)
i ] = Eσ∼D[(Y (σ)

i −
∑
j∈G(i)

X
(σ)
j · λ(∆i|∆j)) · λ−1(∆i|∆i)]

=
( ∑
j∈G(i)∪{i}

|Aj |
s
· λ(∆i|∆j)−

∑
j∈G(i)

Eσ∼D[X(σ)
j ] · λ(∆i|∆j)

)
· λ−1(∆i|∆i)

=
( ∑
j∈G(i)∪{i}

|Aj |
s
· λ(∆i|∆j)−

∑
j∈G(i)

|Aj |
s
· λ(∆i|∆j)

)
· λ−1(∆i|∆i) = |Ai|

s
,

where the second to last equation follows from the induction. J
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We can now bound the variance of Y (σ)
i as shown in the following claim.

I Claim 8. For any i ≤ N , it holds that Varσ∼D[Y (σ)
i ] ≤ 1

s2 · d2k+1∑
j∈G(i)∪{i} |Aj | ·

λ(∆i|∆j).

Proof. Recall that Y (σ)
i = 1

s

∑
v∈Aj

j∈G(i)∪{i}
Zv,i. Note that for each v ∈ A, by the independence

assumption on D, the random variable Zv,i can only correlate with the corresponding variables
for vertices that are within distance at most 2k from v. The number of such vertices is at
most 1 + d + d2 + · · · + d2k < d2k+1. Let dt(u, v) denote the distance between u, v in the
graph G. Then we have that

Eσ∼D[(
∑
v∈Aj

j∈G(i)∪{i}

Zv,i)2] = Eσ∼D[
∑
v∈Aj

j∈G(i)∪{i}

∑
u∈Aj

j∈G(i)∪{i}

Zv,i · Zu,i]

= Eσ∼D[
∑
v∈Aj

j∈G(i)∪{i}

(
∑
u∈Aj

j∈G(i)∪{i}
dtG(u,v)≤2k

Zv,i · Zu,i +
∑
u∈Aj

j∈G(i)∪{i}
dtG(u,v)>2k

Zv,i · Zu,i)]

≤ Eσ∼D[
∑
v∈Aj

j∈G(i)∪{i}

∑
u∈Aj

j∈G(i)∪{i}
dtG(u,v)≤2k

Zv,i] +

 ∑
j∈G(i)∪{i}

[|Aj |] · λ(∆i|∆j)

2

≤ d2k+1Eσ∼D[
∑
v∈Aj

j∈G(i)∪{i}

Zv,i] + (Eσ∼D[
∑
v∈Aj

j∈G(i)∪{i}

Zv,i])2

= d2k+1 ·
∑

j∈G(i)∪{i}

|Aj | · λ(∆i|∆j) + (Eσ∼D[
∑
v∈Aj

j∈G(i)∪{i}

Zv,i])2,

where the first inequality follows from the fact that Zu,i ≤ 1, and that for any two vertices
u, v with dt(u, v) > 2k, Zu,i, Zv,i are independent.

Then we have that

Varσ∼D[Y (σ)
i ] = 1

s2 ·Varσ∼D[
∑
v∈Aj

j∈G(i)∪{i}

Zv,i]

= 1
s2

Eσ∼D[(
∑
v∈Aj

j∈G(i)∪{i}

Zv,i)2]− (Eσ∼D[
∑
v∈Aj

j∈G(i)∪{i}

Zv,i])2


≤ 1
s2 · d

2k+1
∑

j∈G(i)∪{i}

|Aj | · λ(∆i|∆j). J

We next prove that each X(σ)
i is concentrated around its expectation with high probability.

I Claim 9. For any i ≤ N , it holds that Prσ∼D[|X(σ)
i − Eσ∼D[X(σ)

i ]| ≤ θiδ] ≥ 1− βi.

Proof. We prove the claim by induction. For i = 1, it holds that

Pr
σ∼D

[|X(σ)
1 − Eσ∼D[X(σ)

1 ]| ≤ θ1δ] ≤ Pr
σ∼D

[|Y (σ)
1 − Eσ∼D[Y (σ)

1 ]| · λ−1(∆1|∆1) ≥ δθ1]

≤ Varσ∼D[Y (σ)
1 ]

(δθ1)2 · λ2(∆1|∆1) ≤
d2k+1|A1| · λ(∆1|∆1)
s2 · (δθ1)2 · λ2(∆1|∆1) ≤

d2k+1

s(δθ1)2 · λ(∆1|∆1) ≤ β1,
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where the last inequality follows from our choice of β1, θ1 and s which satisfy that s ≥
d2k+1

(δθ1)2β1·λ(∆1|∆1) . Now let us consider arbitrary i ≥ 2, assuming that the claim holds for any
j ≤ i− 1. First, with probability (over the randomness that σ ∼ D) at least 1−

∑i−1
j=1 βj =

1−
∑i−1
j=1 3j−N−2 ≥ 1− βi

2 , it holds that for all j ≤ i− 1, |X(σ)
j − Eσ∼D[X(σ)

j ]| ≤ θjδ. This
further implies that with probability at least 1− βi

2 ,

|
∑
j∈G(i)

X
(σ)
j · λ(∆i|∆j)

λ(∆i|∆i)
− Eσ∼D[(

∑
j∈G(i)

X
(σ)
j · λ(∆i|∆j)

λ(∆i|∆i)
)]|

≤
∑
j∈G(i)

|X(σ)
j − Eσ∼D[X(σ)

j ]| · λ(∆i|∆j)
λ(∆i|∆i)

≤
∑
j∈G(i)

δθj ·
λ(∆i|∆j)
λ(∆i|∆i)

≤ κ ·
∑
j∈G(i)

δθj ≤ κ ·
i−1∑
j=1

δ(3κ)j−N ≤ θiδ

2 .

Now note that

Pr
σ∼U

[|Y (σ)
i − E[Y (σ)

i ]| · λ(∆i|∆i)−1 ≥ θiδ

2 ] ≤ 4 ·Varσ∼D[Y (σ)
i ]

(δθi)2 · λ(∆i|∆i)2

≤
4 · d2k+1∑

j∈G(i)∪{i} |Aj | · λ(∆i|∆j)
s2 · (δθi)2 · λ(∆i|∆i)2 ≤ 4 · d2k+1 · κ

s · (δθi)2 · λ(∆i|∆i)
≤ βi

2 ,

where the last inequality follows from our choice of βi, θi and s which satisfy that s ≥
8κ·d2k+1

(δθi)2βi·λ(∆i|∆i)) .
Therefore, with probability (over σ ∼ D) at least 1− βi

2 −
βi

2 = 1− βi, it holds that

|X(σ)
i − Eσ∼D[X(σ)

i ]|

=

∣∣∣∣∣Y
(σ)
i −

∑
j∈G(i)X

(σ)
j · λ(∆i|∆j)

λ(∆i|∆i)
− Eσ∼D

[
Y

(σ)
i −

∑
j∈G(i)X

(σ)
j · λ(∆i|∆j)

λ(∆i|∆i)

]∣∣∣∣∣
=

∣∣∣∣∣∣ (Y
(σ)
i − Eσ∼D[Y (σ)

i ])
λ(∆i|∆i)

−

 ∑
j∈G(i)

X
(σ)
j · λ(∆i|∆j)

λ(∆i|∆i)
− Eσ∼D[(

∑
j∈G(i)

X
(σ)
j · λ(∆i|∆j)

λ(∆i|∆i)
)]

∣∣∣∣∣∣
≤ δθi

2 + δθi
2 = δθi. J

Now with probability (over both A ∼ UV and σ ∼ D) at least 1− βi − βi, it holds that∣∣∣∣X(σ)
i − |Vi|

n

∣∣∣∣ ≤ ∣∣∣X(σ)
i − Eσ∼D[X(σ)

i ]
∣∣∣+
∣∣∣∣Eσ∼D[X(σ)

i ]− |Vi|
n

∣∣∣∣
=

∣∣∣X(σ)
i − Eσ∼D[X(σ)

i ]
∣∣∣+
∣∣∣∣ |Ai|s − |Vi|n

∣∣∣∣ ≤ δθi + δθi = 2δθi.

Finally, with probability at least 1− 2
∑N
j=1 βj = 1− 2

∑N
j=1 3j−N−2 ≥ 1− 1

3 , it holds
that for all i ≤ N , |Xi − |Vi|

n | ≤ 2θiδ ≤ δ. This completes the proof of the lemma. J

4 Constant-Query Property Testing

In this section, we show how to transform constant-query property testers in the adjacency
list model to constant-space property testers in the random order stream model in a single
pass and prove our main result Theorem 1. (Our transformation also works in the locally
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random order model as defined in Definition 3, but for simplicity, we only state our result in
the uniformly random order model.)

I Definition 10. Let Π = (Πn)n∈N be a property of d-bounded graphs, where Πn is a
property of graphs with n vertices. We say that Π is testable with query complexity q, if
for every ε, d and n, there exists an algorithm that performs q = q(n, ε, d) queries to the
adjacency list of the graph, and with probability at least 2/3, accepts any n-vertex d-bounded
graph G satisfying Π, and rejects any n-vertex d-bounded graph that is ε-far from satisfying
Π. If q = q(ε, d) is a function independent of n, then we call Π constant-query testable.

Similarly, we can define constant-space testable properties in graph streams.

I Definition 11. Let Π = (Πn)n∈N be a property of d-bounded graphs, where Πn is a
property of graphs with n vertices. We say that Π is testable with space complexity q, if for
every ε, d and n, there exists an algorithm that performs a single pass over an edge stream
of an n-vertex d-bounded graph G, uses q = q(n, ε, d) space, and with probability at least
2/3, accepts G if it satisfies Π, and rejects G if it is ε-far from satisfying Π. If q = q(ε, d) is
a function independent of n, then we call Π constant-space testable.

The proof of Theorem 1 is based on the following known fact: every constant-query
property tester can be simulated by some canonical tester which only samples a constant
number of vertices, and explores the k-discs of these vertices, and then makes deterministic
decisions based on the explored subgraph. This implies that it suffices to approximate the
distribution of k-disc types of the input graph to test the corresponding property. Formally,
we will use the following lemma relating the constant-time testable properties and their
k-disc distributions. For any graph G, let SG,k denote the subgraph spanned by the union of
k-discs rooted at k uniformly sampled vertices from G. The following lemma is implied by
Lemma 3.2 in [7] (which was built on [14] and [13]). (The result in [7] is stated for d-bounded
directed graphs, while it also holds in the undirected case.)

I Lemma 12. Let Π = (Πn)n∈N be any d-bounded graph property that is testable with
q = q(ε, d) query complexity in the adjacency list model. Then there exist integer n0, k = c · q
for some large universal constant c, and an infinite sequence of F = {Fn}n≥n0 such that for
any n ≥ n0, Fn is a set of digraphs, each being a union of k disjoint k-discs, and for any
n-vertex graph G,

if G satisfies Πn, then with probability at most 5
12 , SG,k is isomorphic to one of the

members in Fn.
if G is ε-far from satisfying Πn, then with probability at least 7

12 , SG,k is isomorphic to
one of the members in Fn.

Now we are ready to prove Theorem 1.

Proof Sketch of Theorem 1. The proof follows almost directly from the proof of Theorem
1.1 in [7]. We sketch the algorithm and its analysis, and refer to [7] for further details.

The algorithm is as follows. For any property Π = (Πn)n∈N that is testable with query
complexity q = q(ε, d) in the adjacency list model, we set k = c ·q as guaranteed in Lemma 12,
and set N = N(d, k), δ = 1

48(2kN)k . Let G be any n-vertex graph with n ≥ n1 := n1(d, k) that
is represented by a uniformly random order edge stream, where n1 is some sufficiently large
constant. (For graphs with n < n1 vertices, one can trivally test Πn with constant space.)
Let Λk be the set of probabilities as guaranteed in Lemma 4. We first invoke the algorithm
k-Disc_Distribution(Stream(G), Λk, n, d, k, δ) to get estimators X1, · · · , XN for the
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fraction f1, · · · , fN of vertices whose k-discs are isomorphic to ∆1, · · · ,∆N , respectively.
As guaranteed by Lemma 5, with probability at least 2/3, it holds that for any i ≤ N ,
|Xi − fi| ≤ δ. Conditioned on this event, we approximate the frequency of each subgraph F
in Fn as guaranteed in Lemma 12, where F = (Γ1, · · · ,Γk) is a multiset of k-discs. That is,

for each F = (Γ1, · · · ,Γk), we calculate its empirical frequency as estim(F ) =
∏N

i=1 (Xi·n
xi

)
(n

k) ,
where xi is the number of copies among Γ1, · · · ,Γk that are of the same type as ∆i, for
1 ≤ i ≤ N . Finally, we accept the graph if and only if

∑
F∈Fn

estim(F ) < 1
2 .

By Lemma 5 and our setting of δ, the space used by the algorithm is O(κ
2N ·d3k+2·33N+1

δ2λmin
) =

O(κ
2N ·d3k+2·33N+1·(2kN)2k

λmin
).

For the correctness of the algorithm, note that if Xi’s are good estimators for fi’s, then
the empirical probability estim(F ) is close to the probability that SG,k, the subgraph spanned
by the union of k-discs rooted at k uniformly sampled vertices from G, spans a subgraph
that is isomorphic to F . This implies that the quantity

∑
F∈Fn

estim(F ) is a good estimator
for the probability that SG,k is isomorphic to one of the members in F . Combining this with
Lemma 12, we can show that if G satisfies Πn, then

∑
F∈Fn

estim(F ) < 1
2 and if G is ε-far

from satisfying the property Πn, then
∑
F∈Fn

estim(F ) ≥ 1
2 . We omit details here. J

5 Constant-Time Approximation Algorithms

As we mentioned in the introduction, to simulate any constant-time algorithm that is
independent of the labeling of the vertices, and accesses the graph by sampling random
vertices and exploring neighborhoods (or k-discs for some k) of these vertices, it suffices to
have the distribution of k-disc types. Now we explain slightly more about this simulation
and sketch the proof of Theorem 2. In order to approximate the size of the solution of an
optimization problem (e.g., maximum matching, minimum vertex cover), it has been observed
by Parnas and Ron [28] that it suffices to have efficient oracle OS access to a solution S.
This is true since one can attain a good estimator for the size of S by sampling a constant
number of vertices, performing corresponding queries to the oracle OS and then returning
the fraction of vertices that belong to S based on the returned answers from OS . Nguyen
and Onak [26] implemented such an oracle via an elegant approach of locally simulating the
classical greedy algorithm. In particular, they showed the following result.

I Lemma 13 ([26]). There exist q = q(ε, d), an oracle OM to a maximal matching M ,
and an algorithm that queries OM about all the edges incident to a set of s = O(1/ε2)
randomly sampled vertices and with probability at least 2/3, returns an estimator that is
(1, εn)-approximation of the size of M , and each query to OM performs at most q queries to
the adjacency list of the graph.

A key observation is that the algorithm in Lemma 13 can be viewed as first sampling s
q-discs from the graph and then perform OM queries on each of these q-discs. It is easy to
see that with high probability 0.99, all these q-discs are disjoint. Furthermore, the answer of
the above oracle only depends on the structure of the corresponding neighborhood of the
starting vertex v and the random ordering of the edges belonging to this neighborhood. Now
we can approximate the size of a maximal matching in the random order streaming model as
follows: we first invoke Algorithm 2 to get an estimator for the distribution of q-discs. Then
we can simulate the oracle on this distribution.

Acknowledgments. We would like to thank G. Cormode, H. Jowhari for helpful discussions.
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Abstract
We consider the task of graph exploration. An n-node graph has unlabeled nodes, and all ports
at any node of degree d are arbitrarily numbered 0, . . . , d − 1. A mobile agent has to visit all
nodes and stop. The exploration time is the number of edge traversals. We consider the problem
of how much knowledge the agent has to have a priori, in order to explore the graph in a given
time, using a deterministic algorithm. This a priori information (advice) is provided to the agent
by an oracle, in the form of a binary string, whose length is called the size of advice. We consider
two types of oracles. The instance oracle knows the entire instance of the exploration problem,
i.e., the port-numbered map of the graph and the starting node of the agent in this map. The
map oracle knows the port-numbered map of the graph but does not know the starting node of
the agent. What is the minimum size of advice that must be given to the agent by each of these
oracles, so that the agent explores the graph in a given time?

We first consider exploration in polynomial time, and determine the exact minimum size of
advice to achieve it. This size is log log logn−Θ(1), for both types of oracles.

When advice is large, there are two natural time thresholds: Θ(n2) for a map oracle, and
Θ(n) for an instance oracle, that can be achieved with sufficiently large advice. We show that,
with a map oracle, time Θ(n2) cannot be improved in general, regardless of the size of advice. We
also show that the smallest size of advice to achieve this time is larger than nδ, for any δ < 1/3.

For an instance oracle, advice of size O(n logn) is enough to achieve time O(n). We show
that, with any advice of size o(n logn), the time of exploration must be at least nε, for any ε < 2,
and with any advice of size O(n), the time must be Ω(n2).

We also investigate minimum advice sufficient for fast exploration of Hamiltonian graphs.

1998 ACM Subject Classification F.2.2 Nonnumerical Algorithms and Problems

Keywords and phrases algorithm, graph, exploration, mobile agent, advice

Digital Object Identifier 10.4230/LIPIcs.ICALP.2017.132

1 Introduction

Exploration of networks by visiting all of their nodes is one of the basic tasks performed
by a mobile agent in networks. In applications, a software agent may need to collect data
placed at nodes of a network, or a mobile robot may need to collect samples of air or ground
in a contaminated mine whose corridors form links of a network, with corridor crossings
represented by nodes.
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The network is modeled as a simple connected undirected graph G = (V,E) with n nodes,
called graph in the sequel. Nodes are unlabeled, and all ports at any node of degree d are
arbitrarily numbered 0, . . . , d− 1. The agent is initially situated at a starting node v of the
graph. When the agent located at a current node u gets to a neighbor w of u by taking port
i, it learns the port j by which it enters node w and it learns the degree of w. The agent
has to visit all nodes of the graph and stop. The agent is computationally unbounded and
cannot mark the visited nodes.

The time of the exploration is the number of edge traversals. We consider the problem
of how much knowledge the agent has to have a priori, in order to explore the graph in
a given time, using a deterministic algorithm. It is well-known that some information is
necessary, as witnessed even by the class of rings in which ports at all nodes are numbered
0,1 in clockwise order. Navigating in such a ring, the agent cannot learn its size. If there
existed an exploration algorithm not using any a priori knowledge, then it would have to
stop after some t steps in every ring, and hence would fail to explore a (t+ 2)-node ring.

Following the paradigm of algorithms with advice [1, 13, 17, 18, 21, 20, 22, 23, 24, 25, 26,
27, 29], this a priori information (advice), needed for exploration, is provided to the agent
by an oracle, in the form of a binary string, whose length is called the size of advice. We
consider two types of oracles. An instance oracle knows the entire instance of the exploration
problem, i.e., the port-numbered map of the graph and the starting node of the agent in
this map. A map oracle knows the port-numbered map of the graph but does not know the
starting node of the agent. Formally, a map oracle is a function f : G −→ S, where G is
the set of graphs and S is the set of finite binary strings. An instance oracle is a function
f : I −→ S, where I is the set of pairs (G, v), with G ∈ G and v being the starting node of
the agent in graph G. The advice s is an input to an exploration algorithm. We say that
exploration in time t with advice of size x given by an instance oracle is possible, if there
exists advice of length x depending on the instance (G, v), and an exploration algorithm
using this advice, which explores every graph in time t, starting from node v. Likewise, we
say that exploration in time t with advice of size x given by a map oracle is possible, if there
exists advice of length x depending on the graph G, and an exploration algorithm using
this advice, which explores every graph in time t, starting from any node. (Integers x and
t depend on the size of the graph.) Proving that such an exploration is possible consists
in showing an oracle of the appropriate type giving advice of size x, and an exploration
algorithm using this advice and working in time t, for any graph and any starting node.
Proving that such an exploration is impossible consists in showing that, for any oracle of the
appropriate type giving advice of size x, and for any exploration algorithm using it, there
exists a graph and a starting node for which this algorithm will exceed time t.

The central question studied in this paper is:
What is the minimum size of advice that has to be given to the agent by an instance

oracle (resp. by a map oracle) to permit the agent to explore any graph in a given time?
Our main contributions are negative results of two types:

impossibility results showing that the less powerful map oracle cannot help to achieve
the same exploration time as the more powerful instance oracle, regardless of the size of
advice;

lower bounds showing that the size of some natural advice leading to a simple exploration
in a given time cannot be improved significantly.

While in most cases our bounds on the size of advice are asymptotically tight, in one case
the remaining gap is cubic.
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1.1 Our results
We first consider exploration in polynomial time, and determine the exact minimum size
of advice to achieve it. Indeed, we prove that some advice of size log log logn− c, for any
constant c, is sufficient to permit polynomial exploration of all n-node graphs, and that no
advice of size log log logn− φ(n), where φ is any function diverging to infinity, can help to
do this. Both these results hold both for the instance and for the map oracles.

On the other side of the spectrum, when advice is large, there are two natural time
thresholds: Θ(n2) for a map oracle, and Θ(n) for an instance oracle. This is because, in both
cases, these time benchmarks can be achieved with sufficiently large advice (advice of size
O(n logn) suffices). We show that, with a map oracle, time Θ(n2) cannot be improved in
general, regardless of the size of advice. What is then the smallest advice to achieve time
Θ(n2) with a map oracle? We show that this smallest size of advice is larger than nδ, for
any δ < 1/3.

For large advice, the situation changes significantly when we allow an instance oracle
instead of a map oracle. In this case, advice of size O(n logn) is enough to achieve time O(n).
Is such a large advice needed to achieve linear time? We answer this question affirmatively.
Indeed, we show more: with any advice of size o(n logn), the time of exploration must be at
least nε, for any ε < 2, and with any advice of size O(n), the time must be Ω(n2).

We finally look at Hamiltonian graphs, as for them it is possible to achieve the absolutely
optimal exploration time n− 1, when sufficiently large advice (of size O(n logn)) is given by
an instance oracle. We show that a map oracle cannot achieve this: regardless of the size of
advice, the time of exploration must be Ω(n2), for some Hamiltonian graphs. On the other
hand, even for an instance oracle, with advice of size o(n logn), optimal time n− 1 cannot
be achieved: indeed, we show that the time of exploration with such advice must sometimes
exceed the optimal time n− 1 by a summand nε, for any ε < 1.

Our results permit us to compare advice of different size and of different quality. The
size is defined formally, and for quality we may say that advice given by an instance oracle is
superior to advice given by a map oracle, because an instance oracle, seeing not only the
graph but also the starting node of the agent, can use the allowed bits of advice in a better
way. Looking from this perspective it turns out that both size and quality of advice provably
matter. The fact that quality of advice matters is proved by the following pair of results:
for a map oracle, time Θ(n2) cannot be beaten, regardless of the size of advice, while for
an instance oracle time O(n) can be achieved with O(n logn) bits of advice. The fact that
the size of advice matters (with the same quality) is proved by the following pair of results:
for an instance oracle, time O(n) can be achieved with O(n logn) bits of advice, but with
o(n logn) bits of advice time must be at least nε, for any ε < 2.

1.2 Related work
The problem of exploration and navigation of mobile agents in an unknown environment
has been extensively studied in the literature for many decades (cf. the survey [33]). The
explored environment has been modeled in two distinct ways: either as a geometric terrain
in the plane, e.g., an unknown terrain with convex obstacles [9], or a room with polygonal
[12] or rectangular [5] obstacles, or as we do in this paper, i.e., as a graph, assuming that
the agent may only move along its edges. The graph model can be further specified in two
different ways: either the graph is directed, in which case the agent can move only from
tail to head of a directed edge [2, 6, 7, 13], or the graph is undirected (as we assume) and
the agent can traverse edges in both directions [4, 8, 16, 30, 31]. The efficiency measure
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adopted in most papers dealing with exploration of graphs is the time (or cost) of completing
this task, measured by the number of edge traversals by the agent. Some authors [4, 8, 16]
impose further restrictions on the moves of the agent.

Another direction of research concerns exploration of anonymous graphs. In this case it
is impossible to explore arbitrary graphs and stop after exploration, if no marking of nodes
is allowed, and if nothing is known about the graph. Hence some authors [6, 7] allow pebbles
which the agent can drop on nodes to recognize already visited ones, and then remove them
and drop them in other places. A more restrictive scenario assumes a stationary token that
is fixed at the starting node of the agent [11, 32]. Exploring anonymous graphs without
the possibility of marking nodes (and thus possibly without stopping) is investigated, e.g.,
in [14, 19]. The authors concentrate attention not on the cost of exploration but on the
minimum amount of memory sufficient to carry out this task. In the absence of marking
nodes, in order to guarantee stopping after exploration, some knowledge about the graph is
required, e.g., an upper bound on its size [11, 34].

Providing nodes or agents with arbitrary kinds of information that can be used to perform
network tasks more efficiently has been previously proposed in [1, 13, 17, 18, 21, 20, 22,
23, 24, 25, 26, 27, 29] in contexts ranging from graph coloring to broadcasting and leader
election. This approach was referred to as algorithms with advice. The advice is given either
to nodes of the network or to mobile agents performing some network task. In the first case,
instead of advice, the term informative labeling schemes is sometimes used, if different nodes
can get different information.

Several authors studied the minimum size of advice required to solve network problems
in an efficient way. In [27], given a distributed representation of a solution for a problem, the
authors investigated the number of bits of communication needed to verify the legality of the
represented solution. In [21], the authors compared the minimum size of advice required to
solve two information dissemination problems using a linear number of messages. In [22], it
was shown that advice of constant size given to the nodes enables the distributed construction
of a minimum spanning tree in logarithmic time. In [15, 17], the advice paradigm was used
for online problems. In particular, in [15] the authors studied online graph exploration
with advice in labeled weighted graphs. In the case of [29], the issue was not efficiency but
feasibility: it was shown that Θ(n logn) is the minimum size of advice required to perform
monotone connected graph clearing. In [26], the authors studied radio networks for which
it is possible to perform centralized broadcasting in constant time. In [24], the authors
studied the problem of topology recognition with advice given to nodes. The topic of [28]
and [35] was the size of advice needed for fast leader election, resp. in anonymous trees and
in arbitrary anonymous graphs. Exploration with advice was previously studied only for
trees [20], and algorithm performance was measured using the competitive approach. In
the present paper, the performance measure of an algorithm is the order of magnitude of
exploration time, and hence the case of trees is trivial, as they can be explored in linear time
without any advice.

2 Exploration in polynomial time

As a warm-up, we first consider the following question: What is the minimum size of advice
permitting the agent to explore any graph in time polynomial in the size of the graph? In
this section we give the exact answer to this question, both for the instance oracle and for
the map oracle.

It is well-known that, if the agent knows an upper bound n′ on the number n of nodes of
the graph, then exploration in time polynomial in n′ is possible, starting from any node of the
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graph. The first result implying this fact was proved in [3]. The exploration proposed there
works in time O(n′5 logn′), and is based on Universal Traversal Sequences (UTS). Later on,
an exploration algorithm working in time polynomial in n′ based on Universal Exploration
Sequences (UXS) was established in [34]. While the polynomial in the latter paper has much
higher degree, the solution from [34] can be carried out in logarithmic memory. Both UTS
and UXS permit to find a sequence of port numbers to be followed by the agent, regardless
of the topology of the graph and of its starting node. In the case of UTS, the sequence of
port numbers to be followed is the UTS itself, and in the case of UXS it is constructed term
by term, on the basis of the UXS and of the port number by which the agent entered the
current node. Regardless of which solution is used, we have the following proposition:

I Proposition 1 ([3, 34]). If the agent knows an upper bound n′ on the number n of nodes of
the graph, there exists an algorithm with input n′ that permits the agent starting at any node
of the graph to explore the graph and stop after P (n′) steps, where P is some polynomial.

The positive part of our result on minimum advice is formulated in the following lemma.
Its proof is based on Proposition 1. The advice given to the agent is some prefix of the binary
representation of the number blog lognc, on the basis of which the agent computes a rough
but sufficiently precise upper bound on the size of the graph which permits it to explore the
graph, in time polynomial in its size.

I Lemma 2. For any positive constant c, there exists an exploration algorithm using advice
of size blog log logn− cc, that works in time polynomial in n, for any n-node graph.

The next result shows that the upper bound from the previous lemma is tight. Indeed,
the following lower bound holds even for oriented rings, i.e., rings in which ports 0 and 1 are
in clockwise order at every node.

I Lemma 3. For any function φ : N → N such that φ(n) → ∞ as n → ∞, it is not
possible to explore an n-node oriented ring in polynomial time, using advice of size at most
log log logn− φ(n).

Notice that Lemmas 2 and 3 hold both for the instance oracle and for the map oracle.
The positive result from Lemma 2 holds even for the map oracle, as the advice concerns the
size of the graph and does not require knowing the starting node of the agent. The negative
result from Lemma 3 holds even for the instance oracle, as it is true even in oriented rings,
where knowledge of the starting node does not provide any insight, since all nodes look the
same. Hence Lemmas 2 and 3 imply the following theorem that gives a precise answer to the
question stated at the beginning of this section.

I Theorem 4. The minimum size of advice permitting the agent to explore any graph in
time polynomial in the size n of the graph is log log logn−Θ(1), both for the instance oracle
and for the map oracle.

3 Fast exploration

When advice given to the agent can be large, there are two natural time thresholds: Θ(n2)
for a map oracle, and Θ(n) for an instance oracle. This is because, in both cases, these time
benchmarks can be achieved with sufficiently large advice. Indeed, we have the following
proposition.
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I Proposition 5.
1. There exists an exploration algorithm, working in time O(n2) and using advice of size

O(n logn), provided by a map oracle, for n-node graphs.
2. There exists an exploration algorithm, working in time O(n) and using advice of size

O(n logn), provided by an instance oracle, for n-node graphs.

In the rest of this section we prove negative results indicating the quality of the natural
solution given in Proposition 5. For the map oracle, we show that quadratic exploration time
cannot be beaten, and we give a lower bound on the size of advice sufficient to guarantee
this time. For the instance oracle, we show that Proposition 5 gives optimal advice for linear
exploration time.

3.1 Map oracle
Our first result for the map oracle shows that, regardless of the size of advice, exploration
time Θ(n2) cannot be beaten, for some n-node graphs.

We will use the following construction from [10] of a family HX of graphs.
Let H be an m

2 -regular graph with m nodes, where m is even, e.g., the complete bipartite
graph. Let T be the set of edges of any spanning tree of H. Let S be the set of edges of H
outside T . Let s = |S| = m2

4 −m+ 1 and S = {e1, e2, · · · , es}.
For x ∈ {0, 1}s \ {0s}, the (2m)-node graph Hx is constructed from H by taking two

disjoint copies H ′ and H ′′ of H, and crossing some pairs of edges from one copy to the other.
For i = 1, · · · , s, if the i−th bit of x is 1, then the edge ei = (ui, vi) is deleted from both
copies of H and two copies of ei are crossed between the two copies of H. More precisely, let
{v1, · · · , vm} be the set of nodes of H and let v′i and v′′i be the nodes corresponding to vi, in
H ′ and H ′′, respectively. Let V ′ and V ′′ be the sets of nodes of H ′ and H ′′, respectively.
Define Hx = (V ′ ∪ V ′′, Ex), where Ex = {(v′i, v′j), (v′′i , v′′j ) : (vi, vj) ∈ T} ∪ {(v′i, v′′j ), (v′′i , v′j) :
ek = (vi, vj) ∈ S and xk = 1}. Let HX = {Hx : x ∈ {0, 1}s \ {0s}}.

According to the result from [10], for every node v ∈ H, there exists some sequence
x(v) ∈ {0, 1}s \ {0s} such that if an exploration of H performed according to some sequence
W of port numbers, starting from node v1, visits node v at most s times, then in one of
the copies H ′ or H ′′ in Hx(v) the node v′ or v′′ is not visited at all, if the same sequence W
is used to explore the graph Hx(v) starting from v′1. Intuitively, the result from [10] shows
a class of graphs with the property that if some node in one of these graphs is not visited
many times, then the exploration algorithm fails in some other graph of this class. There
is no control in which graph of the class this will happen. We use the graphs from [10] as
building blocks to prove a different kind of lower bound. Indeed, we construct a single graph
having the property that if some of its nodes are not visited many times, then exploration
must fail in this graph. This will prove a lower bound on exploration time for some graph,
even if the agent knows the entire graph.

Using the graphs Hx ∈ HX from [10] we construct the graph Ĝ as follows. For any
1 ≤ i ≤ m, let v′1(i) be the node corresponding to node v′1 from H ′ in the graph Hx(vi).
Connect the graphs Hx(vi), for 1 ≤ i ≤ m, and an oriented cycle C with nodes {y1, · · · , ym}
(port numbers 0,1 are in clockwise order at each node of the cycle), by adding edges (yi, v′1(i)),
for 1 ≤ i ≤ m. The port numbers corresponding to these edges are: 2 at yi and m

2 at v′1(i).
The cycle C is called the main cycle of Ĝ. See Fig. 1.

Let n = 2m2 +m be the number of nodes in Ĝ.
By the construction of Ĝ, any exploration algorithm with the agent starting from any

node of the main cycle, has the following obliviousness property. For any step i of the
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Figure 1 Construction of Ĝ.

algorithm, if the agent is at some node v in this step, and the algorithm prescribes taking
some port p at this node, then the port q through which the agent enters the adjacent node
w in the (i + 1)-th step, and the degree of the node w are predetermined (i.e., they are
independent of the starting node in the main cycle). Intuitively, the agent does not learn
anything during the algorithm execution. Therefore, every exploration algorithm with the
agent starting from any node of the main cycle can be uniquely coded by a sequence of port
numbers which the agent takes in consecutive steps of its exploration.

Let A be any exploration algorithm for Ĝ, and suppose that the agent starts from some
node of the main cycle. We use · for concatenation of sequences.

I Lemma 6. Let U be the sequence of port numbers corresponding to the movement of the
agent according to algorithm A, starting at some node of the main cycle C of Ĝ . Then
U = B′1 · (2) · B1 · (m2 ) · B′2 · (2) · B2 · (m2 ) · · ·B′p · (2) · Bp · (m2 ) · B′p+1, where each B′j is a
sequence of port numbers corresponding to the movement of the agent along C and each Bj is
a sequence of port numbers corresponding to the movement of the agent inside some Hx(vi).

Call an exploration algorithm of Ĝ non-repetitive, if the agent, starting from the main
cycle, enters each Hx(vi), for 1 ≤ i ≤ m, exactly once. By definition, the sequence of port
numbers corresponding to a non-repetitive algorithm can be written as D′1 · (2) ·D1 · (m2 ) ·
D′2 · (2) ·D2 · (m2 ) · · ·D′m · (2) ·Dm · (m2 ) ·D′m+1, where each D′j is a sequence of port numbers
corresponding to the movement of the agent along C and each Dj is a sequence of port
numbers corresponding to the movement of the agent inside some Hx(vi). Notice that since
the algorithm is non-repetitive, the number of blocks Dj is exactly m.

The following lemma proves that in order to show a lower bound on the exploration time
in Ĝ, it is enough to consider only the class of non-repetitive algorithms.

I Lemma 7. If the agent starts from some node of the main cycle of Ĝ and executes any
exploration algorithm A of Ĝ, then there exists a non-repetitive algorithm A′ for this agent,
such that the exploration time of A′ is at most the exploration time of A.

The next lemma implies that the sequence U corresponding to a correct non-repetitive
exploration algorithm must be long.
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I Lemma 8. Let U = D′1 · (2) ·D1 · (m2 ) ·D′2 · (2) ·D2 · (m2 ) · · ·D′m · (2) ·Dm · (m2 ) ·D′m+1
be the sequence of port numbers corresponding to a non-repetitive algorithm. If there exists
some Di such that the agent following Di in H starting from node v1 visits some node vj of
H at most s times, then there exists a starting node in the main cycle of Ĝ, such that the
agent starting at this node and following U does not visit all the nodes of Ĝ.

I Theorem 9. Any exploration algorithm using any advice given by a map oracle must take
time Ω(n2) on graph Ĝ, for some starting node in the main cycle, for arbitrarily large n.

Proof. By Lemma 7, it is enough to consider only non-repetitive algorithms. Let U =
D′1 · (2) ·D1 · (m2 ) ·D′2 · (2) ·D2 · (m2 ) · · ·D′m · (2) ·Dm · (m2 ) ·D′m+1 be the sequence of port
numbers corresponding to such an algorithm. Then by Lemma 8, for each i, 1 ≤ i ≤ m, the
agent following Di in H starting from node v1 visits each node vj of H, for 1 ≤ j ≤ m, at
least s+ 1 times. Therefore the length of Di is at least (s+ 1)m. Hence, the length of U is
at least

∑m
i=1(s+ 1)m = (s+ 1)m2 = m2(m

2

4 −m+ 1). Since n = 2m2 +m, the length of U
is in Ω(n2). J

Theorem 9 shows that, for some n-node graph, no advice given by a map oracle can
help to explore this graph in time better than Θ(n2). It is then natural to ask what is the
minimum size of advice to achieve time Θ(n2) with a map oracle, for every n-node graph.
Our next result shows that any exploration algorithm using advice of size nδ for δ < 1

3 , must
take time ω(n2), on some n-node graph.

Fix a constant ε < 1
2 . Let H be an m

2 -regular graph with m nodes, where m is even. Let
{v1, · · · , vm} be the set of nodes of H. Consider a subset Z ⊂ {1, 2, · · · ,m} of size mε. Let
p = mε and n = 2mp+p. We construct an n-node graph ĜZ from H. The construction of ĜZ
is similar to the construction of Ĝ at the beginning of this section. Let Z = {z1, z2, · · · , zp}.
To construct ĜZ , connect the (previously described) graphs Hx(vzi ), for 1 ≤ i ≤ p, and an
oriented cycle C ′ (called the main cycle) with nodes {y1, · · · , yp}, by adding edges (yi, v′1(zi)),
for 1 ≤ i ≤ p. The port numbers corresponding to these edges are: 2 at yi and m

2 at v′1(zi).
Note that the same obliviousness property applies to exploration algorithms in graphs ĜZ ,
when the agent starts from a node of the main cycle.

Let ĜZ be the set of all possible graphs ĜZ constructed from H. We have |ĜZ | =
(
m
p

)
.

I Theorem 10. For any ε < 1
2 , any exploration algorithm using advice of size o(n

ε
1+ε logn)

must take time ω(n2) on some graph of the class ĜZ and for some starting node in the main
cycle of this graph, for arbitrarily large n.

Proof. Since ε < 1
2 , there exists an integer c such that ε < c−1

2c−1 . We show that if the size
of the advice is at most 1

2cm
ε log(m1−ε) ≤ 1−ε

2c(1+ε) (n2 )
ε

1+ε log n
2 , then there exists a graph in

ĜZ for which the time required for exploration is ω(n2). We have |ĜZ | =
(
m
mε

)
≥ (m1−ε)mε .

There are fewer than (m1−ε)m
ε

c different binary strings of length at most 1
2cm

ε log(m1−ε). By
the pigeonhole principle, there exists a family of graphs Ĝ ⊂ ĜZ of size at least (m1−ε)(c−1)mεc

such that all the graphs in Ĝ get the same advice.
Define F (Ĝ) =

⋃{
{vz1 , vz2 , · · · , vzp} : Z = {z1, z2, · · · , zp} and ĜZ ∈ Ĝ

}
. Intuitively,

F (Ĝ) is the subset of nodes of H, such that for each v ∈ F (Ĝ), there exists some graph in Ĝ
that contains Hx(v) as a subgraph.
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Claim: |F (Ĝ)| ≥ |Ĝ|
1
p .

Proof. We prove the claim by contradiction. Suppose that |F (Ĝ)| < |Ĝ|
1
p . Each graph in Ĝ

has p different subgraphs Hx(v), where v ∈ |F (Ĝ)|. There are
(|F (Ĝ)|

p

)
different graphs in Ĝ

which is at most |F (Ĝ)|p < |Ĝ|. This contradiction proves the claim. J

Consider the exploration of some graph ĜZ ∈ Ĝ starting from the main cycle. Let
U = D′1 · (2) ·D1 · (m2 ) ·D′2 · (2) ·D2 · (m2 ) · · ·D′p · (2) ·Dm · (m2 ) ·D′p+1 be the sequence of port
numbers corresponding to a non-repetitive algorithm exploring ĜZ . Then for each i, 1 ≤ i ≤ p,
the agent following Di in H starting from node v1 must visit each node v ∈ F (Ĝ) at least
s+ 1 times. (Otherwise, there would exist a graph in Ĝ and a starting node in the main cycle,
for which one node would not be explored by U). Hence, for sufficiently large m, the length of
Di is at least (s+1)|F (Ĝ)| ≥ m2

5 m
(c−1)(1−ε)

c , because s ≥ m2

5 . Therefore, the length of U is at
least pm

2

5 m
(c−1)(1−ε)

c = 1
5m

εm2m
(c−1)(1−ε)

c = 1
5m

2+ε+ (c−1)(1−ε)
c = 1

5m
2+2ε+( c−1

c + 1−2c
c ε). Since

ε < c−1
2c−1 , we have ( c−1

c + 1−2c
c ε) > 0. Therefore, the length of U is in ω((2m1+ε +mε)2) =

ω(n2), and hence exploration time is in ω(n2). J

Since ε < 1
2 implies ε

1+ε <
1
3 , Theorem 10 yields the following corollary.

I Corollary 11. For any δ < 1
3 , any exploration algorithm using advice of size o(nδ) must

take time ω(n2) on some n-node graph, for arbitrarily large n.

3.2 Instance oracle
For the instance oracle we show a general lower bound on the size of advice needed to achieve
a given exploration time. The main corollaries of this lower bound are:
• the size of advice Θ(n logn) from Proposition 5, sufficient to achieve linear exploration

time, cannot be beaten;
• for advice of linear size, exploration time must be quadratic.
To prove our lower bound we will use the following construction.
Let G be an n

4 -regular
n
2 -node graph, where n is divisible by 4. We can use, for example

the complete bipartite graph with n
2 nodes. Let m = n

2 . Let v1, v2, · · · , vm be the nodes
of G. Let x = (x1, x2, · · · , xm) be a sequence of m integers where 0 ≤ xi ≤ m

2 − 1, for
i = 1, · · · ,m. Let X be the set of all such sequences.

We construct an n-node graph Gx as follows. For each i = 1, · · · ,m, add a new node v′i
of degree 1 to G. Replace the port number xi at vi by port number m

2 . Add the edge (vi, v′i)
with the port number xi at vi. An example of the construction of Gx from G is shown in
Fig. 2. Let GX be the set of all possible graphs Gx constructed from G.

I Theorem 12. For any function φ : N −→ N, and for any exploration algorithm using
advice of size o(nφ(n)), this algorithm must take time Ω( n2

2φ(n) ) on some n-node graph from
the family GX , for arbitrarily large integers n.

Proof. Let n be divisible by 4. We show that if the size of the advice is at most nφ(n)
4 −1, then

there exists an n-node graph in the family GX , for which the time required for exploration
is Ω( n2

2φ(n) ). We have |GX | = |X| = (m2 )m. There are fewer than 2
mφ(2m)

2 = (2φ(2m))m2
different binary strings of length at most 2mφ(2m)

4 − 1 = nφ(n)
4 − 1. By the pigeonhole

principle, there exists a family of graphs G ⊂ GX , of size at least (m2 )m

(2φ(2m))
m
2
, such that all

the graphs in G get the same advice. Let Y = {x ∈ X : Gx ∈ G}. Let z = m
2φ(2m)+2 and let
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Figure 2 The construction of Gx from G.

J = {j : |{xj : x ∈ Y }| ≥ z}. Intuitively, J is the set of indices, for which the set of terms of
sequences x that produce graphs from G is large. Let p = |J |.

Claim: p > m
2 .

Proof. We prove the claim by contradiction. Suppose that p ≤ m
2 . Since p ≤ m

2 and
z < m

2 , we have (m2 )p · zm−p ≤ (m2 )m2 · zm2 . Note that for all i ∈ {1, 2, · · · ,m} \ J , we have
|{xi : x ∈ Y }| < z, and for j ∈ J , we have |{xj : x ∈ Y }| ≤ m

2 . Therefore, |G| < (m2 )p · zm−p.
Hence, |G| < (m2 )m2 ( m

2φ(2m)+2 )m2 = mm

2
m
2 (2φ(2m)+2)

m
2
< |G|, which is a contradiction. This proves

the claim. J

Consider any exploration algorithm for the class G. There exists a graph Gx ∈ G, such
that, at each node vj of Gx, for j ∈ J , the agent must take all the ports in {xj : x ∈ Y }.
Indeed, suppose that the agent does not take some port xj , where j ∈ J and x ∈ Y . Consider
the exploration of any graph Gx′ ∈ G, where x′j = xj . Since the agent can visit v′j only
coming from vj , using port x′j in Gx′ , the node v′j remains unexplored, as the port x′j at vj
is never used, which is a contradiction. Hence, the agent must visit at least m

2φ(2m)+2 ports at
each node vj for j ∈ J . Since |J | > m

2 , the time required for exploration is at least m2

2φ(2m)+3 ,
i.e., it is at least n2

2φ(n)+5 . J

If φ(n) = c where c is a constant, then Theorem 12 implies that any exploration algorithm
using advice of size at most cn

2 , must take time at least n2

2c+3 . This implies that, if the size of
advice is at most c′n, for any constant c′, then exploration time is Ω(n2). Hence we have the
following corollary.

I Corollary 13. Any exploration algorithm using advice of size O(n) must take time Ω(n2)
on some n-node graph, for arbitrarily large n.

For φ(n) ∈ o(logn), Theorem 12 implies an exploration time ω(n) which shows that the
upper bound on the size of advice from Proposition 5 is asymptotically tight for exploration
in linear time. The following corollary improves this statement significantly, showing that
exploration time is very sensitive to the size of advice at the threshold Θ(n logn) of the
latter.
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I Corollary 14. Consider any constant ε < 2. Any exploration algorithm using advice of
size o(n logn) must take time Ω(nε), on some n-node graph, for arbitrarily large n.

Proof. If the size of advice is o(n logn), then it is nφ(n), where φ(n) = logn
f(n) , with f(n)→∞

as n → ∞. Theorem 12 implies that exploration time must be Ω
(

n2

2
logn
f(n)

)
= Ω

(
n2

n
1

f(n)

)
.

Since, for any constant δ > 0, we have n
1

f(n) ∈ O(nδ), the corollary holds. J

4 Exploration of Hamiltonian graphs

In this section we turn attention to Hamiltonian graphs. These graphs have a special feature
from the point of view of exploration: with sufficiently large advice of appropriate type, the
agent can explore a Hamiltonian graph without any loss of time, visiting each node exactly
once, i.e., in time n− 1, for n-node graphs. Indeed, an instance oracle can give as advice the
sequence of port numbers along a Hamiltonian cycle, from the starting node of the agent,
and then the agent takes the prescribed ports in n− 1 consecutive steps. Since it is enough
to give n− 1 port numbers, and the binary representation of each port number uses O(logn)
bits, advice of size O(n logn), given by an instance oracle, suffices.

We show that neither the quality nor the size of advice can be decreased to achieve the
goal of optimal exploration of Hamiltonian graphs. To prove the first statement, we show
a graph which is impossible to explore in time n− 1 when advice of any size is given by a
map oracle. Indeed, we construct an n-node Hamiltonian graph for which even knowing the
entire map of the graph (but not knowing its starting node) an agent must use time Ω(n2) to
explore it. To prove the second statement, we construct a class of n-node Hamiltonian graphs
for which advice of size o(n logn), even given by an instance oracle, is not enough to permit
exploration of graphs in this class in time n − 1. Indeed, we show more: any exploration
algorithm using such advice must exceed the optimal time n− 1 by a summand nε, for any
ε < 1, on some graph of this class.

In order to prove the first result, we construct a (3n)-node Hamiltonian graph G̃ from
the n-node graph Ĝ described in Section 3.1. First, we consider an m

2 -regular m-node
Hamiltonian graph H (for example, the complete bipartite graph). Let v1, v2, · · · , vm be the
nodes of H along a Hamiltonian cycle. The graph Ĝ is constructed from H as described
in Section 3.1, where the Hamiltonian path (v1, v2, · · · , vm) is taken as the spanning tree
T . We construct the Hamiltonian graph G̃ from the graph Ĝ as follows. Denote by d(v)
the degree of node v in Ĝ. For each node v in Ĝ, consider a cycle of three nodes v(1), v(2),
and v(3), in G̃, with port numbers 3d(v), 3d(v) + 1 in clockwise order at each of these three
nodes. For each edge (u, v) in Ĝ, such that the port numbers corresponding to this edge are
p at u and q at v, add, in G̃, the edges (u(i), v(j)), for 1 ≤ i, j ≤ 3, with the following port
numbers. The port numbers corresponding to edge (u(i), v(j)) are: p+ (j − 1)d(u) at u(i)
and q + (i− 1)d(v) at v(j), see Fig. 3.

I Lemma 15. The graph G̃ is Hamiltonian.

Let A be an exploration algorithm for G̃ starting from node yi(1), for some i ≤ m. We
describe the following algorithm A∗ on Ĝ, starting from node yi. Ignore all moves of A
taking port 3d(v) or 3d(v) + 1 at a node v(j), for 1 ≤ j ≤ 3, of G̃. Replace every move of A
taking port r = p+ (i− 1)d(v), at node v(j), for 1 ≤ j ≤ 3, in G̃, where 0 ≤ p ≤ d(v)− 1, by
a move taking port p in Ĝ.

Then the agent executing A∗ in Ĝ, starting from the main cycle, explores all the nodes.
The time used by A∗ in Ĝ does not exceed the time used by A in G̃. Since, by Theorem 9, any
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Figure 3 The construction of G̃ from Ĝ.

exploration algorithm for Ĝ, starting from the main cycle, must take time Ω(n2), algorithm
A must take time Ω(n2) to explore G̃. Replacing 3n by n we have the following theorem.

I Theorem 16. Any exploration algorithm using any advice given by a map oracle must
take time Ω(n2) on some n-node Hamiltonian graph, for arbitrarily large n.

Our last result shows that advice of size o(n logn) causes significant increase of exploration
time for some Hamiltonian graphs, as compared to optimal time n− 1 achievable with advice
of size O(n logn), given by an instance oracle.

I Theorem 17. For any constant ε < 1, and for any exploration algorithm using advice of
size o(n logn), this algorithm must take time n+ nε, on some n-node Hamiltonian graph, for
arbitrarily large n.

5 Conclusion

Most of our lower bounds on the size of advice are either exactly or asymptotically tight. The
lower bound log log logn−Θ(1) on the size of advice sufficient to explore all n-node graphs
in polynomial time is exactly tight: with advice of any such size, polynomial exploration
is possible, and with advice of any smaller size it is not. For an instance oracle, the lower
bound Ω(n logn) on the size of advice sufficient to explore n-node graphs in O(n) time is
asymptotically tight, as we gave a linear time exploration algorithm using advice of size
O(n logn). An exception to this tightness is the lower bound on the size of advice given
by a map oracle, permitting exploration in time O(n2). While the natural upper bound is
O(n logn), our lower bound is only nδ for any δ < 1

3 . Hence the main remaining question is:
What is the smallest advice, given by a map oracle, permitting exploration of n-node

graphs in time O(n2)?

Acknowledgements. We are grateful to Adrian Kosowski for early discussions on the subject
of this paper and for drawing our attention to [10].
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Abstract
The secretary problem is a classic model for online decision making. Recently, combinatorial
extensions such as matroid or matching secretary problems have become an important tool to
study algorithmic problems in dynamic markets. Here the decision maker must know the numer-
ical value of each arriving element, which can be a demanding informational assumption. In this
paper, we initiate the study of combinatorial secretary problems with ordinal information, in
which the decision maker only needs to be aware of a preference order consistent with the values
of arrived elements. The goal is to design online algorithms with small competitive ratios.

For a variety of combinatorial problems, such as bipartite matching, general packing LPs,
and independent set with bounded local independence number, we design new algorithms that
obtain constant competitive ratios.

For the matroid secretary problem, we observe that many existing algorithms for special
matroid structures maintain their competitive ratios even in the ordinal model. In these cases,
the restriction to ordinal information does not represent any additional obstacle. Moreover, we
show that ordinal variants of the submodular matroid secretary problems can be solved using
algorithms for the linear versions by extending [18]. In contrast, we provide a lower bound of
Ω(
√
n/(logn)) for algorithms that are oblivious to the matroid structure, where n is the total

number of elements. This contrasts an upper bound of O(logn) in the cardinal model, and
it shows that the technique of thresholding is not sufficient for good algorithms in the ordinal
model.
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Keywords and phrases Secretary Problem, Matroid Secretary, Ordinal Information, Online Al-
gorithms
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1 Introduction

The secretary problem is a classic approach to model online decision making under uncertain
input. The interpretation is that a firm needs to hire a secretary. There are n candidates and
they arrive sequentially in random order for an interview. Following an interview, the firm
learns the value of the candidate, and it has to make an immediate decision about hiring him
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before seeing the next candidate(s). If the candidate is hired, the process is over. Otherwise,
a rejected candidate cannot be hired at a later point in time. The optimal algorithm is a
simple greedy rule that rejects all candidates in an initial learning phase. In the following
acceptance phase, it hires the first candidate that is the best among all the ones seen so far.
It manages to hire the best candidate with optimal probability 1/e. Notably, it only needs
to know if a candidate is the best seen so far, but no exact numerical values.

Since its introduction [15], the secretary problem has attracted a huge amount of research
interest. Recently, a variety of combinatorial extensions have been studied in the literature [7]
capturing a variety of fundamental online allocation problems in networks and markets,
such as network design [28], resource allocation [25], medium access in networks [22], or
competitive admission processes [12]. Prominently, in the matroid secretary problem [8], the
elements of a weighted matroid arrive in uniform random order (e.g., weighted edges of an
undirected graph G). The goal is to select a max-weight independent set of the matroid
(e.g., a max-weight forest of G). The popular matroid secretary conjecture claims that for
all matroids, there exists an algorithm with a constant competitive ratio, i.e., the expected
total weight of the solution computed by the algorithm is at least a constant fraction of the
total weight of the optimum solution. Despite much progress on special cases, the conjecture
remains open. Beyond matroids, online algorithms for a variety of combinatorial secretary
problems with downward-closed structure have recently been studied (e.g., matching [28, 25],
independent set [22], linear packing problems [26] or submodular versions [18]).

The best known algorithms for matroid or matching secretary problems rely heavily on
knowing the exact weight structure of elements. They either compute max-weight solutions
to guide the admission process or rely on advanced bucketing techniques to group elements
based on their weight. For a decision maker, in many applications it can be quite difficult
to determine an exact cardinal preference for each of the incoming candidates. In contrast,
in the original problem, the optimal algorithm only needs ordinal information about the
candidates. This property provides a much more robust guarantee, since the numerical values
can be arbitrary, as long as they are consistent with the preference order.

In this paper, we study algorithms for combinatorial secretary problems that rely only
on ordinal information. We assume that there is an unknown value for each element, but
our algorithms only have access to the total order of the elements arrived so far, which is
consistent with their values. We term this the ordinal model; as opposed to the cardinal
model, in which the algorithm learns the exact values. We show bounds on the competitive
ratio, i.e., we compare the quality of the computed solutions to the optima in terms of the
exact underlying but unknown numerical values. Consequently, competitive ratios for our
algorithms are robust guarantees against uncertainty in the input. Our approach follows a
recent line of research by studying the potential of algorithms with ordinal information to
approximate optima based on numerical values [4, 3, 1, 10].

1.1 Our Contribution
We first point out that many algorithms proposed in the literature continue to work in the
ordinal model. In particular, a wide variety of algorithms for variants of the matroid secretary
problem with constant competitive ratios continue to obtain their guarantees in the ordinal
model (see Table 1 for an overview). This shows that many results in the literature are much
stronger, since the algorithms require significantly less information. Notably, the algorithm
of [9] extends to the ordinal model and gives a ratio of O(log2 r) for general matroids, where
r is the rank of the matroid. In contrast, the improved algorithms with ratios of O(log r)
and O(log log r) [8, 30, 16] are not applicable in the ordinal model.
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For several combinatorial secretary problems we obtain new algorithms for the ordinal
model. For online bipartite matching we give an algorithm that is 2e-competitive. More
generally, it obtains a ratio of 3e when the value of the matching is a submodular set function
of the chosen edges. We also extend this result to online packing LPs with at most d non-zero
entries per variable. Here we obtain an O(d(B+1)/B)-competitive algorithm, where B is a
tightness parameter of the constraints. Another extension is matching in general graphs, for
which we give a 8.78-competitive algorithm.

We give an O(α2
1)-competitive algorithm for the online weighted independent set problem

in graphs, where α1 is the local independence number of the graph. For example, for the
prominent case of unit-disk graphs, α1 = 5 and we obtain a constant-competitive algorithm.

For matroids, we extend a result of [18] to the ordinal model: The reduction from
submodular to linear matroid secretary can be done with ordinal information for marginal
weights of the elements. More specifically, we show that whenever there is an algorithm that
solves the matroid secretary problem in the ordinal model on some matroid class and has
a competitive ratio of α, there is also an algorithm for the submodular matroid secretary
problem in the ordinal model on the same matroid class with a competitive ratio of O(α2).
The ratio can be shown to be better if the linear algorithm satisfies some further properties.

Lastly, we consider the importance of knowing the weights, ordering, and structure of
the domain. For algorithms that have complete ordinal information but cannot learn the
specific matroid structure, we show a lower bound of Ω(

√
n/(logn)), even for partition

matroids, where n is the number of elements in the ground set. This bound contrasts the
O(log2 r)-competitive algorithm and indicates that learning the matroid structure is crucial in
the ordinal model. Moreover, it contrasts the cardinal model, where thresholding algorithms
yield O(log r)-competitive algorithms without learning the matroid structure.

For structural reasons, we present our results in a slightly different order. We first discuss
the matroid results in Section 3. Then we proceed with matching and packing in Section 4
and independent set in Section 5. Due to spatial constraints, all missing proofs are deferred
to the full version [23].

2 Preliminaries and Related Work

In the typical problem we study, there is a set E of elements arriving sequentially in random
order. The algorithm knows n = |E| in advance. It must accept or reject an element before
seeing the next element(s). There is a set S ⊆ 2E of feasible solutions. S is downward-closed,
i.e., if S ∈ S, then S′ ∈ S for every S′ ⊆ S. The goal is to accept a feasible solution that
maximizes an objective function f . In the linear version, each element has a value or weight
we, and f(S) =

∑
e∈S we. In the submodular version, f is submodular and f(∅) = 0.

In the linear ordinal model, the algorithm only sees a strict total order over the elements
seen so far that is consistent with their weights (ties are broken arbitrarily). For the
submodular version, we interpret the value of an element as its marginal contribution to a
set of elements. In this case, our algorithm has access to an ordinal oracle O(S). For every
subset S of arrived elements, O(S) returns a total order of arrived elements consistent with
their marginal values f(e|S) = f(S ∪ {e})− f(S). We chose this particular model because it
elegantly aligns with the online setting. Both stronger and weaker definitions are possible
and these are interesting avenues for future work.

Given this information, we strive to design algorithms with small competitive ratio
f(S∗)/E[f(Salg)]. Here S∗ is an optimal feasible solution and Salg the solution returned by
the algorithm. Note that Salg is a random variable due to random-order arrival and possible
internal randomization of the algorithm.
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Table 1 Existing algorithms for matroid secretary problems that provide the same guarantee in
the ordinal model.

Matroid general k-uniform graphic cographic transversal laminar regular

Ratio O(log2 r) 1 + O(
√

1/k), e 2e 3e 16 3
√

3e 9e

Reference [9] [15, 27, 6] [28] [31] [13] [24] [14]

In the matroid secretary problem, the pair M = (E,S) is a matroid. We summarize
in Table 1 some of the existing results for classes of the (linear) problem that transfer to
the ordinal model. The algorithms for all restricted matroid classes other than the graphic
matroid assume a-priori complete knowledge of the matroid – only weights are revealed
online. The algorithms do not use cardinal information, their decisions are based only on
ordinal information. As such, they translate directly to the ordinal model. Notably, the
algorithm from [9] solves even the general submodular matroid secretary problem in the
ordinal model.

2.1 Related Work
Our work is partly inspired by [4, 5], who study ordinal approximation algorithms for
classical optimization problems. They design constant-factor approximation algorithms for
matching and clustering problems with ordinal information and extend the results to truthful
mechanisms. Our approach here differs due to online arrival. Anshelevich et al. [3] examine
the quality of randomized social choice mechanisms when agents have metric preferences but
only ordinal information is available to the mechanism. Previously, [1, 10] studied ordinal
measures of efficiency in matchings, for instance the average rank of an agent’s partner.

The literature on the secretary problem is too broad to survey here. We only discuss
directly related work on online algorithms for combinatorial variants. In[29, 21], the authors
study hiring a single secretary when only a partial ordering of the candidates is available.
For multiple-choice secretary, where we can select any k candidates, there are algorithms
with ratios that are constant and asymptotically decreasing in k [27, 6]. More generally, the
matroid secretary problem has attracted a large amount of research interest [8, 11, 30, 16],
and the best-known algorithm in the cardinal model has ratio O(log log r). For results on
specific matroid classes, see the overview in Table 1. Extensions to the submodular version
are treated in [9, 18].

Another prominent domain is online bipartite matching, in which one side of the graph is
known in advance and the other arrives online in random order, each vertex revealing all
incident weighted edges when it arrives [28]. In this case, there is an optimal algorithm with
ratio e [25]. Moreover, our paper is related to Göbel et al. [22] who study secretary versions
of maximum independent set in graphs with bounded inductive independence number ρ.
They derive an O(ρ2)-competitive algorithm for unweighted and an O(ρ2 logn)-competitive
algorithm for weighted independent set.

In addition, algorithms have been proposed for further variants of the secretary problem,
e.g., the temp secretary problem (candidates hired for a fixed duration) [19], parallel sec-
retary (candidates interviewed in parallel) [17], or local secretary (several firms and limited
feedback) [12]. For these variants, some existing algorithms (e.g., for the temp secretary
problem in [19]) directly extend to the ordinal model. In general, however, the restriction to
ordinal information poses an interesting challenge for future work in these domains.
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Algorithm 1: Greedy [18]
Input : ground set E
Output : independent set I

1 Let I ← ∅ and E′ ← E.
2 while E′ 6= ∅ do
3 Let u← maxu′ f(u′|I) and E′ ← E′ \ {u};
4 if (I ∪ {u} independent inM) ∧ (f(u|I) ≥ 0) then add u to I;

Algorithm 2: Online(p) algorithm [18]
Input :n = |E|, size of the ground set
Output : independent set Q ∩N

1 Choose X from the binomial distribution B(n, 1/2).
2 Reject the first X elements of the input. Let L be the set of these elements.
3 Let M be the output of Greedy on the set L.
4 Let N ← ∅.
5 for each element u ∈ E \ L do
6 Let w(u)← 0.
7 if u accepted by Greedy applied to M ∪ {u} then
8 With probability p do the following:
9 Add u to N .

10 Let Mu ⊆M be the solution of Greedy immediately before it adds u to it.
11 w(u)← f(u|Mu).
12 Pass u to Linear with weight w(u).
13 return Q ∩N , where Q is the output of Linear.

3 Matroids

3.1 Submodular Matroids

We start our analysis by showing that – in addition to algorithms for special cases mentioned
above – a powerful technique for submodular matroid secretary problems [18] can be adjusted
to work even in the ordinal model. More formally, in this section we show that there is a
reduction from submodular matroid secretary problems with ordinal information (SMSPO)
to linear matroid secretary problems with ordinal information (MSPO). The reduction uses
Greedy (Algorithm 1) as a subroutine and interprets the marginal value when added to the
greedy solution as the value of an element. These values are then forwarded to whichever
algorithm (termed Linear) that solves the linear version of the problem. In the ordinal model,
we are unable to see the exact marginal values. Nevertheless, we manage to construct a
suitable ordering for the forwarded elements. Consequently, we can apply algorithm Linear
as a subroutine to obtain a good solution for the ordinal submodular problem.

LetM = (E,S) be the matroid, f the submodular function, and E the ground set of
elements. The marginal contribution of element u to set M is denoted by f(u|M) = f(M ∪
{u})− f(M). Since f can be non-monotone, Greedy in the cardinal model also checks if the
marginal value of the currently best element is positive. While we cannot explicitly make this
check in the ordinal model, note that f(u|M) ≥ 0 ⇐⇒ f(M ∪ {u}) ≥ f(M) = f(M ∪ {u′})
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for every u′ ∈ M . Since the ordinal oracle includes the elements of M in the ordering of
marginal values, there is a way to check positivity even in the ordinal model. Therefore, our
results also apply to non-monotone functions f .

A potential problem with Algorithm 2 is that we must compare marginal contributions
of different elements w.r.t. different sets. We can resolve this issue by following the steps
of the Greedy subroutine that tries to add new elements to the greedy solution computed
on the sample. We use this information to construct a correct ordering over the marginal
contributions of elements that we forward to Linear.

I Lemma 1. Let us denote by su the step of Greedy in which the element u is accepted when
applied to M + u. Then su1 < su2 implies f(u1|Mu1) ≥ f(u2|Mu2).

Proof. First, note that Mu1 ⊂ Mu2 when s1 < s2. We denote by mu1 the element of
M that would be taken in step su1 if u1 would not be available. Then we know that
f(u1|Mu1) ≥ f(mu1 |Mu1). Furthermore, since s1 < s2, f(mu1 |Mu1) ≥ f(u2|Mu1). Lastly,
by using submodularity, we know that f(u2|Mu1) ≥ f(u2|Mu2). J

When su1 = su2 , then Mu1 = Mu2 so the oracle provides the order of marginal values.
Otherwise, the lemma yields the ordinal information. Thus, we can construct an ordering for
the elements that are forwarded to Linear that is consistent with their marginal values in the
cardinal model. Hence, the reduction can be applied in the ordinal model, since the algorithm
executes exactly the same as in the cardinal model, and all results from [18] continue to hold.
We mention only the main theorem. It implies constant ratios for all problems in Table 1 in
the submodular version.

I Theorem 2. Given an arbitrary algorithm Linear for MSPO that is α-competitive on a
matroid class, there is an algorithm for SMSPO with competitive ratio is at most 24α(3α+1) =
O(α2) on the same matroid class. For SMSPO with monotone f , it can be improved to
8α(α+ 1).

3.2 A Lower Bound
Another powerful technique in the cardinal model is thresholding, where we first sample a
constant fraction of the elements to learn their weights. Based on the largest weight observed,
we pick a threshold and accept subsequent elements greedily if they exceed the threshold.
This approach generalizes the classic algorithm [15] and provides logarithmic ratios for many
combinatorial domains [8, 28, 22, 12]. Intuitively, these algorithms learn the weights but not
the structure.

We show that this technique does not easily generalize to the ordinal model. The
algorithms with small ratios in the ordinal model rely heavily on the matroid structure.
Indeed, in the ordinal model we show a polynomial lower bound for algorithms in the matroid
secretary problem that learn the ordering but not the structure. Formally, we slightly simplify
the setting as follows. The algorithm receives the global ordering of all elements in advance.
It determines (possibly at random) a threshold position in the ordering. Then elements
arrive and are accepted greedily if ranked above the threshold. Note that the algorithm does
not use sampling, since in this case the only meaningful purpose of sampling is learning the
structure. We call this a structure-oblivious algorithm.

I Theorem 3. Every structure-oblivious randomized algorithm has a competitive ratio of at
least Ω(

√
n/(logn)).
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Figure 1 Values for the family of instances described in the proof of Theorem 11, where the
position of the “valuable” ones is denoted by the thick segment.
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Figure 2 One instance from the family described in the proof of Theorem 11.

Proof. In the proof, we restrict our attention to instances with weights in {0, 1} (for a formal
justification, see the full version [23]). We give a distribution of such instances on which every
deterministic algorithm has a competitive ratio of Ω(

√
n/(logn)). Using Yao’s principle, this

shows the claimed result for randomized algorithms.
All instances in the distribution are based on a graphic matroid (in fact, a partition

matroid) of the following form. There is a simple path of 1 + k segments. The edges in each
segment have weight of 0 or 1. We call the edges with value 1 in the last k segments the
“valuable edges”. The total number of edges is the same in each instance and equals n+ 1.
All edges in the first segment have value 1 and there is exactly one edge of value 1 in all
other segments (that being the aforementioned valuable edges). In the first instance there
are in total k + 1 edges of value 1 (meaning that there is only one edge in the first segment).
In each of the following instances this number is increased by k (in the i-th instance there
are (i− 1) · k + 1 edges in the first segment) such that the last instance has only edges with
value 1 (there are n− k + 1 edges in the first segment). The zero edges are always equally
distributed on the last k path segments. The valuable edges are lower in the ordering than
any non-valuable edge with value 1 (see Figure 1). Each of the instances appears with equal
probability of kn (see Figure 2 for one example instance).

A deterministic algorithm picks a threshold at position i. The expected value of the
solution is

E[w(Salg)] ≤ 1 + k

n

i
k∑
`=1

k

`
≤ 1 + k2

n
log i

k
≤ k2

n
log n

k
+ 1 ,

where log denotes the natural logarithm and the expression results from observing that the
algorithm cannot obtain more than a value of 1 if its threshold i falls above the valuable
1’s. Otherwise it gets an additional fraction of k, depending on how close the threshold is
positioned to the valuable 1’s. For instance, if the threshold is set between 1 and k positions
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below the valuable 1’s, the algorithm will in expectation select edges of total value of at
least 1 + k/2. This follows from the random arrival order of the edges and the fact that
the ratio of valuable to non-valuable edges that the algorithm is ready to accept is at least
1 : 2. Furthermore, we see that for this distribution of instances the optimal way to set
a deterministic threshold is at the lowest position. Using k =

√
n, a lower bound on the

competitive ratio is

k
k2

n log n
k + 1

= n

k log n
k + n

k

= Ω
( √

n

logn

)
. J

4 Matching and Packing

4.1 Bipartite Matching

In this section, we study online bipartite matching. The vertices on the right side of the
graph (denoted by R) are static and given in advance. The vertices on the left side (denoted
by L) arrive sequentially in a random order. Every edge e = (r, l) ∈ R×L has a non-negative
weight w(e) ≥ 0. In the cardinal model, each vertex of L reveals upon arrival the weights of
all incident edges. In the ordinal model, we are given a total and strict order of all edges that
have arrived so far, consistent with their weights1. Before seeing the next vertex of L, the
algorithm has to decide to which vertex r ∈ R (if any) it wants to match the current vertex
l. A match that is formed cannot be revoked. The goal is to maximize the total weight of
the matching.

The algorithm for the cardinal model in [25] achieves an optimal competitive ratio of
e. However, this algorithm heavily exploits cardinal information by repeatedly computing
max-weight matchings for the edges seen so far. For the ordinal model, our Algorithm 3
below obtains a competitive ratio of 2e. While similar in spirit, the main difference is that
we rely on a greedy matching algorithm, which is based solely on ordinal information. It
deteriorates the ratio only by a factor of 2.

Here we assume to have access to ordinal preferences over all the edges in the graph. Note
that the same approach works if the vertices provide correlated (ordinal) preference lists
consistent with the edge weights, for every vertex from R and every arrived vertex from L. In
this case, the greedy algorithm can still be implemented by iteratively matching and removing
a pair that mutually prefers each other the most, and it provides an approximation guarantee
of 2 for the max-weight matching (see, e.g., [2]). In contrast, if we receive only preference
lists for vertices on one side, there are simple examples that establish super-constant lower
bounds on the competitive ratio2.

I Lemma 4. Let the random variable Av denote the contribution of the vertex v ∈ L to the
output, i.e. weight assigned to v in M . Let w(M∗) denote the value of the maximum-weight
matching in G. For l ∈ {dne e, . . . , n},

E
[
Al
]
≥
dne e
l − 1 ·

w(M∗)
2n .

1 Ties are broken arbitrarily, but consistently over the arrival process.
2 Consider a bipartite graph with two nodes on each side (named A,B and 1,2). If we only know that

both A and B prefer 1 to 2, the ratio becomes at least 2 even in the offline case. Similar examples imply
that the (offline) ratio must grow in the size of the graph.
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Algorithm 3: Bipartite Matching
Input : vertex set R and cardinality n = |L|
Output :matching M

1 Let L′ be the first bne c vertices of L, and M ← ∅;
2 for each ` ∈ L \ L′ do
3 L′ ← L′ ∪ {`};
4 M (`) ← greedy matching on G[L′ ∪R];
5 Let e(`) ← (`, r) be the edge assigned to ` in M (`);
6 if M ∪ {e(`)} is a matching then add e(`) to M ;

Proof. We first show that e(`) has a significant expected weight. Then we bound the
probability of adding e(`) to M .

In step `, |L′| = ` and the algorithm computes a greedy matching M (`) on G[L′ ∪ R].
The current vertex ` can be seen as selected uniformly at random from L′, and L′ can
be seen as selected uniformly at random from L. Therefore, E[w(M (`))] ≥ `

n ·
w(M∗)

2 and
E[w(e(`))] ≥ w(M∗)

2n . Here we use that a greedy matching approximates the optimum by at
most a factor of 2 [2].

Edge e(`) can be added to M if r has not been matched already. The vertex r can be
matched only when it is inM (k) where dn/ee ≤ k ≤ l−1. The probability of r being matched
in step k is at most 1

k and the order of the vertices in steps 1, . . . , k − 1 is irrelevant for this
event.

Pr[r unmatched in step `] = Pr
[

`−1∧
k=dn/ee

r 6∈ e(k)

]
≥

`−1∏
k=dn/ee

k − 1
k

=
dne e − 1
`− 1

We now know that Pr[M∪e(`) is a matching] ≥ bn/ec`−1 . Using this and E[w(e(`))] ≥ w(M∗)
2n ,

the lemma follows. J

I Theorem 5. Algorithm 3 for bipartite matching is 2e-competitive.

Proof. The weight of matching M can be obtained by summing over random variables A`.

E[w(M)] = E

[
n∑
`=1

A`

]
≥

n∑
`=dn/ee

bn/ec
`− 1 ·

w(M∗)
2n = bn/ec2n

n−1∑
`=bn/ec

1
`
· w(M∗)

Since bn/ecn ≥ 1
e −

1
n and

∑n−1
`=bn/ec

1
l ≥ ln n

bn/ec ≥ 1, it follows that

E[w(M)] ≥
(

1
e
− 1
n

)
· w(M∗)

2 . J

We can use the same algorithm and the same analysis in the submodular version, where
greedy gives a 3-approximation [20]. It builds the matching by greedily adding an edge that
maximizes the marginal improvement of f , which is the information delivered by the ordinal
oracle. Hence, our algorithm is 3e-competitive for the submodular version.
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Algorithm 4: Packing LP

Input : capacities b, total number of requests n, probability p = e(2d)1/B

1+e(2d)1/B

Output : assignment vector y

1 Let L′ be the first p · n requests, and y← 0;
2 for each j /∈ L′ do
3 L′ ← L′ ∪ {j};
4 x(L′) ← greedy assignment on the LP for L′;
5 yj ← x(L′)

j ;
6 if ¬(A(y) ≤ b) then yj ← 0;

4.2 Packing
Our results for bipartite matching can be extended to online packing LPs of the form max cτx
s.t. Ax ≤ b and 0 ≤ x ≤ 1, which model problems with m resources and n online requests
coming in random order. Each resource i ∈ [m] has a capacity bi that is known in advance,
together with the number of requests. Every online request comes with a set of options, where
each option has its profit and resource consumption. Once a request arrives, the coefficients
of its variables are revealed and the assignment to the variables has to be determined.

Formally, request j ∈ [n] corresponds to variables xj,1, . . . , xj,K that represent K options.
Each option k ∈ [K] contributes with profit cj,k ≥ 0 and has resource consumption ai,j,k ≥ 0
for resource i. Overall, at most one option can be selected, i.e., there is a constraint∑
k∈[K] xj,k ≤ 1,∀j ∈ [n]. The objective is to maximize total profit while respecting the

resource capacities. The offline problem is captured by the following linear program:

max
∑
j∈[n]

∑
k∈[K]

cj,kxj,k s.t.
∑
j∈[n]

∑
k∈[K]

ai,j,kxj,k ≤ bi i ∈ [m]

∑
k∈[K]

xj,k ≤ 1 j ∈ [n]

As a parameter, we denote by d the maximum number of non-zero entries in any column
of the constraint matrix A, for which by definition d ≤ m. We compare the solution to the
fractional optimum, which we denote by x∗. The competitive ratio will be expressed in terms
of d and the capacity ratio B = mini∈[m]

⌊
bi

maxj∈[n],k∈[K] ai,j,k

⌋
.

Kesselheim et al. [25] propose an algorithm that heavily exploits cardinal information –
it repeatedly solves an LP-relaxation and uses the solution as a probability distribution over
the options. Instead, our Algorithm 4 for the ordinal model is based on greedy assignments
in terms of profits cj,k. More specifically, the greedy assignment considers variables xj,k
in non-increasing order of cj,k. It sets a variable to 1 if this does not violate the capacity
constraints, and to 0 otherwise.

I Theorem 6. Algorithm 4 for online packing LPs is O(d(B+1)/B)-competitive.

4.3 Matching in General Graphs
Here we study the case when vertices of a general undirected graph arrive in random order.
In the beginning, we only know the number n of vertices. Each edge in the graph has a
non-negative weight w(e) ≥ 0. Each vertex reveals the incident edges to previously arrived
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Algorithm 5: General Matching
Input : vertex set V and cardinality n = |V |
Output :matching M

1 Let R be the first bn2 c vertices of V ;
2 Let L′ be the further b n2ec vertices of V , and M ← ∅;
3 for each ` ∈ V \ L′ do
4 L′ ← L′ ∪ {`};
5 M (`) ← greedy matching on G[L′ ∪R];
6 Let e(`) ← (`, r) be the edge assigned to ` in M (`);
7 if M ∪ {e(`)} is a matching then add e(`) to M ;

vertices and their weights (cardinal model), or we receive a total order over all edges among
arrived vertices that is consistent with the weights (ordinal model). An edge can be added to
the matching only in the round in which it is revealed. The goal is to construct a matching
with maximum weight.

We can tackle this problem by prolonging the sampling phase and dividing the vertices
into “left” and “right” vertices. Algorithm 5 first samples n/2 vertices. These are assigned
to be the set R, corresponding to the static side of the graph in bipartite matching. The
remaining vertices are assigned to be the set L. The algorithm then proceeds by sampling a
fraction of the vertices of L, forming a set L′. The remaining steps are exactly the same as
in Algorithm 3.

I Theorem 7. Algorithm 5 for matching in general graphs is 12e/(e+ 1)-competitive, where
12e/(e+ 1) < 8.78.

5 Independent Set and Local Independence

In this section, we study maximum independent set in graphs with bounded local independence
number. The set of elements are the vertices V of an underlying undirected graph G. Each
vertex has a weight wv ≥ 0. We denote by N(v) the set of direct neighbors of vertex v.
Vertices arrive sequentially in random order and reveal their position in the order of weights
of vertices seen so far. The goal is to construct an independent set of G with maximum
weight. The exact structure of G is unknown, but we know that G has a bounded local
independence number α1.

I Definition 8. An undirected graph G has local independence number α1 if for each node
v, the cardinality of every independent set in the neighborhood N(v) is at most α1.

We propose Algorithm 6, which is inspired by the Sample-and-Price algorithm for matching
in [28]. Note that Göbel et al. [22] construct a more general approach for graphs with bounded
inductive independence number ρ. However, they only obtain a ratio of O(ρ2 logn) for the
weighted version, where a competitive ratio of Ω(logn/ log2 logn) cannot be avoided, even
in instances with constant ρ. These algorithms rely on ρ-approximation algorithms for the
offline problem that crucially exploit cardinal information.

Similar to [28], we reformulate Algorithm 6 into an equivalent approach (Algorithm 7)
for the sake of analysis. Given the same arrival order, the same vertices are in the sample.
Algorithm 7 drops all vertices from S that have neighbors in S while Algorithm 6 keeps one
of them. Hence, E[w(SAlg6)] ≥ E[w(SSim)]. In what follows, we analyze the performance
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Algorithm 6: Independent Set in Graphs with Bounded Local Independence Number
Input :n = |G|, p =

√
α1/(α1 + 1)

Output : independent set of vertices S

1 Set k ← Binom(n, p), S ← ∅;
2 Reject first k vertices of G, denote this set by G′;
3 Build a maximal independent set of vertices from G′ greedily, denote this set by M1;
4 for each v ∈ G \G′ do
5 w∗ ← max{w | N (v) ∩M1};
6 if (v > w∗) ∧ (S ∪ {v} independent set) then add v to S;

Algorithm 7: Simulate
Input :n = |G|, p =

√
α1/(α1 + 1)

Output : independent set of vertices S

1 Sort all vertices in G in non-increasing order of value;
2 Initialize M1,M2 ← ∅;
3 for each v ∈ G in sorted order do
4 if M1 ∪ {v} independent set then
5 flip a coin with probability p of heads;
6 if heads then M1 ←M1 ∪ {v}; else M2 ←M2 ∪ {v};

7 S ←M2;
8 for each w ∈ S do
9 if w has neighbors in S then remove w and all his neighbors from S;

of Simulate. The first lemma follows directly from the definition of the local independence
number.

I Lemma 9. E[w(M1)] ≥ p · w(S∗)
α1

, where α1 ≥ 1 is the local independence number of G.

I Lemma 10. E
[
|N (v) ∩M2|

∣∣ v ∈M2
]
≤ α1(1−p)

p .

Proof. Let us denote by X1
u and X2

u the indicator variables for the events u ∈ M1 and
u ∈M2 respectively. Then,

E
[
|N (v) ∩M2|

∣∣ v ∈M2
]

= E

[ ∑
u∈N (v)

X2
u

∣∣ v ∈M2

]
=

∑
u∈N (v)

E
[
X2
u

∣∣ v ∈M2
]

= 1− p
p

∑
u∈N (v)

E
[
X1
u

∣∣ v ∈M2
]
≤ 1− p

p
· α1 . J

I Theorem 11. Algorithm 7 for weighted independent set is O(α2
1)-competitive, where α1 is

the local independence number of the graph.

Proof. By using Markov’s inequality and Lemma 10,

Pr[|N (v) ∩M2| ≥ 1
∣∣ v ∈M2] ≤ α1 · (1− p)/p

and Pr[|N (v) ∩M2| < 1
∣∣ v ∈M2] > 1− (α1(1− p)/p) .
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Thus, we can conclude that

E[w(S)] ≥
(

1− α1 ·
1− p
p

)
· E[w(M2)] ≥

(
1− α1 ·

1− p
p

)
· 1− p
α1
· w(S∗) .

The ratio is optimized for p =
√

α1
α1+1 , which proves the theorem. J

As a prominent example, α1 = 5 in the popular class of unit-disk graphs. In such graphs,
our algorithm yields a constant competitive ratio for online independent set in the ordinal
model.
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Abstract
We consider a price competition between two sellers of perfect-complement goods. Each seller
posts a price for the good it sells, but the demand is determined according to the sum of prices.
This is a classic model by Cournot (1838), who showed that in this setting a monopoly that sells
both goods is better for the society than two competing sellers.

We show that non-trivial pure Nash equilibria always exist in this game. We also quantify
Cournot’s observation with respect to both the optimal welfare and the monopoly revenue. We
then prove a series of mostly negative results regarding the convergence of best response dynamics
to equilibria in such games.
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1 Introduction

In this paper we study a model of a pricing game between two firms that sell goods that are
perfect complements to each other. These goods are only demanded in bundles, at equal
quantities, and there is no demand for each good by itself. The two sellers simultaneously
choose prices p1, p2 and the demand at these prices is given by D(p1 + p2) where D is the
demand for the bundle of these two complementary goods. The revenue of seller i is thus
pi · D(p1 + p2), and as we assume zero production costs, this is taken as his utility.

This model was first studied in Cournot’s famous work [9]. In [9], Cournot studied two
seminal oligopoly models. The first, and the more famous, model is the well known Cournot
oligopoly model about sellers who compete through quantities. We study a second model that
was proposed by Cournot in the same work, regarding price competition between sellers of
perfect complements.1 Cournot considered a model of a duopoly selling perfect complements,
and he suggested zinc and copper as an example. In Cournot’s example, a manufacturer of
zinc may observe that some of her major customers produce brass (made of zinc and copper);

∗ The full version of this paper can be found in an arXiv paper under the same title, see https:
//arxiv.org/abs/1706.00219.

1 [25] showed that these two different models by Cournot actually share the same formal structure.
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Therefore, zinc manufacturers indirectly compete with manufacturers of copper, as both
target the money of brass producers. Another classic example of a duopoly selling perfect
complements is by [12], who studied how owners of two consecutive segments of a canal
determine the tolls for shippers; Clearly, every shipper must purchase a permit from both
owners for being granted the right to cross the canal. Another, more contemporary, example
for perfect complements might be high-tech or pharmaceutical firms that must buy the rights
to use two registered patents to manufacture its product; The owners of the two patents
quote prices for the usage rights, and these patents can be viewed as perfect complements.

Cournot, in his 1838 book, proved a counterintuitive result saying that competition
among multiple sellers of complement goods lead to a worse social outcome than the result
reached by a monopoly that controls the two sellers. Moreover, both the profits of the firms
and the consumer surplus increase in the monopoly outcome. In the legal literature, this
phenomenon was termed “the tragedy of the anticommons" (see, [6, 17, 21]). In our work,
we will quantify the severity of this phenomenon.

Clearly, if the demand at a sufficiently high price is zero, then there are trivial equilibria
in which both sellers price prohibitively high, and nothing is sold. This raises the following
question: Do non-trivial equilibria, in which some pairs of items are sold, always exist? We
study this question as well as some natural follow-ups: What are the revenue and welfare
properties of such equilibria? What are the properties of equilibria that might arise as a result
of best-response dynamics?

For the sake of quantification, we study a discretized version of this game in which the
demand changes only finitely many times. The number of discrete steps in the demand
function, also viewed as the number of possible types of buyers, is denoted by n and is called
the number of demand levels.

Our first result proves the existence of non-trivial pure Nash equilibria.

I Theorem 1. For any demand function with n demand levels there exists at least one
non-trivial pure Nash equilibrium.

We prove the theorem using an artificial dynamics which starts from zero prices and continues
in steps. In each step, one seller best responds to the other seller’s price, and after each
seller best responds, the total price of both is symmetrized: both prices are replaced by
their average. We show that the total price is monotonically non-decreasing, and thus it
terminates after at most n steps in the non-trivial equilibrium of highest revenue and welfare.

In our model, it is easy to observe that there are multiple equilibria for some demand
functions. How different can the welfare and revenue of these equilibria be? A useful
parameter for bounding the difference, as well as bounding the inefficiency of equilibria, turns
out to be D, the ratio between the demand at price 0 and the demand at the highest price
vmax for which there is non-zero demand.

Consider the following example with two (n = 2) types of buyers: a single buyer that is
willing to pay “a lot”, 2, for the bundle of the two goods, and many, D− 1 >> 2, buyers that
are willing to pay “a little”, 1, each, for the bundle. A monopolist (that controls both sellers)
would have sold the bundle at the low price 1. At this price, all the D buyers decide to buy,
leading to revenue D and optimal social welfare of D+ 1. Equilibria here belong to two types:
the “bad” equilibria2 have high prices, p1 + p2 = 2, (which certainly is an equilibrium when,
say, p1 = p2 = 1) and achieve low revenue and low social welfare of 2. The “good” equilibria

2 It turns out that in our model there is no conflict between welfare and revenue in equilibria - the lower
the total price, the higher the welfare and the revenue in equilibria (see Proposition 6).



M. Babaioff, L. Blumrosen, and N. Nisan 134:3

have low prices, p1 + p2 = 1 (which is an equilibrium as long as p1, p2 ≥ 1/D), and achieve
optimal social welfare as well as the monopolist revenue, both values are at least D. Thus,
we see that the ratio of welfare (and revenue) between the “good” and “bad” equilibria can
be very high, as high as Ω(D). This can be viewed as a negative “Price of Anarchy” result.

We next focus on the best equilibria and present bounds on the “Price of Stability" of this
game; We show that the ratio between the optimal social welfare and the best equilibrium
revenue3 is bounded by O(

√
D), and that this is tight when D = n. When n is very small,

the ratio can only grow as 2n and not more. In particular, for constant n the ratio is a
constant, in contrast to the lower bound of Ω(D) on “Price of Anarchy” for n = 2, presented
above.

I Theorem 2. For any instance, the optimal welfare and the monopolist revenue are at most
O(min{2n,

√
D}) times the revenue of the best equilibrium. These bounds are tight.

We now turn to discuss how such markets converge to equilibria, and in case of multiple
equilibria, which of them will be reached? We consider best response dynamics in which
players start with some initial prices and repeatedly best-reply to each other. We study the
quality of equilibria reached by the dynamics, compared to the best equilibria.

Clearly, if the dynamics happen to start at an equilibrium, best replying will leave the
prices there, whether the equilibrium is good or bad. But what happens in general: which
equilibrium will they “converge” to when starting from “natural" starting points, if any,
and how long can that take? Zero prices (or other, very low prices) are probably the most
natural starting point. However, as can be seen by the example above, starting from zero
prices may result in the worst equilibrium.4 Another natural starting point is a situation
where the two sellers form a cartel and decide to post prices that sum to the monopoly
price. Indeed, in our example above, if the two sellers equally split the monopoly price, this
will be the best equilibrium. However, we know that cartel solutions are typically unstable,
and the participants will have incentives to deviate to other prices and thus start a price
updating process. We prove a negative result in this context, showing that starting from
any split of the monopoly price might result in bad equilibria. We also check what would
be the result of dynamics that start at random prices. Again, we prove a negative result
showing situations where dynamics starting from random prices almost surely converge to
bad equilibria. Finally, we show that convergence might take a long time, even with only two
demand levels. Following is a more formal description of these results about the best-response
dynamics:

I Theorem 3. The following statements hold:
There are instances with 3 demand levels for which a best-response dynamics starting
from any split of a monopoly price reaches the worst equilibrium that is factor Ω(

√
D)

worse than the best equilibrium in terms of both revenue and welfare.
For any ε > 0 and D > 2/ε there are instances with 2 demand levels for which a best-
response dynamics starting from uniform random prices in [0, vmax]2 reaches the worst
equilibrium with probability 1− ε, while the best equilibrium has welfare and revenue that
is factor ε ·D larger.

3 Note that this also shows the same bounds on the ratio between the optimal welfare and the welfare in
the best equilibrium, as well as the ratio between the monopolist revenue and the revenue in the best
equilibrium.

4 In this example, the best response to price of 0 is price of 1. Next, the first seller will move from price
of 0 to price of 1 as well, resulting in the worst equilibrium.
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For any n ≥ 2 and ε > 0 there are instances with n demand levels for which a best-response
dynamics starting from uniform random prices in [0, vmax]2 almost surely (with probability
1) reaches the worst equilibrium, while the best equilibrium has welfare and revenue that
is factor Ω(2n) larger.
(Slow convergence.) For any K > 0 there is an instance with only 2 demand levels
(n = 2) and D < 2 for which a best-response dynamics continues for at least K steps
before converging to an equilibrium.

Thus, best-reply dynamics may take a very long time to converge, and then typically
end up at a very bad equilibrium. While for very simple (n = 2) markets we know that
convergence will always occur, we do not know whether convergence is assured for every
market.

Open Problem. Do best reply dynamics always converge to an equilibrium or may they
loop infinitely? We do not know the answer even for n = 3.

More related work. While this paper studies price competition between sellers of perfect
complements, the classic Bertrand competition [5] studied a similar situation between sellers
of perfect substitutes. Bertrand competition leads to an efficient outcome with zero profits
for the sellers. [4] studied Bertrand-like competition over a network of sellers. In another
paper [3], we studied a network of sellers of perfect complements, where we showed how
equilibrium properties depend on the graph structure, and we proved price-of-stability results
for lines, cycles, trees etc. Chawla and Roughgarden [8] studied the price of anarchy in
two-sided markets with consumers interested in buying flows in a graph from multiple sellers,
each selling limited bandwidth on a single edge. Their model is fundamentally different than
ours (e.g., they consider combinatorial demand by buyers, and sellers with limited capacities)
and their PoA results are with respect to unrestricted Nash Equilibrium, while we focus on
non-trivial ones (in our model the analysis of PoA is straightforward for unrestricted NE). A
similar model was also studied in [7].

[11] extended the complements model of Cournot to accommodate multiple brands of
compatible goods. [10] studied pricing strategies for complementary software products. The
paper by [14] directly studied the Cournot/Ellet model, but when buyers approach the sellers
(or the tollbooths on the canal) sequentially.

[15] discussed best-response dynamics in a Cournot Oligopoly model with linear demand
functions, and proved that they converge to equilibria. Another recent paper [19] studied how
no-regret strategies converge to Nash equilibria in Cournot and Bertrand oligopoly settings;
The main results in [19] are positive, showing how such strategies lead to a positive-payoff
outcomes in Bertrand competition, but they do not consider such a model with complement
items.

Best-response dynamics is a natural description of how decentralized markets converge to
equilibria, see, e.g., [13, 20], or to approximate equilibria, e.g., [2, 24]. The inefficiency of
equilibria in various settings has been extensively studied, see, [18, 22, 23, 1, 16].

We continue as follows: Section 2 defines our model and some basic equilibrium properties.
In Section 3 we prove the existence of non trivial equilibria. In Section 4 we study the results
of best-response dynamics. Finally, Section 5 compares the quality of the best equilibria to
the optimal outcomes.
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2 Model and Preliminaries

We consider two sellers, each selling a single, homogeneous, divisible good. The sellers have
zero manufacturing cost for the good they sell, and an unlimited supply is available from
each good. All the buyers in the economy are interested in bundles of these two goods, and
the goods are perfect complements for the buyers. That is, each buyer only demands a
bundle consists of two goods, in equal quantities5, and there is no demand for each good
separately. The demand for the bundle of the two goods is given by a demand function D(·),
where D(p) ∈ R+ is the quantity of each of the two goods which is demanded when the price
for one unit of the bundle of the two goods is p ∈ R+.

The sellers simultaneously offer prices for the goods they sell. Each seller offers a single
price, and cannot discriminate between buyers. If the two prices offered by the sellers are p
and q then p+ q is the total price and the demand in this market is D(p+ q). The revenue of
the seller that posts a price p is thus p ·D(p+q), the revenue of the second seller is q ·D(p+q)
and the total revenue of the two selling firms is denoted by R(p + q) = (p + q) · D(p + q).
The maximal revenue that a monopoly that owns the two sellers can achieve is supx x · D(x)
and we use p∗ to denote a monopolist price.6

Discrete Demand Levels. In this paper we consider discrete demand curves, where potential
buyers only have n ≥ 2 different values denoted by ~v, such that v1 > v2 > · · · > vn > 0.
The demand at each price vi is denoted by di = D(vi), and assuming a downward sloping
demand curve we get that ~d is increasing, that is, 0 < d1 < d2 < · · · < dn. For convenience,
we define v0 = ∞ and d0 = 0. The parameter n is central in our analysis and it denotes
the number of demand levels in the economy. Another parameter that we frequently use is
the total demand D, which is the ratio between the highest and lowest demand at non-zero
prices, that is D = dn/d1. In other words, D is the maximal demand dn measured in units
of the minimal non-zero demand d1 (Note that D > 1). The social welfare in the economy
is the total value generated for the consumers. The social welfare, given a total price x, is
SW (x) =

∑
i|x<vi

vi(di − di−1), and the optimal welfare is SW (0) =
∑n
i=1 vi(di − di−1).

Strategies and Equilibria. The sellers engage in a price competition. We say that p is a
best response to a price q of the other seller if p ∈ argmaxp′ p′ · D(p′ + q), and let the set
of all best responses to q be BR(q). We consider the pure Nash equilibria (NE) of this
full-information pricing game. A pure Nash equilibrium is a pair of prices such that each
price is a best response to the other price, that is, (p, q) such that p ∈ BR(q) and q ∈ BR(p).

It is easy to see that NE always exist in this game, but unfortunately some of them are
trivial and no item is sold, and thus their welfare is zero; For example, (∞,∞) is always an
equilibrium with zero welfare and revenue. We will therefore focus on a subset of NE that
are non-trivial, i.e., where some quantity is sold. It is not immediate to see that non-trivial
equilibria exist, and we will begin by proving (in Section 3) that such equilibria indeed always
exist. On the other hand, we will show that multiplicity of equilibria is a problem even for

5 This actually assumes that the ratio of demand of the two goods is fixed, as we can normalized the
units to assume that it is 1 for both.

6 Our paper considers demand functions for which the monopoly revenue is attained and a monopolist
price exists. When there is more than one price that maximizes the monopoly profit, our claims
regarding p∗ will hold for each one of these prices. When necessary, we will treat the different prices
separately.
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this restricted set of equilibria, as there might be an extreme variance in their revenue and
efficiency.

2.1 Basic Equilibrium Properties
We now describe some basic structural properties of equilibria in the pricing game between
sellers of complement goods. We use these properties throughout the paper.

We start with a simple observation claiming that all best response dynamics lead to a
total price which is exactly one of the demand values. This holds as otherwise any seller can
slightly increase his price, selling the same quantity and increasing his revenue.

I Observation 4. Let x ≤ v1 be some price offered by one seller, and BR(x) be a best
response of the other seller to the price x. Then, it holds that x + BR(x) = vi for some
i ∈ {1, ..., n}. In particular, for every pure non-trivial NE (p, q), it holds that p+ q = vi for
some i.

Next, we prove a useful lemma claiming that the set of equilibria with a particular total
price is convex. Intuitively, the idea in the proof is that a seller with a higher offer cares
more about changes in the demand than a seller with a lower offer. Therefore, if the seller
with the higher offer decided not to deviate to an increased price, clearly the other seller
would not deviate as well. The proof of the lemma appears in the full version of the paper.

I Lemma 5. If (p, q) is a pure NE then (x, p + q − x) is also a pure NE for every x ∈
[min{p, q},max{p, q}]. In particular, ((p+ q)/2, (p+ q)/2) is also a pure NE.

We next observe that there is no conflict between welfare and revenue in equilibrium: an
equilibrium with the highest welfare also has the highest equilibrium revenue. This holds
since equilibria with lower total price obtain higher revenue and welfare. We can thus say
that any equilibrium with minimal total price is the “best" as it is as good as possible on
both dimensions: welfare and revenue. Similarly, any equilibrium with maximal total price is
the “worst".

I Proposition 6. Both welfare and revenue of equilibria are monotonically non-increasing
in the total price. Therefore, an equilibrium with the minimal total price has both the highest
welfare and the highest revenue, among all equilibria. Similarly, an equilibrium with the
maximal total price has both the lowest welfare as well as the lowest revenue, among all
equilibria.

Proof. Consider two equilibria, one with total price v and the other with total price w > v.
The claim that the welfare is non-increasing in the total price follows immediately from the
definition. We will show that for w > v it holds that R(v) ≥ R(w).

Lemma 5 shows that if there is an equilibrium with total price p then (p/2, p/2) is also
an equilibrium. As (v/2, v/2) is an equilibrium, it holds that deviating to w − v/2 is not
beneficial for a seller, and thus R(v)/2 ≥ (w − v/2)D(w) ≥ (w/2)D(w) = R(w)/2 and thus
R(v) ≥ R(w) as claimed. J

Finally, we give a variant of a classic result by Cournot [9], which shows, somewhat
counterintuitively, that a single monopolist that sells two complementary goods is better for
the society than two competing sellers for each selling one of the good.

I Proposition 7. The total price in any equilibrium is at least as high as the minimal
monopolist price p∗. Thus, the welfare and revenue achieved by the monopolist price p∗ are
at least as high as the welfare and revenue (resp.) of the best equilibria.
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Proof. Assume that there is an equilibrium with total price p < p∗. As p∗ is the minimal
monopolist price it holds that R(p) < R(p∗). Additionally, as there is an equilibrium with
total price p then by Lemma 5 the pair (p/2, p/2) is an equilibrium, where each seller has
revenue R(p)/2. As p < p∗ a seller might deviate to p∗ − p/2 > p∗/2 > 0, and since such
deviation is not beneficial, it holds that R(p)/2 ≥ (p∗ − p/2)D(p∗) > (p∗/2)D(p∗) = R(p∗)/2
and thus R(p) > R(p∗), a contradiction.

By Proposition 6, it follows that the welfare and revenue achieved by the minimal
monopolist price p∗ are no less than those in the best equilibrium. J

3 Existence of Non-Trivial Equilibria

In this section we show that non-trivial equilibria always exist. We first note that the
structural lemmas from the previous sections seem to get us almost there: We know from
Obs. 4 that the total price in equilibrium must equal one of the vi’s; We also know that if
p, q is an equilibrium, then (p+q

2 , p+q
2 ) is also an equilibrium. Therefore, if an equilibrium

exists, then ( vi

2 ,
vi

2 ) must be an equilibrium for some i. However, these observations give a
simple way of finding an equilibrium if an equilibrium indeed exists, but they do not prove
existence on their own.

We give a constructive existence proof, by showing an algorithm based on an artificial
dynamics that always terminates in a non-trivial equilibrium. The algorithm is essentially a
sequence of best responses by the sellers, but with a twist: after every best-response step the
prices are averaged. We show that this dynamics always stops at a non-trivial equilibrium
and thus in particular, such equilibria exist. Moreover, when starting from prices of zero, the
dynamics terminates at the best equilibrium. We formalize these claims in Proposition 10
below, from which we can clearly derive the existence of non-trivial equilibrium claimed in
the next theorem as an immediate corollary.

I Theorem 8. For any instance (~v, ~d) there exists at least one non-trivial pure Nash equilib-
rium.

Before we formally define the dynamics, we prove a simple lemma showing that the total
price weakly increases as one seller best-responds to a higher price.

I Lemma 9 (Monotonicity Lemma). Let brx ∈ BR(x) be a best reply of a seller to a price x
and let bry ∈ BR(y) be a best reply of a seller to a price y. If x < y ≤ v1 then y+bry ≥ x+brx.

Proof. As x < y ≤ v1 by Observation 4, we know that there exists i such that x+ brx = vi
and j such that y + bry = vj . As the second seller is best responding at each price level,
D(vi)(vi − x) ≥ D(vj)(vj − x) and D(vi)(vi − y) ≤ D(vj)(vj − y). Together, we get that
(vj−x)/(vi−x) ≤ D(vi)/D(vj) ≤ (vj−y)/(vi−y). Now notice that the function (a−x)/(b−x)
is non-decreasing in x iff a ≥ b thus, since y > x, it follows that vj ≥ vi. J

We next formally define the price-updating dynamics that we call symmetrized best
response dynamics. It works similarly to the best response dynamics with one small difference:
at each step, before a seller acts, the price of both sellers is replaced by their average price.

More formally, we start from some profile of prices (x0, y0). We then symmetrize the
prices to (x0+y0

2 , x0+y0
2 ), and then we let the first seller best reply to get prices (x1, y1), where

x1 ∈ BR(x0+y0
2 ) and y1 = x0+y0

2 . In one case, when the utility of the seller is 0, we need to
break ties carefully: if 0 ∈ BR(x0+y0

2 ) then we assume that x1 = 0, that is, a seller with zero
utility prices at 0. We then symmetrize again to (x1+y1

2 , x1+y1
2 ), and then we let the second

ICALP 2017



134:8 Selling Complementary Goods: Dynamics, Efficiency and Revenue

seller best respond, symmetrize again, and continue similarly in an alternating order. The
dynamic stops if the price remains unchanged in some step.

It turns out that symmetrized best response dynamics quickly converges to a non-trivial
equilibrium. Moreover, we show that this dynamics is guaranteed to end up in the best
equilibria. Theorem 8 follows from the following proposition.

I Proposition 10. For any instance with n demand levels, the symmetrized best response
dynamics starting with prices (0, 0) reaches a non-trivial equilibrium in at most n steps, in
each of them the total price increases. Moreover, this equilibrium achieves the highest social
welfare and the highest revenue among all equilibria.

Proof. We first argue that for any starting point, the sum of players’ prices in the symmetrized
dynamics is either monotonically increasing or monotonically decreasing. To see that, let us
look at the symmetric price profiles of two consecutive steps: (x, x) and then (y, y) where
y = (x + brx)/2 for some brx ∈ BR(x) and then (z, z) where z = (y + bry)/2 for some
bry ∈ BR(y). If x = y, then (x, x) is an equilibrium and we are done. We first observe that if
y > x then z ≥ y. Indeed, our monotonicity lemma (Lemma 9) shows exactly that: if y > x

then for any brx ∈ BR(x) and bry ∈ BR(y) it holds that y + bry ≥ x + brx and therefore
z ≥ y. Similarly, if y < x then z ≤ y.

To prove convergence, note that until the step where the process terminates, the total
price must be either strictly increasing or strictly decreasing. Due to Observation 4, the total
price at each step must be equal to vi for some i. Since there are exactly n distinct values,
the process converges after at most n steps. Note that if we reach a price level of vn or v1
the process must stop (no seller will have a best response that crosses these values), and a
non-trivial equilibrium is reached.

Finally, we will show that a symmetrized dynamics starting at zero prices reaches an
equilibrium with maximal revenue and welfare over all equilibria. Using Proposition 6, it is
sufficient to show that such process reaches an equilibrium with minimum total price over all
possible equilibria. This follows from the following claim:

I Claim 11. The total price reached by a symmetrized best-response dynamics starting from
a total price level x is bounded from above by the total price reached by the same dynamics
starting from a total price of y > x,

Proof. It is enough to show that the prices reached after a single step from x are at most
those reached by a single step from y, since we can then repeat and show that this holds
after all future steps. For a single step this holds due to the monotonicity lemma (Lemma 9):
given some total price z, the new total price after a single step of symmetrizing the price and
best responding is f(z) = z/2 + brz/2 for some brz/2 ∈ BR(z/2), and since y > x it holds
that f(y) ≥ f(x) by Lemma 9. J

We complete the proof by showing how the proposition follows from the last claim. Let
p be the total price of the highest welfare equilibrium (lowest equilibrium price). We use
the claim on total price 0 and total price p > 0. The symmetrized best-response dynamics
starting at p stays fixed and the total price never changes, while the dynamics starting at 0
must strictly increase the total price at each step, and never go over p, and thus must end at
p after at most n steps. This concludes the proof of the proposition. J
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4 Best Response Dynamics

In the previous section we saw that non-trivial NE always exist in our price competition
model, and that the best equilibrium can be easily computed. We now turn to discuss
whether we can expect agents in these markets to reach such equilibria via natural adaptive
heuristics. We consider the process of repeated best responses. Such a process starts from
some profile of prices (p, q), then the first seller chooses a price which is a best response to q,
the second seller best responds to the price chosen by the first seller, and they continue in
alternating order. The process stops if no seller can improve his utility by changing his price.
As we aim for non-trivial equilibria, a seller that cannot gain a positive profit chooses the
best response of zero. A sequential best response process has simple and intuitive rules. The
main difference between different possible dynamics of this form is in their starting prices.
We will study the importance of the choice of starting prices.

Our results for best-response dynamics are negative: we show that starting from cartel
prices might result in bad equilibria. We then consider starting from random prices and show
that this might not help. Finally, we show that convergence time of the dynamics may be
very long, even with only two demand levels.

4.1 Quality of the Dynamics’ Outcomes
Probably the most natural starting prices to consider in best responses dynamics are (0, 0).
We start with a simple example that shows that such dynamics might result in an equilibrium
with very low welfare, even when another equilibrium with high welfare exists. The gap
between the quality of these equilibria is in the order of D (in the full version of the paper
(see Appendix B) we show that this is the largest possible gap between equilibria).

I Example 12. Consider a market with 2 demand levels, v1 = 2, v2 = 1, d1 = 1 and d2 = D.
Here, a best response dynamics starting from prices (0, 0) moves to (1, 0) and then ends in
equilibrium prices (1, 1). This NE has welfare of 2, while (1/2, 1/2) is an equilibrium with
welfare of D + 1 and revenue of D.

It follows that even with 2 demand levels, the total revenue in the highest revenue
equilibrium can be factor D/2 larger than both the welfare and revenue of the equilibrium
reached by best-response dynamics starting from prices (0, 0).

One might hope that starting the dynamics from a different set of prices will guarantee
convergence to a good equilibrium. Clearly, if the dynamics somehow starts from the prices
of the best equilibrium it will immediately stop, but our goal is exactly to study whether the
agents can adaptively reach such equilibria. One can consider two reasonable approaches
for studying the starting points of the dynamics: the first approach assumes that the sellers
initially agree to act as a cartel and price the bundle at the monopolist price, dividing the
monopoly profit among themselves. It is well known that such a cartel is not stable, and
sellers may have incentives to deviate to a different price; We would like to understand
where such dynamics will stop. The second approach considers starting from a random pair
of prices, and hoping that there will be a sufficient mass of starting points for which the
dynamics converges to a good equilibrium. We move to study the two approaches below.

4.1.1 Dynamics Starting at a Split of the Monopolist Price
We now study best-response dynamics that start from a cartelistic solution: the total price
at the starting stage is equal to the price a monopoly would have set had it owned the two
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selling firms. In Example 12 we saw that splitting the monopolist price between the two
sellers results in the best equilibrium. One may hope that this will generalize and such
starting points ensure converging to good outcomes. In the full version we show that this is
indeed the case for two demand levels. However, we next show that even with three demand
levels, the welfare and revenue of the equilibrium reached by such best-response dynamics
can be much lower than the revenue of the best equilibria. This holds not only when the two
seller split the monopolist price evenly, but for any cartelistic split of this price. Proof can
be found in the full version of this paper.

I Proposition 13. For any large enough total demand D there is an instance with 3 demand
levels and monopolist price p∗ for which best response dynamics starting from any pair
(p∗ − q, q) for q ∈ [0, p∗], ends in an equilibrium of welfare and revenue of only 1, while there
exist another equilibrium of welfare and revenue at least

√
D/4.

We conclude that starting from both sellers (arbitrarily) splitting the monopolist price
does not ensure that the dynamics ends in a good equilibrium, even with only 3 demand
levels.

4.1.2 Dynamics Starting at Random Prices
We now consider a second approach for studying the role of starting prices in best-response
dynamics. We assume that the starting prices are determined at random, and ask what are
the chances that a sequence of best responses will reach a good equilibrium. Unfortunately
this approach fails as well. We next show that for any ε > 0, there is an instance with only
two demand levels for which the dynamics starting from a uniform random price vector in
[0, v1]2 has probability of at most ε of ending in an equilibrium with high welfare and revenue
(although such equilibrium exists).

I Proposition 14 (High probability of convergence to bad equilibria, n = 2). For any small
enough ε > 0 and total demand D such that εD > 2, there is an instance with two demand
levels (n = 2) that has an equilibrium of welfare and revenue of at least εD, but best-response
dynamics starting with uniform random pair of prices in [0, v1]2 ends in an equilibrium of
welfare and revenue of only 1 with probability at least 1− ε.

Proof. Consider the input with n = 2 demand levels satisfying v1 = 1 > v2 = ε and
d1 = 1 < d2 = D. A pair of prices (p, q) with p+ q = v2 results in welfare and total revenue
of εD, and if εD > 2, the pair (v2/2, v2/2) is indeed an equilibrium. On the other hand, for
small enough ε the pair of prices (1/2, 1/2) is also an equilibrium, and its welfare and revenue
are only 1. Finally, observe that unless the price that the first best response in dynamics
refers to is at most v2 = ε, the first best response results in an equilibrium with total price
of 1, and welfare and revenue of 1. The probability that the process stops after a single step
is therefore at least 1− ε, and the claim follows. J

We show that Proposition 14 is essentially tight.

I Proposition 15. For any instance with two demand levels for which the ratio of welfare of
the best and worst equilibrium is εD for some 1 > ε > 2/D, it holds that the probability of
the dynamics ending at the best equilibrium when starting from a uniform random pair of
prices in [0, v1]2 is at least ε− 2/D.

Proof. Normalize the welfare of the worse equilibrium to 1 (and thus the value is 1) and the
demand to 1. The best equilibrium is for demand D and value ε < 1, since the equilibria
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welfare ratio is εD. For any pair of prices (p, q) such that 1/D < q < ε − 1/D, the best
response to q is ε− q as it gives revenue larger than D · (1/D) = 1, while the maximal revenue
for a seller in the other equilibrium is 1. Given price ε− q < ε− 1/D, the best response is q
as it gives revenue larger than 1, while deviation will give revenue of at most 1. We conclude
that with probability at least ε− 2/D the dynamics stops after a single best response, at the
best equilibrium, as claimed. J

Proposition 14 only gives high probability of convergence to a low welfare equilibrium,
but this will not occur with certainty. We next show that one can construct instances in
which except of a measure zero set of starting prices, every dynamics will end up in an
equilibrium with very low welfare, although equilibrium with high welfare exists. Moreover,
we show that the welfare gap between the good and bad equilibria increases exponentially in
the number of demand levels n.

I Theorem 16 (Almost sure convergence to bad equilibria, large n). For any number of
demand levels n ≥ 2 and ε > 0 that is small enough, there exists an instance that has an
equilibrium with welfare 2 ·(2−ε)n−1−1 and revenue of (2−ε)n−1, but best response dynamics
starting with pair of prices chosen uniformly at random over [0, v1]2 almost surely ends in an
equilibrium of welfare and revenue of only 1.

To prove the theorem, we build an instance where the pair of prices (vi/2, vi/2) forms an
equilibrium for any i. In this instance, the total revenue from a total price vi is (2− ε)i−1.
In particular, (vn/2, vn/2) is an equilibrium that attains the monopolist revenue and the
optimal welfare of O((2− ε)n). However, best response dynamics starting by best responding
to any price which is not exactly vi/2 (for some i) terminates in an equilibrium with total
price of v1 = 1 and welfare of 1. Thus, the set of pairs from which the dynamics does not
end at welfare of 1 is finite and has measure 0, so the dynamics almost surely converges to
the worst equilibrium. The full proof is in the full version of the paper.

4.2 Time to Convergence

Up to this point we considered the quality of equilibria reached by best response dynamics.
In this section, we will show that not only that best response dynamics reach equilibria of
poor quality, it may also take them arbitrary long time to converge. Moreover, the long
convergence time is possible even with only 2 demand levels and total demand that is close
to 1.

Specifically, we will show that as the difference between the demand of adjacent values be-
comes smaller, the convergence time can increase. More formally, we letW = dn

minn
i=2{di−di−1}

be the ratio between the maximal demand and the minimal change in demand. Note that if
d1 = 1 and every di is an integer, then d1 = minni=2{di− di−1} and thus W = D; if demands
are not restricted to be integers, W might be much larger than D even in the case that
d1 = 1, for example if d1 = 1 and d2 = 1 + ε = D then W = 1/ε is large while D = 1 + ε ≈ 1.
We show a simple setting with only two demand levels and with D close to 1 in which the
dynamics takes time linear in W .

I Theorem 17 (Slow convergence). For any W , best response dynamics starting from zero
prices may require each seller to update his price W − 1 times to converge to an equilibrium.
Moreover, this holds even with 2 demand levels (n = 2) and with D = W

W−1 which is close to
1 when W is large.
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Proof. We consider the following setting given some ε > 0 that is small enough: v1 = 1 and
d1 = 1, v2 = 1− ε and d2 = 1

1−2ε . In this case, W = d2/(d2 − d1) = 1
2ε . We will show that

for this instance best response dynamics starting at (0, 0) takes at least W − 1 = 1
2ε − 1 steps

to converge to an equilibrium.
Let pm, qm denote the price offered by the two sellers after m best-response steps for

each seller (pm is the offer of the seller who plays first). We will prove by induction that
pm = 1−mε and qm = mε whenever m+ 1 < 1

2ε .
We first handle the base case. With zero prices, the first seller can price at v1 = 1 and

get profit 1, or price at v2 = 1− ε and get profit (1− ε) · 1
1−2ε > 1. Thus, p1 = 1− ε. Now,

the best response of the other seller is clearly q1 = ε as pricing at total price of 1− ε gains
her 0 profit.

We next move to the induction step. Assume that the claim is true for some m, i.e.,
(pm, qm) = (1−mε,mε), and we prove it for m+ 1 (as long as m+ 1 < 1

2ε ). If the second
seller prices at mε, the first seller will maximize profit by pricing either at 1− (m+ 1)ε or at
1−mε (recall that by Observation 4 after a seller is best responding, the price will be equal
to either v1 or v2).

The gain from the first price is (1− (m+ 1)ε) · 1
1−2ε and the gain from the latter price is

1−mε. Simple algebra shows that (1− (m+ 1)ε) · 1
1−2ε > 1−mε iff m < 1

2ε .
Now, assume that the first seller prices at 1− (m+ 1)ε, the second seller maximizes profit

by pricing either at (m+ 1)ε or at 1− ε− (1− (m+ 1)ε) = mε. The second seller chooses a
price of (m+ 1)ε if (m+ 1)ε > 1

1−2εmε. Simple algebra shows that this holds iff m+ 1 < 1
2ε .

This concludes the induction step and completes the proof. J

We observe that with two demand levels, convergence to equilibrium is guaranteed, and
the above linear bound is actually tight. Proof appears in the full version of the paper.

I Proposition 18. For any instance with 2 demand levels (n = 2), best response dynamics
starting from any price profile will stop in an equilibrium after each seller updates his price
at most W times.

5 The Quality of the Best Equilibrium

In this section, we study the price of stability in our game, that is, the ratio between the
quality of the best equilibrium and the optimal outcome (both for revenue and welfare). The
following theorem gives two upper bounds for the price of stability. One bound shows that
for every total demand D, the best equilibrium and the optimal outcome are at most factor
O(
√
D) away, for both welfare and revenue. The second bound is exponential in n, but it is

independent of D. This implies, in particular, that the price of stability in markets with a
small number of demand levels is small even for a very large D.

I Theorem 19. For any instance, the optimal welfare and the monopolist revenue are at
most O(min{2n,

√
D}) times the revenue of the best equilibrium.

As the bound holds for the revenue of the best equilibrium, it clearly also holds for the
welfare of that equilibrium. The proof of the theorem is in the full version of this paper.

The next theorem shows that the above price-of-stability bounds are tight. It describes
instances where the gap between the best equilibrium and the optimal outcome is asymptot-
ically at least 2n and

√
D, for both welfare and revenue. We prove the theorem in the full

version of the paper.



M. Babaioff, L. Blumrosen, and N. Nisan 134:13

I Theorem 20. For any number of demand levels n, there exists an instance for which the
optimal welfare and the monopolist revenue are at least factor Ω(2n) larger than the best
equilibrium welfare and revenue, respectively.

In addition, there exists an instance with integer demands for which the optimal welfare
and the monopolist revenue are at least factor Ω(

√
D) larger than the best equilibrium welfare

and revenue, respectively.
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Abstract
We consider the problem of firefighting to save a critical subset of nodes. The firefighting game is
a turn-based game played on a graph, where the fire spreads to vertices in a breadth-first manner
from a source, and firefighters can be placed on yet unburnt vertices on alternate rounds to block
the fire. In this work, we consider the problem of saving a critical subset of nodes from catching
fire, given a total budget on the number of firefighters.

We show that the problem is para-NP-hard when parameterized by the size of the critical
set. We also show that it is fixed-parameter tractable on general graphs when parameterized by
the number of firefighters. We also demonstrate improved running times on trees and establish
that the problem is unlikely to admit a polynomial kernelization (even when restricted to trees).
Our work is the first to exploit the connection between the firefighting problem and the notions
of important separators and tight separator sequences.

Finally, we consider the spreading model of the firefighting game, a closely related problem,
and show that the problem of saving a critical set parameterized by the number of firefighters is
W[2]-hard, which contrasts our FPT result for the non-spreading model.

1998 ACM Subject Classification F.2 Analysis of Algorithms and Problem Complexity

Keywords and phrases firefighting, cuts, FPT, kernelization

Digital Object Identifier 10.4230/LIPIcs.ICALP.2017.135

1 Introduction

The problem of Firefighting [17] formalizes the question of designing inoculation strategies
against a contagion that is spreading through a given network. The goal is to come up
with a strategy for placing firefighters on nodes in order to intercept the spread of fire.
More precisely, firefighting can be thought of as a turn-based game between two players,
traditionally the fire and the firefighter, played on a graph G with a source vertex s. The
game proceeds as follows.

At time step 0, fire breaks out at the vertex s. A vertex on fire is said to be burned.
At every odd time step i ∈ {1, 3, 5, . . .}, when it is the turn of the firefighter, a firefighter
is placed at a vertex v that is not already on fire. Such a vertex is permanently protected.
At every even time step j ∈ {2, 4, 6, . . .}, the fire spreads in the natural way: every vertex
adjacent to a vertex on fire is burned (unless it was protected).

∗ A full version of the paper is available at https://arxiv.org/abs/1705.10923.

EA
T

C
S

© Jayesh Choudhari, Anirban Dasgupta, Neeldhara Misra, and M. S. Ramanujan;
licensed under Creative Commons License CC-BY

44th International Colloquium on Automata, Languages, and Programming (ICALP 2017).
Editors: Ioannis Chatzigiannakis, Piotr Indyk, Fabian Kuhn, and Anca Muscholl;
Article No. 135; pp. 135:1–135:13

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

http://dx.doi.org/10.4230/LIPIcs.ICALP.2017.135
https://arxiv.org/abs/1705.10923
http://creativecommons.org/licenses/by/3.0/
http://www.dagstuhl.de/lipics/
http://www.dagstuhl.de


135:2 Saving Critical Nodes with Firefighters is FPT

The game stops when the fire cannot spread any more. A vertex is said to be saved if
there is a protected vertex on every path from s to v. The natural algorithmic question
associated with this game is to find a strategy that optimizes some desirable criteria, for
instance, maximizing the number of saved vertices [4], minimizing the number of rounds,
the number of firefighters per round [6], or the number of burned vertices [13, 4], and so
on. These questions are well-studied in the literature, and while most variants are NP-hard,
approximation and parameterized algorithms have been proposed for various scenarios. See
the excellent survey [14] as well as references within for more details.

In this work, we consider the question of finding a strategy that saves a designated subset
of vertices, which we shall refer to as the critical set. We refer to this problem as Saving A
Critical Set (SACS) (we refer the reader to Section 2 for the formal definitions). This is
a natural objective in situations where the goal is to save specific locations as opposed to
saving some number of them. This version of the problem has been studied by [6, 18, 7] and
is known to be NP-hard even when restricted to trees.

Our aim of designing firefighting solutions in order to save a critical set is well-motivated.
In the context of studying networked systems for instance, it is often desirable to protect a
specific set of critical infrastructure against any vulnerabilities that are cascading through
the network (see [15] and [12] for an overview of survivable network analysis which aim to
design networked systems that survive in the face of failures by providing critical services).
Similarly, in the context of handling widely different risk factors that a contagion might have
for different sections of the population (e.g. risk-factors that the epidemic of avian flu have
for different subpopulations [5]), it is natural to ask for inoculation strategies to protect the
identified at-risk groups.

Our Contributions and Methodology. We initiate the study of Saving A Critical Set
from a parameterized perspective. We first show that the problem is para-NP-hard when
parameterized by the size of the critical set, by showing that Saving A Critical Set is
NP-complete even on instances where the size of the critical set is one. It is already clear
from known results that Saving A Critical Set is para-NP-hard also when parameterized
by treewidth. A third natural parameter is the number of firefighters deployed to save the
critical set. Our main result is that Saving A Critical Set is FPT when parameterized
by the number of firefighters, although it is not likely to have a polynomial kernel.

Our FPT algorithm is a recursive algorithm that uses the structure of tight separator
sequences. The notion of tight separator sequences was introduced in [19] and has several
applications [16, 20, 21] (some of which invoke modified definitions). A tight separator
sequence is, informally speaking, a sequence of minimal separators such that the reachability
set of Si is contained in the reachability set of Si+1. Note that any firefighting solution is a
s−C separator, where s is the source of the fire, and C is the critical subset of vertices. We
also obtain faster algorithms on trees by using important separators.

As is common with such approaches, we do not directly solve SACS, but an appropriately
generalized form, which encodes information about the behavior of some solution on the
“border” vertices, which in this case is the union of all the separators in the tight separator
sequence.

Related Work. The Firefighting problem has received much attention in recent years. It
has been studied in the parameterized complexity setting [4, 7, 10, 2] but mostly by using the
number of vertices burnt or saved as parameters. King et.al. [18] showed that for a tree of
degree at most 3, it is NP-hard to save a critical set with budget of one firefighter per round,
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but is polynomial time when the fire starts from a vertex of degree at most 2. Chopin [7]
extended the hardness result of [18] to a per-round budget b ≥ 1 and to trees with maximum
degree b+ 2. Chalermsook et.al.[6] gave an approximation to the number of firefighters per
round when trying to protect a critical set.

Anshelevich et.al. [1] initiated the study of the spreading model, where the vaccination
also spreads through the network. In Section 4 we study this problem in the parameterized
setting.

2 Preliminaries

In this section, we introduce the notation and the terminology that we will need to describe
our algorithms. Most of our notation is standard. We use [k] to denote the set {1, 2, . . . , k},
and we use [k]O and [k]E , respectively, to denote the odd and even numbers in the set [k].

Graphs, Important Separators and Tight Separator Sequences. We introduce here the
most relevant definitions, and use standard notation pertaining to graph theory based
on [9, 11]. All our graphs will be simple and undirected unless mentioned otherwise. For
a graph G = (V,E) and a vertex v, we use N(v) and N [v] to refer to the open and closed
neighborhoods of v, respectively. The distance between vertices u, v of G is the length of a
shortest path from u to v in G; if no such path exists, the distance is defined to be ∞. A
graph G is said to be connected if there is a path in G from every vertex of G to every other
vertex of G. If U ⊆ V and G [U ] is connected, then U itself is said to be connected in G. For
a subset S ⊆ V , we use the notation G \ S to refer to the graph induced by the vertex set
V \ S.

The following definitions about important separators and tight separator sequences will
be relevant to our main FPT algorithm. We first define the notion of the reachability set of
a subset X with respect to a subset S.

I Definition 1 (Reachable Sets). Let G = (V,E) be an undirected graph, let X ⊆ V and
S ⊆ V \X. We denote by RG(X,S) the set of vertices of G reachable from X in G \ S and
by NRG(X,S) the set of vertices of G not reachable from X in G \S. We drop the subscript
G if it is clear from the context.

We now turn to the notion of an X-Y separator and what it means for one separator to
cover another.

I Definition 2 (Covering by Separators). Let G = (V,E) be an undirected graph and let
X,Y ⊂ V be two disjoint vertex sets. A subset S ⊆ V \ (X ∪Y ) is called an X−Y separator
in G if RG(X,S) ∩ Y = ∅, or in other words, there is no path from X to Y in the graph
G \ S. We denote by λG(X,Y ) the size of the smallest X − Y separator in G. An X − Y
separator S1 is said to cover an X − Y separator S with respect to X if R(X,S1) ⊃ R(X,S).
If the set X is clear from the context, we just say that S1 covers S. An X − Y separator is
said to be inclusionwise minimal if none of its proper subsets is an X − Y separator.

If X = {x} is a singleton, then we abuse notation and refer to a x− Y separator rather
than a {x} − Y separator. A separator S1 dominates S if it covers S and is not larger than
S in size:

I Definition 3 (Dominating Separators [8]). Let G = (V,E) be an undirected graph and let
X,Y ⊂ V be two disjoint vertex sets. An X − Y separator S1 is said to dominate an X − Y
separator S with respect to X if |S1| ≤ |S| and S1 covers S with respect to X. If the set X
is clear from the context, we just say that S1 dominates S.
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We finally arrive at the notion of important separators, which are those that are not
dominated by any other separator.

I Definition 4 (Important Separators [8]). Let G = (V,E) be an undirected graph, X,Y ⊂ V
be disjoint vertex sets and S ⊆ V \ (X ∪ Y ) be an X − Y separator in G. We say that S is
an important X − Y separator if it is inclusionwise minimal and there does not exist another
X − Y separator S1 such that S1 dominates S with respect to X.

It is useful to know that the number of important separators is bounded as an FPT
function of the size of the important separators.

I Lemma 5 ([8]). Let G = (V,E) be an undirected graph, X,Y ⊂ V be disjoint vertex sets
of G. For every k ≥ 0 there are at most 4k important X − Y separators of size at most k.
Furthermore, there is an algorithm that runs in time O(4kk(m+ n)) which enumerates all
such important X-Y separators, where n = |V | and m = |E|.

We are now ready to recall the notion of tight separator sequences introduced in [19].
However, the definition and structural lemmas regarding tight separator sequences used in
this paper are closer to that from [21]. Since there are minor modifications in the definition
as compared to the one in [21], we give the requisite proofs for the sake of completeness.

I Definition 6. Let X and Y be two subsets of V (G) and let k ∈ N. A tight (X,Y )-
reachability sequence of order k is an ordered collection H = {H0, H1, . . . ,Hq} of sets in V (G)
satisfying the following properties:

X ⊆ Hi ⊆ V (G) \N [Y ] for any 0 ≤ i ≤ q;
X = H0 ⊂ H1 ⊂ H2 ⊂ · · · ⊂ Hq;
for every 0 ≤ i ≤ q, Hi is reachable from X in G[Hi] and every vertex in N(Hi) can
reach Y in G−Hi

(implying that N(Hi) is a minimal (X,Y )-separator in G);
|N(Hi)| ≤ k for every 1 ≤ i ≤ q;
N(Hi) ∩N(Hj) = ∅ for all 1 ≤ i, j ≤ q and i 6= j;
For any 0 ≤ i ≤ q − 1, there is no (X,Y )-separator S of size at most k where S ⊆
Hi+1 \N [Hi] or S ∩N [Hq] = ∅ or S ⊆ H1.

We let Si = N(Hi), for 1 ≤ i ≤ q, Sq+1 = Y , and S = {S0, S1, . . . , Sq, Sq+1}. We call S a
tight (X,Y )-separator sequence of order k.

I Lemma 7 (see for example [21]). There is an algorithm that, given an n-vertex m-
edge graph G, subsets X,Y ∈ V (G) and an integer k, runs in time O(kmn2) and either
correctly concludes that there is no (X,Y )-separator of size at most k in G or returns the
sets H0, H1, H2 \ H1, . . . ,Hq \ Hq−1 corresponding to a tight (X,Y )-reachability sequence
H = {H0, H1, . . . ,Hq} of order k.

Proof. The algorithm begins by checking whether there is an X-Y separator of size at most
k. If there is no such separator, then it simply outputs the same. Otherwise, it uses the
algorithm of Lemma 5 to compute an arbitrary important X-Y separator S of size at most k
such that there is no X-Y separator of size at most k that covers S.

Although the algorithm of Lemma 5 requires time O(4kk(m + n)) to enumerate all
important X-Y separators of size at most k, one important separator of the kind described
in the previous paragraph can in fact be computed in time O(kmn) by the same algorithm.

If there is noX-S separator of size at most k, we stop and return the set R(X,S) as the only
set in a tight (X,Y )-reachability sequence. Otherwise, we recursively compute a tight (X,S)-
reachability sequence P = {P0, . . . , Pr} of order k and define Q = {P0, . . . , Pr, R(X,S)}
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as a tight (X,Y )-reachability sequence of order k. It is straightforward to see that all the
properties required of a tight (X,Y )-reachability sequence are satisfied. Finally, since the
time required in each step of the recursion is O(kmn) and the number of recursions is
bounded by n, the number of vertices, the claimed running time follows. J

Saving a Critical Set. We now turn to the definition of the firefighting problem. The game
proceeds as described earlier: we are given a graph G with a vertex s ∈ V (G). To begin
with, the fire breaks out at s and vertex s is burning. At each step t ≥ 1, first the firefighter
protects one vertex not yet on fire - this vertex remains permanently protected - and the fire
then spreads from burning vertices to all unprotected neighbors of these vertices. The process
stops when the fire cannot spread anymore. In the definitions that follow, we formally define
the notion of a firefighting strategy.

I Definition 8 (Firefighting Strategy). A k-step firefighting strategy is defined as a function
h : [2k]O → V (G). Such a strategy is said to be valid in G with respect to s if, for all
i ∈ [2k]O, when the fire breaks out in s and firefighters are placed according to h for all time
steps up to i− 2, the vertex h(i) is not burning at time step i, and the fire cannot spread
anymore after timestep 2k. If G and s are clear from the context, we simply say that h is a
valid strategy.

I Definition 9 (Saving C). For a vertex s and a subset C ⊆ V (G) \ {s}, a firefighting
strategy h is said to save C if h is a valid strategy and {h(i) | i ∈ [2k]O} is a {s}-C separator
in G, in other words, there is no path from s to any vertex in C if firefighters are placed
according to h.

We are now ready to define the parameterized problem that is the focus of this work.

Saving A Critical Set (SACS) Parameter: k
Input: An undirected n-vertex graph G, a vertex s, a subset C ⊆ V (G) \ {s}, and

an integer k.
Question: Is there a valid k-step strategy that saves C when a fire breaks out at s?

Parameterized Complexity. We follow standard terminology pertaining to parameterized
algorithms based on the monograph [9]. Here we define a known technique to prove kernel
lower bounds, called cross composition. Towards this, we first define polynomial equivalence
relations.

I Definition 10 (polynomial equivalence relation [3]). An equivalence relation R on Σ∗, where
Σ is a finite alphabet, is called a polynomial equivalence relation if the following holds: (1)
equivalence of any x, y ∈ Σ∗ can be checked in time polynomial in |x|+ |y|, and (2) any finite
set S ⊆ Σ∗ has at most (maxx∈S |x|)O(1) equivalence classes.

I Definition 11 (cross-composition [3]). Let L ⊆ Σ∗ and let Q ⊆ Σ∗ ×N be a parameterized
problem. We say that L cross-composes into Q if there is a polynomial equivalence relation R
and an algorithm which, given t strings x1, x2, . . . , xt belonging to the same equivalence
class of R, computes an instance (x∗, k∗) ∈ Σ∗ × N in time polynomial in

∑t
i=1 |xi| such

that: (i) (x∗, k∗) ∈ Q⇔ xi ∈ L for some 1 ≤ i ≤ t and (ii) k∗ is bounded by a polynomial in
(max1≤i≤t |xi|+ log t).
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The following theorem allows us to rule out the existence of a polynomial kernel for a
parameterized problem.

I Theorem 12 ([3]). If an NP-hard problem L ⊆ Σ∗ has a cross-composition into the
parameterized problem Q and Q has a polynomial kernel then NP ⊆ coNP/poly.

3 The Parameterized Complexity of Saving a Critical Set

In this section, we describe the FPT algorithm for Saving A Critical Set and our cross-
composition construction for trees. The starting point for our FPT algorithm is the fact that
every solution to an instance (G, s, C, k) of SACS is in fact a s-C separator of size at most
k. Although the number of such separators may be exponential in the size of the graph, it is
a well-known fact that the number of important separators is bounded by 4knO(1) [8]. For
several problems, one is able to prove that there exists a solution that is in fact an important
separator. In such a situation, an FPT algorithm is immediate by guessing the important
separator.

In the SACS problem, unfortunately, there are instances where none of the solutions
are important separators. However, this approach turns out to be feasible if we restrict our
attention to trees, leading to improved running times. This is described in greater detail in
Section 3.2. Further, in Section 3.3, we also show that we do not expect SACS to admit a
polynomial kernel under standard complexity-theoretic assumptions. We establish this by a
cross-composition from SACS itself, using the standard binary tree approach, similar to [2].

We describe our FPT algorithm for general graphs in Section 3.1. This is an elegant
recursive procedure that operates over tight separator sequences, exploiting the fact that a
solution can never be contained entirely in the region “between two consecutive separators”.
Although the natural choice of measure is the solution size, it turns out that the solution size
by itself cannot be guaranteed to drop in the recursive instances that we generate. Therefore,
we need to define an appropriate generalized instance, and work with a more delicate measure.
We now turn to a detailed description of our approach.

We note that the SACS problem is para-NP-complete when parameterized by the size of
the critical set, by showing that the problem is already NP-complete when the critical set
has only one vertex.

I Theorem 13 (?). SACS is NP-complete even when the critical set has one vertex.

3.1 The FPT Algorithm
Towards the FPT algorithm for SACS, we first define a generalized firefighting problem as
follows. In this problem, in addition to (G, s, C, k), we are also given the following:

P ]Q ⊆ [2k]O, a set of available time steps,
Y ⊂ V (G), a subset of predetermined firefighter locations, and
a bijection γ : Q→ Y , a partial strategy for Q.

The goal here is to find a valid partial k-step firefighting strategy over (P ∪ Q) that
is consistent with γ on Q and saves C when the fire breaks out at s. We assume that no
firefighters are placed during the time steps [2k]O \ (P ∪Q). For completeness, we formally
define the notion of a valid partial firefighting strategy over a set.

I Definition 14 (Partial Firefighting Strategy). A partial k-step firefighting strategy on
X ⊆ [2k]O is defined as a function h : X → V (G). Such a strategy is said to be valid in G
with respect to s if, for all i ∈ X, when the fire breaks out in s and firefighters are placed
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according to h for all time steps upto [i− 1]O ∩X, the vertex h(i) is not burning at time step
i. If G and s are clear from the context, we simply say that h is a valid strategy over X.

What it means for partial strategy to save C is also analogous to what it means for
a strategy to save C. The only difference here is that we save C despite not placing any
firefighters during the time steps j for j ∈ [2k]O \X.

I Definition 15 (Saving C with a Partial Strategy). For a vertex s and a subset C ⊆ V (G)\{s},
a partial firefighting strategy h over X is said to save C if h is a valid strategy and ∪i∈Xh(i)
is a s− C separator in G, in other words, there is no path involving only burning vertices
from s to any vertex in C if the fire starts at s and firefighters are placed according to h.

The intuition for considering this generalized problem is the following: when we recurse,
we break the instance G into two parts, say subgraphs G′ and H. An optimal strategy for G
employs some firefighters in H at some time steps X, and the remaining firefighters in G′ at
time steps [2k]O \X. When we recurse, we would therefore like to achieve two things:

Capture the interactions between G′ and H when we recursively solve H, so that a partial
solution that we obtain from the recursion aligns with the larger graph, and
Constrain the solution for the instanceH to only use time steps inX, “allowing” firefighters
to work in G′ for the remaining time steps.

The constrained time steps in our generalized problem cater to the second objective, and
the predetermined firefighter locations partially cater to the first. We now formally define
the generalized problem.

Saving A Critical Set With Restrictions (SACS-R) Parameter: k
Input: An undirected n-vertex graph G, vertices s and g, a subset C ⊆ V (G) \ {s},

a subset P ] Q ⊆ [2k]O, Y ⊂ V (G) (such that |Y | = |Q|, 2k − 1 ∈ Q and
g ∈ Y ), a bijeciton γ : Q→ Y such that γ(2k − 1) = g, and an integer k.

Question: Is there a valid partial k-step strategy over P ∪Q that is consistent with γ
on Q and that saves C when a fire breaks out at s?

We use p and q to denote |P | and |Q|, respectively. Note that we can solve an SACS
instance (G, s, C, k) by adding an isolated vertex g and solving the SACS-R instance
(G, s, C, 2k + 2, g, P,Q, Y, γ), where P = [2k]O, Q = {2k + 1}, Y = {g} and γ(2k + 1) = g.
Therefore, it suffices to describe an algorithm that solves SACS-R. The role of the vertex g
is mostly technical, and will be clear in due course.

We now describe our algorithm for solving an instance I := (G, s, C, k, g, P,Q, Y, γ) of
SACS-R. Throughout this discussion, for the convenience of analysis of Yes instances, let h
be an arbitrary but fixed valid partial firefighting strategy in G over P ∪Q, consistent with γ
on Q, that saves C. Our algorithm is recursive and works with pieces of the graph based on
a tight s− C-separator sequence of separators of size at most |P | in G \ Y . We describe the
algorithm in three parts: the pre-processing phase, the generation of the recursive instances,
and the merging of the recursively obtained solutions.

Phase 0 – Preprocessing. Observe that we have the following easy base cases:
If G \ Y has no s− C separators of size at most p, then the algorithm returns No.
If p = 0, then we have a Yes-instance if, and only if, s is separated from C in G \ Y and
h := γ is a valid partial firefighting strategy over Q. In this case, the algorithm outputs
Yes or No as appropriate.
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If p > 0 and s is already separated from C in G \ Y , then we return Yes, since any
arbitrary partial strategy over P ∪Q that is consistent with γ on Q is a witness solution.

If we have a non-trivial instance, then our algorithm proceeds as follows. To begin with,
we compute a tight s− C separator sequence of order p in G \ Y . Recalling the notation of
Definition 6 , we use S0, . . . , Sq+1 to denote the separators in this sequence, with S0 being
the set {s} and Sq+1 = C. We also use W0,W1, . . . ,Wq,Wq+1 to denote the reachability
regions between consecutive separators. More precisely, if H is the tight s− C reachability
sequence associated with S, then we have:

Wi := Hi \N [Hi−1] for 1 ≤ i ≤ q,

while Wq+1 is defined as G \ (N [Hq] ∪ C). We will also frequently employ the following
notation:

S =
q⋃

i=1
Si and W =

q+1⋃
i=1

Wi.

This is a slight abuse of notation since S is also used to denote the sequence S0, . . . , Sq+1,
but the meaning of S will typically be clear from the context.

We first observe that if q > k, the separator Sq can be used to define a valid partial
firefighting strategy. The intuition for this is the following: since every vertex in Sq is at a
distance of at least k from s, we may place firefighters on vertices in Sq in any order during
the available time steps. Since |Sq| ≤ p and Sq is a s− C separator, this is a valid solution.
Thus, we have shown the following:

I Lemma 16. If G admits a tight s−C separator sequence of order q in G \ Y where q > k,
then I is a Yes-instance.

Therefore, we return Yes if q > k and assume that q ≤ k whenever the algorithm proceeds
to the next phase.

This concludes the pre-processing stage.

Phase 1 – Recursion. Our first step here is to guess a partition of the set of available time
steps, P , into 2q + 1 parts, denoted by A0, . . . , Aq, Aq+1 and B1, . . . , Bq+1. The partition of
the time steps represents how a solution might distribute the timings of its firefighting strategy
among the sets in S and W. The set Ai denotes our guess of ∪v∈Si

h−1(v) and Bj denotes
our guess of ∪v∈Wjh

−1(v). Note that the number of such partitions is (2q + 1)p ≤ (2k + 1)k.
We define g0(k) := (2k + 1)k. We also use T1(P ) to denote the partition A0, . . . , Aq and
T2(P ) to denote B0, . . . , Bq+1.

We say that the partition (T1(P ), T2(P )) is non-trivial if none of the Bi’s are such that
Bi = P . Our algorithm only considers non-trivial partitions – the reason this is sufficient
follows from the way tight separator sequences are designed, and this will be made more
explicit in due course.

Next, we would like to guess the behavior of a partial strategy over P restricted to S.
Informally, we do this by associating a signature with the strategy h, which is is a labeling of
the vertex set with labels corresponding to the status of a vertex in the firefighting game
when it is played out according to h. Every vertex is labeled as either a vertex that had a
firefighter placed on it, a burned vertex, or a saved vertex. The labels also carry information
about the earliest times at which the vertices attained these statuses. More formally, we
have the following definition.
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I Definition 17. Let h be a valid k-step firefighting strategy (or a partial strategy over X).
The signature of h is defined as a labeling Lh of the vertex set with labels from the set:

L = ({f} ×X) ∪ ({b} × [2k]E) ∪ {p},

where:

Lh(v) =


(f, t) if h(t) = v,

(b, t) if t is the earliest time step at which v burns,
p if v is not reachable from s in G \ ({h(i) | i ∈ [2k]O})

We use array-style notation to refer to the components of L(v), for instance, if L(v) = (b, t),
then L(v)[0] = b and L(v)[1] = t. The algorithm begins by guessing the restriction of Lh on
S, that is, it loops over all possible labellings:

T : S → ({f} × P ) ∪ ({b} × [2k]E) ∪ {p}.

The labeling T is called legitimate if, for any u 6= v, whenever T(u)[0] = T(v)[0] = f, we have
T(u)[1] 6= T(v)[1]. We say that a labeling T over S is compatible with T1(P ) = (A0, . . . , Aq)
if we have:

for all 0 ≤ i ≤ r, if v ∈ Si and h(v)[0] = f, then h(v)[1] ∈ Ai.
for all 0 ≤ i ≤ r, if t ∈ Ai, there exists a vertex v ∈ Si such that h−1(f, t) = v.

The algorithm considers only legitimate labelings compatible with the current choice
of T1(P ). By Lemma 16, we know that any tight s− C separator sequence considered by
the algorithm at this stage has at most k separators of size at most p each. Therefore,
we have that the number of labelings considered by the algorithm is bounded by g1(k) :=
(p+ k + 1)(kp) ≤ (3k)O(k2) ≤ kO(k2).

We are now ready to split the graph into q + 1 recursive instances. For 1 ≤ i ≤ q + 1,
let us define Gi = G[Si−1 ∪Wi ∪ Si ∪ Y ]. Also, let Ti := T |V (Gi)∩S . Notice that when
using Gi’s in recursion, we need to ensure that the independently obtained solutions are
compatible with each other on the non-overlapping regions, and consistent on the common
parts. We force consistency by carrying forward the information in the signature of h using
appropriate gadgets, and the compatibility among the Wi’s is a result of the partitioning of
the time steps.

Fix a partition of the available time steps P into T1(P ) and T2(P ), a compatible labeling
T and 1 ≤ i ≤ q + 1. We will now define the SACS-R instance I〈i, T1(P ), T2(P ),Ti〉. Recall
that I = (G, s, C, k, g, P,Q, Y, γ). To begin with, we have the following:

Let Xi = Ai−1 ∪Ai and let Pi = Bi.
Let Qi := Xi ∪Q and Yi := Y ∪Xi. We define γi as follows:

γi(t) =
{
γ(t) if t ∈ Q,
v if t ∈ Xi and Ti(v) = (f, t)

Note that γi is well-defined because the labeling was legitimate and compatible with T1(P ).
We define Hi to be the graph χ(Gi,Ti), which is described below.

To begin with, V (Hi) = V (Gi) ∪ {s?, t?}
Let v ∈ V (Gi) be such that Ti(v)[0] = b. Use ` to denote Ti(v)[1]/2. Now, we do the
following:

Add k + 1 internally vertex disjoint paths from s? to v of length `+ 1, in other words,
these paths have `− 1 internal vertices.
Add k + 1 internally vertex disjoint paths from v to g of length k − `− 1.
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Algorithm 1: Solve-SACS-R(I)
Input: An instance (G, s, C, k, g, P,Q, Y, γ), p := |P |
Result: Yes if I is a Yes-instance of SACS-R, and No otherwise.

1 if p = 0 and s and C are in different components of G \ Y then return Yes;
2 else return No;
3 if p > 0 and s and C are in different components of G \ Y then return Yes;
4 if there is no s− C separator of size at most p then return No;
5 Compute a tight s− C separator sequence S of order p.
6 if the number of separators in S is greater than k then return Yes;
7 else
8 for a non-trivial partition T1(P ), T2(P ) of P into 2q + 1 parts do
9 for a labeling T compatible with T1(P ) do

10 if
∧q+1

i=1 (Solve-SACS-R(I〈i, T1(P ), T2(P ),Ti〉)) then return Yes;

11 return No

Let v ∈ V (Gi) be such that Ti(v) = p. Add an edge from v to t?.
We also make k+ 1 copies of the vertices t? and all vertices that are labeled either burned
or saved. This ensures that no firefighters are placed on these vertices.

For 1 ≤ i ≤ q+ 1, the instance I〈i, T1(P ), T2(P ),Ti〉 is now defined as (χ(Gi,Ti), s?, C =
{t?}, k, g, Pi, Qi, Yi, γi).

Phase 2 – Merging. Our final output is quite straightforward to describe once we have the
h[Ti, i]’s. Consider a fixed partition of the available time steps P into T1(P ) and T2(P ), and
a labeling T of S compatible with T1(P ). If all of the (q+ 1) instances I〈i, T1(P ), T2(P ),Ti〉,
1 ≤ i ≤ q + 1 return Yes, then we also return Yes, and we return No otherwise. Indeed, in
the former case, let h[i, T1(P ), T2(P ),T] denote a valid partial firefighting strategy for the
instance I〈i, T1(P ), T2(P ),Ti〉. We will show that h?, described as follows, is a valid partial
firefighting strategy that saves C.

For the time steps in Q, we employ firefighters according to γ.
For the time steps in T1(P ), we employ firefighters according to T. This is a well-defined
strategy since T is a compatible labeling.
For all remaining time steps, i.e, those in T2(P ) = {B1, . . . , Bq+1}, we follow the strategy
given by h[i, T1(P ), T2(P ),T].

It is easily checked that the strategy described above agrees with h[i, T1(P ), T2(P ),T]
for all i. Also, the strategy is well-defined, since T1(P ) and T2(P ) form a partition of the
available time steps. Next, we will demonstrate that h? is indeed a valid strategy that saves
C, and also analyze the running time of the algorithm.

Due to lack of space, we refer the reader to the full version of this work for the analysis
of the algorithm.

3.2 A Faster Algorithm For Trees
In this section we consider the setting when the input graph G is a tree. WLOG, we consider
the vertex s to be the root of the tree. We first state an easy claim that shows that WLOG,
we can consider the critical set to be the leaves. The proof of the following lemma follows
from the fact that the firefighting solution has to be a s− C separator.
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I Lemma 18. When the input graph G is a tree, if there exists a solution to SACS, there
exists a solution such that all firefighter locations are on nodes that are on some path from s

to C.

Given the above claim, our algorithm to construct a firefighting solution is the following–
exhaustively search all the important s− C separators that are of size k. For each vertex v
in a separator Y , we place firefighters on Y in the increasing order of distance from s and
check whether this is a valid solution. The following lemma claims that if there exists a
firefighting solution, the above algorithm will return one.

I Lemma 19 (?). Solving the SACS problem for input graphs that are trees takes time
O∗(4k).

3.3 No Polynomial Kernel, Even on Trees

Given that there is a FPT algorithm for SACS when restricted to trees, in this section
we show that SACS on trees has no polynomial kernel. As mentioned before, the proof
technique used here is on the similar lines of the proof showing no polynomial kernel for
SAVING ALL BUT k-VERTICES by Bazgan et. al.[2].

I Theorem 20 (?). SACS when restricted to trees does not admit polynomial kernel, unless
NP ⊆ coNP/poly.

4 The Spreading Model

The spreading model for firefighters was defined by Anshelevich et al. [1] as “Spreading
Vaccination Model”. In contrast to the firefighting game described in Section 1, in the
spreading model, the firefighters (vaccination) also spread at even time steps as similar to
that of the fire. That is, at any even time step if there is a firefighter at node vi, then the
firefighter extends (vaccination spreads) to all the neighbors of vi which are not already on
fire or are not already protected by a firefighter. Consider a node vi which is not already
protected or burning at time step 2j. If ui and wi are neighbors of vi, such that, ui was
already burning at time step 2j − 1 and wi was protected at time step 2j − 1, then at time
step 2j, vi is protected. That is, in the spreading model the firefighters dominate or win over
fire. For the spreading model, the firefighting game can be defined formally as follows:

At time step 0, fire breaks out at the vertex s. A vertex on fire is said to be burned.
At every odd time step i ∈ {1, 3, 5, . . .}, when it is the turn of the firefighter, a firefighter
is placed at a vertex v that is not already on fire. Such a vertex is permanently protected.
At every even time step j ∈ {2, 4, 6, . . .}, first the firefighter extends to every adjacent
vertex to a vertex protected by a firefighter (unless it was already protected or burned),
then the fire spreads to every vertex adjacent to a vertex on fire (unless it was already
protected or burned). Needless to say, the vertices protected at even time steps are also
permanently protected.

In the following theorem, we show that in spite of the spreading power that the firefighters
have, SACS is hard.

I Theorem 21 (?). In the spreading model, SACS is as hard as k-Dominating Set.
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5 Summary and Conclusions

In this work, we presented the first FPT algorithm, parameterized by the number of
firefighters, for a variant of the Firefighter problem where we are interested in protecting a
critical set. We also presented a faster algorithms on trees. In contrast, we also show that
in the spreading model protecting a critical set is W[2]-hard. Our algorithms exploit the
machinery of important separators and tight separator sequences. We believe that this opens
up an interesting approach for studying other variants of the Firefighter problem.
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Abstract
In this work, we study theoretical models of programmable matter systems. The systems under
consideration consist of spherical modules, kept together by magnetic forces and able to perform
two minimal mechanical operations (or movements): rotate around a neighbor and slide over
a line. In terms of modeling, there are n nodes arranged in a 2-dimensional grid and forming
some initial shape. The goal is for the initial shape A to transform to some target shape B

by a sequence of movements. Most of the paper focuses on transformability questions, meaning
whether it is in principle feasible to transform a given shape to another. We first consider the
case in which only rotation is available to the nodes. Our main result is that deciding whether
two given shapes A and B can be transformed to each other is in P. We then insist on rotation
only and impose the restriction that the nodes must maintain global connectivity throughout the
transformation. We prove that the corresponding transformability question is in PSPACE and
study the problem of determining the minimum seeds that can make feasible otherwise infeasible
transformations. Next we allow both rotations and slidings and prove universality: any two
connected shapes A, B of the same number of nodes, can be transformed to each other without
breaking connectivity. The worst-case number of movements of the generic strategy is Θ(n2).
We improve this to O(n) parallel time, by a pipelining strategy, and prove optimality of both by
matching lower bounds. We next turn our attention to distributed transformations. The nodes
are now distributed processes able to perform communicate-compute-move rounds. We provide
distributed algorithms for a general type of transformation.
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1 Introduction

Programmable matter refers to any type of matter that can algorithmically change its physical
properties. For a concrete example, imagine a material formed by a collection of spherical
nanomodules kept together by magnetic forces. Each module is capable of storing (in some
internal representation) and executing a simple program that handles communication with
nearby modules and that controls the module’s electromagnets, in a way that allows the
module to rotate or slide over neighboring modules. Such a material would be able to adjust
its shape in a programmable way. Other examples of physical properties of interest for real
applications would be connectivity, color [25, 5], and strength of the material.

There are already some first impressive outcomes towards the development of program-
mable materials (even though it is evident that there is much more work to be done in the
direction of real systems), such as programmed DNA molecules that self-assemble into desired
structures [28, 14] and large collectives of tiny identical robots that orchestrate resembling a
single multi-robot organism (e.g., the Kilobot system [30]). Other systems for programmable
matter include [21, 23]. Ambitious long-term applications of programmable materials include
molecular computers, collectives of nanorobots injected into the human circulatory system
for monitoring and treating diseases, or even self-reproducing and self-healing machines (see
also [27]).

Apart from the fact that systems work is still in its infancy, there is also an apparent lack
of unifying formalism and theoretical treatment. Still there are some first theoretical efforts
aiming at understanding the fundamental possibilities and limitations of this prospective.
The area of algorithmic self-assembly tries to understand how to program molecules (mainly
DNA strands) to manipulate themselves, grow into machines and at the same time control
their own growth [14]. The theoretical model guiding the study in algorithmic self-assembly
is the Abstract Tile Assembly Model (aTAM) [33, 29] and variations. Recently, a model,
called the nubot model, was proposed for studying the complexity of self-assembled structures
with active molecular components [34]. Another very recent model, called the Network
Constructors model, studied what stable networks can be constructed by a population of
finite-automata that interact randomly like molecules in a well-mixed solution and can
establish bonds with each other according to the rules of a common small protocol [26].
The development of Network Constructors was based on the Population Protocol model of
Angluin et al. [2], that does not include the capability of creating bonds and focuses more on
the computation of functions on inputs. A very interesting fact about population protocols
is that they are formally equivalent to chemical reaction networks (CRNs), “which model
chemistry in a well-mixed solution and are widely used to describe information processing
occurring in natural cellular regulatory networks” [15]. Also the recently proposed Amoebot
model, “offers a versatile framework to model self-organizing particles and facilitates rigorous
algorithmic research in the area of programmable matter” [10, 12, 11, 13]. Other related work
includes mobile and reconfigurable robotics [6, 24, 31, 20, 32, 8, 7, 4, 36, 1, 35], puzzles [9, 22],
and passive systems [2, 3, 26, 19, 33, 29].

It seems that the right way for theory to boost the development of more refined real
systems is to reveal the transformation capabilities of mechanisms and technologies that are
available now, rather than by exploring the unlimited variety of theoretical models that are not
expected to correspond to a real implementation in the near future. In this paper, we follow
such an approach, by studying the transformation capabilities of models for programmable
matter, which are based on minimal mechanical capabilities, easily implementable by existing
technology.
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1.1 Our Approach

We study a minimal programmable matter system consisting of n cycle-shaped modules, with
each module (or node) occupying at any given time a cell of the 2-dimensional (abbreviated
“2D” throughout) grid (no two nodes can occupy the same cell at the same time). Therefore,
the composition of the programmable matter systems under consideration is discrete. Our
main question throughout is whether an initial arrangement of the material can transform
(either in principle, e.g., by an external authority, or by itself) to some other target arrange-
ment. In more technical terms, we are provided with an initial shape A and a target shape B

and we are asked whether A can be transformed to B via a sequence of valid transformation
steps. Usually, a step consists either of a valid movement of a single node (in the sequential
case) or of more than one nodes at the same time (in the parallel case). We consider two
quite primitive types of movement. The first one, called rotation, allows a node to rotate
90° around one of its neighbors either clockwise or counterclockwise and the second one,
called sliding, allows a node to slide by one position “over” two neighboring nodes. Both
movements succeed only if the whole direction of movement is free of obstacles (i.e., other
nodes blocking the way). More formal definitions are provided in Section 2. One part of the
paper focuses on the case in which only rotation is available to the nodes and the other part
studies the case in which both rotation and sliding are available. The latter case has been
studied to some extent in the past in the, so called, metamorphic systems [17, 18, 16], which
makes those studies the closest to our approach.

For rotation only, we introduce the notion of color-consistency and prove that if two
shapes are not color-consistent then they cannot be transformed to each other. On the other
hand, color-consistency does not guarantee transformability, as there is an infinite set of
pairs (A, B) such that A and B are color consistent but still they cannot be transformed
to each other. At this point, observe that if A can be transformed to B then the inverse
is also true, as all movements considered in this paper are reversible. We distinguish
two main types of transformations: those that are allowed to break the connectivity of
the shape during the transformation and those that are not; we call the corresponding
problems Rot-Transformability and RotC-Transformability, respectively. Our main
result regarding Rot-Transformability is that Rot-Transformability ∈ P. To prove
polynomial-time decidability, we prove that two connected shapes A and B of the same order
(i.e., having the same number of nodes) are transformable to each other iff both have at least
one movement available. Therefore, transformability reduces to checking the availability of a
movement in the initial and target shapes.

We next study RotC-Transformability, in which again the only available movement is
rotation, but now connectivity of the material has to be preserved throughout the transform-
ation. The property of preserving the connectivity is expected to be a crucial property for
programmable matter systems, as it allows the material to maintain coherence and strength,
to eliminate the need for wireless communication, and, finally, enables the development
of more effective power supply schemes, in which the modules can share resources or in
which the modules have no batteries but are instead constantly supplied with energy by
a centralized source (or by a supernode that is part of the material itself). Such benefits
can lead to simplified designs and potentially to reduced size of individual modules. We
first prove that RotC-Transformability ∈ PSPACE. The rest of our results here are
strongly based on the notion of a seed. This stems from the observation that a large set of
infeasible transformations become feasible by introducing to the initial shape an additional,
and usually quite small, seed; i.e., a small shape that is being attached to some point of the
initial shape. We investigate seeds that could serve as components capable of traveling the
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perimeter of an arbitrary connected shape A. Such seed-shapes are very convenient as they
are capable of “simulating” the universal transformation techniques that are possible if we
have both rotation and sliding movements available (discussed in the sequel). To this end,
we prove that all seeds of size ≤ 4 cannot serve for this purpose, by proving that they cannot
even walk the perimeter of a simple line shape. On the other hand, we manage to show that
a 6-seed succeeds, and this provides a first indication, that there might be a large family
of shapes that can be transformed to each other with rotation only and without breaking
connectivity.

Next, we consider the case in which both rotation and sliding are available and insist
on connectivity preservation. We first provide a proof that this combination of simple
movements is universal w.r.t. transformations, as any pair of connected shapes A and B

of the same order can be transformed to each other without ever breaking the connectivity
throughout the transformation (a first proof of this fact had already appeared in [16]).
This generic transformation requires Θ(n2) sequential movements in the worst case. By a
potential-function argument we show that no transformation can improve on this worst-
case complexity for some specific pairs of shapes and this lower bound is independent of
connectivity preservation; it only depends on the inherent transformation-distance between
the shapes. To improve on this, either some sort of parallelism must be employed or more
powerful movement mechanisms, e.g., movements of whole sub-shapes in one step. We
investigate the former approach, and prove that there is a pipelining general transformation
strategy that improves the time to O(n) (parallel time). We also give a matching Ω(n) lower
bound. On the way, we also show that this parallel complexity is feasible even if the nodes are
labeled, meaning that individual nodes must end up in specific positions of the target-shape.

Finally, we assume that the nodes are distributed processes able to perform communicate-
compute-move rounds (where, again, both rotation and sliding movements are available) and
provide distributed algorithms for a general type of transformation.

Section 2 brings together all definitions and basic facts that are used throughout the
paper. In Section 3, we study programmable matter systems equipped only with rotation
movement. In Section 4, we insist on rotation only, but additionally require that the material
maintains connectivity throughout the transformation. In Section 5, we investigate the
combined effect of rotation and sliding movements. Finally, in Section 6 we conclude and
give further research directions that are opened by our work.

2 Preliminaries

The programmable matter systems considered in this paper operate on a 2D square grid,
with each position (or cell) being uniquely referred to by its y ≥ 0 and x ≥ 0 coordinates.
Such a system consists of a set V of n modules, called nodes throughout. Each node may
be viewed as a spherical module fitting inside a cell of the grid. At any given time, each
node u ∈ V occupies a cell o(u) = (oy(u), ox(u)) = (i, j) (where i corresponds to a row
and j to a column of the grid) and no two nodes may occupy the same cell. At any given
time t, the positioning of nodes on the grid defines an undirected neighboring relation
E(t) ⊂ V × V , where {u, v} ∈ E iff oy(u) = oy(v) and |ox(u)− ox(v)| = 1 or ox(u) = ox(v)
and |oy(u)− oy(v)| = 1, that is, if u and v are either horizontal or vertical neighbors on the
grid, respectively. A more informative way to define the system at a given time t, and thus
often more convenient, is as a mapping Pt : N≥0 × N≥0 → {0, 1} where Pt(i, j) = 1 iff cell
(i, j) is occupied by a node.

At any given time t, P−1
t (1) defines a shape. Such a shape is called connected if E(t)

defines a connected graph. A connected shape is called convex if for any two occupied cells,
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the line that connects their centers does not pass through an empty cell. We call a shape
discrete-convex if for any two occupied cells, belonging either to the same row or the same
column, the line that connects their centers does not pass through an empty cell; i.e., in the
latter we exclude diagonal lines. We call a shape compact if it has no holes.

In general, shapes can transform to other shapes via a sequence of one or more movements
of individual nodes. Time consists of discrete steps (or rounds) and in every step, zero or
more movements may occur. In the sequential case, at most one movement may occur per
step, and in the parallel case any number of “valid” movements may occur in parallel. 1 We
consider two types of movements: (i) rotation and (ii) sliding. In both movements, a single
node moves relative to one or more neighboring nodes as we just explain.

A single rotation movement of a node u is a 90° rotation of u around one of its neighbors.
Let (i, j) be the current position of u and let its neighbor be v occupying the cell (i− 1, j)
(i.e., lying below u). Then u can rotate 90° clockwise (counterclockwise) around v iff the cells
(i, j +1) and (i−1, j +1) ((i, j−1) and (i−1, j−1), respectively) are both empty. By rotating
the whole system 90°, 180°, and 270°, all possible rotation movements are defined analogously.
A single sliding movement of a node u is a one-step horizontal or vertical movement “over” a
horizontal or vertical line of (neighboring) nodes of length 2. In particular, if (i, j) is the
current position of u, then u can slide rightwards to position (i, j + 1) iff (i, j + 1) is not
occupied and there exist nodes at positions (i− 1, j) and (i− 1, j + 1) or at positions (i + 1, j)
and (i + 1, j + 1), or both. Precisely the same definition holds for up, left, and down sliding
movements by rotating the whole system 90°, 180°, and 270° counterclockwise, respectively.

Let A and B be two shapes. We say that A transforms to B via a movement m (which
can be either a rotation or a sliding), denoted A

m→ B, if there is a node u in A such that if
u applies m, then the shape resulting after the movement is B (possibly after rotations and
translations of the resulting shape, depending on the application). We say that A transforms
in one step to B (or that B is reachable in one step from A), denoted A→ B, if A

m→ B for
some movement m. We say that A transforms to B (or that B is reachable from A) and write
A B, if there is a sequence of shapes A = C0, C1, . . . , Ct = B, such that Ci → Ci+1 for all
i, 0 ≤ i < t. We should mention that we do not always allow m to be any of the two possible
movements. In particular, in Sections 3 and 4 we only allow m to be a rotation, as we there
restrict attention to systems in which only rotation is available. We shall clearly explain
what movements are permitted in each part of the paper. Observe now that both rotation
and sliding are reversible movements, a fact that we extensively use in our results. Based on
this, it can be proved that the relation ‘ ’ is a partial equivalence relation. When the only
available movement is rotation, there are shapes in which no rotation can be performed. If
we introduce a null rotation, then every shape may transform to itself by applying the null
rotation, and ‘ ’ becomes an equivalence relation.

The following are the main transformation problems that are considered in this work:
Rot-Transformability. Given an initial shape A and a target shape B (usually both

connected), decide whether A can be transformed to B (usually, under translations and
rotations of the shapes) using only a sequence of rotation movements.

RotC-Transformability. Special case of Rot-Transformability, where A and B

are connected shapes and connectivity must be preserved throughout the transformation.
RS-Transformability. Variant of Rot-Transformability in which both rotation

and sliding movements are available.

1 By “valid”, we mean here subject to the constraint that their whole movement paths correspond to
pairwise disjoint sub-areas of the grid.
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Minimum-Seed-Determination. Given an initial shape A and a target shape B determine
a minimum-size seed and an initial positioning of that seed relative to A that makes the
transformation from A to B feasible.

3 Rotation

In this section, the only permitted movement is 90° rotation around a neighbor. Our main
result in this section is that Rot-Transformability ∈ P.

Consider a black and red checkered coloring of the 2D grid. Any shape S may be viewed
as a colored shape consisting of b(S) blacks and r(S) reds. Call two shapes A and B color-
consistent if b(A) = b(B) and r(A) = r(B) and call them color-inconsistent otherwise. Call a
transformation from a shape A to a shape C color-preserving if A and C are color consistent.

I Observation 1. The rotation movement is color-preserving. Formally, A C (restricted
to rotation only) implies that A and C are color-consistent. In particular, every node beginning
from a black (red) position of the grid, will always be on black (red, respectively) positions
throughout a transformation.

Based on this property of the rotation movement, we may call each node black or red
throughout a transformation, based only on its initial coloring. Observation 1 gives a partial
way to determine that two shapes A and B cannot be transformed to each other by rotations.

I Proposition 2. If two shapes A and B are color-inconsistent, then it is impossible to
transform one to the other by rotations only.

I Proposition 3. There is a generic connected shape, called line-with-leaves, that has a
color-consistent version for any connected shape A.

Proof. Let red be the majority color of A and k be the number of black nodes of A. Consider
a bi-color line starting with a black node and ending to a black node, such that all k blacks
are exhausted. To do this, k − 1 reds are needed in order to alternate blacks and reds on the
line. Since A is connected, it can have at most 3k + 1 reds. By adding red leaf-nodes around
the blacks of the line, we can achieve the whole range of possible number of reds, from k to
3k + 1. J

Based on this, we now show that the inverse of Proposition 2 is not true, that is, it does
not hold that any two color-consistent shapes can be transformed to each other by rotations.

I Proposition 4. There is an infinite set of pairs (A, B) of connected shapes, such that A

and B are color-consistent but cannot be transformed to each other by rotations only.

Proof. For shape A, take a rhombus in which no node is able to rotate. By Proposition 3,
any such A has a color-consistent shape B from the family of line-with-leaves shapes, such
that B 6= A. We conclude that A and B are distinct color-consistent shapes which cannot be
transformed to each other, and there is an infinite number of such pairs, as the number of
black nodes of A can be made arbitrarily large. J

Propositions 2 and 4 give a partial characterization of pairs of shapes that cannot be
transformed to each other. Observe that the impossibilities proved so far, hold for all possible
transformations based on rotation only, including those that are allowed to break connectivity.

The next theorem states that the inclusion between RotC-Transformability and
Rot-Transformability is strict, that is, there are strictly more feasible transforma-
tions if we allow connectivity to break. We prove this by showing that there is a feasible
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transformation, namely folding a spanning line in half, in Rot-Transformability\RotC-
Transformability.

I Theorem 5. RotC-Transformability ⊂ Rot-Transformability.

Aiming at a general transformation, we ask whether there is some minimal addition to a
shape that would allow it to transform. The solution turns out to be as small as a 2-line seed
(a bi-color pair, usually referred to as “2-line” or “2-seed”) lying initially somewhere “outside”
the boundaries of the shape. Based on the above assumptions, we prove that any pair of
color-consistent connected shapes A and B can be transformed to each other. The idea is
to exploit the fact that the 2-line can move freely in any direction and to use it in order to
extract from A another 2-line. In this way, a 4-line seed is formed, which can also move freely
in all directions. Then we use the 4-line as a transportation medium for carrying the nodes
of A, one at a time. We exploit these mobility mechanisms to transform A into a uniquely
defined shape from the line-with-leaves family of Proposition 3. But if any connected shape
A with an extra 2-line can be transformed to its color-consistent line-with-leaves version
with an extra 2-line, then this also holds inversely due to reversibility, and it follows that
any A can be transformed to any B by transforming A to its line-with-leaves version LA and
then inverting the transformation from B to LB = LA.

I Theorem 6. If connectivity can break and there is a 2-line seed provided “outside” the
initial shape, then any pair of color-consistent connected shapes A and B can be transformed
to each other by rotations only.

Proof. Without loss of generality (due to symmetry and the 2-line’s unrestricted mobility),
it suffices to assume that the seed is provided somewhere below the lowest row l occupied
by the shape A. We show how A can be transformed to LA with the help of the seed. We
define LA as follows: Let k be the cardinality of the minority color, let it be the black color.
As there are at least k reds, we can create a horizontal line of length 2k, i.e., u1, u2, . . . , u2k,
starting with a black (i.e., u1 is black), and alternating blacks and reds. In this way, the
blacks are exhausted. The remaining ≤ (3k + 1)− k = 2k + 1 reds are then added as leaves of
the black nodes, starting from the position to the left of u1 and continuing counterclockwise,
i.e., below u1, below u3, ..., below u2k−1, above u2k−1, above u2k−3, and so on. This gives
the same shape from the line-with-leaves family, for all color-consistent shapes (observe that
the leaf to the right of the line is always placed). LA shall be constructed on rows l − 5 to
l − 3 (not necessarily inclusive), with u1 on row l − 4 and a column j preferably between
those that contain A.

First, extract a 2-line from A, from row l, so that the 2-line seed becomes a 4-line seed.
To see that this is possible for every shape A of order at least 2, distinguish the following
two cases: (i) If the lowest row has a horizontal 2-line, then the 2-line can leave the shape
without any help and approach the 2-seed. (ii) If not, then take any node u of row l. As
A is connected and has at least two nodes, u must have a neighbor v above it. The only
possibility that the 2-line u,v is not free to leave A is when v has both a left and a right
neighbor, but this can be resolved with the help of the 2-line.

To transform A to LA, given the 4-line seed, do the following:
While blacks is still present in A:

If on the current lowest row occupied by A, there is a 2-line that can be extracted
alone and moved towards LA, then perform the shortest such movement that attaches
the 2-line to the right endpoint of LA’s line u1, u2, . . ..
If not, then do the following. Maintain a repository of nodes at the empty space below
row l − 7, initially empty. If, either in the lowest row of A or in the repository, there
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is a node of opposite color than the current color of the right endpoint of LA’s line,
use the 4-line to transfer such a node and make it the new right endpoint of LA’s line.
Otherwise, use the 4-line to transfer a node of the lowest row of A to the repository.

Once black has been exhausted from A and the repository (i.e., when u2k−3 has been
placed; u2k−1 and u2k will only be placed in the end as they are part of the 4-line),
transfer a red to position u2k−2. If there are no more nodes left, run the termination
phase, otherwise transfer the remaining nodes (all red) with the 4-line, one after the other,
and attach them as leaves around the blacks of LA’s line, beginning from the position to
the left of u1 counterclockwise, as described above (skipping position u2k).
Termination phase: the line-with-leaves is ready, apart from positions u2k−1, u2k which
require a 2-line from the 4-line. If the position above u2k−1 is empty, then extract a
2-line from the 4-line and transfer it to the positions u2k−1, u2k. This completes the
transformation. If the position above u2k−1 is occupied by a node u2k+1, then place the
whole 4-line vertically with its lowest endpoint on u2k. Then rotate the top endpoint
counterclockwise, to move above u2k+1, then rotate u2k+1 clockwise around it to move to
its left, then rotate the node above u2k counterclockwise to move to u2k−1, and finally
restore u2k+1 to its original position. This completes the construction (the 2-line that
always remains can be transferred in the end to a predefined position).

J

The natural next question is to what extent the 2-line seed assumption can be dropped.
Clearly, by Proposition 4, this cannot be always possible. The following lemma gives a
sufficient and necessary condition for dropping the 2-line seed assumption.

I Lemma 7. A 2-seed can be extracted from a shape iff a single rotation move is available
on the shape.

I Theorem 8. Rot-Transformability ∈ P.

Proof. If the two connected input shapes of the same order are not already equal, then, by
Lemma 7 and Theorem 6, it suffices to check if both shapes have an available movement. If
yes, accept, otherwise, reject. These checks can be easily performed in polynomial time. J

4 Rotation and Connectivity Preservation

In this section, we restrict our attention to transformations that transform a connected shape
A to one of its color-consistent connected shapes B, without ever breaking the connectivity of
the shape on the way. As already mentioned in the introduction, connectivity preservation is
a very desirable property for programmable matter, as, among other positive implications, it
guarantees that communication between all nodes is maintained, it minimizes transformation
failures, requires less sophisticated actuation mechanisms, and increases the external forces
required to break the system apart.

We begin by proving that RotC-Transformability can be decided in deterministic
polynomial space.

I Theorem 9. RotC-Transformability ∈ PSPACE.

As already shown in Theorem 5, the connectivity-preservation constraint increases the class
of infeasible transformations. A convenient turnaround in such cases, is to introduce a suitable
seed that can assist the transformation. For example, we can circumvent the impossibility
of folding a line u1, u2, . . . , un in half, by adding a 3-line seed v1, v2, v3, horizontally aligned
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over nodes u3, u4, u5 of the line. Interestingly, adding the seed over nodes u4, u5, u6 does not
work. Therefore, the problem that we face in such cases, is to find a minimum seed (could
be any connected small shape, not necessarily a line) and a placement of that seed, that
enables the otherwise infeasible transformation (Minimum-Seed-Determination problem). In
the rest of this section, we try to identify a minimum seed that can walk the perimeter of
any shape, hoping that it will be able to move nodes gradually to a predetermined position,
in order to transform the initial shape into a line-with-leaves (as in Theorem 6, but without
ever breaking connectivity this time). 2

I Theorem 10. If connectivity must be preserved: (i) Any (≤ 4)-seed cannot traverse the
perimeter of a line, (ii) a 6-seed can traverse the perimeter of any discrete-convex shape.

5 Rotation and Sliding

In this section, we study the combined effect of rotation and sliding movements. We begin by
proving that rotation and sliding together are transformation-universal, meaning that they
can transform any given shape to any other shape of the same size without ever breaking the
connectivity during the transformation.

I Theorem 11. Let A and B be any connected shapes, such that |A| = |B| = n. Then
A and B can be transformed to each other by rotations and slidings, without breaking the
connectivity during the transformation.

Proof. It suffices to show that any connected shape A can be transformed to a spanning line L

using only rotations and slidings and without breaking connectivity during the transformation.
If we show this, then A can be transformed to L and B can be transformed to L (as A

and B have the same order, therefore corresponding to the same spanning line L), and by
reversibility of these movements, A and B can be transformed to each other via L.

Pick the rightmost column of the grid containing at least one node of A, and consider
the lowest node of A in that column. Call that node u. Observe that all cells to the right of
u are empty. Let the cell of u be (i, j). The final constructed line will start at (i, j) and end
at (i, j + n− 1).

The transformation is partitioned into n− 1 phases. In each phase k, we pick a node from
the original shape and move it to position (i, j + k), that is, to the right of the right endpoint
of the line formed so far. In phase 1, position (i, j + 1) is a cell of the perimeter of A. So,
even if it happens that u is a node of degree 1, it can be proved that there must be another
such node v ∈ A that can walk the whole perimeter of A′ = A− {v}. As u 6= v, (i, j + 1) is
also part of the perimeter of A′, therefore, v can move to (i, j + 1) by rotations and slidings.
But A′ is connected, A′ ∪ {(i, j + 1)} is also connected, and also all intermediate shapes were
connected, because v moved on the perimeter and, therefore, it never disconnected from the
rest of the shape during its movement.

In general, the transformation preserves the following invariant. At the beginning of phase
k, 1 ≤ k ≤ n− 1, there is a connected shape S(k) (where S(1) = A) to the left of of column
j (j inclusive) and a line of length k − 1 starting from position (i, j + 1) and growing to the
right. Restricting attention to S(k), there is always a v 6= u that could (hypothetically) move
to position (i, j + 1) if it were not occupied. This implies that before the final movement that

2 Another way to view this, is as an attempt to simulate the universal transformations based on combined
rotation and sliding (presented in Section 5), in which single nodes are able to walk the perimeter of
the shape.
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would place v on (i, j + 1), v must have been in (i + 1, j) or (i + 1, j + 1), if we assume that
v always walks in the clockwise direction. Observe now that from each of these positions v

can perform zero or more right slidings above the line in order to reach the position above
the right endpoint (i, j + k − 1) of the line. When this occurs, a final clockwise rotation
makes v the new right endpoint of the line. The only exception is when v is on (i + 1, j + 1)
and there is no line to the right of (i, j) (this implies the existence of a node on (i + 1, j),
otherwise connectivity of S(k) would have been violated). In this case, v just performs a
single downward sliding to become the right endpoint of the line. J

I Theorem 12. The transformation of Theorem 11 requires Θ(n2) movements in the worst
case.

Theorem 12 shows that the above generic strategy is slow in some cases, as is the case of
transforming a staircase shape into a spanning line. A staircase is defined as a shape of the
form (i, j), (i− 1, j), (i− 1, j + 1), (i− 2, j + 1), (i− 2, j + 2), (i− 3, j + 2), . . .. We shall now
show that there are pairs of shapes for which any strategy and not only this particular one,
may require a quadratic number of steps to transform one shape to the other.

I Definition 13. Define the potential of a shape A as its minimum “distance” from the line
L, where |A| = |L|. The distance is defined as follows: Consider any placement of L relative
to A and any pairing of the nodes of A to the nodes of the line. Then sum up the Manhattan
distances 3 between the nodes of each pair. The minimum sum between all possible relative
placements and all possible pairings is the distance between A and L and also A’s potential.

Observe that the potential of the line is 0 as it can be totally aligned on itself and the
sum of the distances is 0.

I Lemma 14. The potential of a staircase is Θ(n2).

Proof. We prove it for horizontal placement of the line, as the vertical case is symmetric.
Any such placement leaves either above or below it at least half of the nodes of the staircase
(maybe minus 1). W.l.o.g. let it be above it. Every two nodes, the height increases by 1,
therefore there are 2 nodes at distance 1, 2 at distance 2,. . ., 2 at distance n/4. Any matching
between these nodes and the nodes of the line gives for every pair a distance at least as large
as the vertical distance between the staircase’s node and the line, thus, the total distance is
at least 2 · 1 + 2 · 2 + ... + 2 · (n/4) = 2 · (1 + 2 + ... + n/4) = (n/4) · (n/4 + 1) = Θ(n2). We
conclude that the potential of the staircase is Θ(n2). J

I Theorem 15. Any transformation strategy based on rotations and slidings which performs
a single movement per step requires Θ(n2) steps to transform a staircase into a line.

Proof. To show that Ω(n2) movements are needed to transform the staircase into a line, it
suffices to observe that the difference in their potentials is that much and that one rotation
or one sliding can decrease the potential by at most 1. J

I Remark. The above lower bound is independent of connectivity preservation. It is just a
matter of the total distance based on single distance-one movements.

Finally, it is interesting to observe that such lower bounds can be computed in polynomial
time, because there is a polynomial-time algorithm for computing the distance between two
shapes.

3 The Manhattan distance between two points (i, j) and (i′, j′) is given by |i− i′|+ |j − j′|.
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I Proposition 16. Let A and B be connected shapes. Then their distance d(A, B) can be
computed in polynomial time.

To give a faster transformation either pipelining must be used (allowing for more than one
movement in parallel) or more complex mechanisms that move sub-shapes consisting of many
nodes, in a single step. We follow the former approach, by allowing an unbounded number
of rotation and/or sliding movements to occur simultaneously in a single step (though, in
pairwise disjoint areas).

I Proposition 17. There is a pipelining strategy that transforms a staircase into a line in
O(n) parallel time.

Proof. Number the nodes of the staircase 1 through n starting from the top and following the
staircase’s connectivity until the bottom-right node is reached. These gives an odd-numbered
upper diagonal and an even-numbered lower diagonal. Node 1 moves as in Theorem 11. Any
even node w starts moving as long as its upper odd neighbor has reached the same level as
w (e.g., node 2 first moves after node 1 has arrived to the right of node 3). Any odd node
z > 1 starts moving as long as its even left neighbor has moved one level down (e.g., node 3
first moves after node 2 has arrived to the right of 5). After a node starts moving, it moves
in every step as in Theorem 11 (but now many nodes can move in parallel, implementing a
pipelining strategy). It can be immediately observed that any node i starts after at most 3
movements of node i− 1 (actually, only 2 movements for even i), so after, roughly, at most
3n steps, node n− 2 starts. Moreover, a node that starts, arrives at the right endpoint of
the line after at most n steps, which means that after at most 4n = O(n) steps, all nodes
have taken their final position in the line. J

Proposition 17 gives a hint that pipelining could be a general strategy to speed-up
transformations. We next show how to generalize this technique to any possible pair of
shapes.

I Theorem 18. Let A and B be any connected shapes, such that |A| = |B| = n. Then there
is a pipelining strategy that can transform A to B (and inversely) by rotations and slidings,
without breaking the connectivity during the transformation, in O(n) parallel time.

Proof. The transformation is a pipelined version of the sequential transformation of The-
orem 11. Now, instead of picking an arbitrary next candidate node of S(k) to walk the
perimeter of S(k) clockwise, we always pick the rightmost clockwise node vk ∈ S(k), that is,
the node that has to walk the shortest clockwise distance to arrive at the line being formed.
This implies that the subsequent candidate node vk+1 to walk is always “behind” vk in the
clockwise direction and is either already free to move or is enabled after vk’s departure.
Observe that after at most 3 clockwise movements, vk can no longer be blocking vk+1 on the
(possibly updated) perimeter. Moreover, the clockwise move of vk+1 only introduces a gap in
its original position, therefore it only affects the structure of the perimeter “behind” it. The
strategy is to start the walk of node vk+1 as soon as vk is no longer blocking its way. As in
Proposition 17, once a node starts, it moves in every step, and again any node arrives at the
end of the forming line after at most n movements. It follows that if the pipelined movement
of nodes cannot be blocked in any way, after 4n = O(n) steps all nodes must have arrived at
their final positions. Observe now that the only case in which pipelining could be blocked
is when a node is sliding through a (necessarily dead-end) “tunnel” of height 1. To avoid
this, the nodes shortcut the tunnel, by visiting only its first position (i, j) and then simply
skipping the whole walk inside it (that walk would just return them to position (i, j) after a
number of steps). J
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We next show that even if A and B are labeled shapes, that is, their nodes are assigned
the indices 1, . . . , n (uniquely, i.e., without repetitions), we can still transform the labeled A

to the labeled B with only a linear increase in parallel time. We only consider transformations
in which the nodes never change indices in any way (e.g., cannot transfer them, or swap
them), so that each particular node of A must eventually occupy (physically) a particular
position of B (the one corresponding to its index).

I Corollary 19. The labeled version of the transformation of Theorem 18 can be performed
in O(n) parallel time.

An immediate observation is that a linear-time transformation does not seem satisfactory
for all pairs of shapes. To this end, take a square S and rotate its top-left corner u, one
position clockwise, to obtain an almost-square S′. Even though, a single counter-clockwise
rotation of u suffices to transform S′ to S, the transformation of Theorem 18 may go all the
way around and first transform S′ to a line and then transform the line to S. In this particular
example, the distance between S and S′, according to Definition 13, is 2, while the generic
transformation requires Θ(n) parallel time. So, it is plausible to ask if any transformation
between two shapes A and B can be performed in time that grows as a function of their
distance d(A, B). We show that this cannot always be the case, by presenting two shapes A

and B with d(A, B) = 2, such that A and B require Ω(n) parallel time to be transformed to
each other.

I Proposition 20. There are two shapes A and B with d(A, B) = 2, such that A and B

require Ω(n) parallel time to be transformed to each other.

In the full version, we also study the RS-Transformability problem in distributed
systems and give an algorithm that transforms a large family of shapes into a spanning line:

I Theorem 21. We provide an algorithm, called Compact Line, that can transform any
compact shape into a spanning line.

6 Conclusions and Further Research

There are many open problems related to the findings of the present work. First, a compromise
could be to allow some restricted degree of connectivity breaking. There are other meaningful
“good” properties that we would like to maintain throughout a transformation, like the
strength of the shape.

Transformation seems in general harder if we restrict the maximum area or dimensions
during its course. Also, restricting the boundaries gives models equivalent to several interesting
puzzles, like the famous 15-puzzle. Techniques developed in the context of puzzles could
prove valuable for analyzing and characterizing discrete programmable matter systems.

We intentionally restricted attention to very minimal actuation mechanisms. More
sophisticated mechanical operations would enable a larger set of transformations and possibly
also reduce the time complexity. Such an example is the ability of a node to become inserted
between two neighboring nodes.

There are also some promising specific technical questions: What is the exact complex-
ity of RotC-Transformability? What is the complexity of computing the optimum
transformation? Can it be satisfactorily approximated? Finally, regarding the distributed
transformations, there are various interesting variations of the model considered here, that
would make sense. One of them is to assume nodes that are oblivious w.r.t. their orientation.
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Abstract
We initiate the study of network monitoring algorithms in a class of hybrid networks in which
the nodes are connected by an external network and an internal network (as a short form for
externally and internally controlled network). While the external network lies outside of the
control of the nodes (or in our case, the monitoring protocol running in them) and might be
exposed to continuous changes, the internal network is fully under the control of the nodes.
As an example, consider a group of users with mobile devices having access to the cell phone
infrastructure. While the network formed by the WiFi connections of the devices is an external
network (as its structure is not necessarily under the control of the monitoring protocol), the
connections between the devices via the cell phone infrastructure represent an internal network (as
it can be controlled by the monitoring protocol). Our goal is to continuously monitor properties
of the external network with the help of the internal network. We present scalable distributed
algorithms that efficiently monitor the number of edges, the average node degree, the clustering
coefficient, the bipartiteness, and the weight of a minimum spanning tree. Their performance
bounds demonstrate that monitoring the external network state with the help of an internal
network can be done much more efficiently than just using the external network, as is usually
done in the literature.
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1 Introduction

In this paper we propose a new model for the study of distributed algorithms for commu-
nication networks that is based on a class of hybrid networks that is becoming more and
more important. In this class of hybrid networks, the nodes are connected by an external
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network and an internal network. While the external network is not under the control of
the nodes, the internal network is fully under their control. Such hybrid networks can be
found at a physical as well as logical level. Consider, for instance, the case that we have a
set of wireless devices with access to the cell phone infrastructure that are dispersed over a
limited area like a city center so that they can form a connected network using their WiFi
connections. The advantage of this type of network is that the devices would in principle
be able to exchange information without the use of the cell phone infrastructure, which
would save costs. However, this may come at the price of having large message delays and
even being unable to handle certain tasks as there might be network partitions from time
to time. Therefore, if it is possible to design protocols that only require a small amount of
message exchanges via the cell phone infrastructure in order to solve certain tasks much
faster and more reliably than via the WiFi network, users may find it acceptable to make
use of the cell phone infrastructure. Another example is an expedition or a rescue team that
is connected via satellite telephones, which nowadays can support both satellite as well as
wireless communication. In the logical world, one can envision a peer-to-peer network formed
by friendship links in a social network. Just communicating via these friendship links has
the advantage that all interactions are trusted. However, due to the irregular structure of
the social network it has the disadvantage that it might be hard to perform certain tasks
like network monitoring or finding anyone efficiently. Therefore, it might also be useful to
have a network of untrusted links on top of the social network in order to be able to quickly
approximate certain properties of it or to find shortest paths. A common theme in all of
these examples is having two communication modes that significantly differ concerning their
control and in which control comes with costs like financial cost, acceptance, reliability, or
integrity. There is already a large body of literature on network algorithms for the case of
static or dynamic networks whose topology is not under the control of the nodes. On the
other side, there also exists an abundance of network algorithms in which the topology is
fully under the control of the nodes, like in peer-to-peer systems. However, to the best of our
knowledge, nothing rigorous in the context of network monitoring has been shown yet for
combinations of these networks, so this paper initiates the rigorous study of this direction.

1.1 Model and Problem Statement
We consider networks with a static node set and a dynamic edge set. Time proceeds in
synchronous rounds and for each round i we are given a set of undirected edges Ei. The
external network in round i is represented by the undirected graph Gi = (V,Ei). We assume
that the degree of Gi is polylogarithmic for all i. An algorithm has no control over the
edges in Ei, however it can establish additional overlay edges to form an internal network or
overlay network: Each node u has a unique identifier id(u) which is a bit string of length
O(logn) where n = |V |. Let Di(u) be the set of identifiers stored by a node u in round i.
We define the set of overlay edges in round i as Di = {(u, v) | u ∈ V and v ∈ Di(u)}. A
node has immediate access to the identifiers of its neighbors in Gi and can store such an
identifier for future reference. In round i, a node u can send a distinct message to each node
v such that {u, v} ∈ Ei or (u, v) ∈ Di. A message sent in round i arrives at the beginning of
round i + 1. The local memory and computation of the nodes is unbounded. However, a
node can send and receive at most polylogarithmically many bits in each round.

We investigate monitoring problems. In these problems, a designated node s that we call
the monitor node or simply monitor has to continuously observe a property of the external
network like the number of edges or the weight of a minimum spanning tree. Formally, a
property p is a function from the set of undirected graphs into some set of property values.
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Since the external network Gi is dynamic, the property value p(Gi) can change from round
to round. We say an algorithm monitors a property p with setup time i0 and delay δ if for all
rounds i ≥ i0 the monitor node outputs the property value p(Gi) by round i+ δ. We refer to
the first i0 rounds of the execution of a monitoring algorithm as the setup phase and refer to
the remaining rounds as the monitoring phase. Initially, the set of overlay edges D0 is empty.
An algorithm can use the setup phase to construct an initial internal network that supports
the computation of the property value. It can continue to adapt the internal network during
the monitoring phase. We assume the graph G0 to be connected. Beyond this, we make no
assumptions about the evolution of the edge set.

1.2 Related Work
In the networking community, the name “hybrid network” has been used in the context
of networks containing equipment from multiple vendors, consisting of different physical
networks or communication modes, or networks incorporating both peer-to-peer and client-
server approaches. These topics are not related to our work, so we do not consider them.

There is a large body of literature on overlay networks, especially in the context of
peer-to-peer systems. Whereas most of the proposed overlay networks do not worry about the
underlying network, there is also a number of proposals for so-called locality-aware overlays,
with prominent examples like Tapestry [37] and Pastry [34]. However, these constructions
are only concerned about adapting or optimizing the overlay to the underlying network and
do not aim at monitoring properties of the underlying network with the help of the overlay.

The dynamic external network assumed by our model is related to the dynamic graph
model introduced by Kuhn et al. [24], in which an adversary changes the edge set of a graph
in every round. Kuhn et al. [24] focus on solving the counting and the token dissemination
problem in that model, which has been further considered, for example, in [12, 15] (see
[5] for an overview). Abshoff and Meyer auf der Heide study how to perform continuous
aggregation in these networks [1]. However, like the other works in this area, they do not
consider establishing additional overlay edges. Another approach related to ours is the work
by Michail and Spirakis [28], which extends the population protocol model to a model in
which nodes can decide whether to keep connections proposed to them or not, but there is
no underlying network to monitor.

Some of our algorithms make use of techniques particularly known from the field of
parallel computation. For example, it is well-known how to use pointer jumping [18] in order
to perform rapid tree traversals in PRAMs (see e.g. [3, 19, 35]). Furthermore, there exists an
abundance of parallel algorithms computing MSTs in such models, the best of which achieve
a runtime of O(logn) (see [16] for an overview). The algorithm presented in Section 2 has
some similarities with [19]. However, we are not aware of any distributed implementation of
such an algorithm with runtime o(log2 n) that does not cause high node congestion. This is
also the problem with the various algorithms proposed for the congested clique model, which
has recently received a considerable amount of attention (e.g., [7, 11, 17, 25, 27]).

Our algorithms make extensive use of a subroutine for the construction of overlay networks
that we present in Section 2. This subroutine transforms a given graph into a rooted tree
of constant degree and depth O(logn). Angluin et al. [2] proposed a similar subroutine
that achieves the same result and that even works in an asynchronous setting. However,
the subroutine of Angluin et al. is randomized while our subroutine is deterministic. As a
consequence, all monitoring algorithms presented in this work are also fully deterministic.
Furthermore, our subroutine can be used for the efficient construction of a spanning tree of a
given graph, which cannot directly be achieved using the approach by Angluin et al.
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Table 1 This table summarizes the results of this work. W is the maximum weight of an edge
in the graph. The algorithm for monitoring the exact weight of a minimum spanning tree requires
integral edge weights while the approximation algorithm has no such requirement. The latter
algorithm approximates the weight M up to an additive factor of ±εM .

Monitoring Problem Setup Time Delay Section

Number of Edges O(log2 n) O(log n/ log log n) 3
Average Node Degree O(log2 n) O(log n/ log log n) 3
Clustering Coefficient O(log2 n) O(log n/ log log n) 3
Bipartiteness 0 O(log2 n) 4
Exact MST Weight 0 O(W + log2 n) 5.1
Approximate MST Weight O(log2 n) O(log(W )/ε · log2(W/ε) + log n/ log log n) 5.2

In the algorithms presented in Section 3 the monitor continuously collects data from
the nodes of the network by performing aggregation. There is a huge amount of work on
aggregation in the context of sensor networks, but research in this area has focused on
monitoring environmental properties, the state of systems (like bridges or airplanes) or
facilities (like warehouses). Distributed aggregation has also been studied extensively for
conventional, static networks (see, e.g., [4, 22, 23] or [26] for a comprehensive overview), but
not for hybrid forms as considered in this paper.

One of the network properties considered in this work is the weight of a minimum spanning
tree (or MST), see Section 5. The problem of computing an MST in a distributed manner
is well studied, see for example [13, 14, 32, 33]. The problem of computing only the weight
of an MST instead of the MST itself has been studied in the area of sequential sublinear
algorithms. This line of research was initiated by Chazelle et al. [8] and continued in [6, 9, 10].
Our algorithms for monitoring the weight of an MST apply the ideas of Chazelle et al. [8] in
a distributed context and also incorporate some ideas from [10].

1.3 Our Contribution
We initiate the study of hybrid networks consisting of externally and internally controlled
edges and present deterministic algorithms for monitoring network properties in such networks.
Our results are summarized in Table 1. As a byproduct of the algorithms for monitoring the
weight of a minimum spanning tree, we also present algorithms for the distributed computation
of minimum spanning trees in hybrid networks. Since the delays trivially increase to Ω(n)
in the worst case when just using an external network, our results demonstrate that with
the help of hybrid networks monitoring can be done exponentially faster compared to just
having an external network.

2 Setup Phase

All monitoring algorithms presented in this work that rely on a dedicated setup phase use
a common algorithm for the construction of the initial overlay network. This algorithm
organizes the nodes into a tree T of polylogarithmic degree and depth O(logn/ log logn)
that is rooted at the monitor. In this section, we first present a more general algorithm that
we refer to as the Overlay Construction Algorithm. This algorithm shares some similarities
with an algorithm of Angluin et al. [2]. The algorithm is also frequently used as a subroutine
throughout the remainder of this work. Based on this algorithm, we describe how the desired
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tree T can be constructed at the end of the section. For simplicity, we assume that every
node knows the total number of nodes n. The algorithms can be modified to remove this
assumption.

For a given bidirected connected graph G of polylogarithmic degree, the Overlay Construc-
tion Algorithm arranges the nodes of G into a tree of constant degree and depth O(logn).
On a high level, the algorithm works as follows. It operates on supernodes which are groups
of nodes that act in coordination. Let the identifier of a supernode be the highest identifier of
the nodes it contains. Define two supernodes u, v to be adjacent if there are nodes x, y that
are adjacent in G such that x is in u and y is in v. Initially, each node forms a supernode on
its own. The algorithm alternatingly executes a grouping step and a merging step. In the
grouping step, each supernode u determines the neighboring supernode v with the highest
identifier. If id(v) > id(u) then u sends a merge request to v. Consider the graph whose node
set is the set of all supernodes and that contains a directed edge (u, v) if u sent a merge
request to v. Since each supernode sends at most one merge request to a supernode of higher
identifier, this graph is a forest. During the merging step, each tree of this forest is merged
into a new supernode. Before we describe how this high-level algorithm can be implemented
by the nodes, we analyze the number of iterations of consecutive grouping and merging steps
until only a single supernode remains. The following lemma can be shown by observing that
each supernode merges with another supernode within at most 2 iterations.

I Lemma 1. After O(logn) iterations only a single supernode remains.

At the beginning of every grouping step, the following invariant holds: Each supernode is
internally organized in an overlay forming a tree of constant degree and depth O(logn) that
is rooted at the node with the highest identifier and each node knows the identifier of its
supernode. The nodes cooperatively simulate the behavior of their respective supernodes
during the grouping step as follows. Consider a supernode u and the corresponding internal
tree Tu. First, every node of u sends id(u) along every incident edge in the original graph G.
Thereby, every node learns the identifiers of its neighboring supernodes. Then, the nodes
of u use a convergecast along Tu to determine the identifier of the supernode v with the
highest identifier among the neighbors of u. This convergecast also collects the identifier
of the node x with the highest identifier in u that is adjacent to a node in v. Once this
convergecast is complete, the root of Tu knows both id(v) and id(x). If id(v) > id(u) then
the root of u sends a message to x. Upon receiving this message, x sends a merge request
to a neighboring node in v and sends a broadcast through Tu to establish itself as the new
root of Tu. The nodes in G wait with starting the merging step until O(logn) rounds have
passed to guarantee that the above operations are completed in all supernodes and all nodes
start the merging step at the same time.

At the beginning of every merging step, we have the following situation. Consider the
graph consisting of the internal trees of all supernodes together with all edges along which a
merge request has been sent. This graph is a forest and the trees of this forest form the new
supernodes resulting from the merging step. Therefore, the nodes of each new supernode v
are already arranged into a tree Tv. Furthermore, v contains exactly one former root node
that did not instruct a node to send a merge request. It is not hard to see that this node has
the highest identifier in v and therefore becomes the root of Tv. In its current state, Tv can
have up to polylogarithmic degree and linear depth. To restore the invariants required at
the beginning of a grouping step, we have to transform Tv into a tree of constant degree and
depth O(logn). Furthermore, we have to make sure that all nodes in v know the identifier
id(v) of the root of Tv.
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First, we reorganize Tv into a child-sibling tree. For this, each inner node y arranges its
children into a path sorted by increasing identifier and only keeps the child with the lowest
identifier. Each former child of y changes its parent to be its predecessor on the path and
stores its successor as a sibling. In the resulting child-sibling tree, each node stores at most
three identifiers: a parent, a sibling, and a child. By interpreting the sibling of a node as a
second child, we get a binary tree. This transformation of Tv into a binary tree takes O(1)
rounds.

Based on this binary tree, we construct a ring of virtual nodes as follows. Consider the
depth-first traversal of the tree that visits the children of each node in order of increasing
identifier. A node occurs at most three times in this traversal. Let each node act as a distinct
virtual node for each such occurrence and let k ≤ 3n be the number of virtual nodes. A node
can locally determine the predecessor and successor of its virtual nodes according to the
traversal. Therefore, the nodes can connect their virtual nodes into a ring in O(1) rounds.

Next, we use pointer jumping to quickly add chords (i.e., shortcut edges) to the ring.
The virtual nodes execute the following protocol for blognc+ 1 ≥ blog kc − 1 rounds. Each
virtual node y learns two identifiers `t and rt in each round t of this protocol. Let `0 and
r0 be the predecessor and successor of y in the ring. In round t, y sends `t to rt and vice
versa. At the beginning of round t+ 1, y receives one identifier from `t and rt, respectively.
It sets `t+1 to the identifier received from `t and rt+1 to the identifier received from rt. It
then proceeds to the next round of the protocol. In every round of this protocol each virtual
node adds a new chord to the ring by introducing its latest neighbors to each other. The
distance between these neighbors w.r.t the ring doubles from round to round up to the point
where the distance exceeds the number of virtual nodes k. Based on this observation, it is
not hard to show that after the specified number of rounds, the diameter of the graph has
reduced to O(logn) while the degree has grown to O(logn). Once the protocol finished, the
root of v initiates a broadcast from one of its virtual nodes followed by a convergecast to
determine the number of virtual nodes k.

Finally, we use the chords to construct a binary tree of depth O(logn). For this, the
root of v initiates a broadcast by sending a message to its neighbors `t′ and rt′ where
t′ = blog kc − 1. A node that receives the broadcast after t steps forwards it to `t′ and rt′

where t′ = max{blog kc − t − 1, 0}. It is not hard to see that the binary tree constructed
by this broadcast has depth O(logn) and contains all nodes of the ring. At this point, the
nodes discard all overlay edges constructed so far and only keep the edges of the binary tree.
We then merge the virtual nodes back together such that each node adopts the edges of its
virtual nodes. This results in a graph of degree at most 6 and diameter O(logn). Note that
this graph is not necessarily a tree. To construct a tree that satisfies the invariants for the
grouping step, the root of v sends another broadcast through the resulting graph to construct
a breadth-first search tree that has constant degree and diameter O(logn). This broadcast
also informs all nodes in v about id(v). The operations described above take O(logn) rounds
overall. As before, all nodes in G wait for O(logn) rounds to pass so that they enter the
next grouping step at the same time.

Once only a single supernode u remains, which is the case if during a grouping step no
node reports the identifier of a neighboring supernode, Tu covers all nodes of G and has the
desired properties. Since the algorithm runs for O(logn) iterations and each iteration takes
O(logn) rounds, we have the following theorem.

I Theorem 2. Given any bidirected connected graph G of n nodes and polylogarithmic degree,
the Overlay Construction Algorithm constructs a constant degree tree of depth O(logn) that
contains all nodes of G and that is rooted at the node with the highest identifier. The algorithm
takes O(log2 n) rounds.
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Theorem 2 directly implies the following corollary.

I Corollary 3. Consider a bidirected graph G of n nodes and polylogarithmic degree. For
each connected component C of G, the Overlay Construction Algorithm constructs a constant
degree tree of depth O(log |C|) that contains all nodes of C and that is rooted at the node
with the highest identifier in C. The algorithm takes O(log2 |C|) rounds in each component
and O(log2 n) rounds overall.

Finally, note that the algorithm only sends merge requests along edges of G. This gives rise
to the following observation.

I Observation 4. For a bidirected connected graph G, the edges along which the Overlay
Construction Algorithm sends the merge requests form a spanning tree of G.

So by letting the nodes locally mark the edges that carry a merge request, the algorithm can
be used for the distributed construction of a spanning tree of G in O(log2 n) time. While this
observation is not immediately relevant for the setup phase, it will be useful in later sections.

Based on the Overlay Construction Algorithm, it is easy to achieve the goal for the
setup phase of organizing the nodes into a tree T of polylogarithmic degree and depth
O(logn/ log logn) that is rooted at the monitor s. At the beginning of the setup phase, each
node stores the identifiers of its neighbors in the given graph G0 that represents the external
network. This effectively creates a bidirected overlay network that directly corresponds to
the undirected graph G0. Note that G0 is connected by assumption. Therefore, we can
use the Overlay Construction Algorithm to construct a tree of constant degree and depth
O(logn) that contains all nodes in the network. Once the algorithm terminates, s broadcasts
a message through the resulting tree to establish itself as the new root. This does not increase
the asymptotic depth of the tree. We then decrease the depth to O(logn/ log logn) as follows.
Each node x broadcasts its identifier down the tree up to a distance of dlog logne. Every
node that receives the broadcast of x establishes an edge to x. It is not hard to see that this
creates a graph of at most polylogarithmic degree and diameter O(logn/ log logn). Finally,
s sends a broadcast through this graph to create a breadth-first search tree that has the
desired properties. We have the following theorem.

I Theorem 5. A setup time of O(log2 n) rounds is sufficient to organize the nodes of the
network into a tree T of polylogarithmic degree and depth O(logn/ log logn).

Unless otherwise stated, we assume in the following sections that the setup phase is executed
as described above.

3 Three Simple Monitoring Problems

In order to introduce some basic concepts that underlie all monitoring algorithms presented
in this work, we first consider three simple monitoring problems. Specifically, we show how
to monitor the number of edges, the average node degree, and the clustering coefficient of
the network by performing aggregation on the tree T constructed during the setup phase.

Consider the problem of monitoring the number of edges. We first present an algorithm
that efficiently determines the number of edges in a graph G and then show how this algorithm
can be used to continuously monitor the number of edges. It is well known that the number
of edges in a graph is |E| = 1/2 ·

∑
u∈V deg(u) where deg(u) is the degree of a node u.

Therefore, we can compute |E| by aggregating the sum of all node degrees in the following
way. In the first round, each leaf node u in T sends deg(u) to its parent. Once an inner node
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u has received a value xj from each of its children, it sends deg(u) +
∑

j xj to its parent.
After O(logn/ log logn) rounds, the monitor s has received a value from each of its children
and can use these values together with its own degree to compute |E| as described above.

To continuously monitor |Ei| for every i ≥ i0, the above algorithm is executed in a
pipelined fashion: In each round i ≥ i0 a new instance of the algorithm is started. The
instances run in parallel and do not interact with each other. At the beginning of a round i,
each node stores the identifiers of its neighbors in the graph Gi that represents the external
network to create a copy of the graph in form of an overlay network that the algorithm
can operate on. This copy is discarded once the corresponding instance of the algorithm
terminates. The messages sent by an instance of the algorithm are labeled with the round
number in which the instance was started so that received messages can be correctly assigned.
Note that the number of bits a node sends and receives per round in the given algorithm is
polylogarithmic. Since the delay of the algorithm is also polylogarithmic, the number of bits
a node sends and receives in the pipelined execution is polylogarithmic as well. We have the
following theorem.

I Theorem 6. The number of edges can be monitored with setup time O(log2 n) and delay
O(logn/ log logn).

In the remainder of this work, we only present algorithms that compute the value of a
network property for a single graph G and implicitly assume that the respective algorithm is
executed in a pipelined fashion to solve the monitoring problem under consideration.

Based on the ideas of the algorithm above, it is easy to solve a number of monitoring
problems that can be reduced to aggregation. For example, one can monitor the average node
degree by letting s multiply the result of the given algorithm with 2/n before outputting it.
This gives us the following corollary.

I Corollary 7. The average node degree can be monitored with setup time O(log2 n) and
delay O(logn/ log logn).

As a final example, we consider the clustering coefficient of a network [36]. Intuitively, the
clustering coefficient reflects the relative number of triangles in a graph G. It is particularly
relevant in the context of biological and social networks [29, 30, 31, 36]. Formally, the
clustering coefficient of a node u is defined as

C(u) = 2 · | {v, w ∈ N(u) | {v, w} ∈ E} |
deg(u) · (deg(u)− 1) ,

where N(u) is the set of neighbors of u. The clustering coefficient of a graph G is defined as
C(G) = 1/n·

∑
u∈V C(u). Each node u can compute C(u) in constant time by communicating

with its neighbors. Therefore, C(G) can be computed by aggregating the sum of all C(u)
along T and dividing the result by n at the monitor. We have the following theorem.

I Theorem 8. The clustering coefficient can be monitored with setup time O(log2 n) and
delay O(logn/ log logn).

4 Bipartiteness

In this section, we consider the problem of monitoring whether the network forms a bipartite
graph. Our algorithm is based on the following commonly known approach (see e.g. [20]).
Given a connected graph G, compute a rooted spanning tree of G and assign a color from
{0, 1} to each node that corresponds to the parity of its depth in the spanning tree. We say
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an edge is valid if it connects nodes of different colors and invalid otherwise. G is bipartite if
and only if all edges are valid. It remains to show how this approach can be implemented
efficiently in our framework.

According to Observation 4, we can use the Overlay Construction Algorithm to mark
the edges of a spanning tree S in G. Define the monitor s to be the root of S. Each node
has to determine the parity of its depth in S to set its color. Since S might have linear
depth, a simple broadcast from s does not constitute an efficient solution to this problem.
Instead, we use pointer jumping along a depth-first traversal of S to determine the colors of
the nodes. We define the traversal of S as follows. The traversal starts at s and moves to
the neighbor of s in S with the lowest identifier. For a node u, let u0, . . . , udeg(u)−1 be the
neighbors of u in S arranged by increasing identifier. When the traversal reaches u from a
node ui, it continues on to node u(i+1) mod deg(u). The traversal finishes when it reaches s
from the neighbor of s in S with the highest identifier. Define the traversal distance d(u) to
be the number of steps required to reach u for the first time in this traversal. As we will
show in Lemma 9, the parity of d(u) equals the parity of the depth of u in S. For now, we
focus on computing d(u) efficiently for all nodes.

Each node u simulates one virtual node for each occurrence of u in the traversal, and
the nodes connect these virtual nodes into a ring. More specifically, each node u simulates
virtual nodes v0, . . . , vdeg(u)−1 such that vi is the successor of a virtual node of ui and the
predecessor of a virtual node of u(i+1) mod deg(u) in the ring. Note that the resulting ring
consists of 2(n−1) virtual nodes. We use pointer jumping to add chords to the ring following
the same protocol we used during the merging step of the Overlay Construction Algorithm.
We define `0 to be the successor of a virtual node and r0 to be the predecessor of a virtual
node. We execute the protocol for t = blog(2(n− 1))c rounds so that each node constructs
chords `i and ri for each 1 ≤ i ≤ t. Each chord `i (resp. ri) bridges a distance of exactly 2i

along the ring. The chords allow us to efficiently compute the values d(u) in the following
way. Let v∗ be the virtual node simulated by s that precedes a virtual node of the neighbor
of s with the lowest identifier. v∗ stores the value 0 and initiates a broadcast by sending a
message with value 2i along each chord `i for 0 ≤ i ≤ t. Consider a virtual node that receives
a broadcast message and that has not yet stored a value. Let x be the value associated
with the received message. The virtual node stores x and sends a message containing the
value x + 2i along each chord `i for 0 ≤ i ≤ t. It is not hard to see that this broadcast
reaches all virtual nodes within O(logn) rounds and the value stored at a virtual node v
after the broadcast finishes corresponds to the length of the path from v∗ to v along the
ring. Therefore, each node u can determine the value d(u) by taking the minimum of the
values stored at its virtual nodes. Once all nodes computed their traversal distance in this
way, each node u determines whether it is incident to an invalid edge by checking for each
neighbor w in G whether d(u) ≡ d(w) mod 2. Then, the nodes use a convergecast to inform
s whether there is an invalid edge. If so, s outputs that G is not bipartite. Otherwise, s
outputs that G is bipartite.

To establish the correctness of the algorithm, we show the following lemma.

I Lemma 9. For each node u, the parity of the depth of u equals the parity of d(u).

Proof. Note that the tree is traversed in a depth-first order. Therefore, the traversal takes
an even number of steps between any two visits of the same node. Let P be the shortest path
from s to u in S. The length of P equals the depth of u. The traversal follows P but takes a
detour whenever it explores a branch outside of P . By the argument above, each such detour
has even length. Therefore, the parity of the depth of u equals the parity of d(u). J
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We can monitor bipartiteness for a disconnected graph by performing the above algorithm
on its connected components and aggregating the results on the tree T built in the setup
phase. Furthermore, we can reduce the setup time to 0 by delaying the first monitoring
phase until T is constructed, which does not asymptotically increase the total delay. This
implies the following theorem.

I Theorem 10. The bipartiteness of a graph can be monitored with setup time 0 and delay
O(log2 n).

5 Minimum Spanning Tree

We now turn to the problem of monitoring the weight of a minimum spanning tree (or MST ).
We assume that the edge set changes from round to round but the external network always
stays connected. Additionally, we assume that each edge has a weight that can also change
every round. We present an algorithm that monitors the exact MST weight in Section 5.1
and an algorithm that monitors an approximation of the MST weight with a shorter delay
in Section 5.2. Both algorithms are based on a sequential approximation algorithm by
Chazelle et al. [8]. As a byproduct, we describe in Section 5.3 how the algorithms for
computing the MST weight can be adapted for the distributed computation of an actual
MST.

5.1 Exact MST Weight

The main idea behind the algorithm is to reduce the computation of the weight of an MST
in a graph G to counting the number of connected components in certain subgraphs of G.
This idea was first introduced by Chazelle et al. [8]. We assume that the edge weights are
taken from the set {1, 2, . . . ,W} for some given W ∈ N. Define the threshold graph G(`) to
be the subgraph of G consisting of all edges with weight at most `, and define c(`) to be the
number of connected components in G(`). The MST weight M can be computed from the
values c(`) as shown in the following lemma.

I Lemma 11 (Chazelle et al. [8]). In a graph with edge weights from {1, 2, . . . ,W}, the MST
weight is M = n−W +

∑W−1
i=1 c(i).

Based on Lemma 11, the monitor can compute the MST weight as follows. Consider the
threshold graph G(`) for some ` ∈ {1, 2, . . .W − 1}. According to Corollary 3, executing the
Overlay Construction Algorithm on G(`) creates an overlay network in which each connected
component of G(`) is spanned by a rooted tree of overlay edges. Each node knows whether it is
a root of one of these trees. Therefore, we can determine c(`) by counting the number of roots,
which can easily be achieved using aggregation along the tree T that results from the setup
phase. By iterating this process, the monitor learns the value c(`) for each ` ∈ {1, 2, . . .W−1}.
It can then use the equation given in Lemma 11 to compute the MST weight. Since T is only
used after the algorithm already ran for O(log2 n) rounds, we can construct T during the
monitoring phase and therefore skip the setup phase. Furthermore, we can reduce the delay
by computing up to log2 n different c(i)’s in parallel. This implies the following theorem.

I Theorem 12. For edge weights from {1, 2, . . . ,W}, the MST weight can be monitored with
setup time 0 and delay O(W + log2 n).
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5.2 Approximate MST Weight
Next, we present an algorithm that monitors the MST weight with a significantly shorter
delay at the cost of a small approximation error. The algorithm is less restrictive in that it
allows the edge weights to be real numbers from the interval [1,W ] for a given W ∈ R. It is
based on the same general idea as the algorithm from the previous section but additionally
incorporates ideas from the work of Czumaj and Sohler [10].

First, each node rounds up the edge weight of each incident edge to a power of (1 + ε) for
a fixed ε with 0 < ε ≤ 1. In the resulting graph G′, each edge weight is of the form (1 + ε)i

where 0 ≤ i ≤ log1+ε W . Let M ′ be the MST weight in G′. We have the following lemma,
which is analogous to Lemma 11 from the previous section.

I Lemma 13 (Czumaj and Sohler [10]). In a graph with edge weights of the form (1 + ε)i for
0 ≤ i ≤ log1+ε W , the MST weight is M ′ = n−W + ε ·

∑log1+ε W−1
i=0 (1 + ε)i · c((1+ε)i).

Based on Lemma 13, we can compute M ′ by determining the number of connected
components c((1+ε)i) in log1+ε W many threshold graphs. While this already implies an
improvement over the algorithm from the previous section, we can further reduce the delay
by ignoring large components in the threshold graphs.

Consider some threshold graph G((1+ε)i). We execute the Overlay Construction Algorithm
as in the previous section but we stop its execution after O(log2(2W/ε)) rounds. By
Corollary 3, the algorithm is guaranteed to finish its computation in each connected component
of size at most 2W/ε. In larger connected components, the algorithm may finish but is
not guaranteed to do so. It is easy to modify the algorithm such that all nodes of a
connected component know whether the algorithm finished its computation for that connected
component. This allows us to ignore root nodes in connected components for which the
algorithm did not finish. Thereby, the algorithm establishes a unique root node for each
connected component of size at most 2W/ε while in each larger connected component either
a unique root node is established or no root is established. Let ĉ((1+ε)i) be the number of root
nodes established in this way. The nodes determine the value of ĉ((1+ε)i) using aggregation
along the tree T constructed in the setup phase.

As in the previous section, the nodes iteratively execute this process for each i such that
0 ≤ i ≤ log1+ε W . After the Overlay Construction Algorithm finishes for an iteration, the
nodes start the aggregation for counting the number of roots. The nodes do not wait for this
aggregation to finish but rather execute it in parallel to the next iteration. Thereby, we slightly
interleave consecutive iterations which reduces the overall delay. After the monitor has learned
the values ĉ((1+ε)i), it computes and outputs M̂ = n−W + ε ·

∑log1+ε W−1
i=0 (1 + ε)i · ĉ((1+ε)i).

We have the following theorem.

I Theorem 14. For edge weights from [1,W ], the MST weight M can be monitored up
to an additive term of ±εM for any 0 < ε ≤ 1 with setup time O(log2 n) and delay
O
(

log W
ε · log2 (W

ε

)
+ log n

log log n

)
.

Proof. We first show the approximation factor. Rounding up the edge weights to a power
of (1 + ε) increases the MST weight by a factor of at most (1 + ε). Therefore, we have
M ≤M ′ ≤ (1+ε) ·M . When computing the values ĉ((1+ε)i) the algorithm potentially ignores
all connected components of size larger than 2W/ε. In each threshold graph there are at
most εn/(2W ) such connected components. The algorithm cannot overestimate the number
of connected components. Therefore, we have c((1+ε)i)− εn/(2W ) ≤ ĉ((1+ε)i) ≤ c((1+ε)i). For
the upper bound on the output M̂ of the algorithm, the equations above together with the
definitions ofM ′ and M̂ directly imply M̂ ≤M ′ ≤ (1+ε) ·M . For the lower bound on M̂ , we
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have M̂ ≥ n−W+ε·
∑log1+ε W−1

i=0 (1+ε)i ·
(
c((1+ε)i) − εn

2W

)
= M ′− ε2n

2W ·
∑log1+ε W−1

i=0 (1+ε)i ≥
M ′ − ε

2 · n ≥ (1 − ε) ·M, where we assume n ≥ 2 so that n ≤ M + 1 ≤ 2M for the last
inequality.

We now turn to the delay of the algorithm. The algorithm iteratively computes the
values ĉ((1+ε)i) for log1+ε W = O(log(W )/ε) threshold graphs. In each of these iterations
the modified Overlay Construction Algorithm is executed for O(log2(W/ε)) rounds. After
the Overlay Construction Algorithm finishes in the last iteration, the nodes have to wait for
the final aggregation to complete. This takes an additional O(log / log logn) rounds. J

Finally, if W = nO(1) we can execute logW iterations of the algorithm in parallel which
gives us the following corollary.

I Corollary 15. For edge weights from [1,W ] where W = nO(1), the MST weight M can be
monitored up to an additive term of ±εM for any 0 < ε ≤ 1 with setup time O(log2 n) and
delay O

(
1
ε · log2 (W

ε

)
+ log n

log log n

)
.

5.3 Distributed Computation of MSTs
Based on the ideas of the previous two sections, we can devise algorithms that mark the
edges of an MST instead of just computing the MST weight. While these algorithms do not
fit into the monitoring context, they represent natural extensions of the given algorithms
and demonstrate that the underlying ideas might be useful outside of network monitoring.

First, we run the Overlay Construction Algorithm on the graph G(1) and mark all edges
along which a merge request is sent. We then add the edges of weight 2 and run the Overlay
Construction Algorithm again to further merge the supernodes while still marking edges as
before. We keep adding edges of increasing weight in this way until we reach the threshold
graph G(W ) in which only a single supernode remains. By Observation 4, the marked edges
form a spanning tree of G. Furthermore, at any given time the algorithm only adds edges of
minimal weight to the spanning tree. Therefore, the algorithm is essentially a distributed
implementation of Kruskal’s Algorithm [21] so that the spanning tree computed by the
algorithm is in fact an MST. We have the following theorem.

I Theorem 16. Consider a network that initially forms a bidirected connected graph G with
edge weights from {1, 2, . . . ,W} for some W ∈ N. There is an algorithm that marks the edges
of an MST in G in O(W log2 n) rounds.

Combining this approach with the ideas from Section 5.2 gives us the following theorem.

I Theorem 17. Consider a network that initially forms a bidirected connected graph G

with edge weights from [1,W ] for some W ∈ R. Let M be the weight of an MST in G.
There is an algorithm that marks the edges of a spanning tree in G with weight M ′ such that
M ≤M ′ ≤ (1 + ε) ·M in O(1/ε · logW · log2 n) rounds.

6 Future Work

We were only able to present a small number of monitoring problems in hybrid networks in
this work. However, there is an abundance of classical problems in the literature that can be
newly investigated under this model. As we tried to demonstrate in Section 5.3, the idea of
using the ability to establish new edges to speed up computation can also be applied outside
of network monitoring. We would be very interested in seeing further applications of this
idea in other contexts.
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Abstract
We develop a simple and generic method to analyze randomized rumor spreading processes in
fully connected networks. In contrast to all previous works, which heavily exploit the precise
definition of the process under investigation, we only need to understand the probability and
the covariance of the events that uninformed nodes become informed. This universality allows
us to easily analyze the classic push, pull, and push-pull protocols both in their pure version
and in several variations such as messages failing with constant probability or nodes calling a
random number of others each round. Some dynamic models can be analyzed as well, e.g., when
the network is a G(n, p) random graph sampled independently each round [Clementi et al. (ESA
2013)].

Despite this generality, our method determines the expected rumor spreading time precisely
apart from additive constants, which is more precise than almost all previous works. We also
prove tail bounds showing that a deviation from the expectation by more than an additive number
of r rounds occurs with probability at most exp(−Ω(r)).

We further use our method to discuss the common assumption that nodes can answer any
number of incoming calls. We observe that the restriction that only one call can be answered
leads to a significant increase of the runtime of the push-pull protocol. In particular, the double
logarithmic end phase of the process now takes logarithmic time. This also increases the mes-
sage complexity from the asymptotically optimal Θ(n log logn) [Karp, Shenker, Schindelhauer,
Vöcking (FOCS 2000)] to Θ(n logn). We propose a simple variation of the push-pull protocol
that reverts back to the double logarithmic end phase and thus to the Θ(n log logn) message
complexity.
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1 Introduction

Randomized rumor spreading is one of the core primitives to disseminate information
in distributed networks. It builds on the paradigm that nodes call random neighbors
and exchange information with these contacts. This gives highly robust dissemination
algorithms belonging to the broader class of gossip-based algorithms that, due to their
epidemic nature, are surprisingly efficient and scalable. Randomized rumor spreading
has found numerous applications, among others, maintaining the consistency of replicated
databases [9], disseminating large amounts of data in a scalable manner [25], and organizing
any kind of communication in highly dynamic and unreliable networks like wireless sensor
networks and mobile ad-hoc networks [21]. Randomized rumor spreading processes are also
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used to model epidemic processes like viruses spreading over the internet [1], news spreading
in social networks [10], or opinions forming in social networks [24].

The importance of these processes not only has led to a huge body of experimental results,
but, starting with the influential works of Frieze and Grimmett [16] and Karp, Shenker,
Schindelhauer, and Vöcking [22] also to a large number of mathematical analyses of rumor
spreading algorithms giving runtime or robustness guarantees for existing algorithms and,
based on such findings, proposing new algorithms.

Roughly speaking, two types of results can be found in the literature, general bounds
trying to give a performance guarantee based only on certain graph parameters and analyses
for specific graphs or graph classes. In the domain of general bounds, there is the classic
maximum-degree-diameter bound of [13] and more recently, a number of works bounding the
rumor spreading time in terms of conductance or other expansion properties [26, 6, 18, 19],
which not only greatly helped our understanding of existing processes, but could also be
exploited to design new dissemination algorithms [2, 3, 4, 20]. The natural downside of
such general results is that they often do not give sharp bounds. It seems that among the
known graph parameters, none captures very well how suitable this network structure is for
randomized rumor spreading. Also, it has to be mentioned that these results mostly apply
to the push-pull protocol.

The other research direction followed in the past is to try to prove sharper bounds for
specific graph classes. This led, among others, to the results that the push-protocol spreads a
rumor in a complete graph in time log2 n+lnn±ω(1) with high probability 1−o(1) (whp.) [28]
(and in time log2−p n+ 1

p lnn±o(logn) when messages fail independently with probability p),
whereas the push-pull protocol does so in time log3 n+O(log logn) [22]. The push protocol
spreads rumors in hypercubes in time O(logn) whp. [13], determining the leading constant is
a major open problem. For Erdős-Rény random graphs with edge probability asymptotically
larger than the connectivity threshold, again a runtime of log2−p n+ 1

p lnn± o(logn) was
shown for the push protocol allowing transmission errors with rate p [14]. For preferential
attachment graphs, which are often used as model for real-world networks, it was proven
that the push-protocol needs Ω(nα) rounds, α > 0 some constant, whereas the push-pull
protocol takes time Θ(logn) and Θ((logn)/ log logn) when nodes avoid to call the same
neighbor twice in a row [5, 10]. Even faster rumor spreading times were shown on Chung-Lu
power-law random graphs [15].

One weakness of all these results on specific graphs is that they very much rely on the
particular properties of the protocol under investigation. Even in fully connected networks
(complete graphs), the existing analyses for the basic push protocol [16, 28, 12], the push
protocol in the presence of transmission failures [11], the push protocol with multiple
calls [27], and the push-pull protocol [22] all uses highly specific arguments that cannot be
used immediately for the other processes. This is despite the fact that the global behavior
of these processes is often very similar. For example, all processes mentioned have an
exponential expansion phase in which the number of informed node roughly grows by a
constant factor until a constant fraction of the nodes is informed. Clearly, this hinders a
faster development of the field. Note that the typical analysis of a rumor spreading protocol
in the papers cited above needs between six and eight pages of proofs.

1.1 Our Results
In this work, we make a big step forward towards overcoming this weakness. We propose
a general analysis method for all symmetric and memoryless rumor spreading processes in
complete networks. It allows to easily analyze all rumor spreading processes mentioned above
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and many new ones. The key to this generality is showing that the rumor spreading times
for these protocols are determined by the probabilities pk of a new node becoming informed
in a round starting with k informed nodes together with a mild bound on the covariance on
the indicator random variables of the events that new nodes become informed. Consequently,
all other particularities of the protocol can safely be ignored.

Despite this generality, our method gives bounds for the expected rumor spreading time
that are tight apart from an additive constant number of rounds. Such tight bounds so far
have only been obtained once, namely for the basic push protocol [12].

Our method also gives tail bounds stating that deviations from the expectation by an
additive number of at least r of rounds occur with probability at most A′ exp(−α′r), where
A′, α′ > 0 are absolute constants. Such a precise tail bound was previously given only for
the push protocol in [12]. Note that our tail bounds imply the usual whp-statements, e.g.,
that overshooting the expectation by any ω(1) term happens with probability o(1) only, and
that a rumor spreading time of O(logn) can be obtained with probability 1 − n−c, c any
constant, by making the implicit constant in the time bound large enough.

We use our method to obtain the following particular results. We only state the expected
runtimes. In all cases, the above tail bounds are valid as well.

Classic protocols, robustness: We start by analyzing the three basic push, pull, and push-
pull protocols. In the push protocol, in each round each informed node calls a random node
and sends a copy of the rumor to it. In the pull protocol, in each round each uninformed
node calls a random node and tries to obtain the rumor from it. In the push-pull protocol,
all nodes contact a random node and in each such contact the informed nodes send rumor to
the communication partner.

For these three protocols, both in the fault-free setting and when assuming that calls fail
independently with probability 1− p, our method easily yields the expected rumor spreading
times given in Table 1. Note that all previous works apart from [12] did not state explicitly
a bound for the expected runtime. Note further that for half of the settings regarded in
Table 1 no previous result existed. In particular, we are the first to find that the double
logarithmic shrinking phase observed by Karp et al. [22] for the push-pull protocol disappears
when messages fail with constant probability p, and is instead replaced by an ordinary
shrinking regime with the number of uninformed nodes reducing by roughly a factor of
(1−p)e−p each round. This observation is not overly deep, but has the important consequence
that the message complexity of the push-pull protocol raises from the theoretically optimal
Θ(n log logn) value proven in [22] to an order of magnitude of Θ(n logn) in the presence
of a constant rate of transmission errors. Hence the significant superiority of the push-pull
protocol over the push protocol in the fault-free setting reduces to a constant-factor advantage
in the faulty setting.

Multiple calls: Panagiotou, Pourmiri, and Sauerwald [27] proposed a variation of the classic
protocols in which the number of calls (always to different nodes) each node performs when
active is a positive random variable R. They mostly assume that for each node, this random
number is sampled once at the beginning of the process. For the case that R has constant
expectation and variance, they show that the rumor spreading time of the push protocol is
log1+E[R] n+ 1

E[R] lnn± o(logn) with high probability and that the rumor spreading time of
the push-pull protocol is Ω(logn) with probability 1− ε, ε > 0. When R follows a power law
with exponent β = 3, the push-pull protocol takes Θ( logn

log logn ) rounds, and when 2 < β < 3,
it takes Θ(log logn) rounds.
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Table 1 New and previous-best results for rumor spreading time T of the classic rumor spreading
protocols in complete graphs on n vertices. The first line of each table entry contains the result
that follows from the method proposed in this work, the second line states the best previous
result (if any). For all new bounds on the expected rumor spreading time, a tail bound of type
P[|T ≥ E[T ]| ≥ r] ≤ A′ exp(−α′r) with A′, α′ > 0 suitable constants follows as well from this
work. In [12], such a bound was given for the rumor spreading time of the push protocol without
transmission failures.

no transmission failures calls fail indep. with prob. 1− p ∈ (0, 1)
push
protocol

E[T ] = log2 n+ lnn±O(1)
blog2 nc+ lnn− 1.116 ≤ E[T ] ≤
dlog2 ne+ lnn+ 2.765 + o(1) [12]

E[T ] = log1+p n+ 1
p

lnn±O(1)
T = log1+p n+ 1

p
lnn± o(logn) whp. [11]

pull
protocol

E[T ] = log2 n+ log2 lnn±O(1) E[T ] = log1+p n+ 1
ln 1

1−p

lnn±O(1)

push-pull
protocol

E[T ] = log3 n+ log2 lnn±O(1)
T = log3 n±O(log logn) whp. [22]

E[T ] = log1+2p n+ 1
p+ln 1

1−p

lnn±O(1)

The model of [27] makes sense when assuming that nodes have generally different commu-
nication capacities. To model momentarily different capacities, e.g., caused by being occupied
with other communication tasks, we assume that the random variable is resampled for each
node in each round. We also allow R to take the value 0. Again for the case E[R] = Θ(1)
and Var[R] = O(1), we show that the expected rumor spreading time of the push protocol is
log1+E[R] n+ 1

E[R] lnn±O(1). The rumor spreading time of the push-pull protocol depends
critically on the smallest value ` which R takes with positive probability. If ` = 0, that is,
with constant probability nodes contact no other node, then there is no double exponential
shrinking and the expected rumor spreading time is log1+2E[R] n+ 1

E[R]−ln P[R=0] lnn±O(1).
If nodes surely perform at least one call, then we have a double exponential shrinking regime
and an expected rumor spreading time of log1+2E[R] n+ log1+` lnn±O(1).

Dynamic networks: We also show that our method is capable of analyzing dynamic networks
when the dynamic is memory-less. Clementi et al. [7] have shown that when the network in
each round is a newly sampled G(n, p) random graph, then for any constant c the rumor
spreading time of the push protocol is Θ(log(n)/min{p, 1/n}) with probability 1− n−c. We
sharpen this result for the most interesting regime that p = a/n, a a positive constant. For
this case, we show that the expected rumor spreading time is log2−e−a n+ 1

1−e−a ln(n)+O(1).
Our tail bound P[|T − E[T ]| ≥ r] ≤ A′ exp(−α′r) for suitable constants A′, α > 0 implies
also the large deviation statement of [7] (where for Θ(logn) deviations in the lower tail the
trivial log2(n) lower bound holding with probability 1 should be used).

Answering single calls only: We finally use our method to discuss an aspect mostly ignored
by previous research. While in all protocols above (apart from the one of [27]) it is assumed
that each node can call at most one other node per round, it is tacitly assumed in the pull
and push-pull protocols that nodes can answer all incoming calls. For complete graphs on n
vertices, the classic balls-into-bins theory immediately gives that in a typical round there is
at least one node that receives Θ( logn

log logn ) calls. So unlike for the outgoing traffic, nodes are
implicitly assumed to be able to handle very different amounts of incoming traffic in one
round.

The first to discuss this issue are Daum, Kuhn, and Maus [8] (also the SIROCCO 2016 best
paper). Among other results, they show that if only one incoming call can be answered and if
this choice is taken adversarially, then there are networks where a previously polylogarithmic
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rumor spreading time of the pull protocol becomes Ω̃(
√
n). If the choice which incoming

call is answered is taken randomly, then things improve and the authors show that for any
network, the rumor spreading times of the pull and push-pull protocol increase by at most
a factor of O(∆(G)

δ(G) logn) compared to the variant in which all incoming calls are answered.
Subsequently, Ghaffari and Newport [17] showed that with the restriction to accept only
one incoming call, the general performance guarantees for the push-pull protocol in terms
of vertex expansion or conductance [18, 19] do not hold. Kiwi and Caro [23] showed that
solving the problem of multiple incoming calls via a FIFO queue can lead to extremely long
rumor spreading times.

With our generic method, we can easily analyze this aspect of rumor spreading on complete
graphs. While for the pull protocol only the growth phase mildly slows down, giving a total
expected rumor spreading time of E[T ] = log2−1/e n + log2 lnn ± O(1), for the push-pull
protocol also the double logarithmic shrinking phase breaks down and we observe a total
runtime of E[T ] = log3−2/e n+ 1

2 lnn±O(1) and, similarly as for the push-pull protocol with
transmission failures, an increase of the message complexity to Θ(n logn). The reason, as our
proof reveals, is that when a large number of nodes are informed, then their push calls have
little positive effect (as in the classic push-pull protocol), but they now also block other nodes’
pull calls from being accepted. This problem can be overcome by changing the protocol so
that informed nodes stop calling others when the rumor is log3−2/e n rounds old. The rumor
spreading time of this modified push-pull protocol is E[T ] = log3−2/e n + log2 lnn ± O(1)
and, when halted at the right moment, this process takes Θ(n log logn) messages.

2 Outline of the Analysis Method

As just discussed, the main advantages of our approach are its universality and the very
tight bounds it proves. We now briefly sketch the main new ideas that lead to this progress.
Interestingly, they are rather simpler than the ones used in previous works.

2.1 Tight Bounds via a Target-Failure Calculus

We first describe how we obtain estimates for the rumor spreading time that are tight apart
from additive constants. Let us take as example the classic push protocol. It is easy to
compute that in a round starting with k informed nodes, the expected number of newly
informed nodes is E(k) = k − Θ(k2/n). Hence roughly speaking the number of informed
nodes doubles each round (which explains the log2 n part of the log2 n+ lnn±O(1) rumor
spreading time), but there is a growing gap to truly doubling caused by (i) calls reaching
already informed nodes and (ii) several calls reaching the same target. This weakening of
the doubling process was a main difficulty in all previous works.

The usual way to analyze this weakening doubling process is to partition the rumor
spreading process in phases and within each phase to uniformly estimate the progress. For
example, Pittel [28] considers 7 phases. He argues first that with high probability the number
if informed nodes doubles until n1 = o(

√
n) nodes are informed. Then, until n2 = n/ log2(n)

nodes are informed, with high probability in each round the number of informed nodes
increases by at least a factor of 2(1− 1

log2(n) ). Consequently, this second phase lasts at most
log2(1− 1

log2(n)
)(n2/n1) rounds. While this type of argument gives good bounds for phases

bounded away from the middle regime with both Θ(n) nodes informed and uninformed, we
do not see how this “estimating a phase uniformly” argument can cross the middle regime
without losing a number ω(1) of rounds.
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For this reason, we proceed differently. To prove upper bounds on rumor spreading times,
for each number k of informed nodes, we formulate a pessimistic round target E0(k) that
is sufficiently below the expected number E(k) of newly informed nodes. Here “sufficiently
below” means that the probability q(k) to fail reaching this target number of informed nodes
is small, but not necessarily o(1) as in all previous analyses. Using a restart argument, we
observe that the random time needed to go from k informed nodes to at least E0(k) informed
nodes is stochastically dominated by 1 plus a geometric random variable with parameter
1− q(k), where all our geometric random variables count the number of failures until success
(this is one of the two definitions of geometric distributions that are in use). In particular,
the expected time to go from k to at least E0(k) informed nodes is at most 1 + q(k)

1−q(k) .
The second, again elementary, key argument is that when we define a sequence of

round targets by k0 := 1, k1 := E0(k0), k2 := E0(k1), . . . with suitably defined E0(·), then
the ki grow almost like 2i (in the example of the classic push protocol). More precisely,
there is a T = log2 n ± O(1) such that kT = Θ(n). Hence together with the previous
paragraph we obtain that the number of rounds to reach kT informed nodes is dominated
by T plus a sum of independent geometric random variables. This sum has expectation∑T−1
i=0

q(ki)
1−q(ki) = O(

∑T−1
i=0 q(ki)), so it suffices that the sum of the failure probabilities q(ki)

is a constant (unlike in previous works, where it needed to be o(1)). A closer look at this
sum also gives the desired tail bounds.

Similarly, to prove matching lower bounds, we define optimistic round targets E0(k) such
that a round starting with k informed nodes finds it unlikely to reach E0(k) informed nodes.
Since again we want to allow failure probabilities that are constant, we now have to be more
careful and also quantify the probability to overshoot E0(k) by larger quantities. This will
then allow to argue that when defining a sequence of round targets recursively as above, then
the expected number of targets overjumped (and thus the expected number of rounds saved
compared to the “one target per round” calculus), is only constant.

We remark that a target-failure argument similar to ours was used already in [12], there
however only to give an upper bound for the runtime of the push protocol in the regime from
ns, s a small constant, to Θ(n) informed nodes, that is, the later part of the exponential
growth regime of the push process, in which via Chernoff bounds very strong concentration
results could be exploited. Hence the novelty of this work with respect to the target-failure
argument is that this analysis method can be used (i) also from the very beginning of the
process on, where we have no strong concentration, (ii) also for the exponential and double
exponential shrinking regimes of rumor spreading processes, and (iii) also for lower bounds.

2.2 Uniform Treatment of Many Rumor Spreading Processes
As discussed earlier, the previous works regarding different rumor spreading processes on
complete graphs all had to use different arguments. The reason is that the processes, even
when looking similar from the outside, are intrinsically different when looking at the details.
As an example, let us consider the first few rounds of the push and the pull protocol. In
the push protocol, we just saw that while there are at most o(

√
n) nodes informed, then a

birthday paradox type argument gives that with high probability we have perfect doubling
in each round. For the pull process, in which each uninformed node calls a random node and
becomes informed when the latter was informed, we also easily compute that a round starting
with k informed nodes creates an expected number of (n − k) kn = k − k2

n newly informed
nodes. However, since these are binomially distributed, there is no hope for perfect doubling.
In fact, for the first constant number of rounds, we even have a constant probability that not
a single node becomes informed.
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The only way to uniformly treat such different processes is by making the analysis
depend only on general parameters of the process as opposed to the precise definition. Our
second main contribution is distilling a few simple conditions that (i) subsume essentially all
symmetric and time-invariant rumor spreading processes on complete graphs and (ii) suffice
to prove rumor spreading times via the above described target-failure method. All this is
made possible by the observation that the target-failure method needs much less in terms of
failure probabilities than previous approaches, in particular, it can tolerate constant failure
probabilities. Consequently, instead of using Chernoff and Azuma bounds for independent or
negatively correlated random variables (which rely on the precise definition of the process),
it suffices to use Chebyshev’s inequality as concentration result.

Consequently, to apply our method we only need to (i) understand (with a certain
precision) the probability pk that an uninformed node becomes informed in a round starting
with k informed nodes; recall that we assumed symmetry, that is, this probability is the same
for all uninformed nodes, and (ii) we need to have a mild upper bound on the covariance of
the indicator random variables of the events that two nodes become informed.

The probabilities pk usually are easy to compute from the protocol definition. Also, we do
not know them precisely. For example, for the growth phase of the push protocol discussed
above, it suffices to know that there are constants a < 2 and a′ such that for all k < n/2 we
have k

n (1− a kn ) ≤ pk ≤ k
n (1 + a′ kn ). This (together with the covariance condition) is enough

to show that the rumor spreading process takes log2 n±O(1) rounds to inform n/2 nodes
or more. The constants a, a′ have no influence on the final result apart from the additive
constant number of rounds hidden in the O(1) term. The covariances are also often easy to
bound with sufficient precision, among others, because many in processes the events that
two uniformed nodes become informed are independent or negatively correlated.

In our general analysis method, we profit from the fact that seemingly all reasonable
rumor spreading processes in complete networks can be described via three regimes:

Exponential growth: Up to a constant fraction fn of informed nodes, pk = γn
k
n (1±O( kn )).

The number of informed nodes thus increases roughly by a factor of (1 + γn) in each round,
hence the expected time to reach fn informed nodes or more is log1+γn

n±O(1).

Exponential shrinking: From a certain constant fraction u = n − k = gn of uninformed
nodes on, the probability of remaining uninformed satisfies 1− pn−k = e−ρn ±O(un ). This
leads to a shrinking of the number of uninformed nodes by essentially a factor of e−ρn per
round. Hence when starting with gn informed nodes, it takes another 1

ρn
lnn±O(1) rounds

in expectation until all are informed.

Double exponential shrinking: From a certain constant fraction u = n − k = gn of
uninformed nodes on, the probability of remaining uninformed satisfies 1−pn−k = Θ((un )`−1).
Now the expected time to go from gn uninformed nodes to no uninformed node is log` lnn±
O(1).

Due to their different nature, we cannot help treating these three regimes separately,
however all with the target-failure method. Hence the main differences between these regimes
lie in defining the pessimistic estimates for the targets, computing the failure probabilities,
and computing the number of intermediate targets until the goal is reached. All this only
needs computing expectations, using Chebyshev’s inequality, and a couple of elementary
estimates.
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3 Precise Statement of the Technical Results

In this work, we consider only homogeneous rumor spreading processes characterized as
follows. We always assume that we have n nodes. Each node can be either informed or
uninformed. We assume that the process starts with exactly one node being informed.
Uninformed nodes may become informed, but an informed node never becomes uninformed.
We consider a discrete time process, so the process can be partitioned into rounds. In each
round each uninformed node can become informed. Whenever a round starts with k nodes
being informed, then the probability for each uninformed node to become informed is some
number pk, which only depends on the number k of informed nodes at the beginning of the
round.

The main insight of this work is that for such homogeneous rumor spreading processes
we can mostly ignore the particular structure of the process and only work with the success
probabilities pk defined above and the covariance numbers ck defined as follows.

I Definition 1 (Covariance numbers). For a given homogeneous rumor spreading process
and k ∈ [1..n− 1] let ck be the smallest number such that whenever a round starts with k
informed nodes and for any two uninformed nodes x1, x2, the indicator random variables
X1, X2 for the events that these nodes become informed in this round satisfy

Cov[X1, X2] ≤ ck.

Upper bound for these covariances imply upper bounds on the variance of the number of
nodes newly informed in a round. If the latter is small, Chebyshev’s inequality yields that
the actual number of newly informed nodes deviates not a lot from its expectation (which is
determined by pk).

Our main interest is studying after how many round all nodes are informed.

I Definition 2 (Rumor spreading times). Consider a homogeneous rumor spreading process.
For all t = 0, 1, . . . denote by It the number of informed nodes at the end of the t-th round
(I0 := 1). Let k ≤ m ≤ n. By T (k,m) we denote the time it takes to increase the number of
informed nodes from k to m or more, that is,

T (k,m) = min{t− s|Is = k and It ≥ m}.

We call T (1, n) the rumor spreading time of the process.

As it turns out, almost all homogeneous rumor spreading processes can be analyzed via
three regimes.

3.1 Exponential Growth Regime
When not too many nodes are informed, in most rumor spreading processes we observe
roughly a constant-factor increase of the number of informed nodes in one round, however,
this increase becomes weaker with increasing number of informed nodes.

I Definition 3 (Exponential growth conditions). Let γn be bounded between two positive
constants. Let a, b, c ≥ 0 and 0 < f < 1. We say that a homogeneous rumor spreading
process satisfies the upper (respectively lower) exponential growth conditions in [1, fn[ if for
any n ∈ N big enough the following properties are satisfied for any k < fn.
(i) pk ≥ γn kn ·

(
1− a kn −

b
lnn
)
(respectively pk ≤ γn kn ·

(
1 + a kn + b

lnn
)
).

(ii) ck ≤ c kn2 .
In the case of the upper exponential growth condition, we also require af < 1.
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These growth conditions suffice to prove that in an expected time of at most (respectively
at least) log1+γn

n±O(1) rounds a linear number of nodes becomes informed. Consequently,
the decrease of the dissemination speed when more nodes are informed (quantified by the
term −a kn in the upper exponential growth condition), which was a main difficulty in previous
analyses, has only an O(1) influence on the rumor spreading time.

I Theorem 4. If a homogeneous rumor spreading process satisfies the upper (lower) expo-
nential growth conditions in [1, fn[, then there are constants A′, α′ > 0 such that

E[T (1, fn)] ≤
(≥)

log1+γn
n +

(−)
O(1),

P[T (1, fn) ≥
(≤)

log1+γn
n +

(−)
r] ≤ A′ exp(−α′r) for all r ∈ N.

When the lower exponential growth conditions are satisfied, then also there is an f ′ ∈]f, 1[
such that with probability 1 − O

( 1
n

)
at most f ′n nodes are informed at the end of round

T (1, fn).

We note that the upper tail bound is tight apart from the implicit constants. This is
witnessed, for example, by the pull protocol, where rounds starting with only a constant
number of informed nodes have a constant probability of not informing any new node.

3.2 Exponential Shrinking Regime
In a sense dual to the previous regime, in many rumor spreading processes we observe that
the number of uninformed nodes shrinks by a constant factor once sufficiently many nodes
are informed. Again, the weaker shrinking at the beginning of this regime has only an O(1)
influence on the resulting rumor spreading times.

I Definition 5 (Exponential shrinking conditions). Let ρn be bounded between two positive
constants. Let 0 < g < 1, and a, c ∈ R≥0. We say that a homogeneous rumor spreading
process satisfies the upper (respectively lower) exponential shrinking conditions if for any
n ∈ N big enough, the following properties are satisfied for all u = n− k ≤ gn.
(i) 1− pk = 1− pn−u ≤ e−ρn + aun (respectively 1− pk = 1− pn−u ≥ e−ρn − aun ).
(ii) ck = cn−u ≤ c

u .
For the upper exponential shrinking conditions, we also assume that e−ρn + ag < 1.

I Theorem 6. If a homogeneous rumor spreading process satisfies the upper (lower) expo-
nential shrinking conditions, then there are A′α′ > 0 such that

E[T (n− bgnc, n)] ≤
(≥)

1
ρn

lnn +
(−)

O(1),

P[T (n− bgnc, n) ≥
(≤)

1
ρn

lnn +
(−)

r] ≤ A′ exp(−α′r) for all r ∈ N.

Again, the upper tail bound is tight apart from the constants as shown by the last rounds
of the push protocol.

3.3 Double Exponential Shrinking Regime
Protocols using pull operations in the absence of transmission failures display a faster
reduction of the number if uninformed nodes.
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I Definition 7 (Double exponential shrinking conditions). Let g ∈]0, 1], ` > 1, and a, c ∈ R≥0
such that ag`−1 < 1. We say that a homogeneous rumor spreading process satisfies the
upper (respectively lower) double exponential shrinking conditions if for any n big enough the
following properties are satisfied for all u = n− k ∈ [1, gn].
(i) 1− pn−u ≤ a

(
u
n

)`−1 (respectively 1− pn−u ≥ a
(
u
n

)`−1).
(ii) cn−u ≤ c nu2 .

I Theorem 8. If a homogeneous rumor spreading process satisfies the upper (lower) double
exponential shrinking conditions, then there are A′, α′ > 0 and R (depending on α) such that

E[T (n− bgnc, n)] ≤
(≥)

log` lnn +
(−)

O(1),

P[T (n− bgnc, n) ≥ log` lnn+ r] ≤ O(n−α
′r+A′) for all r ∈ N,

(P[T (n− bgnc, n) ≤ log` lnn−R] ≤ O(n−1+2`α)).

The last rounds of the push-pull protocol show that the upper tail bound is tight apart
from the constants. The lower tail bound is clearly not best possible, but most likely good
enough for most purposes.

3.4 Connecting Regimes
While often these above described three regimes suffice to fully analyze a rumor spreading
process, occasionally it is necessary or convenient to separately regard a constant number of
rounds between the growth and the shrinking regime. This is achieved by the following two
lemmas.

I Lemma 9. Consider a homogeneous rumor spreading process. Let 0 < ` < m < n and
0 < p < 1. Suppose for any number ` ≤ k < m, we have pk ≥ p. Then

E[T (`,m)] ≤ n−`
n−m ·

1
p ,

P[T (`,m) > r] ≤ n−`
n−m · (1− p)

r for all r ∈ N.

I Lemma 10. Let f, p ∈]0, 1[ and c > 0. Suppose that for any k < fn we have pk ≤ p and
ck ≤ c

n . Then there exists f ′ ∈]f, 1[ such that with probability 1−O
( 1
n

)
at the end of some

round the number of informed nodes will be between fn and f ′n.

4 Applying the Above Technical Results

In this section, we sketch how to use the above tools to obtain some of the results described
in Section 1.1. To ease the notation we always assume that nodes call random nodes,
that is, including themselves. The main observation is that computing the pk is usually
very elementary. For the covariance conditions, often we easily observe a negative or zero
covariance, but when this is not true, then things can become technical.

For the basic push, pull, and push-pull protocols, we easily observe that all covariances to
be regarded are negative or zero: Knowing that one uninformed node x1 becomes informed
in the current round has no influence on the pull call of another uninformed node x2. When
the protocol has push calls and x1 was informed via a push call, then this event makes it
slightly less likely that x2 becomes informed via a push call, simply because at least one
informed node is occupied with calling x1.
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The success probabilities pk are easy to compute right from the protocol definition. When
k nodes are informed, then the probabilities that an uninformed node becomes informed are

pk =


1− (1− 1/n)k for the push protocol,
k/n for the pull protocol,
pk = 1− (1− 1/n)k n−kn for the push-pull protocol.

Using elementary estimates like 1− k/n ≤ (1− 1/n)k ≤ 1− k/n+ k2/2n2, we see that the
push and pull protocols satisfy the exponential growth conditions with γn = 1, whereas the
push-pull protocol does the same with γn = 2. The push protocol satisfies the exponential
shrinking conditions with ρn = 1. The pull and push-pull protocols satisfy the double
exponential shrinking conditions with ` = 2. All growth conditions are satisfied at least up
to k = n/2 informed nodes and all shrinking conditions are satisfied at least for u ≤ n/2
uninformed nodes, so we do not need the intermediate lemmas. This proves our results given
in Table 1 for the fault-free case.

Faulty communication: The same arguments (with different constants γn and ρn) suffice
to analyze these protocols when messages get lost independently with probability 1− p. The
only structural difference is that now for the pull and push-pull protocols uninformed nodes
remain uninformed with at least constant probability. For this reason, now all three protocols
have an exponential shrinking phase.

The push-pull protocol with the restriction that nodes answer only a single incoming call
randomly chosen among the incoming calls is an example where the exponential growth and
shrinking conditions are harder to prove. To compute the pk we assume that all n calls have
a random unique priority in [1..n] and that the call with lowest priority number is accepted.
For fixed priority, the probability of being accepted is easy to compute, and this leads to the
success probability of a pull call. For the probability to become informed via a push call, the
simple argument that the first incoming call is from an informed node with probability k/n
solves the problem. When showing the covariance conditions, we face the problem that it is
indeed not clear if we have negative or zero covariance. The event that some node becomes
informed increases the chance that this node received a push call. This push call cannot
interfere with another node’s pull call to an informed node. So it does have some positive
influence on the probability of another uninformed node to become informed. Fortunately,
for our covariance conditions allow some positive correlation. Because of this, very generally
speaking, we can ignore certain difficulties to handle situations when they occur rare enough.

Dynamic communication graphs: Being maybe the result where it is most surprising that
bounds sharp apart from additive constants can be obtained, we now regard in more detail
a problem regarded in [7]. There, the performance of push rumor spreading in a group
of n agents was investigated when the actual communication network is changing in each
round. As one such dynamic models, it was assumed that the communication graph in each
round is a newly sampled G(n, p) random graph, that is, there is an edge independently with
probability p between any two vertices. For the ease of presentation, we assume that the
edge probability equals p = a/n for some constant a > 0. This is clearly the most interesting
case. For such (and larger) p, a rumor spreading time of Θ(logn) was shown to hold with
inverse-polynomial failure probability. Recalling that for p = a/n the graph G(n, p) is not
connected and has vertex degrees ranging from 0 to Θ(log(n)/ log log(n)), this result is not
obvious. Also, observe that the actions of all nodes in one round take place in the same
random graph, so there are dependencies that have to be taken into account.
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I Theorem 11. Let T be the time the push protocol needs to inform n nodes when in
each round a newly sampled G(n, p), p = a/n, random graph represents the communication
network. Then

E[T ] = log2−e−a n+ 1
1−e−a ln(n)±O(1)

and there are constants A′, α′ > 0 such that P[|T − E[T ]| ≥ r] ≤ A′ exp(α′r) holds for all
r ∈ N.

Recall that a vertex is isolated with probability e−a + O(1/n). Clearly, an informed
vertex when isolated necessarily fails to inform another vertex in this round. The rumor
spreading time proven above is the same as the one for the case that the communication
network is always a complete graph, but calls fail independently with probability e−a. Hence
in a sense the changing topology (with low vertex degrees) is not harmful apart from the
effect that it creates isolated vertices with constant rate. We did not expect this.

To prove Theorem 11, we first observe that the covariance properties are fulfilled. By
symmetry, we can assume that in a round starting with k informed nodes, we first sample
the random graph and decide for each node which neighbor it potentially calls in this round,
and only then decide randomly which k nodes are informed and have these call the random
neighbor determined before. Conditioning on the outcome of random graph, neighbor choice,
and on that nodes x and y are not informed, in the remaining random experiment the events
“x becomes informed” and “y becomes informed” clearly are negatively correlated.

Estimating the probability pk for an uninformed node to become informed in a round
starting with k informed nodes, is slightly technical. Since it is unlikely that two neighbors
of an uninformed node x are connected by an edge, the main contribution to pk stems
from the case that the informed neighbors of x form an independent set. Conditioning on
this outcome of the edges in {x} ∪N(x), each informed neighbor of x has an independent
probability of roughly (1− e−a)/a of calling x, giving (again taking care of the dependencies)
a probability of roughly 1− pk ≈ (1− a

n
1−e−a

a )k for the event that no informed node calls
x. From this, we estimate k

n (1 − e−a)(1 − k+O(1)
2n (1 − e−a)) ≤ pk ≤ k

n (1 − e−a + O(1/n)),
showing that the exponential growth conditions are satisfied with γn = 1 − e−a. Similar
arguments, again taking some care for the dependencies that the random graph imposes on
the actions of informed neighbors, show that the upper exponential shrinking conditions are
satisfied for ρn = 1− e−a, whereas the lower exponential shrinking conditions are satisfied
with ρn = 1− e−a +O(log(n)2/n).

5 Summary, Outlook

In this work, we presented a general, easy-to-use method to analyze homogeneous rumor
spreading processes on complete networks (including memoryless dynamic settings). Such
processes are important in many applications, among others, due to the use of random peer
sampling services in many distributed systems. Such processes also correspond to the fully
mixed population model in mathematical epidemiology.

The two main strengths of our method are (i) that it builds only on estimates for the
probability and the covariance of the events that new nodes become informed—consequently,
many processes can be analyzed with identical arguments (as opposed to all previous works),
and (ii) that it determines the expected rumor spreading time precise apart from additive
constants (with tail bounds giving in most cases that deviations by an additive number
r of rounds occur with probability exp(−Ω(r)) only). The key to our results is distilling
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growth and shrinking conditions which cover essentially all previously regarded homogeneous
processes and which imply the desired runtime bounds.

From a broader perspective, this work shows that the traditional approach to randomized
processes of splitting the analysis in several phases and then trying to understand each phase
with uniform arguments might not be the ideal way to capture the nature of processes with
a behavior changing continuously over time. While we demonstrated that the more careful
round-target approach is better suited for homogeneous rumor spreading processes, one can
speculate if similar ideas are profitable for other randomized algorithms or processes regarded
in computer science.
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Abstract
Iterative load balancing algorithms for indivisible tokens have been studied intensively in the past,
e.g., [21, 18, 24]. Complementing previous worst-case analyses, we study an average-case scenario
where the load inputs are drawn from a fixed probability distribution. For cycles, tori, hypercubes
and expanders, we obtain almost matching upper and lower bounds on the discrepancy, the
difference between the maximum and the minimum load. Our bounds hold for a variety of
probability distributions including the uniform and binomial distribution but also distributions
with unbounded range such as the Poisson and geometric distribution. For graphs with slow
convergence like cycles and tori, our results demonstrate a substantial difference between the
convergence in the worst- and average-case. An important ingredient in our analysis is a new
upper bound on the t-step transition probability of a general Markov chain, which is derived by
invoking the evolving set process.
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1 Introduction

In the last decade, large parallel networks became widely available for industrial and academic
users. An important prerequisite for their efficient usage is to balance their work efficiently.
Load balancing is known to have applications to scheduling [27], routing [9], numerical
computation such as solving partial differential equations [29, 28, 26], and finite element
computations [13]. In the standard abstract formulation of load balancing, processors are
represented by nodes of a graph, while links are represented by edges. The objective is to
balance the load by allowing nodes to exchange loads with their neighbors via the incident
edges. In this work we will study a decentralized and iterative load balancing protocol where
a processor knows only its current load and that of the neighboring processors. Based on
this, decides how much load should be sent (or received).

Load Balancing Models. A widely used approach is diffusion, e.g., the first-order-diffusion
scheme [9, 18], where the amount of load sent along each edge in each round is proportional
to the load difference between the incident nodes. In this work, we consider the alternative,
the so-called matching model, where in each round only the edges of a matching are used

∗ See [8] for a full version of this work, https://arxiv.org/abs/1703.08702.
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to average the load locally. In comparison to diffusion, the matching model reduces the
communication in the network and moreover tends to behave in a more “monotone” fashion
than diffusion, since it avoids concurrent load exchanges which may increase the maximum
load or decrease the minimum load in certain cases.

We measure the smoothness of the load distribution by the so-called discrepancy, which
is the difference between the maximum and minimum load among all nodes. In view of
more complex scenarios where jobs are eventually removed or new jobs are generated, the
discrepancy seems to be a more appropriate measure than the makespan, which only considers
the maximum load.

Many studies in load balancing assume that load is arbitrarily divisible. In this so-called
continuous case, load balancing corresponds to a Markov chain on the graph and one can
resort to a wide range of established techniques to analyze the convergence speed [6, 11, 18].
In particular, the spectral gap captures the time to reach a small discrepancy fairly accurately,
e.g., see [25, 21] for the diffusion and see [7, 17] for the matching model.

However, in many applications a processor’s load may consist of tasks which are not
further divisible. That is why the continuous case has been also referred to as “idealized
case” [21]. A natural way to model indivisible tasks is the unit-size token model where one
assumes a smallest load entity, the unit-size token, and load is always represented by a
multiple of this smallest entity. In the following, we will refer to the unit-size token model as
the discrete case.

Initiated by the work of [21], there has been a number of studies on load balancing in the
discrete case. Unlike the deterministic rounding in [21], [24] analyzed a randomized rounding
based strategy, meaning that an excess token will be distributed uniformly at random among
the two communicating nodes. The authors of [24] proved that with this strategy the time to
reach constant discrepancy in the discrete case is essentially the same as the corresponding
time in the continuous case. Their results hold both for the random matching model, where
in each round a new random matching is generated by a simple distributed protocol, and
the balancing circuit model (a.k.a. dimension exchange), where a fixed sequence of matching
is applied periodically. In this work, we will focus on the balancing circuit model, which is
particularly well suited for highly structured graphs such as cycles, tori or hypercubes.

Worst-Case vs. Average-Case Inputs. Previous work has almost always adopted the usual
worst-case framework for deriving bounds on the load discrepancy [21]. That means any
upper bound on the discrepancy holds for an arbitrary input, i.e., an arbitrary initial load
vector. While it is of course very natural and desirable to have such general bounds, the
downside is that for graphs with poor expansion like cycles or 2D-tori, the convergence is
rather slow, i.e., quadratic or linear in the number of nodes n. This serves as a motivation to
explore an average-case input. Specifically, we assume that the number of load items at each
node is sampled independently from a fixed distribution. Our main results demonstrate that
the convergence of the load vector is considerably quicker (measured by the load discrepancy),
especially on networks with slow convergence in the worst-case such as cycles and 2D-tori.

We point out that many related problems including scheduling on parallel machines or
load balancing in a dynamic setting (meaning that jobs are continuously added and processed)
have been studied under random inputs, e.g., [3, 12, 2]. To the best of our knowledge, only
very few works have studied this question in iterative load balancing. One exception is [22],
which investigated the performance of continuous load balancing on tori in the diffusion
model. In contrast to this work, however, only upper bounds are given and they hold for
the multiplicative ratio between maximum and minimum load, rather than the discrepancy.
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Another related work is [4], which presents a distributed algorithm for community detection
that is based on averaging a random {−1, 1} initial load vector.

1.1 Notation and Background
We assume that G = (V,E) is an undirected, connected graph with n nodes labeled in
[0, n − 1]. Unless stated otherwise, all logarithms are to the base e. The notations P [E ]
and E [X] denote the probability of an event E and the expectation of a random variable
X, respectively. For any n-dimensional vector x, disc(x) = maxi xi −mini xi denotes the
discrepancy. By 1

n we denote the vector with all values being 1
n .

Matching Model. In the matching model (sometimes also called dimension exchange model),
every two matched nodes in round t balance their load as evenly as possible. This can
be expressed by a symmetric n by n matching matrix M(t), where with slight abuse of
notation we use the same symbol for the matching and the corresponding matching matrix.
Formally, matrix M(t) is defined by M(t)

u,u = 1/2, M(t)
v,v = 1/2 and M(t)

u,v = M(t)
v,u = 1/2 if

{u, v} ∈M(t) ⊆ E, and M(t)
u,u = M(t)

v,v = 1, M(t)
u,v = 0 (u 6= v) if u, v are not matched.

Balancing Circuit. In the balancing circuit model, a specific sequence of matchings is applied
periodically. More precisely, let M(1), . . . ,M(d) be a sequence of d matching matrices, also
called period 1. Then in step t ≥ 1, we apply the matching matrix M(t) := M(((t−1) mod d)+1).
We define the round matrix by M :=

∏d
s=1 M(s). If M is symmetric, we define λ(M) to

be its second largest eigenvalue (in absolute value). Following [21], if M is not symmetric
(which is usually the case), we define λ(M) as the second largest eigenvalue of the symmetric
matrix M ·MT , where MT is the transpose of M. We always assume that λ(M) < 1, which
is guaranteed to hold if the matrix M is irreducible. Since M is doubly stochastic, all powers
of M are doubly stochastic. A natural choice for the d matching matrices is given by an edge
coloring of G. There are various efficient distributed edge coloring algorithms, e.g. [20, 19].

Balancing Circuit on Specific Topologies. For cycles, we will consider the natural “Odd-
Even” scheme meaning that for M(1), the matching consists of all edges {j, (j + 1) (mod n)}
for any odd j, while for M(2), the matching consists of all edges {j, (j + 1) (mod n)} for any
even j. More generally, for r-dimensional tori with vertex set [0, n1/r − 1]r, we will have
2 · r matchings in total, meaning that for every dimension 1 ≤ i ≤ r we have two matchings
along dimension i, similar to the definition of matchings for the cycle. For hypercubes, the
canonical choice is dimension exchange consisting of d = log2 n matching matrices M(i) by
M(i)

u,v = 1/2 if and only if the bit representation of u and v differ only in bit i.

Continuous Case vs. Discrete Case. In the continuous case, load is arbitrarily divisible.
Let ξ(0) ∈ Rn be the initial load represented as a row vector, and in every round two matched
nodes average their load perfectly. We consider the load vector ξ(t) after t rounds in the
balancing circuit model (that means, after the executions of t · d matchings in total). This
process corresponds to a linear system ξ(t) = ξ(t−1) M, which results in ξ(t) = ξ(0) Mt.

Let us now turn to the discrete case with indivisible, unit-size tokens. Let x(0) ∈ Nn be
the initial load vector with average load x :=

∑
w∈V x

(0)
w /n, and x(t) be the load vector at

the end of round t. In case the sum of tokens of the two paired nodes is odd, we employ the

1 Note that d may be different from the maximal degree (or degree) of the underlying graph.
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random orientation (or randomized rounding) [21, 24]. More precisely, if there are two nodes
u and v with load a and b being paired by matching M(t), then node u gets either

⌈
a+b

2
⌉
or⌊

a+b
2
⌋
tokens, with probability 1/2 each. The remaining tokens are assigned to node v.

The Average-Case Setting. We consider a setting where each entry of the initial load
vector x(0) is chosen from an exponentially concentrated probability distribution D with
expectation µ and variance σ2 (see Definition 1.1). Our main results in this paper hold for
all distributions satisfying the following definition.

I Definition 1.1. A distribution D over N ∪ {0} with expectation µ and variance σ2 is
exponentially concentrated if there is a constant κ > 0 so that for any X ∼ D, δ > 0,

P [|X − µ| ≥ δ · σ] ≤ exp (−κδ) .

In the following, we refer to average-case when the initial number of load items on each
vertex is drawn independently from a fixed exponentially concentrated distribution.

I Lemma 1.2. The uniform distribution, binomial distribution, geometric distribution and
Poisson distribution are all exponentially concentrated.

I Lemma 1.3. Let D be an exponentially concentrated distribution and let X ∼ D. Then,

P [|X − µ| ≤ 8/κ · σ logn] ≥ 1− n−3.

In particular, the initial discrepancy satisfies disc(x(0)) = O(σ · logn) with probability 1−n−2.

The advantage of Lemma 1.3 is that we can use a simple conditioning trick to work with
distributions that have a finite range and can therefore be analyzed by Hoeffding’s inequality.
Therefore in the analysis we may simply work with a bounded-range distribution D̃, which
is D under the condition that only values in the interval [µ− 8/κ · σ logn, µ+ 8/κ · σ logn]
occur.

1.2 Our results
Our first contribution is a general formula that allows us to express the load difference
between an arbitrary pair of nodes in round t.

I Theorem 1.4. Consider the balancing circuit model with an arbitrary round matrix M in
the average case. Then for any pair of nodes u, v and round t, it holds for any δ > 0 that

P
[∣∣∣x(t)

u − x(t)
v

∣∣∣ ≥ δ · 16
√

2/κ · σ · logn ·
∥∥Mt

.,u −Mt
.,v

∥∥
2 +

√
64 logn

]
≤ 2 · e−δ

2
+ 2n−3.

Furthermore, for any pair of vertices u, v, we have the following lower bound:

P
[∣∣∣x(t)

u − x(t)
v

∣∣∣ ≥ σ/(2√2 log2 σ) ·
∥∥Mt

.,u −Mt
.,v

∥∥
2 −

√
64 logn

]
≥ 1

16 .

I Remark. The lower bound above is useless if σ is small, say, at most a constant. However
for sufficiently large σ, the lower bound gives a useful result (see also Section 4 & 5).

The proof of the upper bound Theorem 1.4 is the easier direction, and it relies on a
previous result relating continuous and discrete load balancing from [24]. The lower bound
is technically more challenging and applies a generalized version of the central limit theorem.

Together, the upper and lower bound in the above result establish that the load deviation
between any two nodes u and v is essentially captured by

∥∥Mt
.,u −Mt

.,v

∥∥
2. However, in
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some instances it might be desirable to have a more tangible estimate at the expense of
generality. To this end, we first observe that

∥∥Mt
.,u −Mt

.,v

∥∥2
2 ≤ 4 · maxk∈V

∥∥∥Mt
.,k − 1

n

∥∥∥2

2
(see Lemma 3.1). Hence we are left with the problem of bounding the t-step probability
vector Mt

.,k.
For reversible Markov chains, the last expression has been analyzed in several works. For

example, [15, Lemma 3.6] implies that for random walks on graphs, Pt
u,v = O(deg(v)/

√
t).

However, the Markov chain associated to M is not reversible in general. For irreversible
Markov chains, [14] used the so-called evolving set process to derive a similar bound.
Specifically, they proved in [14, Theorem 17.17] that if P denotes the transition matrix of a
lazy random walk (i.e., a random walk with loop probability at least 1/2) on a graph with
maximal degree ∆, π the stationary distribution of P, then for any vertex x ∈ V :∣∣Pt

x,x − πx
∣∣ ≤ √2∆5/2

√
t

.

Such estimates have been used in applications besides load balancing, including distributed
random walks and spanning tree enumeration [23, 15]. Here we generalize this result to Markov
chains with an arbitrary loop probability and to arbitrary t-step transition probabilities:

I Theorem 1.5. Let P be the transition matrix of an irreducible Markov chain and π its
stationary distribution. Then we have for all states x, y and step t,∣∣Pt

x,y − πy
∣∣ ≤ π

3/2
max

π
3/2
min
· 2
β1/2α

√
1− β + α

αt
,

where α := min
u 6=v

Pu,v > 0 and β := min
u

Pu,u > 0.

Applying this bound to a round matrix M formed of d = O(1) matchings we obtain∣∣Mt
u,v − 1/n

∣∣ = O(t−1/2). It should be noted that [24, Lemma 2.5] proved a weaker version
where the upper bound is only O(t−1/8) instead of O(t−1/2). As proven in Lemma 4.2, the
bound O(t−1/2) is asymptotically tight if we consider the balancing circuit model on cycles.

Combining the bound in Theorem 1.5 with the upper bound in Theorem 1.4 yields:

I Theorem 1.6. Consider the balancing circuit model with an arbitrary round matrix M
consisting of d = O(1) matchings in the average case. The discrepancy after t rounds is
O(t−1/4 · σ · (logn)3/2 +

√
logn) with probability 1−O(n−1).

Since the initial discrepancy in the average case is O(σ·logn) (see Lemma 1.3), Theorem 1.6
implies that in the average case, there is a significant decrease (roughly of order t−1/4) in
the discrepancy, regardless of the underlying topology. For round matrices M with small
second largest eigenvalue, the next result provides a significant improvement:

I Theorem 1.7. Consider the balancing circuit model with an arbitrary round matrix M
consisting of d matchings in the average case. We can derive that the discrepancy after t
rounds is O(λ(M)t/4 · σ · (logn)3/2 +

√
logn) with probability 1−O(n−1).

In Section 4, we derive bounds on the discrepancy for concrete topologies (see Table 1).
Finally, we discuss our results and compare them with the convergence of the discrepancy

in the worst-case in Section 5. On a high level, these results demonstrate that on all the
considered topologies, we have much faster convergence in the average-case than in the
worst-case. However, if we are only interested in the time to achieve a very small, say,
constant or poly-logarithmic discrepancy, then we reveal an interesting dichotomy: we have a
quicker convergence than in the worst-case iff the standard deviation σ is smaller than some
threshold depending on the topology. We observe the same phenomena in our experiments.
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Table 1 Discrepancy bounds (without logarithmic factors) for different topologies.

Graph disc(x(t))
Cycle t−1/4 · σ

r-dim. Torus t−r/4 · σ
Expander λt/4 · σ
Hypercube 2−t/2 · σ

2 Proof of the General Bound (Theorem 1.4)

2.1 Proof of Theorem 1.4 (Upper Bound)
We will use the following result from [24] that bounds the deviation between the continuous
and discrete load, assuming that we have ξ(0) = x(0).

I Theorem 2.1 ([24, Theorem 3.6(i)]). Consider the balancing circuit model with an arbitrary
round matrix M. Then for any round t ≥ 1 it holds that

P
[
max
w∈V

∣∣∣x(t)
w − ξ(t)

w

∣∣∣ ≤√16 · logn
]
≥ 1− 2n−3.

The basic proof idea is as follows. Since ξ(t)
u − ξ(t)

v =
∑
w∈V ξ

(0)
w · (Mt

w,u −Mt
w,v), it is

a weighted sum of n i.i.d. random variables and its expectation is 0. We then can apply
Hoeffding’s inequality to obtain the theorem.

2.2 Proof of Theorem 1.4 (Lower Bound)
The proof of the lower bound will use the following quantitative version of a central limit
type theorem for independent but non-identical random variables.

I Theorem 2.2 (Berry-Esseen [5, 10] for non-identical r.v.). Let X1, X2, ..., Xn be independently
distributed with E [Xi] = 0, E

[
X2
i

]
= Var(Xi) = σ2

i , and E
[
|Xi|3

]
= ρi <∞. If Fn(x) is the

distribution of X1+...+Xn√
σ2

1+σ2
2+...+σ2

n

and Φ(x) is the standard normal distribution, then

|Fn(x)− Φ(x)| ≤ C0ψ0,

where ψ0 =
(∑n

i=1 σ
2
i

)−3/2 ·
∑n
i=1 ρi and C0 > 0 is a constant.

With this concentration tool at hand, we are able to prove the lower bound in Theorem 1.4.
Unfortunately, it appears quite difficult to apply Theorem 2.2 directly to ξ(t)

u − ξ(t)
v , since we

need a good bound on the error term ψ0. To this end, we will first partition the vertex set V
into buckets with equal contribution to ξ(t)

u − ξ(t)
v . Then we will apply Theorem 2.2 to the

bucket with the largest variance.

Proof of Theorem 1.4 (Lower Bound). We first consider ξ(t)
u − ξ(t)

v :

dev := ξ(t)
u − ξ(t)

v =
∑
w∈V

ξ(0)
w ·

(
Mt

w,u −Mt
w,v

)
,

which is a weighted sum of i.i.d. random variables with expectation µ and variance σ2.
As mentioned earlier, we have E [dev] =

∑
w∈V E

[
ξ

(0)
w

]
·
(
Mt

w,u −Mt
w,v

)
= 0 since M is a

doubly stochastic matrix. Of course, we could apply Theorem 2.2 directly to dev, but it
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appears difficult to control the error term ψ0. Therefore we will first partition the above sum
into buckets where the weights of the random variables are roughly the same.

More precisely, we will partition V into 2 log2 σ buckets, where for each i we have
Vi :=

{
w ∈ V : |Mt

w,u −Mt
w,v| ∈ (2−i−1, 2−i]

}
for 1 ≤ i ≤ 2 log2 σ − 1, and V2 log2 σ :={

w ∈ V :
∣∣Mt

w,u −Mt
w,v

∣∣ ≤ 1
σ2

}
.

Further, let us consider the variance of dev, since Var(aX) = a2Var(X) and the inputs
are independent random variables:

σ2
dev =

∑
w∈V

(
Mt

w,u −Mt
w,v

)2
σ2.

Then by the pigeonhole principle there exists an index 1 ≤ i ≤ 2 log2 σ such that∑
w∈Vi

(
Mt

w,u −Mt
w,v

)2
σ2 ≥ 1

2 log2 σ
· σ2

dev.

This is equivalent to

∑
w∈Vi

(
Mt

w,u −Mt
w,v

)2 ≥ 1
2 log2 σ

·
∑
w∈V

(
Mt

w,u −Mt
w,v

)2
.

Firstly, if such index i is just 2 log2 σ, we can prove the lower bound easily. Now we can
derive that, for all w in Vi,∥∥Mt

.,u −Mt
.,v

∥∥2
2 ≤

∥∥Mt
.,u −Mt

.,v

∥∥
∞ ·
∥∥Mt

.,u −Mt
.,v

∥∥
1 ≤

1
σ2 · 2 = O(σ−2).

Then in Theorem 1.4
∥∥Mt

.,u −Mt
.,v

∥∥
2 is O(σ−1) and the lower bound holds trivially. There-

fore, we will assume in the remainder of the proof that i < 2 log2 σ.
We now decompose dev into dev = S + Sc, where

S :=
∑
w∈Vi

ξ(0)
w ·

(
Mt

w,u −Mt
w,v

)
and Sc :=

∑
w 6∈Vi

ξ(0)
w ·

(
Mt

w,u −Mt
w,v

)
.

Let us first analyze S. We need to apply Theorem 2.2 to S. Before applying Theorem 2.2,
we scale the original distribution to ξ

′(0)
w = ξ

(0)
w − µ to make the expectation be 0. In

preparation for this, let us first upper bound ψ0. Using the definition of exponentially
concentrated distributions, it follows that for any constant k, the first k moments of ξ

′(0)
w are

all bounded from above by O(σk). Hence,

ψ0 =

∑
w∈Vi

E
[∣∣∣ξ′(0)

w ·
(
Mt

w,u −Mt
w,v

)∣∣∣3](∑
w∈Vi

E
[(
ξ

′(0)
w ·

(
Mt

w,u −Mt
w,v

))2
])3/2 ≤

O(σ3) ·
∑
w∈Vi

∣∣Mt
w,u −Mt

w,v

∣∣3
σ3
(∑

w∈Vi

(
Mt

w,u −Mt
w,v

)2
)3/2 .

Recalling that for any w ∈ Vi,
∣∣Mt

w,u −Mt
w,v

∣∣ ∈ (2−i−1, 2−i], we can simplify the above
expression as follows:

ψ0 = O

(
|Vi| · 2−3i

|Vi|3/2 · 2−3i

)
= O(|Vi|−1/2).
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In the following, we will assume that |Vi| ≥ C1, where C1 > 0 is a sufficiently large
constant to be specified later. Since Var(aX) = a2Var(X), we have

Fn(x) = P

∑w∈Vi
ξ

′(0)
w ·

(
Mt

w,u −Mt
w,v

)
σ
√∑

w∈Vi

(
Mt

w,u −Mt
w,v

)2
≤ x


= P

S − E [S] ≤ xσ
√∑
w∈Vi

(
Mt

w,u −Mt
w,v

)2

 .
Since |Vi| ≥ C1, there is a constant C2 = C2(C1, C0) > 0 such that C0 · ψ0 ≤ C2 and

P

S − E [S] ≥ xσ
√∑
w∈Vi

(
Mt

w,u −Mt
w,v

)2

 ≥ Φ(−x)− C0ψ0 ≥ Φ(−x)− C2.

Now let Φc(x) denote the complement of the standard normal distribution. By using [1,
Formula 7.1.13] and substitution we get:

1
√
π(x+

√
x2 + 2)ex2 < Φc(x) 6 1

√
π(x+

√
x2 + 4/π)ex2 .

Hence by Φ(−x) = Φc(x), choosing x = 1 and C1 sufficiently large,

P

S − E [S] ≥ σ
√∑
w∈Vi

(
Mt

w,u −Mt
w,v

)2

 ≥ 1
16 .

Similarly, we can derive that

P

E [S]− S ≥ σ
√∑
w∈Vi

(
Mt

w,u −Mt
w,v

)2

 ≥ 1
16 .

Hence, independent of what the value Sc is, there is still a probability of at least 1/16 so
that |S + Sc| ≥ σ/2 ·

√
1/(2 log2 σ) ·

√∑
w∈V

(
Mt

w,u −Mt
w,v

)2, which completes the proof
for the case |Vi| ≥ C1. The case |Vi| < C1 is similar and omitted here. The basic idea is not
to apply Berry-Esseen but simply use the fact that any exponentially distributed random
variable deviates from the expectation by Ω(σ) with constant probability. J

3 Proof of the Universal Bounds (Theorem 1.6, Theorem 1.7)

In the previous section we proved that the deviation between the loads of two nodes u and
v is essentially captured by

∥∥Mt
.,u −Mt

.,v

∥∥
2. However, in some cases it might be hard to

compute or estimate this quantity for arbitrary vertices u and v. Therefore we will establish
Theorem 1.6 which gives a more concrete estimate.

3.1 Proof of Theorem 1.6
The proof of Theorem 1.6 is fairly involved and we sketch the high level ideas. We first show
that

∥∥Mt
.,u −Mt

.,v

∥∥2
2 can be upper bounded in terms of the `2-distance to the stationary

distribution.
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I Lemma 3.1. Consider the balancing circuit model with an arbitrary round matrix M.
Then for all u, v ∈ V , we have ‖Mt

.,u −Mt
.,v‖2

2 ≤ 4 ·maxk∈V ‖Mt
.,k − 1

n‖
2
2. Further, for any

u ∈ V we have maxv∈V ‖Mt
.,u −Mt

.,v‖2
2 ≥ ‖Mt

.,u − 1
n‖

2
2.

The next step and main ingredient of the proof of Theorem 1.6 is to establish that
‖Mt

.,k − 1
n‖∞ = O(1/

√
t). This result will be a direct application of a general bound on

the t-step probabilities of an arbitrary, possibly non-reversible Markov chain, as given in
Theorem 1.5 from page 5:

In this subsection we prove Theorem 1.6, assuming the correctness of Theorem 1.5 whose
proof is deferred to Section 3.2.

Proof of Theorem 1.6. By Theorem 1.4 and Lemma 3.1, we obtain

P
[∣∣∣x(t)

u − x(t)
v

∣∣∣ ≥ δ · 16
√

2/κ · σ · logn ·max
k∈V

∥∥∥∥Mt
.,k −

1
n

∥∥∥∥
2

+
√

64 logn
]
≤ 2e−δ

2
+ 2n−3.

Hence we can find a δ =
√

3 logn so that the latter probability gets smaller than 4n−3. Further,
by applying Theorem 1.5 with α = β = 2−d to P = M we conclude that ‖Mt

.,k − 1
n‖∞ =

O(t−1/2), since d = O(1). Using ‖.‖2
2 ≤ ‖.‖∞ · ‖.‖1, ‖Mt

.,k − 1
n‖

2
2 = O(t−1/2) and the union

bound, disc(x(t)) = O(t−1/4 · σ · (logn)3/2 +
√

logn) with probability at least 1− 4n−1. J

3.2 Proof of Theorem 1.5
This section is devoted to the proof of Theorem 1.5. Our proof is based on the evolving-set
process, which is a Markov chain based on any given irreducible, not necessarily reversible
Markov chain on Ω. For the definition of the evolving set process, we closely follow the
exposition in [14, Chapter 17].

Let P denote the transition matrix of an irreducible Markov chain and π its stationary
distribution. Pt is the t-step transition probability matrix. The edge measure Q is defined
by Qx,y := πxPx,y and Q(A,B) =

∑
x∈A,y∈B Qx,y.

I Definition 3.2. Given a transition matrix P, the evolving-set process is a Markov chain
on subsets of Ω defined as follows. Suppose the current state is S ⊂ Ω. Let U be a random
variable which is uniform on [0, 1]. The next state of the chain is the set

S̃ =
{
y ∈ Ω : Q(S, y)

πy
≥ U

}
.

This chain is not irreducible because ∅ and Ω are absorbing states. It follows that

P [y ∈ St+1 |St] = Q(St, y)
πy

since the probability that y ∈ St+1 is equal to the probability of the event that the chosen
value of U is less than Q(St,y)

πy
.

I Proposition 3.3 ([14, Proposition 17.19]). Let (Mt) be a non-negative martingale with
respect to (Yt), and define Th := min{t ≥ 0 : Mt = 0 or Mt ≥ h}. Assume that for any h ≥ 0

For t < Th, Var(Mt+1 |Y0, . . . , Yt) ≥ σ2, and
MTh

≤ Dh.
Let T := T1. If M0 is a constant, then P [T > t] ≤ 2M0

σ

√
D
t .

We now generalize [14, Lemma 17.14] to cover arbitrarily small loop probabilities.
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I Lemma 3.4. Let (Ut) be a sequence of independent random variables, each uniform on
[0, 1], such that St+1 is generated from St using Ut+1. Then with β := min

u
Pu,u > 0,

E [π(St+1) |Ut+1 ≤ β, St = S] ≥ π(S) +Q(S, Sc),

E [π(St+1) |Ut+1 > β, St = S] ≤ π(S)− βQ(S, Sc)
1− β .

The derivation of the next lemma closely follows the analysis in [14, Chapter 17].

I Lemma 3.5. For any two states x, y,
∣∣Pt

x,y − πy
∣∣ ≤ πy

πx
· P{x} [τ > t] .

Now we want to use Proposition 3.3 to bound P{x} [τ > t]. To apply it, we substitute
the following parameters: M0 is be π({x}), Yt is St, and T = T1 := min{t ≥ 0 : π(St) =
0 or π(St) ≥ 1}. Hence in our case, τ is the same as T (or T1) in the proposition. The
following two lemmas elaborate on the two preconditions (i) and (ii) of Proposition 3.3.

I Lemma 3.6. For any time t and S0 = {x}, VarSt(π(St+1)) ≥ βπ2
minα

2.

Finally, we derive an upper bound on the amount by which St can increase in one iteration.

I Lemma 3.7. For any time t and S0 = {x}, π(St+1) ≤
(

1−β
α + 1

)
πmax
πmin

· π(St).

The proof of Theorem 1.5 follows then by combining Proposition 3.3, Lemma 3.4, Lemma
3.5, Lemma 3.6 and Lemma 3.7.

3.3 Proof of Theorem 1.7
We now prove the following discrepancy bound that depends on the λ(M), as defined in
Section 1.1.

Proof of Theorem 1.7. By [24, Lemma 2.4], for any pair of vertices u, v ∈ V ,
∣∣Mt

u,v − 1
n

∣∣ ≤
λ(M)t/2. Hence by Lemma 3.1,

∥∥Mt
.,u −Mt

.,v

∥∥
2 = O(λ(M)t/4). The bound on the discrep-

ancy follows from Theorem 1.4 and the union bound over all vertices. J

4 Applications to Different Graph Topologies

Cycles. Recall that for the cycle, V = {0, . . . , n− 1} is the set of vertices, and the distance
between two vertices is dist(x, y) = min{y − x, x+ n− y} for any pair of vertices x < y.

The upper bound on the discrepancy follows directly from Theorem 1.6, and it only
remains to prove the lower bound. To this end, we will apply the lower bound in Theorem 1.4
and need to derive a lower bound on ‖Mt

.,u − 1
n‖

2
2. Intuitively, if we had a simple random

walk, we could immediately infer that this quantity is Ω(1/
√
t). Since after t steps, the

random walk is with probability ≈ 1/
√
t at any vertex with distance at most O(

√
t). To

prove that this also holds for the load balancing process, we first derive a concentration
inequality that upper bounds the probability for the random walk to reach a distant state:

I Lemma 4.1. Consider the standard balancing circuit model on the cycle with round matrix
M. Then for any u ∈ V and δ ∈ (0, n/2− 1), we have∑

v∈V : dist(u,v)≥δ

Mt
u,v ≤ 2 · exp

(
− (δ − 2)2

8t

)
.

With the help of Lemma 4.1, we can indeed verify our intuition:
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I Lemma 4.2. Consider the standard balancing circuit model on the cycle with round matrix
M. Then for any vertex u ∈ V , ‖Mt

.,u − 1
n‖

2
2 = Ω(1/

√
t).

Lemma 4.2 also proves that the factor
√

1/t in the upper bound in Theorem 1.5 is the
best possible. The lower bound on the discrepancy now follows by combining Lemma 4.2
with Theorem 1.4 and Lemma 3.1 stating that for any vertex u ∈ V , there exists another
vertex v ∈ V such that ‖Mt

.,u −Mt
.,v‖2

2 ≥ ‖Mt
.,u − 1

n‖
2
2 = Ω(1/

√
t).

Tori. In this section we consider r-dimensional tori, where r ≥ 1 is any constant. For
the upper bound, note that the computation of Mt

.,. can be decomposed to independent
computations in the r dimensions, and each dimension has the same distribution as the cycle
on n1/r vertices. Specifically, if we denote by M̃ the round matrix of the standard balancing
circuit scheme on the cycle with n1/r vertices and M is the round matrix of the r-dimensional
torus with n vertices, then for any pair of vertices x = (x1, . . . , xr), v = (y1, . . . , yr) on the
torus we have Mt

x,y =
∏r
i=1 M̃t

xi,yi
. From Theorem 1.5, |M̃t

xi,yi
− 1

n1/r | = O(t−1/2), and
therefore, since r is a constant,

Mt
x,y ≤

r∏
i=1

(
1

n1/r +O(t−1/2)
)

= O(t−r/2 + n−1),

and thus
∥∥Mt

x,y − 1
n

∥∥2
2 = O(t−r/2) for any pair of vertices x, y. Hence by Lemma 3.1,∥∥Mt

.,u −Mt
.,v

∥∥2
2 = O(t−r/2). Plugging this bound into Theorem 1.4 yields that the load

difference between any pair of the nodes u and v at round t is at most O(t−r/4 · σ · log3/2 n+√
logn) with probability at least 1−4n−1. The bound on the discrepancy now simply follows

by the union bound.
We now turn to the lower bound on the discrepancy. With the same derivation as in

Lemma 4.2 we obtain the following result:

I Lemma 4.3. Consider the standard balancing circuit model on the r-dimensional torus
with round matrix M. Then for any vertex u ∈ V , ‖Mt

.,u − 1
n‖

2
2 = Ω(t−r/2).

The lower bound on the torus follows by combining Lemma 4.3 and Theorem 1.4.

Expanders. The upper bound O(λ(M)t/4 · σ · (logn)3/2 +
√

logn) for expanders follows
immediately from Theorem 1.7. For the lower bound, since the round matrix consists of d
matchings, it is easy to verify that whenever Mt

u,v > 0, we have Mt
u,v ≥ 2−d·t. Consequently,

for any vertex u ∈ V ,
∥∥Mt

.,u − 1
n

∥∥2
2 = Ω(2−d·t). Plugging this into Theorem 1.4 yields a

lower bound on the discrepancy which is Ω(2−d·t/2 · σ/
√

log σ).

Hypercubes. For the hypercube, there is a worst-case bound of log2 log2 n + O(1) [16,
Theorem 5.1 & 5.3] for any input after log2 n iterations of the dimension-exchange, i.e., after
one execution of the round matrix. Hence, we will only analyze the discrepancy after s
matchings, where 1 ≤ s < log2 n. By applying the same analysis as in Theorem 1.7, but now
with |

∏t
s=1 M(s)

u,v− 1
n | ≤ 2−t, we obtain that the discrepancy is O(2−t/2 ·σ ·(logn)3/2+

√
logn).

Applying Theorem 1.4, we obtain the lower bound Ω(2−t/2 · σ/
√

log σ).

5 Discussion and Empirical Results

We will now compare our average-case to a worst-case scenario on cycles, 2D-tori and
hypercubes. For the sake of concreteness, we always assume that the input is drawn from a
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uniform distribution Uni[0, 2K]. Our choice for the worst-case load vector will have (roughly)
the same number of tokens and initial discrepancy. However, the exact definition of the
vector will depend on the underlying topology.

Cycles and 2D-Tori For the worst-case setting on cycles, fix an arbitrary node u ∈ V and
let all nodes with distance at most n/4 initially have a load of 2K while all the other nodes
have load 0. This gives rise to a load vector with nK tokens and initial discrepancy 2K. For
2D-tori, fix an arbitrary node u ∈ V and assign a load of 2K to the n/2 nearest neighbors
and load 0 otherwise. This defines a load vector with nK tokens and initial discrepancy 2K.

The next result provides a lower bound on the discrepancy for cycles and 2D-tori in the
aforementioned worst-case setting. It essentially shows that for worst-case inputs, Ω(n2)
rounds and Ω(n) rounds are necessary for the cycle, 2D-tori, respectively, in order to reduce
the discrepancy by more than a constant factor. This stands in sharp contrast to Theorem 1.6,
proving a decay of the discrepancy by ≈ t−1/4, starting from the first round.

I Proposition 5.1. For the aforementioned worst-case setting on the cycle, it holds for
any round t > 0 that disc(x(t)) ≥ 1

8 ·K ·
(

1− exp
(
− n2

2048t

))
−
√

64 logn, with probability
at least 1 − n−1. Further, for 2D-tori, it holds for any round t > 0 that disc(x(t)) ≥
1
8 ·K ·

(
1− exp

(
− n

2048t
))
−
√

64 logn, with probability at least 1− n−1.

Hypercube. We will consider only log2 n rounds, since the discrepancy is log2 log2 n+O(1)
after log2 n rounds and O(1) after 2 log2 n rounds [16]. A natural corresponding worst-case
distribution is to have load 2K on all nodes whose log2 n-th bit is equal to 1 and 0 otherwise.
This way the discrepancy is only reduced in the final round log2 n.

Experiments. For each of the cycle, 2D-torus and hypercube, we consider two comparative
experiments with an average-case initial load vector and a worst-case initial load vector.

The first experiment considers a “lightly loaded case”, where the theoretical results
suggest that a small (i.e., constant or logarithmic) discrepancy is reached before the expected
worst-case load balancing time, which are ≈ n2 for cycles and ≈ n for 2D-tori. The second
experiment considers a “heavily loaded case”, where the theoretical results suggest that a
small discrepancy is not reached faster than in the worst-case.

For cycles and 2D-tori we choose for the lightly loaded case K =
√
n and for the heavily

loaded case K = n2. The experiments confirm the theoretical results in the sense that for
both choices of K, we have a much quicker convergence of the discrepancy than in the worst
case. However, the experiments also demonstrate that only in the lightly loaded case we
reach a small discrepancy quickly, whereas in the heavily loaded case there is no big difference
between worst-case and average-case if it comes to the time to reach a small discrepancy.

On the hypercube, our bounds on the discrepancy suggest a smaller K in comparison
to the experiments on cycles and 2D-tori. That is why we choose K = n1/4 in the lightly
loaded case and K = n in the heavily loaded case. With these adjustments of K in both
cases, the experimental results of the hypercube are inline with the ones for the cycle and
2D-tori. More details including the plots can be found in the full version [8].
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Abstract
Inspired by the work of Kempe et al. [Kempe, Kleinberg, Oren, Slivkins, EC 2013], we intro-
duce and analyze a model on opinion formation; the update rule of our dynamics is a simplified
version of that of [Kempe, Kleinberg, Oren, Slivkins, EC 2013]. We assume that the population
is partitioned into types whose interaction pattern is specified by a graph. Interaction leads
to population mass moving from types of smaller mass to those of bigger mass. We show that
starting uniformly at random over all population vectors on the simplex, our dynamics converges
point-wise with probability one to an independent set. This settles an open problem of [Kempe,
Kleinberg, Oren, Slivkins, EC 2013], as applicable to our dynamics. We believe that our tech-
niques can be used to settle the open problem for the Kempe et al. dynamics as well.

Next, we extend the model of Kempe et al. by introducing the notion of birth and death
of types, with the interaction graph evolving appropriately. Birth of types is determined by a
Bernoulli process and types die when their population mass is less than ε (a parameter). We
show that if the births are infrequent, then there are long periods of “stability” in which there is
no population mass that moves. Finally we show that even if births are frequent and “stability”
is not attained, the total number of types does not explode: it remains logarithmic in 1/ε.
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1 Introduction

The birth, growth and death of political parties, organizations, social communities and
product adoption groups (e.g., whether to use Windows, Mac OS or Linux) often follows
common patterns, leading to the belief that the dynamics underlying these processes has much
in common. Understanding this commonality is important for the purposes of predictability
and hence has been the subject of study in mathematical social science for many years [4,
7, 8, 14, 26]. In recent years, the growth of social communities on the Internet, and their
increasing economic and social value, has provided fresh impetus to this study [1, 2, 5, 17].
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In this paper, we continue along these lines by building on a natural model proposed
by Kempe et al. [15]. Their model consists of an influence graph G on n vertices (types,
parties) into which the entire population mass is partitioned. Their main tenet is that
individuals in smaller parties tend to get influenced by those in bigger parties 1. Individuals
in the two vertices connected by an edge can interact with each other. These interactions
result in individuals moving from smaller to bigger in population vertices. Kempe et al.
characterize stable equilibria of this dynamics via the notion of Lyapunov stability, and
they show that under any stable equilibrium, the entire mass lies in an independent set, i.e.,
the population breaks into non-interacting islands. The message of this result is clear: a
population is (Lyapunov) stable, in the sense that the system does not change by much under
small perturbations, only if people of different opinions do not interact. They also showed
convergence to a fixed point, not necessarily an independent set, starting from any initial
population vector and influence graph. One of their main open problems was to determine
whether starting uniformly at random over all population vectors on the unit simplex, their
dynamics converge with probability one to an independent set.

We first settle this open problem in the affirmative for a modification of the dynamics,
which however is similar to that of Kempe et al. in spirit in that it moves mass from smaller
to bigger parties (the dynamics is defined below along with a justification). We believe that
the ideas behind our analysis can be used to settle the open problem for the dynamics of
Kempe et al. as well, via a more complicated spectral analysis of the Jacobian of the update
rule of the dynamics (see Section 3.2).

Whereas the model of Kempe et al. captures and studies the effects of migration of
individuals across types in a very satisfactory manner, it is quite limited in that it does not
include the birth and death of types. In this paper, we model birth and death of types. In
order to arrive at realistic definitions of these notions, we first conducted case studies of
political parties in several countries. We present below a case study on Greek politics, but
similar phenomena arise in India, Spain, Italy and Holland (see Wikipedia pages).

The Siriza party in Greece provides an excellent example of birth of a party (this
information is readily available in Wikipedia pages). This party was essentially in a dormant
state until the first 2012 elections in which it got 16.8% of the vote, mostly taken away from
the Pasok party, which dropped from 43.9% to 13.2% in the process (Wikipedia). In the
second election in 2012, Siriza increased its vote to 26.9% and Pasok dropped to 12.3%.
Finally, in 2015, Siriza increased to 36.3% and Pasok dropped further to 4.7%. Another party,
Potami, was formed in 2015 and got 6.1% of the vote, again mainly from Pasok. However, in
a major 2016 poll, it seems to have collapsed and is likely be absorbed by other parties. In
contrast, the KKE party in Greece, which had almost no interactions with the rest of the
parties (and was like a disconnected component), has remained between 4.5-8.5% of the vote
over the last 26 years.

Motivated by these examples, we have modeled birth and death of types in the following
manner. We model population as a continuum, as is standard in population dynamics, and
time is discrete. This is the same as arXiv Version 1 of [15], which is what we will refer to

1 Changes in the sizes of political parties and other organizations can occur for a multitude of possible
reasons, such as changes in economic conditions, immigration flows, wars and terrorism, and drastic
changes in technology (such as the introduction of the Internet, smart phones and social media).
Studying changes due to these multitude of reasons in a systematic quantitative manner is unrealistic.
For this reason, many authors in computer science and the social sciences have limited their work to
studying the effects of relative sizes of the groups, in itself a key factor, e.g. see [15] and references
therein. Following these works, our paper also takes a similar approach.



T. Mai, I. Panageas, and V. V. Vazirani 140:3

throughout this paper; the later versions study the continuous time analog. The birth of a
new type in our model is determined by a Bernoulli process, with parameter p. The newly
born type absorbs mass from all other types via a randomized process given by an arbitrary
distribution with finite support (see Section 2.2). After birth, the new type is connected to
an arbitrary, though non-empty, set of other types. Our model has a parameter ε, and when
the size of a type drops below ε, it simply dies, moving its mass equally among its neighbors.

Our rule for migration of mass, which is somewhat different from that of Kempe et al.
is motivated by the following considerations. For a type u, xu will denote the fraction of
population that is of type u. Assume that types u and v have an edge, i.e., their populations
interact. If so, we will assume that some individuals of the smaller type get influenced by
the larger one and move to the larger one. The question is what is a reasonable assumption
on the population mass that moves.

For arriving at the rule proposed in this paper, consider three situations. If xu = .02 and
xv = .25, i.e., the smaller type is very small, then clearly not many people will move. If
xu = .22 and xv = .25, i.e., the types are approximately of the same population size, then
again we expect not many people to move. Finally, if xu = .15 and xv = .25, i.e., both types
are reasonably big and their difference is also reasonably big, then we expect several people
to move from the smaller to the bigger type. From these considerations, we propose that the
amount of population mass moving from v to u, assuming xv < xu, is given by the rule

f (t)
v→u = x(t)

u x(t)
v · Fuv(x(t)

u − x(t)
v ),

where Fuv(z) = Fvu(z) is a function that captures the level of influence between u, v. We
assume that Fuv : [−1, 1] → [−1, 1] is continuously differentiable, Fuv(0) = 0 (there is no
population flow between two neighboring types if they have the same fraction of population),
is increasing and finally it is odd, i.e., Fuv(−z) = −Fuv(z) (so that f (t)

v→u = −f (t)
u→v).

In this simplified setting we have made the assumption that the system is closed, i.e.,
that it does not get influence from outside factors (e.g., economical crisis, immigrations flows,
terrorism etc).

1.1 Our results and techniques
We first study our migration dynamics without birth and death and settle the open problem
of Kempe et al., as it applies to our dynamics.

We show that the dynamics converges set-wise to a fixed point, i.e., there is a set S
containing only fixed points such that the distance between the trajectory of the dynamics
and S goes to zero for all starting population vectors. To show this convergence result, we
use a simple potential function of the population mass namely, the `2

2 norm of the population
vector, and we show that this potential is strictly increasing at each time step (unless the
dynamics is at a fixed point). Moreover, the potential is bounded, hence the result follows.

Next, we strengthen this result by showing point-wise convergence as well. The latter
result is technically deeper and more difficult, since it means that every trajectory converges
to a specific fixed point p. We show point-wise convergence by constructing a local potential
function that is decreasing in a small neighborhood of the limit point p. The potential
function is always non-zero in that small neighborhood and is zero only at p.

Using the latter result and one of the most important theorems in dynamical systems,
the Center Stable Manifold Theorem, we prove that with probability one, under an initial
population vector picked uniformly at random from the unit simplex, our dynamics converges
point-wise to a fixed point p, where the active types w in p, i.e., w ∈ V (G) so that pw > 0,
form an independent set of G. This involves characterization of the linearly stable (see
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Section 2.3 for definition) fixed points and proving that the update rule of the dynamics is
a local diffeomorphism2. This settles the open problem of Kempe et al., mentioned in the
Introduction, for our dynamics. This result is important because it allows us to perform a
long-term average case analysis of the behavior of our dynamics and make predictions.

Next, we introduce birth and death in our model. Clearly there will be no convergence in
this case since new parties are created all the time. Instead we define and study a notion
of “stability" which is different from the classical notions that appear in dynamical systems
(see Section 2.3 for the definition of the classical notion and Definition 12 for our notion). A
dynamics is (T, d)-stable if and only if ∀t : T ≤ t ≤ T + d, no population mass moves at
step t. We show that despite birth and death, there are arbitrarily long periods of “stability"
with high probability, for a sufficiently small p. Finally, we show that in the long run, with
high probability, for a sufficiently large p, the number of types in the population will be
O(log(1/ε)). This may seem counter-intuitive, since with a large p new types will be created
often; however, since new types absorb mass from old types, the old types die frequently. In
contrast, in the short term (from the definition of ε) we can have up to Θ(1/ε) types.

Let us give an interpretation of the results of the previous paragraph in terms of political
parties of certain countries (information obtained from Wikipedia). Countries do have
periods of political stability, e.g., during 1981-85, 2004-07, no new major (with more than
1% of the vote) parties were formed in Greece, moreover there was no substantial change
in the percentage of votes won by parties in successive elections. The parameter ε can be
interpreted as the fraction of people that can form a party that participates in elections. The
minimum size of a party arises for organizational and legal reasons, and is Θ(1/Q), where
Q is the population of the country and therefore ε is inversely related to population. The
message of the latter theorem is that the number of political parties grows at most as the
logarithm of the population of the country, i.e. O(logQ) 3. The following data supports
this fact. The population of Greece, Spain and India in 2015 was 1.1e7, 4.6e7 and 1.2e9,
respectively, and the number of parties that participated in the general elections was 20, 32
and 50, respectively.

1.2 Related work
As stated above, we build on the work of Kempe et al. [15]. They model their dynamics in a
similar way, i.e., there is a flow of population for every interacting pair of types u, v. The
flow goes from smaller to bigger types; in our case the mass is just the population of a type.
One very interesting common trait between the two dynamics is that the fixed points have
similar description: all types with positive mass belonging to the same connected component
C have the same mass. Stable fixed points also have the same properties in both dynamics,
namely they are independent sets. The update rules of the two dynamics are somewhat
different; our simpler dynamics helps us in proving stronger results.

One of the most studied models is the following: there is a graph G in which each vertex
denotes an individual having two possible opinions. At each time step, an individual is
chosen at random who next chooses his opinion according to the majority (best response)
opinion among his neighbors. This has been introduced by Galam[10] and appeared in
[22, 9], where they address the question: in which classes of graphs do individuals reach
consensus. The same dynamics, but with each agent choosing his opinion according to noisy

2 Continuously differentiable, the inverse exists and is also continuously differentiable (in some small
neighborhood of each point).

3 This is just an upper bound, countries like UK, US satisfy this rule too.
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best response (the dynamics is a Markov chain) has been studied in [21, 16] and many other
papers referenced therein. They give bounds for the hitting time and expected time of the
consensus state (risk dominant) respectively.

Another well-known model for the dynamics of opinion formation in multi-agent systems
is Hegselmann-Krause [11]. Individuals are discrete entities and are modeled as points in
some opinion space (e.g., real line). At every time step, each individual moves to the mass
center of all the individuals within unit distance. Typical questions are related to the rate of
convergence (see [6] and references therein). Finally, another classic model is the voter model,
where there is a fixed graph G among the individuals, and at every time step, a random
individual selects a random neighbor and adopts his opinion [12]. For more information on
opinion formation dynamics of an individual using information learned from his neighbors,
see [13] for a survey (also see [29] for more information on opinion formation models).

Other works, including dynamical systems that show convergence to fixed points, are
[23, 19, 18, 24, 20, 27]. [27] focuses on quadratic dynamics and they show convergence in the
limit. On the other hand [3] shows that sampling from the distribution this dynamics induces
at a given time step is PSPACE-complete. In [23, 19], it is shown that replicator dynamics in
linear congestion and 2-player coordination games converges to pure Nash equilibria, and in
[18, 24] it is shown that gradient descent converges to local minima, avoiding saddle points
even in the case where the fixed points are uncountably many.

Organization: In Section 2 we describe our dynamics formally and give the necessary
definitions about dynamical systems. In Section 3 we show that our dynamics without
births/deaths converges with probability one to fixed points p so that the set of types with
positive population, i.e., active types, form an independent set of G. Finally, in Section 4 we
first show that there is no explosion in the number of types (i.e., the order never becomes
Θ(1/ε)) and also we perform stability analysis using our notion.

2 Preliminaries

Notation: We denote the probability simplex on a set of size n as ∆n. Vectors in Rn are
denoted in boldface and zj denotes the jth coordinate of a given vector z. Time indices are
denoted by superscripts. Thus, a time indexed vector z at time t is denoted as z(t). We
use the letters J, J to denote the Jacobian of a function and finally we use f t to denote the
composition of f by itself t times.

2.1 Migration dynamics
Let G = (V,E) be an undirected graph on n vertices (which we also call types), and let Nv
denote the set of neighbors of v in G. During the whole dynamical process, each vertex v has
a non-negative population mass representing the fraction of the population of type v. We
consider a discrete-time process and let x(t)

v denote the mass of v at time step t. It follows
that the condition∑

v∈V (G)

x(t)
v = 1,

must be maintained for all t, i.e., x(t) ∈ ∆n
4 for all t ∈ N.

4 Recall that ∆n denotes the unit simplex of dimension n + 1, where |V (G)| = n.
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Additionally, we consider a dynamical migration rule where the population can move
along edges of G at each step. The movement at step t is determined by x(t). Specifically,
for uv ∈ E(G), the amount of mass moving from v to u at step t is given by

f (t)
v→u = x(t)

u x(t)
v Fuv(x(t)

u − x(t)
v ).

For all uv ∈ E(G) we assume that Fuv : [−1, 1] → [−1, 1] is a continuously differentiable
function such that:
1. Fuv(0) = 0 (there is no population flow between two neighboring types if they have the

same fraction of population),
2. Fuv is increasing (the larger xu − xv, the more population moving from v to u ),
3. Fuv is odd i.e., Fuv(−z) = −Fuv(z) (so that f (t)

v→u = −f (t)
u→v).

It can be easily derived from the assumptions that Fuv(z) ≥ Fuv(0) = 0 for z ≥ 0 and
F ′uv(−z) = F ′uv(z) for z ∈ [−1, 1], where F ′uv denotes the derivative of Fuv. Note that
f

(t)
v→u > 0 implies that population is moving from v to u, and f

(t)
v→u < 0 implies that

population is moving in the other direction. The update rule for the population of type u
can be written as

x(t+1)
u = x(t)

u +
∑
v∈Nu

f (t)
v→u (1)

= x(t)
u +

∑
v∈Nu

x(t)
u x(t)

v Fuv(x(t)
u − x(t)

v ). (2)

We denote the update rule of the dynamics as g : ∆n → ∆n, i.e., we have that

x(t+1) = g(x(t)).

Therefore it holds that x(t) = gt(x(0)), where gt denotes the composition of g by itself t
times. It is easy to see g is well-defined for supz∈[−1,1] |Fuv(z)| ≤ 1 for all uv ∈ E(G), in the
sense that if x(t) ∈ ∆n then x(t+1) ∈ ∆n. This is true since for all u we get (using induction,
i.e., x(t) ∈ ∆n)

x(t+1)
u = x(t)

u +
∑
v∈Nu

x(t)
u x(t)

v Fuv(x(t)
u − x(t)

v )

≥ x(t)
u −

∑
v∈Nu

x(t)
u x(t)

v ≥ x(t)
u − x(t)

u (1− x(t)
u ) ≥ 0,

moreover it holds

x(t+1)
u = x(t)

u +
∑
v∈Nu

x(t)
u x(t)

v Fuv(x(t)
u − x(t)

v )

≤ x(t)
u +

∑
v∈Nu

x(t)
u x(t)

v ≤ x(t)
u + x(t)

u (1− x(t)
u ) ≤ x(t)

u + 1− x(t)
u = 1,

and also
∑
u x(t+1)

u =
∑
u x(t)

u = 1 (the other terms cancel out).

2.2 Birth and death of types
Political parties or social communities don’t tend to survive once their size becomes “small”
and hence there is a need to incorporate death of parties in our model. We will define a
global parameter ε in our model. When the population mass of a type v becomes smaller
than some fixed value ε, we consider it to be dead and move its mass arbitrarily to existing
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types. Formally, if x(t)
v ≤ ε then x(t)

v ← 0 and x(t)
u ← x(t)

u + x(t)
v / |Nv| for all u ∈ Nv. Also,

vertex v is removed and edges are added arbitrarily on its neighbors to ensure connectivity
of the resulting graph.
I Remark. It is not hard to see that the maximum number of types is 1/ε (by definition).
We say that we have explosion in the number of types if they are of Θ(1/ε). In Theorem 16
we show that in the long run, the number of types is much smaller – it is O(log(1/ε)) with
high probability.

Every so often, new political opinions emerge and like-minded people move from the
existing parties to create a new party, which then follows the normal dynamics to either
survive or die out. To model birth of new types, at each time step, with probability p, we
create a new type v such that v takes a portion of mass from each existing type independently.
The amount of mass going to v from each u follows an arbitrary distribution in the range
[βmin, βmax] . Specifically, let Zu ∼ D where D is a distribution with support [βmin, βmax],
the amount of mass going from u to v is Zuxu. We connect v to the existing graph arbitrarily
such that it remains connected.

Additionally, we make a small change to the migration dynamics defined in Section 2.1
to make it more realistic. Our tenet is that population mass migrates from smaller to bigger
types because of influence. However, if the two types are of approximately the same size, the
difference is size is not discernible and hence migration should not happen. To incorporate
this, we introduce a new parameter δ > 0 and if |xu − xv| ≤ δ, we assume that no population
moves from u to v.

Finally, each step of the dynamics consists of there phases in the following order:
1. Migration: the dynamics follows the update rule from Section 2.1.
2. Birth: with probability p, a new type v is created and takes mass from the existing types.
3. Death: a type with mass smaller than ε dies out and move its mass to the existing types.

I Remark. For any different order of phases, all proofs in the paper still go through with
minimal changes.

2.3 Definitions and basics
A recurrence relation of the form z(t+1) = f(z(t)) is a discrete time dynamical system, with
update rule f : S → S (for our purposes, the set S is ∆n). The point p is called a fixed
point or equilibrium of f if f(p) = p. A fixed point p is called Lyapunov stable (or just
stable) if for every ε > 0, there exists a ζ = ζ(ε) > 0 such that for all z with ‖z − p‖ < ζ

we have that
∥∥fk(z)− p

∥∥ < ε for every k ≥ 0. We call a fixed point p linearly stable if, for
the Jacobian J(p) of f , it holds that its spectral radius is at most one. It is true that if a
fixed point p is stable then it is linearly stable but the converse does not hold in general
[25]. A sequence (f t(z(0)))t∈N is called a trajectory of the dynamics with z(0) as starting
point. A common technique to show that a dynamical system converges to a fixed point is
to construct a function P : ∆m → R such that P (f(z)) > P (z) unless z is a fixed point. We
call P a potential or Lyapunov function.

3 Convergence to independent sets almost surely

In this section we prove that the deterministic dynamics (assuming no death/birth of types,
namely the graph G remains fixed) converges point-wise to fixed points p where {v : pv > 0}
(set of active types) is an independent set of the graph G, with probability one assuming
that the starting point x(0) follows an atomless distribution with support in ∆n. To do that,
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we show that for all starting points x(0), the dynamics converges point-wise to fixed points.
Moreover we prove that the update rule of the dynamics is a diffeomorphism and that the
linearly stable fixed points p of the dynamics satisfy the fact that the set of active types
in p is an independent set of G. Finally, our main claim of the section follows by using
Center-Stable Manifold theorem.

Structure of fixed points. The fixed points of the dynamics (1) are vectors p such that for
each uv ∈ E(G), at least one of the following conditions must hold:

1. pv = pu, 2. pv = 0, 3. pu = 0.

Therefore, for each fixed point p, the set of active types (types with non-zero population
mass) with respect to p must form a set of connected components such that all types in
each component have the same population mass. We first prove that the dynamics converges
point-wise to fixed points.

3.1 Point-wise convergence
Initially, we consider the function Φ(x) =

∑
v x2

v and state the following lemma on Φ.

I Lemma 1 (Lyapunov (potential) function). Let x be a point with xu > xv. Let y be
another point such that yv = xv − d, yu = xu + d for some 0 < d ≤ xv and yz = xz for all
z 6= u, v. Then Φ(x) < Φ(y).

If we think of x as a population vector, Lemma 1 implies that Φ(x) increases if population
is moving from a smaller type to a bigger type.

I Theorem 2 (Set-wise convergence). Φ(x(t)) is strictly increasing along every nontrivial
trajectory, i.e., Φ(xt+1) = Φ(g(x(t))) ≥ Φ(x(t)) with equality only when x(t) is a fixed point.
As a corollary, the dynamics converges to fixed points (set-wise convergence).

Using the above theorem (Theorem 2) along with the construction of a local Lyapunov
function, we can show the following theorem:

I Theorem 3 (Point-wise convergence). The dynamics converges point-wise to fixed points.

Proof Sketch of Theorems 2 and 3. We show Theorem 2 by first breaking the migration
step from x(t) to x(t+1) into multiple steps which involve migration between two types
only and using Lemma 1. Moreover, given a limit point p of a trajectory with initial
population vector x(0), we create a local Lyapunov function Ψ that depends on p, i.e.,
Ψ(x,p) =

∑
v:pv>0(pv − xv). Ψ is decreasing and nonnegative in a neighborhood of p, and

zero only at p. Since p is a limit point, there is a subsequence of times tk →∞ so that the
dynamics for these times converges to p, therefore the dynamics converges to p as t→∞,
with initial condition x(0). J

3.2 Diffeomorphism and stability analysis via Jacobian
In this section we compute the Jacobian J of g and then perform spectral analysis on J . The
Jacobian of g is the following:

∂gu
∂xu

= Ju,u = 1 +
∑
v∈Nu

xv [Fuv(xu − xv) + xuF ′uv(xu − xv)] ,

∂gu
∂xv

= Ju,v = xu [Fuv(xu − xv)− xvF ′uv(xu − xv)] if uv ∈ E(G) else 0.
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I Lemma 4 (Local Diffeomorphism). The Jacobian is invertible on the subspace
∑
v xv = 1,

for supz∈[−1,1] |Fuv(z)| < 1
2 for each uv ∈ E(G). Moreover, g is a local diffeomorphism in a

neighborhood of ∆n.

I Lemma 5 (Linearly stable fixed point ⇒ independent set). Let p be a fixed point such that
there exists a connected component C of size greater than 1, and all types v ∈ C have the
same positive mass pv > 0. Then the Jacobian at p has an eigenvalue with absolute value
greater than one.

Proof Sketch of Lemmas 4 and 5. To prove Lemma 4, it suffices to show that the Jacobian
J(x) is invertible and then use the Inverse Function theorem. Invertibility comes from
the fact that J(x) is shown to be strictly diagonally dominant for |Fuv(z)| < 1

2 for each
uv ∈ E(G) and z ∈ [−1, 1]. Moreover, to show Lemma 5, we can show that if a fixed point
p does not induce an independent set, then the trace of the Jacobian of size l × l (after
removing columns and rows of non-active types) at p is greater than l. Since the trace of a
matrix is equal to the sum of its eigenvalues, the maximum eigenvalue in absolute value is
greater than one and the claim follows. J

I Remark. Lemmas 4 and 5 are the key Lemmas for the next subsection in which we prove
our first main result (Theorem 6 and Corollary 10). If one wants to prove such a result for
the model of Kempe et al., these are the two lemmas that need to be adapted to their setting.
Analyzing the Jacobian of the update rule of that model is very challenging since the update
rule is a rational function, compared to our model which is generic but the derivatives are
simpler to compute and analyze.

3.3 Center-stable manifold and average case analysis
In this section we prove our first main result, Corollary 10, which is a consequence of the
following theorem:

I Theorem 6. Assume that maxz∈[−1,1] |Fuv(z)| < 1/2 for all uv ∈ E(G). The set of points
x ∈ ∆n such that dynamics 1 starting at x converges to a fixed point p whose active types do
not form an independent set of G has measure zero.

To prove Theorem 6, we are going to use arguably one of the most important theorems
in dynamical systems, called Center Stable Manifold Theorem:

I Theorem 7 (Center-stable Manifold Theorem [28]). Let p be a fixed point for the Cr local
diffeomorphism f : U → Rm where U ⊂ Rm is an open neighborhood of p in Rm and r ≥ 1.
Let Es⊕Ec⊕Eu be the invariant splitting of Rm into generalized eigenspaces of the Jacobian
J(p) that correspond to eigenvalues of absolute value less than one, equal to one, and greater
than one. To the J(p) invariant subspace Es⊕Ec there is an associated local f invariant Cr
embedded disc W sc

loc tangent to the linear subspace at p and a ball B around p such that:

f(W sc
loc) ∩B ⊂W sc

loc. If fm(x) ∈ B for all m ≥ 0, then x ∈W sc
loc. (3)

Since an n-dimensional simplex ∆n in Rn has dimension n−1, we need to take a projection
of the domain space (

∑
v xv = 1) and accordingly redefine the map g. Let x be a point mass

in ∆n. Let u be a fixed type and define h : Rn → Rn−1 so that we exclude the variable xu
from x, i.e., h(x) = x−u. We substitute the variable xu with 1−

∑
v 6=u xv and let g′ be the

resulting update rule of the dynamics g′(x−u) = g(x). The following lemma gives a relation
between the eigenvalues of the Jacobians of functions g and g′.
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I Lemma 8. Let J, J ′ be the Jacobian of g, g′ respectively. Let λ be an eigenvalue of J such
that λ does not correspond to left eigenvector (1, . . . , 1) (with eigenvalue 1). Then J ′ has also
λ as an eigenvalue.

Before we proceed with the proof sketch of Theorem 6 and Corollary 10, we state the
following which is a corollary of Lemmas 4, 5 and 8 and also uses classic properties for
determinants of matrices.

I Corollary 9. Let p be a fixed point whose active types do not form an independent set in
G. Then J ′ at h(p) has an eigenvalue with absolute value greater than one. Additionally,
the Jacobian J ′ of g′ is invertible in h(∆n) and as a result g′ is a local diffeomorphism in a
neighborhood of h(∆n).

I Corollary 10 (Convergence to independent sets). Suppose that maxz∈[−1,1] |Fuv(z)| < 1/2 for
all uv ∈ E(G). If the initial mass vector x(0) ∈ ∆n is chosen from an atomless distribution,
then the dynamics converges point-wise with probability 1 to a point p whose active types
form an independent set in G.

Proof Sketch of Theorem 6 and Corollary 10. The proof of Corollary 10 comes from The-
orem 3 and Theorem 6.

The main steps for the proof of Theorem 6 are as follows: Due to Center-Stable Manifold
theorem (we can use it since the update rule of the dynamics is a local diffeomorphism, by
Lemma 4 and Lemma 9) we have that the set of initial population vectors that stay trapped
in a small enough neighborhood of an unstable fixed point is a lower dimensional manifold,
hence a zero measure set. Any initial condition that converges point-wise to this unstable
fixed point must at some time t reach points in this set. All of these initial conditions can
thus be covered by a countable union of pre-images of the zero measure neighborhood implied
by the Center-Stable Manifold theorem. Because the update rule is a local diffeomorphism,
these pre-images must also be of zero measure and the countable union of zero measure sets
imply a zero measure region of attraction for each unstable equilibrium. The only remaining
hurdle is to cover the set of linearly unstable fixed points with a countable cover of the small
neighborhoods. Finally, by Lemma 5 any fixed point p whose active types do not form an
independent set of G is linearly unstable and the claim follows. J

Corollary 10 is illustrated in Figure 1 for the case of a 3-path and a triangle. As shown in
the figure, if the initial condition is chosen uniformly at random from a point in the simplex,
the dynamics converges to an independent set with probability one.

4 Stability and bound on the number of types

In this section we consider dynamical systems with migration, death and birth and prove two
probabilistic statements on stability and number of types. The following direct application
of Chernoff’s bound is used intensively to attain probabilistic guarantees.

I Lemma 11. In a period of t steps, there are at least tp/2 births with probability at least
1− e−tp/8 and there are at most 3tp/2 births with probability at least 1− e−tp/6.

4.1 Stability
We define the notion of stability and give a stability result for a dynamical system in-
volving migration, death and birth. For the rest of the paper, we denote by αmin =
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(a) The region with “C” corresponds to the
initial population vectors so that the dynam-
ics converges to the fixed point where all the
population is of type C. The region “A+B”
corresponds to the initial population masses so
that the dynamics converges to a fixed point
where part of the population is of type A and
the rest of type B.

(b) Each region “A”, “B”, “C” corresponds to
the initial population vectors so that the dy-
namics converges to all the population being
of type A, B, C respectively. It is easy to see
that an initial vector (xA, xB , xC) converges to
the fixed point where all population is of type
arg maxi∈{A,B,C} xi. In case of ties, the limit
population is split equally among the tied types
(symmetry).

Figure 1 Migration dynamics phase portrait for path and triangle of 3 types A, B, C respectively
and for Fuv(z) = 0.25z for all uv ∈ E(G). The black points and the line correspond to the fixed
points. xA, xB correspond to the fractions of people that are of type A, B. We omit xC since
xC = 1− xA − xB .

minuv∈E(G),z∈[−1,1] F
′
uv(z) and αmax = maxuv∈E(G),z∈[−1,1] F

′
uv(z). αmin, αmax are non-

negative and finite since Fuv is continuously differentiable, increasing and [−1, 1] is a compact
set. It can be seen easily that for each uv ∈ E(G) and z ∈ [−1, 1],

αmin(z − 0) ≤ Fuv(z)− Fuv(0) ≤ αmax(z − 0).

Since Fuv(0) = 0, αminz ≤ Fuv(z) ≤ αmaxz.

I Definition 12 ((T, d)-Stable dynamics). A dynamics is (T, d)-stable if and only if ∀T ≤
t ≤ T + d, no population mass moves in the migration phase at step t.

We state the following two lemmas whose proofs come from the definition of Φ.

I Lemma 13. If the dynamics is not (t, 0)-stable, the migration phase at time t increases Φ
by at least 2αminεδ

3.

I Lemma 14. Each birth can decrease Φ by at most 2βmax.

With the two above lemmas, we can give a theorem on the “stability" of the dynamics:

I Theorem 15 (“Stable" for long enough). Assume αmin > 0. Let p < min
(
εδ3αmin
3βmax

, 2
3

)
and

t > 1
εδ3αmin−3pβmax

. With probability at least 1− e−tp/6, the dynamics is
(
T, 1

3p

)
-stable for

some T ≤ t.
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Proof Sketch. Consider a period of t steps. Lemma 11 guarantees that there are at most
3tp/2 births in the period with the desired probability. In the migration phases of the period,
Φ can either increase if there is a migration or remain unchanged otherwise.

Assume that Φ increases in more than t/2 migration phases. Using Lemma 13 and
Lemma 14, we can bound the net increase of Φ in the period. Specifically, the net increase is
least t(αminεδ

3−3pβmax), which is greater than 1. Therefore, we have reached a contradiction.
It follows that Φ cannot increase in more than t/2 migration phases, and must remain

unchanged in at least t/2 migration phases. Since there are at most 3tp/2 births, there must
be no migration in a period of 1/(3p) consecutive steps. J

4.2 Bound on the number of types
In this section we investigate a behavior of the dynamics following a long period of time.
Specifically, we show that after a large number of steps, the number of types can not be too
high. Our goal is to prove the following theorem:

I Theorem 16 (Lack of explosion). Let αmax ≤ p/512 and t ≥ (16/p) log2(1/ε). The
dynamics at step t has at most 72 log(1/ε) types with probability at least 1− 3ε.

First we give the following lemma, which says that if the number of types is large enough,
then after a fixed period of time, it will decrease by a factor of roughly 2.

I Lemma 17. Let αmax ≤ p/512 and k be the number of types at step t0. If k ≥ 48 log(1/ε),
with probability at least 1− 2ε2, the number of types at step t0 + (16/p) log(1/ε) is at most
k/2 + 24 log(1/ε).

Proof Sketch of Theorem 16. Consider the last (16/p) log2(1/ε) steps of the dynamics. We
call a period of (16/p) log(1/ε) steps a decreasing period if it satisfies the condition in
Lemma 17, i.e, if the number of types k at the beginning of the period is at least 48 log(1/ε),
and the number of types at the end of the period is at most k/2 + 24 log(1/ε).

Construct a set P of periods of length (16/p) log(1/ε) as follows. Start with t′ = 0 and
repeat the following step until t′ = t. If t′ + (16/p) log(1/ε) ≤ t and the number of types at
t′ is at least 48 log(1/ε), let i be the period from t′ to t′ + (16/p) log(1/ε), and add i to P .
Update t′ ← t′ + (16/p) log(1/ε). Else update t′ ← t′ + 1.

Assume that all periods in P are decreasing periods. By Lemma 17, the probability
of such an outcome occurring is at least 1 − 2ε. With that assumption, if the number of
types ever becomes smaller than 48 log(1/ε) and reaches 48 log(1/ε) again, it will be at least
48 log(1/ε) after a period of (16/p) log(1/ε) steps unless there are less than (16/p) log(1/ε)
subsequent steps. In that case, by Lemma 11, the probability that in the remaining steps,
there are at most 24 log(1/ε) births is at least 1− ε. By union bound, the probability of both
outcomes occurring is at least 1− 3ε.

Moreover, since the number of types at the beginning is at most 1/ε, with the assumption,
it must become smaller than 48 log(1/ε) at some step of the dynamics. The theorem then
follows. J
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1 Introduction

Population protocols were introduced by Angluin, Aspnes, Diamadi, Fischer, and Peralta[3]
as a model of distributed computing in which the agents have very little computational power
and no control over their schedule of interaction with other agents. They can be thought
of as a special case of a model of concurrent processing introduced in the 1960s, known
alternately as vector addition systems[16], Petri nets[19], or commutative semi-Thue systems
(or, when all transitions are reversible, “commutative semigroups”)[9, 17]. As well as being
an appropriate model for electronic computing scenarios such as sensor networks, they are a
useful abstraction of “fast-mixing” physical systems such as animal populations[22], gene
regulatory networks[8], and chemical reactions.

The latter application is especially germane: several recent wet-lab experiments demon-
strate the systematic engineering of custom-designed chemical reactions [23, 12, 7, 20],
unfortunately in all cases having a cost that scales linearly with the number of unique chem-
ical species (states). (The cost can even be quadratic if certain error-tolerance mechanisms
are employed [21].) Thus, it is imperative in implementing a molecular computational system
to keep the number of distinct chemical species at a minimum. On the other hand, it is
common (and relatively cheap) for the total number of such molecules (agents) to number
in the trillions in a single test tube. It is thus important to understand the computational
power enabled by a large number of agents n, where each agent has only a constant number
of states (each agent is a finite state machine).

A population protocol is said to require a leader if every valid initial configuration
contains a single agent in a special “leader” state that helps to coordinate the computation.
Studying computation without a leader is important for understanding essentially distributed
systems where symmetry breaking is difficult. Further, in the chemical setting obtaining
single-molecule precision in the initial configuration is difficult. Thus, it would be highly
desirable if the population protocol did not require an exquisitely tuned initial configuration.

1.1 Introduction to the model
A population protocol is defined by a finite set Λ of states that each agent may have, together
with a transition function1 δ : Λ2 → Λ2. A configuration is a nonzero vector c ∈ NΛ

describing, for each s ∈ Λ, the count c(s) of how many agents are in state s. By convention
we denote the number of agents by n = ‖c‖ =

∑
s∈Λ c(s). Given states r1, r2, p1, p2 ∈ Λ, if

δ(r1, r2) = (p1, p2) (denoted r1, r2 → p1, p2), and if a pair of agents in respective states r1
and r2 interact, then their states become p1 and p2.2 The next pair of agents to interact
is chosen uniformly at random. The expected (parallel) time for any event to occur is the
expected number of interactions, divided by the number of agents n. This measure of time is
based on the natural parallel model where each agent participates in a constant number of
interactions in one unit of time; hence Θ(n) total interactions are expected per unit time [5].

The most well-studied population protocol task is computing Boolean-valued predicates.
It is known that a protocol stably decides a predicate φ : Nk → {0, 1} (meaning computes

1 Some work allows nondeterministic transitions, in which the transition function maps to subsets of
Λ × Λ. Our results are independent of whether transitions are nondeterministic, and we choose a
deterministic, symmetric transition function, rather than a more general relation δ ⊆ Λ4, merely for
notational convenience.

2 In the most generic model, there is no restriction on which agents are permitted to interact. If one
prefers to think of the agents as existing on nodes of a graph, then it is the complete graph Kn for a
population of n agents.
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the correct answer with probability 1; see Section 6 for a formal definition) if [3] and only
if [4] φ is semilinear.

Population protocols can also compute integer-valued functions f : Nk → N. Suppose
we start with m ≤ n/2 agents in “input” state x and the remaining agents in a “quiescent”
state q. Consider the protocol with a single transition rule x, q → y, y. Eventually exactly
2m agents are in the “output” state y, so this protocol computes the function f(m) = 2m.
Furthermore (letting #s = count of state s), if #q − 2m = Ω(n) initially (e.g., #q = 3m),
then it takes Θ(logn) expected time until #y = 2m. Similarly, the transition rule x, x→ y, q

computes the function f(m) = bm/2c, but exponentially slower, in expected time Θ(n). The
transitions x1, q → y, q and x2, y → q, q compute f(m1,m2) = m1−m2 (assuming m1 ≥ m2),
also in time Θ(n) if m1 = m2 +O(1).

Formally, we say a population protocol stably computes a function f : Nk → N if, for every
“valid” initial configuration i ∈ NΛ representing input m ∈ Nk (via counts i(x1), . . . , i(xk)
of “input” states Σ = {x1, . . . , xk} ⊆ Λ) with probability 1 the system reaches from i to o
such that o(y) = f(m) (y ∈ Λ is the “output” state) and o′(y) = o(y) for every o′ reachable
from o (i.e., o is stable). Defining what constitutes a “valid” initial configuration (i.e., what
non-input states can be present initially, and how many) is nontrivial. In this paper we focus
on population protocols without a leader—a state present in count 1, or small count—in
the initial configuration. Here, we equate “leaderless” with initial configurations in which no
positive state count is sublinear in the population size n.

It is known that a function f : Nk → N is stably computable by a population protocol if
and only if its graph {(m, f(m)) |m ∈ Nk} ⊂ Nk+1 is a semilinear set [4, 11]. This means
intuitively that it is piecewise affine, with each affine piece having rational slopes.

Despite the exact characterization of predicates and functions stably computable by
population protocols, we still lack a full understanding of which of the stably computable (i.e.,
semilinear) predicates and functions are computable quickly (say, in time polylogarithmic
in n) and which are only computable slowly (linear in n). For positive results, significantly
more is known about time to convergence [5] with a leader (time to reach a configuration
with the correct answer). In this paper we shed new light on time to stabilization without a
leader (time to reach a configuration from which the answer is guaranteed to remain correct).

1.2 Contributions
Definition of function computation and approximation. We formally define computation
and approximation of functions f : Nk → N for population protocols. This mode of
computation was discussed briefly in the first population protocols paper[3, Section 3.4],
which focused more on Boolean predicate computation, and it was defined formally in the
more general model of chemical reaction networks[11, 13]. Some subtle issues arise that are
unique to population protocols. We also formally define a notion of function approximation
with population protocols, which has its own issues.

Inapproximability of most linear functions with sublinear time and sublinear error. Recall
that the transition rule x, x → y, q computes f(m) = bm/2c in linear time. Consider the
transitions a, x→ b, y and b, x→ a, q, starting with #x = m, #a = γm for some 0 < γ < 1,
and #y = #q = 0 (so n = m+γm total agents). Then eventually #y ∈ {m/2, . . . ,m/2+γm}
and #x = 0 (stabilizing #y), after O( 1

γ logn) expected time. (This is analyzed in more
detail in Section 5.) Thus, if we tolerate an error linear in n, then f can be approximated in
logarithmic time. However, Theorem 4.1 shows this error bound to be tight: any leaderless
population protocol that approximates f(m) = bm/2c, or any other linear function with a
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coefficient outside of N (such as b4m/3c or m1 −m2), requires at least linear time to achieve
sublinear error.

As a corollary, such functions cannot be stably computed in sublinear time (since
computing exactly is the same as approximating with zero error). Conversely, it is simple to
show that any linear function with all coefficients in N is stably computable in logarithmic
time (Observation 5.1). Thus we have a dichotomy theorem for the efficiency (with regard to
stabilization) of computing linear functions f by leaderless population protocols: if all of
f ’s coefficients are in N, then it is computable in logarithmic time, and otherwise it requires
linear time.

Approximability of nonnegative rational-coefficient linear functions with logarithmic time
and linear error. Theorem 4.1 says that no linear function with a coefficient outside of
N can be stably computed with sublinear time and sublinear error. In a complementary
positive result, Theorem 5.2, by relaxing the error to linear, and restricting the coefficients
to be nonnegative rationals (but not necessarily integers), we show how to approximate any
such linear function in logarithmic time. (It is open if m1 −m2 can be approximated with
linear error in logarithmic time.)

Uncomputability of many nonlinear functions in sublinear time. What about non-linear
functions? Theorem 3.1 states that sublinear time computation cannot go much beyond
linear functions with coefficients in N. We show any function computable in sublinear time is
eventually-N-linear, which we define to be linear with nonnegative integer coefficients on all
sufficiently large inputs. Examples of non-eventually-N-linear functions, that provably cannot
be computed in sublinear time, include f(m1,m2) = min(m1,m2) (computable slowly via
x1, x2 → y, q), and f(m) = m− 1 (computable slowly via x, x→ x, y).

The only remaining semilinear functions whose asymptotic time complexity remains
unknown are those “piecewise linear” functions that switch between pieces only near the
boundary of Nk; for example, f(m) = 0 if m ≤ 3 and f(m) = m otherwise.

Undecidability of many predicates in sublinear time. Every semilinear predicate φ : Nk →
{0, 1} is stably decidable in O(n) time [5]. Some, such as φ(m) = 1 iff m ≥ 1, are
stably decidable in O(logn) time by a leaderless protocol, in this case by the transition
x, q → x, x, where x “votes” for output 1 and q votes 0. A predicate is eventually constant if
φ(m0) = φ(m1) for all sufficiently large m0,m1. We show that if a leaderless population
protocol stably decides a predicate φ in sublinear time, then φ is eventually constant.
Examples of non-eventually constant predicates include parity (φ(m) = 1 iff m is odd),
majority (φ(m1,m2) = 1 iff m1 ≥ m2), and equality (φ(m1,m2) = 1 iff m1 = m2). It does
not include certain semilinear predicates, such as φ(m) = 1 iff m ≥ 1 (decidable in O(logn)
time) or φ(m) = 1 iff m ≥ 2 (decidable in O(n) time, and no faster protocol is known).

Note that there is a fundamental difficulty in extending the last two stated negative
results to functions and predicates that “do something different only near the boundary of
Nk”. This is because for inputs where one state is present in small count, the population
protocol could in principle use that input as a “leader state”—and no longer be leaderless.

It is possible that the non-eventually constant predicates and non-eventually-N-linear
functions, which cannot be computed in sublinear time in our setting, could be efficiently
computed in the following ways: (1) With an initial leader stabilizing to the correct answer in
sublinear time, (2) Without initial leaders but converging to the correct output in sublinear
time. (3) (With or without a leader) stabilizing to an output in sublinear time but allowing
a small probability of incorrect output.
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1.3 Related work
Positive results. Angluin, Aspnes, Diamadi, Fischer, and Peralta [3] showed that any
semilinear predicate can be decided in expected parallel time O(n logn), later improved
to O(n) by Angluin, Aspnes, and Eisenstat [5]. More strikingly, the latter paper showed
that if an initial leader is present (a state assigned to only a single agent in every valid
initial configuration), then there is a protocol for φ that converges to the correct answer in
expected time O(log5 n). However, this protocol’s expected time to stabilize is still provably
Ω(n). Chen, Doty, and Soloveichik [11] showed in the related model of chemical reaction
networks (borrowing techniques from the related predicate results [3, 4]) that any semilinear
function (integer-output f : Nk → N) can similarly be computed with expected convergence
time O(log5 n) if an initial leader is present, but again with much slower stabilization time
O(n logn). Doty and Hajiaghayi [13] showed that any semilinear function can be computed
by a chemical reaction network without a leader with expected convergence and stabilization
time O(n). Although the chemical reaction network model is more general, these results
hold for population protocols.

Since efficient computation seems to be helped by a leader, the computational task
of leader election has received significant recent attention. In particular, Alistarh and
Gelashvili [2] showed that in a variant of the model allowing the number of states λn to
grow with the population size n, a protocol with λn = O(log3 n) states can elect a leader
with high probability in O(log3 n) expected time. Alistarh, Aspnes, Eisenstat, Gelashvili,
and Rivest [1] later showed how to reduce the number of states to λn = O(log2 n), at the
cost of increasing the expected time to O(log5.3 n log logn).

Negative results. The first attempt to show the limitations of sublinear time population
protocols, using the more general model of chemical reaction networks, was made by Chen,
Cummings, Doty, and Soloveichik [10]. They studied a variant of the problem in which
negative results are easier to prove, an “adversarial worst-case” notion of sublinear time:
the protocol is required to be sublinear time not only from the initial configuration, but
also from any reachable configuration. They showed that the predicates computable in this
manner are precisely those whose output depends only on the presence or absence of states
(and not on their exact positive counts). Doty and Soloveichik [14] showed the first Ω(n)
lower bound on expected time from valid initial configurations, proving that any protocol
electing a leader with probability 1 takes Ω(n) time.

These techniques were recently improved by Alistarh, Aspnes, Eisenstat, Gelashvili, and
Rivest [1], who showed that even with up to λn = O(log logn) states, any protocol electing a
leader with probability 1 requires nearly linear time: Ω(n/polylog n). They used these tools
to prove time lower bounds for another important computational task: majority (detecting
whether state x1 or x2 is more numerous in the initial population, by stabilizing on a
configuration in which the state with the larger initial count occupies the whole population).

In contrast to these previous results on the specific tasks of leader election and majority,
we obtain time lower bounds for a broad class of functions and predicates, showing “most” of
those computable at all by population protocols, cannot be computed in sublinear time. Since
they all can be computed in linear time, this settles their asymptotic population protocol
time complexity.

Informally, one explanation for our result could be that some computation requires electing
“leaders” as part of the computation, and other computation does not. Since leader election
itself requires linear time as shown in [14], the computation that requires it is necessarily
inefficient. It is not clear, however, how to define the notion of a predicate or function
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computation requiring electing a leader somewhere in the computation, but recent work by
Michail and Spirakis helps to clarify the picture [18].

2 Preliminaries

If Λ is a finite set (in this paper, of states, which will be denoted as lowercase Roman
letters with an overbar such as s), we write NΛ to denote the set of functions c : Λ → N.
Equivalently, we view an element c ∈ NΛ as a vector of |Λ| nonnegative integers, with each
coordinate “labeled” by an element of Λ. (By assuming some canonical ordering s1, . . . , sk
of Λ, we also interpret c ∈ NΛ as a vector c ∈ Nk.) Given s ∈ Λ and c ∈ NΛ, we refer to
c(s) as the count of s in c. Let ‖c‖ = ‖c‖1 =

∑
s∈Λ c(s). We write c ≤ c′ to denote that

c(s) ≤ c′(s) for all s ∈ Λ. Since we view vectors c ∈ NΛ equivalently as multisets of elements
from Λ, if c ≤ c′ we say c is a subset of c′. For α > 0, we say that c ∈ Nk is α-dense if, for
all i ∈ {1, . . . , k}, if c(i) > 0, then c(i) ≥ α‖c‖.

It is sometimes convenient to use multiset notation to denote vectors, e.g., {x, x, y}
and {2x, y} both denote the vector c defined by c(x) = 2, c(y) = 1, and c(s) = 0 for all
s 6∈ {x, y}. Given c, c′ ∈ NΛ, we define the vector component-wise operations of addition
c + c′, subtraction c− c′, and scalar multiplication mc for m ∈ N. For a set ∆ ⊂ Λ, we view
a vector c ∈ N∆ equivalently as a vector c ∈ NΛ by assuming c(s) = 0 for all s ∈ Λ \∆.
Write c � ∆ to denote the vector d ∈ N∆ such that c(s) = d(s) for all s ∈ ∆. In this paper,
the floor function b·c : R→ Z is defined to be the integer closest to 0 that is distance < 1
from the input, e.g., b−3.4c = −3 and b3.4c = 3.

We say a function f : Nk → N is eventually-N-affine if there are b, c1, . . . , ck ∈ N and
m0 ∈ N such that for all m ∈ Nk≥m0

, f(m) = b+
∑k
i=1 cim(i). We say a function f : Nk → N

is eventually-N-linear if it is eventually-N-affine with offset b = 0, i.e., if f(0) = 0. We say
the function is N-linear if it is eventually-N-linear with m0 = 0. Similarly, a function is
Q≥0-linear if there are c1, . . . , ck ∈ Q≥0 such that for all m ∈ Nk, f(m) =

∑k
i=1bcim(i)c.

2.1 Population Protocols
A population protocol is a pair P = (Λ, δ), where Λ is a finite set of states and δ : Λ2 → Λ2

is the (symmetric) transition function. A configuration of a population protocol is a vector
c ∈ NΛ, with the interpretation that c(s) agents are in state s ∈ Λ. If there is some “current”
configuration c understood from context, we write #s to denote c(s). By convention,
the value n ∈ Z≥1 represents the total number of agents ‖c‖. A transition is a 4-tuple
τ = (r1, r2, p1, p2) ∈ Λ4, written τ : r1, r2 → p1, p2, such that δ(r1, r2) = (p1, p2). If an agent
in state r1 interacts with an agent in state r2, then they change states to p1 and p2. This
paper typically defines a protocol by a list of transitions, with δ implicit. There is a null
transition δ(r1, r2) = (r1, r2) if a different output for δ(r1, r2) is not specified.

Given c ∈ NΛ and transition τ : r1, r2 → p1, p2, we say that τ is applicable to c if
c ≥ {r1, r2}, i.e., c contains 2 agents, one in state r1 and one in state r2. If τ is applicable
to c, then write τ(c) to denote the configuration c − {r1, r2} + {p1, p2} (i.e., that results
from applying τ to c); otherwise τ(c) is undefined. A finite or infinite sequence of transitions
(τi) is a transition sequence. Given a c0 ∈ NΛ and a transition sequence (τi), the induced
execution sequence (or path) is a finite or infinite sequence of configurations (c0, c1, . . .) such
that, for all i ≥ 1, ci = τi−1(ci−1). If a finite execution sequence, with associated transition
sequence q, starts with c and ends with c′, we write c =⇒q c′. We write c =⇒P c′ (or c =⇒ c′
when P is clear from context) if such a path exists (i.e., it is possible to reach from c to c′)
and we say that c′ is reachable from c. Let postP(c) = {c′ | c =⇒P c′} to denote the set of
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all configurations reachable from c, writing post(c) when P is clear from context. If it is
understood from context what is the initial configuration i, then say c is simply reachable if
i =⇒ c. If a transition τ : r1, r2 → p1, p2 has the property that for i ∈ {1, 2}, ri 6∈ {p1, p2},
or if (r1 = r2 and (ri 6= p1 or ri 6= p2)), then we say that τ consumes ri; i.e., applying τ
reduces the count of ri. We say τ produces pi if it increases the count of pi.

2.2 Time Complexity
The model used to analyze time complexity is a discrete-time Markov process, whose
states correspond to configurations of the population protocol. In any configuration the next
interaction is chosen by selecting a pair of agents uniformly at random and applying transition
function δ to determine the next configuration. Since a transition may be null, self-loops
are allowed. To measure time we count the expected total number of interactions (including
null), and divide by the number of agents n. (In the population protocols literature, this is
often called “parallel time”; i.e. n interactions among a population of n agents corresponds to
one unit of time). Let c ∈ NΛ and C ⊆ NΛ. Denote the probability that the protocol reaches
from c to some configuration c′ ∈ C by Pr[c =⇒C]. If Pr[c =⇒C] = 1, define the expected
time to reach from c to C, denoted T [c =⇒C], to be the expected number of interactions to
reach from c to some c′ ∈ C, divided by the number of agents n = ‖c‖. If Pr[c =⇒C] < 1
then T [c =⇒C] =∞.

3 Exact computation of nonlinear functions

In Section 4, we obtained a precise characterization of the linear functions stably computable
in sublinear time by population protocols and furthermore show that those not exactly
computable in sublinear time are not even approximable with sublinear error in sublinear
time. However, the class of functions stably computable (in any amount of time) by population
protocols is known to contain non-linear functions such as f(m1,m2) = max(m1,m2), or
f(m) = m if m is even and f(m) = 2m if m is odd. In fact a function is stably computable
by a population protocol if and only if its graph {(m, f(m)) | m ∈ Nk} is a semilinear
set [4, 11]. A set A ⊆ Nk is semilinear if and only if [15] it is expressible as a finite
number of unions, intersections, and complements of sets of one of the following two forms:
threshold sets of the form {x |

∑k
i=1 ai · x(i) < b} for some constants a1, . . . , ak, b ∈ Z or

mod sets of the form {x |
∑k
i=1 ai · x(i) ≡ b mod c} for some constants a1, . . . , ak, b, c ∈ N.

Say that a set P ⊆ Nk is a periodic coset if there exist b,p1, . . . ,pl ∈ Nk such that
P = {b + n1p1 + . . .+ nlpl | n1, . . . , nl ∈ N}. (These are typically called “linear” sets, but
we wish to avoid confusion with linear functions.) Equivalently, a set is semilinear if and
only if it is a finite union of periodic cosets. We say a function f : Nk → N is semilinear if its
graph {(m, f(m)) |m ∈ Nk} ⊂ Nk+1 is a semilinear set. A function f is stably computable
by a population protocol (given unbounded time) if and only if f is semilinear [11, 4].

Although our technique fails to completely characterize the efficient computability of
all semilinear functions, we show that a wide class of semilinear functions cannot be stably
computed in sublinear time: functions that are not eventually N-linear. The only exceptions,
for which we cannot prove linear time is required, yet neither is there known a counterexample
protocol stably computing the function in sublinear time, are functions whose “non-integral-
linearities are near the boundary of Nk”. For example, the function f(m) = 0 if m ≤ 3 and
f(m) = m otherwise is non-linear (although it is semilinear, so stably computable), but
restricted to the domain of inputs > 3, it is linear with positive integer coefficients. Thus it
is an example of a function whose “population protocol time complexity” is unknown.
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Corollary 4.2 and Observation 5.1 imply that a linear function is stably computable in
sublinear time by a population protocol if and only if it is N-linear. Theorem 3.1 generalizes
the forward direction (restricted to nonlinear functions) to eventually-N-linear functions.

We first give a formal definition of function computation by population protocols. A
function-computing population protocol is a tuple C = (Λ, δ,Σ, y, q), where (Λ, δ) is a popu-
lation protocol, Σ = {x1, . . . , xk} ⊂ Λ is the set of input states, y ∈ Λ is the output state,
and q ∈ Λ \ Σ is the quiescent state. We say that a configuration o ∈ NΛ is stable if, for all
o′ ∈ post(o), o(y) = o′(y), i.e., the count of y cannot change once o is reached.

Let f : Nk → N, i ∈ NΛ, and let m = i � Σ. We say that C stably computes f from i if,
for all c ∈ post(i), there exists a stable o ∈ post(c) such that o(y) = f(m), i.e., C stabilizes
to the correct output from the initial configuration i. However, for any input m ∈ Nk, there
are many initial configurations i ∈ NΛ representing it (i.e., such that i � Σ = m). We now
formalize what sort of initial configurations C is required to handle.

We say a function q0 : Nk → N is linearly bounded if there is a constant c ∈ N such
that, for all m ∈ Nk, q0(m) ≤ c‖m‖. We say that C stably computes f if there is a linearly
bounded function q0 : Nk → N such that, for any i ∈ NΛ, defining m = i � Σ, if i(q) ≥ q0(m)
and i(s) = 0 for all s ∈ Λ \ (Σ ∪ {q}), then C stably computes f from i. It is well-known[6]
that this is equivalent to requiring, under the randomized model in which the next interaction
is between a pair of agents picked uniformly at random, that the protocol stabilizes on the
correct output with probability 1. More formally, given f : Nk → N and m ∈ Nk, defining
SCf,m = {o ∈ NΛ | o is stable and o(y) = f(m)}, C stably computes f if and only if, for
all m, defining i with i � Σ = m as above with i(q) sufficiently large, Pr

[
i =⇒SCf,m

]
= 1.

It is also equivalent to requiring that every fair infinite execution leads to a correct stable
configuration, where an execution is fair if every configuration infinitely often reachable
appears infinitely often in the execution. We say that an initial configuration i so defined is
valid. Since all semilinear functions are linearly bounded [11], a linearly bounded q0 suffices
to ensure there are enough agents to represent the output of a semilinear function, even if
we choose i(q) = q0(i � Σ). If q0 were not linearly bounded, and thus a super-linear count
of state q is required, we would essentially need to do non-semilinear computation just to
initialize the population protocol.

Let f : Nk → N and t : N→ N. Given a function-computing population protocol C that
stably computes f , we say C stably computes f in expected time t if, for all valid initial
configurations i of C, letting m = i � Σ, T

[
i =⇒SCf,m

]
≤ t(n).

I Theorem 3.1. Let f : Nk → N, and let C be a function-computing population protocol that
stably computes f . If f is not eventually-N-linear then C takes expected time Ω(n).

Techniques developed in previous work for proving time lower bounds [14, 1] can certainly
generalize beyond leader election and majority, although it was not clear what precise
category of computation they cover. However, to extend the impossibility results to all not
eventually-N-linear functions, we needed to develop new tools.

Both in prior and current work, the high level intuition of the proof technique is as follows.
The overall argument is a proof by contradiction: if sublinear time computation is possible
then we find a nefarious execution sequence which stabilizes to an incorrect output. In more
detail, sublinear time computation requires avoiding “bottlenecks”—having to go through
a transition in which both states are present in small count (constant independent of the
number of agents n). Traversing even a single such transition requires linear time. Technical
lemmas show that bottleneck-free execution sequences from α-dense initial configurations
(i.e., initial configurations where every state that is present is present in at least αn count)
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are amenable to predictable “surgery” [14, 1]. At the high level, the surgery lemmas show
how states that are present in “low” count when the population protocol stabilizes, can
be manipulated (added or removed) such that only “high” count other states are affected.
Since it can also be shown that changing high count states in a stable configuration does
not affect its stability, this means that the population protocol cannot “notice” the surgery,
and remains stabilized to the previous output. For leader election, the surgery allows one to
remove an additional leader state (leaving us with no leaders). For majority computation [1],
the input in the minority must be present in low count (or absent) at the end. This allows
one to add enough of the minority input to turn it into the majority, while the protocol
continues to output the wrong answer.

However, applying the previously developed surgery lemmas to fool a more general
function computing population protocol is more difficult. The surgery to consume additional
input states affects the count of the output state, which could be present in “large count” at
the end. How do we know that the effect of the surgery on the output is not consistent with
the desired output of the function? In order to arrive at a contradiction we develop two new
techniques, both of which are necessary to cover all cases. The first involves showing that
the slope of the change in the count of the output state as a function of the input states
is inconsistent. The second involves exposing the semilinear structure of the graph of the
function being computed, and forcing it to enter the “wrong piece” (i.e., periodic coset).

4 Sublinear-time, sublinear-error approximation of linear functions
with negative or non-integer coefficients is impossible

A function-approximating population protocol is a tuple A = (Λ, δ,Σ, y, q, a), where
(Λ, δ,Σ, y, q) is a function-computing population protocol and a ∈ Λ \ (Σ ∪ {y, q}) is the
approximation state. Let ε, τ ∈ N; intuitively τ represents the “target” (or “true”) function
output, and ε represents the allowed approximation error. We say that a configuration
o ∈ NΛ is ε-τ -correct if |o(y)− τ | ≤ ε.

Let f : Nk → N, ε ∈ N, i ∈ NΛ, and let m = i � Σ. We say that A stably ε-approximates
f from i if, for all c ∈ post(i), there exists a o ∈ post(c) that is stable and ε-f(m)-correct,
i.e., from the initial configuration i, A gets the output to stabilize to a value at most ε from
the correct output. Let SAf,m,ε = {o ∈ NΛ | o is stable and ε-f(m)-correct }. Note that A
stably ε-approximates f from i if and only if Pr

[
i =⇒SAf,m,ε

]
= 1.

Let E : N→ N; the choice of E as a function instead of a constant reflects the idea that
the approximation error is allowed to depend on the initial count i(a) of the approximation
state a, i.e., E(i(a)) is the desired approximation error. We say that A stably E-approximates
f if there are a0 ∈ N and linearly bounded q0 : Nk+1 → N such that, for any i ∈ NΛ, defining
m = i � Σ, if i(a) ≥ a0, i(q) ≥ q0(m, i(a)), and i(s) = 0 for all s ∈ Λ \ (Σ ∪ {q, a}), then A
stably E(i(a))-approximates f from i.3 An initial configuration i so defined is valid.

As we consider leaderless population protocols, we need to make sure that a does not
act as a small count “leader”. Consistent with the rest of this paper, we reason about initial
configurations with i(a) ≥ αn for some α > 0 to ensure α-density.

Let f : Nk → N. In defining running time for function-approximating population
protocols, we express the expected time as a function of both the total number of agents

3 I.e., the initial count i(a) can influence the initial required count i(q), since adding more initial a may
imply that more quiescent agents are required as “fuel”. However, a0 is constant, not a function of m.
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n = ‖i‖ and the initial count i(a) of approximation states. Let E : N→ N and t : N2 → N.
Given a function-approximating population protocol A that E-approximates f , we say A
E-approximates f in expected time t if, for all valid initial configurations i of A, letting
m = i � Σ, T

[
i =⇒SAf,m,E(i(a))

]
≤ t(n, i(a)).

The following theorem states that given any linear function f and any population protocol
P, if f has a non-integer or negative coefficient, then P requires at least linear time to
approximate f with sublinear error. It states this by contrapositive: if the protocol takes
sublinear time, then the error E : N→ N must grow at least linearly with the initial count of
approximation state a. In particular, the initial configurations i (letting n = ‖i‖) on which
our argument maximizes the error have i(a) = Ω(n). Thus, the fact that E(a) ≥ γa implies
that on these i, the error is Ω(n).

I Theorem 4.1. Let f : Nk → N be a linear function that is not N-linear. Let E : N→ N. Let
A be a function-approximating population protocol that stably E-approximates f in expected
time t, where for some α > 0, t(n, αn) = o(n). Then there is a constant γ > 0 such that, for
infinitely many a ∈ N, E(a) ≥ γa.

A protocol stably computing f also stably E-approximates f for E(a) = 0, so we have:

I Corollary 4.2. Let f : Nk → N be a linear function f(m) =
∑k
i=1bcim(i)c, where ci 6∈ N

for some i ∈ {1, . . . , k}. Let C be a function-computing population protocol that stably
computes f . Then C takes expected time Ω(n).

This gives a complete classification of the asymptotic efficiency of computing linear
functions f(m) =

∑k
i=1bcim(i)c with population protocols. If ci ∈ N for all i ∈ {1, . . . , k},

then f is stably computable in logarithmic time by Observation 5.1. Otherwise, f requires
linear time to stably compute by Corollary 4.2.

5 Logarithmic-time, linear-error approximation of linear functions
with nonnegative rational coefficients is possible

It is easy to see that any N-linear function f can be stably computed in logarithmic time.
Recall that x, q → y, y stably computes f(m) = 2m in expected time O(logn). The extension
to larger coefficients and multiple inputs is routine:

I Observation 5.1. Let f : Nk → N be an N-linear function. There is a function-computing
population protocol that stably computes f in expected time O(logn).

We now describe how to stably approximate linear functions with nonnegative rational
coefficients, i.e., Q≥0-linear functions, with a linear approximation error, in logarithmic
time. (It is open to do this for negative coefficients, e.g., f(m1,m2) = m1 −m2). Recall the
following simple example of a population protocol that approximately divides by 2 (that
is, with probability 1 it outputs a value guaranteed to be a certain distance to the correct
output), with a linear approximation error, and is fast (O(logn) time) with initial counts
#x = m, #a = γm, and #q = #y = 0:

a, x→ b, y

b, x→ a, q

which stabilizes #y to somewhere in the interval {m/2,m/2 + 1, . . . ,m/2 + γm}.
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To see that the protocol is correct, note that the transition sequence can make #y closer
to one endpoint of the interval or the other depending on which transitions are chosen to
consume the last γm of x, but no matter what, the first transition executes at least as many
times as the second, but not more than γm times more.

If #a = 1 initially, the above protocol stably computes bm/2c (taking linear time just for
the last transition; and in total takes Θ(n logn) time, by a coupon collector argument).

To see that the protocol takes O(logn) time if #a = γm initially, note n = m+γm ≤ 2m.
Observe that #a + #b = γm in any reachable configuration. Thus the probability any
given interaction is one of the above two transitions is ≈ γm#x

n2 , so the expected number of
interactions until such a transition occurs is n2

γm#x . After m such transitions occur, all the
input x is gone and the protocol stabilizes, which by linearity of expectation takes expected
number of interactions

m∑
#x=1

n2

γm#x = n2

γm

m∑
#x=1

1
#x ≈

n2

γm
lnm ≤ n2

γn/2 lnn = 2n
γ

lnn,

i.e., expected parallel time 2
γ lnn. Thus this shows a tradeoff between accuracy and speed in

a single protocol, adjustable by the initial count of a. In this case, the approximation error
increases, and the expected time to stabilization decreases, with increasing initial #a.

More generally, we can prove the following. In particular, if a = Ω(n), then t(n, a) =
O(logn). Also, if a = o(n), then the approximation error is o(n), and if a = ω(logn), then
the expected time is o(n) also. This does not contradict Theorem 4.1 since setting a = o(n)
implies the initial configurations are not all α-dense for a fixed α > 0.

I Theorem 5.2. Let f : Nk → N be a Q≥0-linear function. Let E : N → N be the identity
function. Define t : N2 → N by t(n, a) = n

a logn. Then there is a function-approximating
population protocol A that E-approximates f in expected time O(t).

The basic analysis is similar to the example protocol above, and the extension to rational
coefficients other than 1

2 follows techniques used in similar papers on function computation
with chemical reaction networks [11, 13].

6 Predicate computation

In this section we show that a wide class of Boolean predicates cannot be stably computed
in sublinear time by population protocols (without a leader). Intuitively, this is the class
of predicates φ : Nk → {0, 1} such that for all m ∈ N, there are two inputs m0,m1 ∈ Nk≥m
such that φ(m0) 6= φ(m1). (See the definition of eventually constant below.)

Formally, a predicate-deciding population protocol is a tuple D = (Λ, δ,Σ,Υ1), where
(Λ, δ) is a population protocol, Σ ⊆ Λ is the set of input states, and Υ1 ⊆ Λ is the set
of 1-voters. By convention, we define Υ0 = Λ \ Υ1 to be the set of 0-voters. The output
Φ(c) of a configuration c ∈ NΛ is b ∈ {0, 1} if c(s) = 0 for all s ∈ Υ1−b (i.e., if the vote
is unanimously b); the output is undefined if voters of both types are present. We say
o ∈ NΛ is stable if Φ(o) is defined and for all o′ ∈ post(o), Φ(o′) = Φ(o). For all m ∈ Nk,
define initial configuration im ∈ NΛ by im � Σ = m and im � (Λ \ Σ) = 0. Call such
an initial configuration valid. For any valid initial configuration im ∈ NΛ and predicate
φ : Nk → {0, 1}, let Sim,φ = {o ∈ NΛ | im =⇒o,o is stable, and Φ(o) = φ(m)}. A population
protocol stably decides a predicate φ : Nk → {0, 1} if, for any valid initial configuration
im ∈ NΛ, Pr[im =⇒Sim,φ] = 1. This is equivalent to requiring that for all c ∈ post(im), there
is o ∈ post(c) such that o is stable and Φ(o) = φ(m).
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For example, the protocol defined by transitions

x1, x2 → q1, q2

x1, q2 → x1, q1

x2, q1 → x2, q2

q1, q2 → q1, q1

if Υ1 = {x1, q1} and Υ0 = {x2, q2}, decides whether m1 = i(x1) ≥ m2 = i(x2). The first
transition stops once the less numerous input state is gone. If x1 (resp. x2) is left over, then
the second (resp. third) transition converts qi states to its vote. If neither is left over (i.e., if
m1 = m2, requiring output 1), the fourth transition converts all q2 states to q1.

Let φ : Nk → {0, 1}, and for b ∈ {0, 1}, define φ−1(b) = {m ∈ Nk | φ(m) = b} to be
the set of inputs on which φ outputs b. We say φ is eventually constant if there is m0 ∈ N
such that φ is constant on Nk≥m0

= {m ∈ Nk | (∀i ∈ {1, . . . , k}) m(i) ≥ m0}, i.e., either
φ−1(0) ∩ Nk≥m0

= ∅ or φ−1(1) ∩ Nk≥m0
= ∅. In other words, although φ may have an infinite

number of each output, “sufficiently far from the boundary” (where all coordinates exceed
m0), only one output appears.

The following theorem shows that any predicate that is not eventually constant cannot
be stably decided in sublinear time by a population protocol.

I Theorem 6.1. Let φ : Nk → {0, 1} and D be a predicate-deciding population protocol that
stably decides φ. If φ is not eventually constant, then D takes expected time Ω(n).

Alistarh, Aspnes, Eisenstat, Gelashvili, and Rivest [1] showed a linear-time lower bound
on any leaderless population protocol deciding the majority predicate. Recall that their
technique is based on showing that after adding enough of the input in the minority to
change it to the majority, the effect of this addition can be effectively nullified by surgery
of the transition sequence, yielding a stable configuration with the original (now incorrect)
answer. The technique can be extended easily to show various other specific predicates,
such as equality and parity, also require linear time. We use the same technique of finding
pairs of inputs with opposite correct answers and apply a similar transition sequence surgery.
The main difficulty in showing Theorem 6.1, which covers the class of all predicates that
are semilinear but not eventually constant, is to identify a common characteristic that can
be exploited to find pairs of inputs that are α-dense for some α > 0. Here, we rely on
the semilinear structure of the predicate computed. Indeed, note that we cannot find such
α-dense pairs for the predicate φ : N2 → {0, 1} with support {(k, 2k) | k ∈ N}, which is not
eventually constant (but also not semilinear).

7 Open Questions

Time complexity of other functions. What is the optimal time complexity of computing
semilinear functions and predicates not satisfying the hypotheses of Theorems 3.1 and 6.1;
namely the eventually-N-linear functions, (e.g., f(m) = 0 if m < 3 and f(m) = m otherwise)
and eventually-constant predicates (e.g., φ(m) = 1 iff m ≥ 2)?

Stabilization vs convergence. Measuring time to stabilization in the randomized model,
as we do here, measures the expected time until the probability of changing the output
becomes 0. Our proof shows only that stabilization must take expected Ω(n) time. However,
convergence could occur much earlier in a transition sequence than stabilization (we can say
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a particular transition sequence converged at the point when the output count is the same in
every subsequently reached configuration). We conjecture that similar negative results hold
for convergence for leaderless population protocols. It is also open whether stabilization can
occur in sublinear time, even with an initial leader. The known stably computing protocols
converging in O(log5 n) time [5, 11] provably require expected time Ω(n) to stabilize.
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