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Abstract
We consider constrained versions of the prize-collecting traveling salesman and the minimum span-
ning tree problems. The goal is to maximize the number of vertices in the returned tour/tree
subject to a bound on the tour/tree cost. We present a 2-approximation algorithm for these
problems based on a primal-dual approach. The algorithm relies on finding a threshold value for
the dual variable corresponding to the budget constraint in the primal and then carefully con-
structing a tour/tree that is just within budget. Thereby, we improve the best-known guarantees
from 3 + ε and 2 + ε for the tree and the tour version, respectively. Our analysis extends to the
setting with weighted vertices, in which we want to maximize the total weight of vertices in the
tour/tree subject to the same budget constraint.
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1 Introduction

In the classical traveling salesman problem, we are given an undirected graph G = (V,E)
with edge costs ce ≥ 0 for all e ∈ E. The goal is to construct a tour visiting all vertices
in the graph while minimizing the cost of edges in the tour. If, however, we are given a
bound on the cost of the tour, then we may not be able to visit all vertices. In particular,
suppose that we are given a budget D ≥ 0. In the budgeted prize-collecting traveling
salesman problem, a valid tour is a multiset of edges F such that (a) F specifies a tour
on a subset S ⊆ V and (b) the cost of the edges in F is at most D. The goal is to find a
valid tour F that maximizes |S|, the number of vertices visited. Here, we do not require
the graph to be complete and allow a tour to visit nodes more than once. Similarly, in the
budgeted prize-collecting minimum spanning tree problem, a valid tree is a set of
edges T such that (a) T specifies a spanning tree on a subset S ⊆ V and (b) the cost of the
edges in T is at most D. Again, the goal is to find a valid tree T that maximizes |S|.
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The budgeted version of the traveling salesman problem arises naturally in many routing
problems that have a distance or time constraint. For example, a bikeshare system has
bike stations located around a city that may need repair. Throughout the day, the system
operator wants to route a repairman over his work period while maximizing the number of
stations that receive maintenance (in fact, this precise question emerged from our ongoing
work with New York City Bikeshare [11]). We can represent this problem as a budgeted
prize-collecting traveling salesman problem. Further, we can also capture the setting where
stations have varying importance; we discuss in Section 6 how to extend our algorithm to
a setting in which vertices have weights and the goal is to maximize the weight of vertices
visited. In Section 7, we apply our algorithm to instances using Citi Bike data in New
York City. The budgeted version of the minimum spanning tree also arises in a range of
applications, including telecommunication network design problems where an infrastructure
budget is weighed against the number of customers served.

In this paper, we present a 2-approximation algorithm for both problems. Our algorithm
is based on a primal-dual subroutine which uses a linear programming relaxation of this
problem. First, we search for a “good” value for the dual variable corresponding to the
budget constraint in the primal. Having set this variable, we can then increase the other
dual variables and form a forest of edges whose corresponding dual constraint is tight. For
the tour problem, we then choose a tree in this forest and carefully prune it so that doubling
this tree forms a tour that will be just within budget. For the tree problem, we prune edges
such that the tree itself is just within budget. Lastly, we show that either our constructed
tour/tree is within a factor of 2 of optimal or we can identify a subgraph to recurse on.

Literature Review

There have been many prize-collecting variants of both the traveling salesman problem
(TSP) and the minimum spanning tree problem (MST) that seek to balance the number of
vertices in the tree or tour with the cost of edges used. Johnson, Minkoff, and Phillips [16]
characterize four main variants of prize-collecting MST problems: the Goemans-Williamson
Minimization problem that minimizes the cost of edges plus a penalty for vertices not in the
tree, the Net Worth Maximization problem that maximizes the weight of vertices in the tree
minus the cost of used edges, the Quota problem that minimizes the cost of a tree containing
at least Q vertices, and, finally, the Budget problem that maximizes the number of vertices
in the tree subject to the cost of the tree being at most D. All of the variants above can be
extended to a corresponding TSP version that constructs a tour rather than a tree.

Our algorithm is most similar to that of Garg [13], who presents a 2-approximation
algorithm for the Quota problem for MST, improving upon the previous results of Garg [12],
Arya and Ramesh [2], and Blum, Ravi, and Vempala [4]. Johnson et al. [16] observe that a
2-approximation algorithm to the Quota problem yields a (3 + ε)-approximation algorithm
to the corresponding Budget problem. To our knowledge this was the previously best-known
guarantee for the MST variant. Prior to this result, Levin [18] proved a (4+ ε)-approximation
algorithm. Our 2-approximation algorithm for the budgeted prize-collecting MST thus
improves upon the best known approximation ratio. While our algorithm is similar to that
of Garg [13], our analysis differs in how we find the threshold value for the dual variable;
further, our overall proof relies on more precise accounting.

For the Goemans-Williamson Minimization problem for MST, Archer et al. [1] obtain a
(2− ε)-approximation guarantee, improving upon the long-standing bound of 2 obtained by
Goemans and Williamson [14] in 1995. Further, Archer et al. [1] successfully applied this
algorithm to telecommunication network problems. Lastly, Feigenbaum et al. [9] show the
Net Worth Maximization problem for MST is NP-hard to approximate within any constant.
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To the best of our knowledge, the previous best approximation guarantee for the budgeted
prize-collecting TSP arises from a special case of a result by Chekuri, Korula, and Pál [6].
Their work provides a (2 + ε)-approximation algorithm for the more general orienteering
problem, where the goal is to find an s− t path, where s and t are given, with bounded cost
that maximizes the number of vertices visited on the path. By setting s = t and iterating over
all vertices, this yields a (2 + ε)-approximation algorithm for the budgeted prize-collecting
TSP. The orienteering problem itself has attracted much attention within the combinatorial
optimization community, with other variants studied by [21], [5], [8], [7], and [15].

There exist other adaptations of prize-collecting problems not discussed above. Specifically,
Ausiello, Demange, Laura, and Paschos [3] present a 2-approximation algorithm for an on-line
variant of the Quota problem for the TSP. Frederickson and Wittman [10] study the so-called
traveling repairmen problem, in which each vertex can only be visited within a specific time
window and the goal is to either maximize the number of vertices visited within a certain time
period or to minimize the time visiting all vertices; they give constant-factor approximation
algorithms for both variations of this problem. Lastly, Nagarajan and Ravi [19] study the
problem of minimizing the number of tours to cover all vertices subject to each tour having
bounded distance. They give a 2-approximation algorithm for tree metric distances.

The paper is structured as follows. In Section 2, we present the linear programming (LP)
relaxation for the budgeted prize-collecting traveling salesman problem. In Section 3, we use
this LP to present the primal-dual subroutine that will inform our decisions and develop
some intuition behind what types of tours will be near optimal. In Section 4, we show how
to set the dual variable corresponding to the budget constraint, and in Section 5, we show
how to construct our proposed tour. In Section 6, we prove that our overall algorithm is a
2-approximation algorithm and present computational experiments in Section 7. For ease of
presentation, we present only our result for the budgeted prize-collecting traveling salesman
problem but the analysis extends easily to the corresponding MST case.

2 Notation

For each S ⊆ V , let zS ∈ {0, 1} be a variable representing whether or not we choose to tour
the vertices in S, and for each edge e ∈ E, let xe ∈ Z+ be a variable representing how many
copies of e to include in the tour. Then, the following is a linear programming relaxation for
the budgeted prize-collecting traveling salesman problem.

maximize
∑
S⊆V

|S|zS

subject to
∑

e:e∈δ(S)

xe ≥ 2
∑

T :S⊂T
zT ∀S ⊂ V

∑
e∈E

cexe ≤ D∑
S⊆V

zS ≤ 1

zS , xe ≥ 0

The first constraint states that if we choose to tour a subset T such that S ⊂ T then we
must have at least two edges across the cut S. The dual of this linear program is given by
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the following.

minimize Λ1D + Λ2

subject to (2
∑

T :T⊂S
yT ) + Λ2 ≥ |S| ∀S ⊆ V∑

S:e∈δ(S)

yS ≤ Λ1ce ∀e ∈ E

Λ1,Λ2, yS ≥ 0

In order to construct a tour, we will rely on a primal-dual subroutine. We first note in
Theorem 2 that if we find Λ1 ≥ 0 and yS ≥ 0 that satisfy the dual constraint for every edge,
then we can always set Λ2 such that we have a full feasible dual solution. Suppose that we
first set the value of Λ1. The primal-dual subroutine will use this set value to construct a
full dual solution and corresponding potential tours. These tours may or may not be feasible
with respect to the budget constraint. Therefore, we will adjust Λ1 to find a feasible solution
with bounded approximation ratio.

3 Primal-Dual Subroutine

The primal-dual subroutine for a fixed Λ1 is similar to the 2-approximation algorithm for
the prize-collecting traveling salesman problem without a budget constraint presented by
Goemans and Williamson [14]. Initially, we set all yS to be 0 and set our collection of active
sets to be all singleton nodes. Then, in each iteration, we increase yS corresponding to all
S ⊂ V in the collection of active sets until either a dual constraint for an edge between two
sets becomes tight, or a set becomes neutral.

I Definition 1. We say a subset S ⊆ V is neutral if 2
∑
T :T⊆S yT = |S|.

If an edge becomes tight between two subsets S1 and S2, we add the edge to our solution
and remove both S1 and S2 from the collection of active sets and add S1 ∪ S2 to it. If a set
becomes neutral, we mark the set as inactive and remove it from the collection of active sets.
Once the collection of active sets is empty, we prune inactive sets of degree 1 and return the
remaining edges in our solution (cf. Algorithm 1).

Algorithm 1 Primal-Dual Algorithm (PD(λ1))
1: procedure PD(λ1 ≥ 0)
2: yS ← 0, Λ1 ← λ1, T ← {}.
3: mark all i ∈ V as active.
4: while there exists an active subset do
5: raise yS uniformly for all active subsets S until either
6: if an active set S becomes neutral then
7: mark S as inactive.
8: else if the dual constraint for edge e between S1 and S2 becomes tight then
9: T ← T ∪ {e}.

10: mark S = S1 ∪ S2 as active, remove S1 and S2 from the active subsets.
11: T ′ ← T .
12: while there exists a set S marked inactive such that |δ(S) ∩ T ′| = 1 do
13: remove all edges with at least one endpoint in S from T ′.

return two of each edge in T ′.
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Properties of the algorithm PD(λ1) (by construction)

1. The algorithm terminates in polynomial time.
2. Throughout the algorithm, T is a forest, and by extension T ′ is a forest.
3. For all edges, the corresponding dual constraint is satisfied.
4. For all e ∈ T , the dual constraint for e is tight.

I Theorem 2. Given λ1 ≥ 0, let y be as created by the algorithm. Then, there exists a value
λ2 ≥ 0 such that (y, λ1, λ2) is a feasible dual solution.

Proof. Since all edge constraints are satisfied, we may set λ2 to the maximum of zero and

min
S⊆V

[
|S| − (2

∑
T :T⊂S

yT )
]
.

By construction, all dual constraints will be satisfied. J

3.1 Analysis
In this section, we assume that we have set Λ1 = λ1 in the primal-dual subroutine such that
we produced a feasible dual solution (y, λ1, λ2) (where we may not know the actual value of
λ2). We let S be the collection of sets that were active in some iteration of the algorithm
and let S+ = S ∪ {V }. Since any set in S is either a single node or the union of other sets in
S, this is a laminar collection.

I Lemma 3. For any S ⊆ V , (2
∑
T :T⊆S yT ) ≤ |S|.

Proof. Any set S can be divided into maximal disjoint laminar sets S1, S2, . . . , Sc ∈ S.
Therefore,

2
∑

T :T⊆S
yT = 2

c∑
i=1

∑
T :T⊆Si

yT ≤
c∑
i=1
|Si| = |S|,

where the inequality comes from the fact that we make inactive any neutral subset. J

We first define a potential π(S) for each subset S ⊆ V . These values will help us find an
upper bound on the size of a feasible tour.

I Definition 4. For any subset S ⊆ V , we define the potential of S to be

π(S) := |S| − (2
∑

T :T⊂S
yT ).

For a set S ∈ S, π(S) is exactly equal to twice the amount that we could have increased yS
until S went neutral. In particular, if S was formed by the union of S1 and S2, then

π(S) = π(S1) + π(S2)− 2yS1 − 2yS2 .

If S2 went inactive before merging with S1, then this simplifies to π(S) = π(S1)− 2yS1 .
Given these potentials and our constructed dual solution, we give a bound on the size of

an optimal solution.

I Theorem 5. Let O? be an optimal subset of vertices to tour and F ? be the edges in an
optimal tour on O?. Further, let O be the minimal set in S+ that contains O?. Since V ∈ S+,
such a set always exists. Then,

|O?| ≤ λ1D + π(O).

Proof. We provide the proof in the full version of the paper. J

ESA 2017
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Given the bound in Theorem 5, we argue that to construct a good tour we should try to
find a tree T̄ with cost close to 1

2D such that the set S̄ of spanned vertices has high potential.
Then, doubling this tree will give a feasible tour close to optimal. In order to find such a
tree, we first rely on finding a good value of Λ1.

4 Setting Λ1

Our goal is to set Λ1 so as to find a tree with cost very close to 1
2D. Note that Λ1 controls

the cost of the edges, and as Λ1 increases, edges become more expensive yielding smaller
connected components in the primal-dual subroutine. In particular, for Λ1 = 0 all edges
go tight immediately and for Λ1 > n/(2 mine:ce>0 ce) all vertices go neutral before a single
non-zero edge goes tight. When edges go tight and subsets go neutral at the same time,
we may assume that subset events are considered first. Further, we assume that we break
edge/subset ties using cost/size and then some known ordering (e.g. lexicographical).

If a minimum spanning tree on the graph has cost ≤ 1
2D, then we double this tree to get

a feasible and optimal tour. Otherwise, suppose that we have found values l and r (l < r)
such that when we run PD(l+) the largest component in T ′ has cost ≥ 1

2D and when we
run PD(r−) the largest component in T ′ has cost < 1

2D. Here, x− = x− ε and x+ = x+ ε

where ε is infinitesimally small.

I Lemma 6. In polynomial time, we can find a threshold value λ1 such that when we run
PD(λ−1 ) the largest component in T ′ has cost ≥ 1

2D and when we run PD(λ+
1 ) the largest

component in T ′ has cost < 1
2D.

Proof. We refer to an edge going tight during the primal-dual subroutine as an edge event
and we refer to a subset going neutral as a subset event. Assume we have values l and r
such that the first k events are the same when running the subroutine for any Λ1 between l+
and r−. Further, assume that for each subset S we can find values αS and βS such that at
the end of the first k events y(S) = Λ1αS + βS for any Λ1 between l+ and r−. Note that
this is trivially true for the base case with l and r defined above and k = 0 since all y values
will be zero.

To find the next event to occur, we need to find the time after the kth event that each
subset will go neutral and each edge will go tight. Observe that an active set S will go
neutral at time

1
2 |S| −

∑
T⊆S

yT = 1
2 |S| −

∑
T⊆S

[Λ1αT + βT ],

an edge with exactly one endpoint in an active component will go tight at time

Λ1ce −
∑

T :e∈δ(T )

yT = Λ1ce −
∑

T :e∈δ(T )

[Λ1αT + βT ],

and an edge with both endpoints in different active components will go tight at time 1
2 the

above amount. The minimum of these values will determine the next event to occur. Since
all these times are affine in Λ1, we can divide the interval between l+ and r− into smaller
subintervals such that the first k + 1 events will be identical on these subintervals. See
Figure 1.

By looking at these subintervals, either we identify a threshold point λ1 or there exists a
subinterval between l+new and r−new such that when we run PD(l+new) the largest component
in T ′ has cost ≥ 1

2D and when we run PD(r−new) the largest component in T ′ has cost < 1
2D.
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Figure 1 Finding the subintervals between l and r where the time of the next event is in bold.

Further, since the time of the (k + 1)th event is an affine function in Λ1, we can add this
function to the affine function y(S) for each active set S to get the new affine function for
this y value, updating the α’s and β’s accordingly. Thus, the inductive hypothesis holds and
eventually we can find a threshold point λ1. J

We use this threshold point λ1 to understand the subroutine for PD(λ1). Consider
running the subroutine for λ+

1 and λ−1 and comparing event by event. We let y+ correspond
to the y variables when running PD(λ+

1 ) and y− to the y variables when running PD(λ−1 ).

I Lemma 7. Throughout the two subroutines, the following two properties hold:
All active components in (V, T ) are the same.
For all S ⊆ V , the difference between y+

S and y−S is infinitesimally small.

Proof. At the start of the subroutines this is true since all y+ and y− variables are zero.
Now assume that this is true at some time t into the subroutines. As argued above, the next
event to occur depends on the minimum of functions linear in Λ1. Further, since the current
active components are the same, the possible subset and edge events are the same.

In particular, the time for each subset to go neutral in PD(λ+
1 ) is 1

2 |S| −
∑
T⊆S y

+
T , and

is infinitesimally different from the time for that subset to go neutral in PD(λ−1 ). Similarly,
the time for each edge to go tight is infinitesimally different between the two subroutines.
Therefore, the next event to occur is only different between the two subroutines if two events
occur at the same time for PD(λ1).

If the next event is the same for the two subroutines, then the active components will
remain the same and we raise all active components by an infinitesimally different amount.
Therefore, the inductive properties will continue to hold. Otherwise, suppose the next event
is different. We consider four cases:
1. Subset X goes neutral for PD(λ−1 ) and subset Y goes neutral for PD(λ+

1 ).
2. Edge e goes tight for PD(λ−1 ) and edge f goes tight for PD(λ+

1 ).
3. Edge e goes tight for PD(λ−1 ) and subset X goes neutral for PD(λ+

1 ).
4. Subset X goes neutral for PD(λ−1 ) and edge e goes tight for PD(λ+

1 ).

In the first case, the times for both X and Y to go neutral must be infinitesimally different
and the other subset will go neutral immediately after the first. Therefore, after both X and
Y go neutral, the amount that we have raised all y variables will be infinitesimally different
and the current active components will be the same. Thus, the two inductive properties will
continue to hold.

Similarly for the second case, if e and f are not between the same two components, the
other edge will go tight immediately after, and the inductive properties will continue to hold.
Otherwise, e and f are between the same components. Thus, when e goes tight, f is no

ESA 2017
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longer eligible to go tight but the newly merged active component will be the same for both
subroutines. Again, the inductive properties will continue to hold.

In the third case, if edge e has an endpoint in an active component that is not X, then e
will go tight immediately after X goes neutral for PD(λ+

1 ) and the components will remain
the same, maintaining the inductive properties. Otherwise, one endpoint of e must be in
X and the other endpoint of e is in an inactive component, and right after e goes tight for
PD(λ−1 ), the newly merged subset will have infinitesimally small remaining potential and
will go inactive immediately. Again, this maintains the inductive properties.

Lastly, note that the time for a subset to go neutral has a negative slope in Λ1 and the
time for an edge to go tight has a positive slope in Λ1. Since λ+

1 > λ−1 and the y variables are
infinitesimally different, the fourth case cannot occur. In all cases, the inductive properties
continue to hold and the lemma holds. J

The proof of Lemma 7 exactly exhibits the differences between the two subroutines. First,
there may be subsets that are neutral and marked inactive in PD(λ+

1 ) but have infinitesimally
small potential in PD(λ−1 ). Second, there may be pairs of edges that went tight between
the same components. Lastly, there may be edges in PD(λ−1 ) that do not exist in PD(λ+

1 ).
However, these edges are between inactive components and components with infinitesimally
small potential. Therefore, these edges will be pruned in PD(λ−1 ) and will not contribute to
the component of size ≥ 1

2D.
Since we assume we break ties by considering subsets before edges and lower weight edges

first, PD(λ1) will behave the same as PD(λ+
1 ). Therefore, the largest component in T ′ when

running PD(λ1) has cost < 1
2D. However, we can think about reversing these ties one by

one. In particular, consider breaking the first i ties according to PD(λ−1 ) and then the rest
by PD(λ+

1 ). By the analysis in Lemma 7, reversing these ties will not change the y variables
or active components. The only difference will be going into the pruning phrase.

Thus, eventually we find the smallest k such that breaking the first k ties according to
PD(λ−1 ) yields a component of size ≥ 1

2D. In other words, we have either identified a neutral
subset S such that marking S active rather than inactive changes the largest component to
have size ≥ 1

2D or we have identified two edges e and f that tie such that adding e instead
of f changes the largest component to have size ≥ 1

2D. From here on, we assume that we
always run PD(λ1) according to these tie-breaking rules.

5 Constructing a Tour

Let y be all of the dual variables for PD(λ1), let T ′ be the set of edges after the pruning
phase, and let S be defined as before. Lastly, let π(S) be the potential of S ⊆ V given y.
By construction, the largest component returned by PD(λ1) has size ≥ 1

2D. Recall from
Section 4 that either
1. there exists a neutral subset X ∈ S such that if X is marked inactive then the largest

component in T ′ has cost < 1
2D or

2. there exist tight edges e ∈ T and f /∈ T such that if we swap e with f in T then the
largest component has size < 1

2D.
In the first case, whenX is marked inactive, then a path of neutral subsetsN1, N2, . . . , Nr = X

is pruned yielding a component S1 with cost < 1
2D. Similarly, in the second case, having the

edge e prevented some neutral subsets N1, N2, . . . , Nr from being pruned that had degree
> 1. However, by removing e and replacing it with f , these subsets are pruned and we are
left with component S1 with cost < 1

2D. See Figures 2a and 2b.
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S1

N1 N2 Nr = X
. . .

(a) Case 1: Marking X as inactive.

S1f

e
N1 N2 Nr

(b) Case 2: Replacing e with f .

Figure 2 Neutral subsets pruned in each case to yield component S1 with cost < 1
2 D.

For both cases, we will use this threshold event to produce a tree TA on a subset of
vertices SA of cost ≤ 1

2D. In doing so, we will also find another tree T̄ on a subset of vertices
S̄ of cost ≥ 1

2D such that |SA| ≥ |S̄| − 1. Then, doubling TA will yield a feasible tour FA
that visits almost as many vertices as in S̄. The tree T̄ will be helpful in obtaining a lower
bound for |SA|.

We start by setting TA to be the edges in T ′ that span S1. By construction, these edges
have cost < 1

2D. We will then try to grow TA as much as possible along the path from S1
to N1, N2, . . . , Nr. First, suppose that we can add this full path and the edges that span
each Ni to TA without going over cost 1

2D. Then, we set TA to be this expanded tree and
SA = S1 ∪ N1 ∪ . . . ∪ Nr. Further, we set T̄ to be the edges in T ′ in the corresponding
component at the end of PD(λ1). By construction, the cost of T̄ is ≥ 1

2D and |SA| ≥ |S̄|.

Otherwise, we continue to add N1, N2, . . . to our tree until we reach a component X̄ ∈
{N1, N2, . . . , Nr} such that adding the edges that span X̄ to TA implies that

∑
e∈TA

ce >
1
2D.

In other words, we cannot add this whole subset to our tree without going over budget. Let
e = (u, v) be the edge that connects X̄ to TA in T ′. If adding e to TA already brings the
cost of TA strictly over 1

2D, then we stop growing TA and set T̄ = TA ∪ {e}. Otherwise, we
add e to TA and run a procedure pick(X̄, v, T̄ ) that will pick a subset of the edges spanning
X̄ including v.

Specifically, the procedure pick(X,w, TA) adds to TA a set of edges in T ′ that span a
subset of component X including w. We denote by X1, X2 ∈ S the two components that
merged to form X and by e′ = (u, v) the edge that connects X1 and X2 in T ′. Without loss
of generality, u ∈ X1, v ∈ X2. Further, let T ′1 and T ′2 be the edges in T ′ with both endpoints
in X1 and X2, respectively. See Figure 3.

If the total cost of edges in TA ∪ T ′1 is greater than 1
2D, then we know we should only

add edges in this subtree to TA and we recursively invoke pick(X1, w, TA). If instead the
total cost of edges in TA ∪ T ′1 ∪ {e′} is less than 1

2D, then we can feasibly add all edges in
T ′1 and e′ without going over budget. Thus, the procedure adds all these edges to TA and
recursively invokes pick(X2, v, TA) to pick the remaining edges in T ′2. Finally, if the cost of
edges in TA ∪ T ′1 is less than or equal to 1

2D, but greater than 1
2D − ce′ , then we cannot

quite make it to T ′2 without going over budget. In this case, the procedure adds all edges in
T ′1 to TA and sets T̄ = TA ∪ {e′}.

At the end of the procedure, we produce a tree TA of cost ≤ 1
2D that spans a subset SA

along with a tree T̄ of cost ≥ 1
2D that spans a subset S̄ where |S̄| ≤ |SA|+ 1. Further, if

|S̄| = |SA|+ 1, then T̄ has cost > 1
2D.
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u v
w

T ′1 T ′2

X̄

Figure 3 Illustration of the pick procedure.

5.1 Properties of T̄
We have now constructed a tree TA of cost ≤ 1

2D that spans a subset SA along with a tree
T̄ of cost ≥ 1

2D that spans a subset S̄ containing at most one more vertex than SA. Further,
if |S̄| = |SA|+ 1, then T̄ has cost > 1

2D. We will use T̄ to prove a bound on |S̄|, which in
turn will give a bound on |SA|.

Let Q ∈ S be a subset containing S̄. Since S̄ is a subset of an active set, such a set will
always exist. Our goal will be to show that

|SA| ≥
1
2λ1D + π(Q)− 1.

Let v̄ = S̄ − SA (possibly equal to ∅). We first state the following useful lemma. Since the
proof closely resembles that of Goemans and Williamson [14] for the Prize-Collecting Steiner
Tree Problem, we defer the proof to the full version of the paper.

I Lemma 8.∑
e∈T̄

∑
S:e∈δ(S)

yS ≤ 2
∑

T :T ∩S̄ 6=∅
v̄ /∈T

yT . (1)

I Theorem 9. Let Q be any set in S containing S̄. Then,

|SA| >
1
2λ1D + π(Q)− 1.

Proof. Vertices in Q− S̄ are either in a neutral subset N (the combination of pruned subsets
and Ni not reached) or are in the set X̄ ∈ {N1, N2, . . . , Nr} that we started our pick routine
on. Let SN be all subsets in S that are subsets of N . By the definition of neutral subsets,

|N | = 2
∑

T :T∈SN

yT .

Similarly, let SX be all subsets in S that are subsets of X̄ and contain vertices in X̄ − S̄.
These are all the previously active subsets T such that yT > 0 and T contains vertices in
X̄ − S̄ before the set X̄ went neutral. Thus,

|X̄ − S̄| ≤ 2
∑

T :T∈SX

yT .

Any subset in S that contains vertices in S̄ and X̄ − S̄ must contain v. Therefore, the only
subsets of Q that are not in SN or SX are those that contain a subset of S̄ but do not
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contain v̄. In other words,

|Q| = 2
∑

T :T⊆Q
yT + π(Q)

≥ 2
∑

T :T ∩S̄ 6=∅
v̄ /∈T

yT + 2
∑
T∈SN

yT + 2
∑

T :T∈SX

yT + π(Q) ≥ 2
∑

T :T ∩S̄ 6=∅
v̄ /∈T

yT + |Q− S̄|+ π(Q)

Rearranging,

|S̄| ≥ 2
∑

T :T ∩S̄ 6=∅
v̄ /∈T

yT + π(Q) ≥
∑
e∈T̄

∑
S:e∈δ(S)

yS + π(Q) = λ1 ·
∑
e∈T̄

ce + π(Q).

The second inequality follows from Lemma 8 and the third from property 4 of the algorithm.
If |S̄| = |SA|, then we are done. Otherwise, suppose that |S̄| = |SA|+1. Then,

∑
e∈T̄ ce >

1
2D.

In either case, the theorem holds. J

6 Approximation Ratio

The previous sections show that we can produce a feasible tour FA on a subset SA such that
|SA| > 1

2λ1D + π(Q) − 1, where Q is the set in S of maximum potential that contains S̄.
Recall from Theorem 5, that for an optimal subset of vertices O?, |O?| ≤ λ1D+ π(O), where
O is the minimal subset in S+ that contains O?. Suppose that π(Q) ≥ π(O). In this case,

|SA|+ 1 > 1
2 [λ1D + π(O)] ≥ 1

2 |O
?|.

Without loss of generality, assume |O?| is even (we can always make a copy of each vertex
that has an edge of cost zero incident to the original). This implies that |SA| ≥ 1

2 |O
?|.

On the other hand, suppose that π(Q) < π(O). By the definition of Q, Q 6⊆ O since Q
was the set of maximum potential that contained S̄. Thus, either O is contained in a laminar
set that is a strict subset of Q (and does not contain all vertices in S̄) or O is disjoint from
Q. By looking at the maximal sets with potential higher than π(Q), we can recurse on each
disjoint subgraph and return the best solution found. Overall, this shows that we can find a
feasible tour FA on a subset SA such that |SA| ≥ 1

2 |O
?|.

I Theorem 10. The described algorithm is a 2-approximation for the budgeted prize-collecting
traveling salesman problem.

To see that this algorithm extends to the weighted version, imagine creating copies of
each vertex v with zero cost edges to v. Since all these edges will go tight instantaneously in
the primal-dual subroutine, we can actually just begin the algorithm with these weighted
“clusters” as our initial active sets with potential equal to the weight of v.

7 Computational Experiments

In this section, we complete computational experiments in order to better understand the
performance of our algorithm in practice. The primal-dual algorithm as detailed in this
paper was implemented in C++11 using binary search to find λ1. The experiments were
conducted on a Dell R620 with two Intel 2.70GHz 8-core processors and 96GB of RAM.

The first set of graphs we used for the experiments are the 37 symmetric TSP instances
with at most 400 nodes in the TSPLIB data set [20]. The second set of graphs are 37 weighted
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Table 1 Graph statistics for each group of graphs averaged over all instances.

Instance Type |V | |E| Total Vertex Weight
TSPLIB 158.14 15658.43 158.14

Bike 319.54 4634.77 1302.51

Table 2 Computational results of the primal-dual algorithm for each group of graphs and budget
with results averaged over all instances.

Instance Type f Time (s) # Recursions % Opt. Gap % Weight % Budget
TSPLIB 0.25 74.16 0.59 46.67 33.06 77.38
TSPLIB 0.5 72.61 0.14 41.89 58.08 69.89
TSPLIB 0.75 71.24 0.22 18.62 81.38 68.80

Bike 0.25 25.15 0.28 45.74 43.37 66.90
Bike 0.5 33.21 0.28 25.89 74.01 67.13
Bike 0.75 30.46 0.05 8.29 91.68 67.37

instances constructed using the Citi Bike network of bikesharing stations in New York City.
Each instance corresponds to a week of usage data at these stations, and the weight of a
vertex corresponds to the number of broken docks at that station during that week. The
number of broken docks was estimated from the usage data using a similar probabilistic
method to that of Kaspi, Raviv, and Tzur [17]. Details about both types of constructed
instances are given in Table 1.

For each test graph G, we first found an upper bound on the cost of a tour by computing
2 times the cost of a minimum spanning tree in G. We then set the budget for our tour to
be f = 25%, 50%, or 75% of this upper bound. W denotes the total weight of the vertices,
for TSPLIB instances, the number of vertices. After finding our solution of weight A, we
compute an upper bound on the weight of visited vertices U = min(λ1D + maxS∈S π(S),W )
and record the percent optimality gap as 100 × (U − A)/U . Results are given in Table 2.
Column 6 gives the percentage of the total weight W captured by the constructed tour, and
Column 7 gives the percentage of the distance budget used after shortcutting the tree.

We report several interesting structural results. First, the average time seems to be
heavily influenced by the number of edges; the bike instances were quicker to complete even
though the average number of nodes was higher. However, the average time does not seem to
grow with the budget (and hence with the size of the outputted solution) since most of the
time is spent finding the value of Λ1. The average optimality gap, on the other hand, does
improve with the budget. This is likely due to the fact that for larger budgets the upper
bound is given by W . Also of interest is that maxS∈S π(S) contributed little to our upper
bound U . As a result, our optimality gaps depend mostly on the value of Λ1, rather than the
potentials, and may be far from tight. However, the fact that on average we only use around
2/3 of the distance budget implies that the solutions could be improved as well. To ensure
that we use a larger part of the budget, we ran further experiments on the Citi Bike instances;
in these, we ran binary search over possible virtual budgets in the input until finding one with
which the resulting tour uses at least 90% of the actual budget. This reduced our optimality
gaps from 45.74%, 25.89%, and 8.29% to 27.96%, 11.87%, and 0.17%, respectively. Lastly, it
is interesting that the algorithm rarely ever needs to recurse on a subgraph.
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8 Conclusion and Future Work

In this paper, we provide a 2-approximation algorithm for the budgeted prize-collecting
traveling salesman problem that has at its base a classic primal-dual approach. The key
insights are to use constructed potentials to evaluate potential subsets to tour and to identify
the structure of a good tour. In particular, we construct a tree that closely follows the
structure of the laminar collection of subsets with positive dual value. Further, we ensure
this tree is just within budget in that adding one extra edge will make doubling the tree an
infeasible tour. An obvious open question seeks to improve the approximation guarantee or
prove the current guarantee is the best possible. Specifically, it would be interesting to know
whether or not a (3/2)-approximation algorithm is possible given that that is the current best
guarantee for the unconstrained traveling salesman problem. Another interesting direction
would be to see if one can avoid recursing by inferring more from the potentials.
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