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Abstract
Given a graph G = (V,E), an s-plex S ⊆ V is a vertex subset such that for v ∈ S the degree of
v in G[S] is at least |S| − s. An s-plex bipartition P = (V1, V2) is a bipartition of G = (V,E),
V = V1 ] V2, satisfying that both V1 and V2 are s-plexes. Given an instance G = (V,E) and a
parameter k, the s-Plex Bipartition problem asks whether there exists an s-plex bipartition
of G such that min{|V1|, |V2|} ≤ k. The s-Plex Bipartition problem is NP-complete. However,
it is still open whether this problem is fixed-parameter tractable. In this paper, we give a fixed-
parameter algorithm for 2-Plex Bipartition running in time O∗(2.4143k). A graph G = (V,E)
is called defective (p, d)-colorable if it admits a vertex coloring with p colors such that each color
class in G induces a subgraph of maximum degree at most d. A graph G admits an s-plex
bipartition if and only if the complement graph of G, Ḡ, admits a defective (2, s − 1)-coloring
such that one of the two color classes is of size at most k. By applying our fixed-parameter
algorithm as a subroutine, one can find a defective (2, 1)-coloring with one of the two colors of
minimum cardinality for a given graph in O∗(1.5539n) time where n is the number of vertices in
the input graph.
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1 Introduction

Given a graph G = (V,E), an s-plex S ⊆ V is a vertex subset such that for v ∈ S the degree
of v in G[S] is at least |S| − s. The notion of s-plexes is a degree relaxed variant of cliques
and was defined to study the cohesiveness of subgroups in social networks [24]. It is NP-hard
to find an s-plex of maximum cardinality in general graphs [3, 19]. Variants algorithms
(e.g., [2, 3, 4, 6, 7]) were designed for finding an s-plex of maximum cardinality in a given
graph. Note that the maximum 1-plex problem is exactly the maximum clique problem. The
maximum s-plex is trivial when s = |V |. An s-plex bipartition P = (V1, V2) is a bipartition
of G = (V,E), V = V1 ] V2, satisfying that both V1 and V2 are s-plexes. Given an instance
G = (V,E) and a parameter k, the s-Plex Bipartition problem asks whether there exists
an s-plex bipartition of G such that min{|V1|, |V2|} ≤ k.

s-Plex Bipartition
Instance: A graph G = (V,E)
Parameter: An integer k ≥ 0
Question: Does there exist a bipartition P = (V1, V2) such that both V1 and V2 are

s-plexes and min{|V1|, |V2|} ≤ k?

Graph coloring is often used to model scheduling problems [18, 20]. Given a set of jobs
J , one can construct a conflict graph G = (V,E) where V = J and for two jobs u, v ∈ V
having schedule conflicts, there is an edge uv ∈ E. We say that G admits a proper p-coloring
if vertices in G can be colored with p colors and no two adjacent vertices in G are in the
same color class. If vertices (jobs) are in the same color class, then those jobs can be done
simultaneously without any conflict. However, the ordinary coloring may be too restricted to
model a real scheduling problem in which jobs could tolerate some threshold of conflicts. This
gives a more general coloring problem called defective (p, d)-coloring introduced in [1, 8, 16].
A vertex subset S ⊆ V is called a bounded-degree-d set if the maximum degree of G[S] is at
most d. A graph G = (V,E) is called (p, d)-colorable if it admits a vertex coloring with p
colors such that each color class in G is a bounded-degree-d set. Here d means defects and
the threshold of conflicts.

Defective (p, d)-Coloring
Input: A graph G = (V,E)
Question: Does there exist a (p, d)-coloring of G?

The notation χd(G) called the defective chromatic number of G is to denote the minimum
p such that G is (p, d)-colorable and χ0(G) is the usual chromatic number of the graph G.
We see that a defective (p, 0)-coloring is a proper coloring.

The s-Plex Bipartition problem is important because it is related to the Defective
(p, d)-Coloring. It is not hard to see that a graph G admits an s-plex bipartition if and
only if the complement graph of G, Ḡ, is defective (2, s − 1)-colorable. The problem to
determine whether an input graph is defective (2, 0)-colorable is equivalent to the recognition
of bipartite graphs and can be done in linear time. Surprisingly, the Defective (2, 1)-
coloring problem is NP-complete for general graphs [9] and even for planar graphs [10] and
for graphs of maximum degree 4 [10]. This generalizes that Defective (2, d)-coloring is
NP-complete for any d ≥ 1 in general graphs and planar graphs. Moreover, the Defective
(p, d)-Coloring is NP-complete for all p ≥ 3 and d ≥ 0 in general graphs [10]. To determine
whether a planar graph is defective (3, 1)-colorable is also NP-complete [10]. It was proved
that for any constant d, there exists an ε > 0 such that χd(G) can not be approximated
within a factor of nε unless P=NP [10].
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Lovász [21] showed that for any positive integer p, any graph G = (V,E) of maximum
degree ∆(G) admits a defective (p, b∆(G)/pc)-coloring and the coloring can be found in
time O(∆(G) · |E|). The defective chromatic number of planar graphs has been well-studied
in [8, 14, 15, 17, 23, 25]. It was proved that any planar graph admits a defective (3, 2)-coloring
and can be found in O(n2) time [8]. Poh [23] and Goddard [15] showed that any planar
graph admits a special defective (3, 2)-coloring in which each color class is the disjoint union
of paths.

A problem is fixed-parameter tractable (FPT) if given any instance of size n and a positive
integer k, one can give algorithms to solve it in time f(k) ·poly(n) where f(k) is a computable
function only depending on k. Those algorithms are called fixed-parameter algorithms. There
are many results about fixed-parameter algorithms introduced in [11, 12].

A fixed-parameter algorithm based on branch-and-reduce strategy consists of a collection
of reduction rules and branching rules. Given a problem instance (G, k) with the parameter k,
reduction rules are used to obtain a smaller problem instance (G′, k′) in polynomial time
such that |G′| < |G| or k′ < k. The branching rules are used to recursively solve the smaller
instances of the problem with smaller parameter. We analyze each branching rule and use the
worst-case time complexity over all branching rules as an upper bound of the running time.
Search trees are often used to illustrate the execution of a branching algorithm. The root of
a search tree represents the input of the problem, every child of the root represents a smaller
instance reached by applying a branching rule associated with the instance of the root. One
can recursively assign a child to a node in the search tree when applying a branching rule.
Notice that we do not assign a child to a node when applying a reduction rule. The running
time of a branching algorithm is usually measured by the maximum number of leaves in its
corresponding search tree.

Let b be any branching rule. When rule b is applied, the current instance (G, k) is branched
into r ≥ 2 instances (Gi, ki) where |Gi| ≤ |G| and ki = k − ti. Notice that fixed-parameter
algorithms return “No” when the parameter k ≤ 0. We call b = (t1, t2, . . . , tr) the branching
vector of branching rule b. This can be formulated in a linear recurrence

T (k) ≤ T (k − t1) + T (k − t2) + · · ·+ T (k − tr)

where T (k) is the number of leaves in the search tree depending on the parameter k. The
running time of the branching algorithm using only branching rule b is O(poly(n) · T (k)) =
O∗(ck)1, where c is the unique positive real root of xk − xk−t1 − xk−t2 − · · · − xk−tr = 0 [13].
The number c is called the branching number of the branching vector (t1, t2, . . . , tr).

To the best of our knowledge, whether s-Plex Bipartition admits a fixed-parameter
algorithm is an open problem. We first give a simple fixed-parameter algorithm to solve
the s-Plex Bipartition problem runs in time O∗((s + 1)k) by reducing the problem to
Minimum Ones (s+ 1)-SAT.

The following Bounded-Degree-d Set Bipartition problem is equivalent to the
Defective (2, d)-Coloring problem. Notice that G admits a s-plex bipartition if and only
if Ḡ has a bounded-degree-(s− 1) set bipartition. Moreover, G has a bounded-degree-d set
bipartition if and only if G is defective (2, d)-colorable and there exists one color class having
at most k vertices.

1 For functions f and g we write f(k, n) = O∗(g(k)) if f(k, n) = O(g(k) · poly(n)), where poly(n) is a
polynomial.
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Bounded-Degree-d Set Bipartition (BD-dSB)
Instance: A graph G = (V,E)
Parameter: An integer k ≥ 0
Question: Does there exist a vertex bipartition (B,W ) with V = B ]W such that

both B and W are bounded-degree-d sets and |B| ≤ k?

We first show that the BD d-SB problem can be reduced to the following Minimum Ones
(d+ 2)-SAT problem and can be solved in time O∗((d+ 2)k).

Minimum Ones (d+ 2)-SAT
Instance: A (d+ 2)-CNF formula F .
Parameter: An integer k ≥ 0
Question: Does there exist a 0/1 satisfying assignment for F such that the number of

ones is at most k?

The BD-dSB can be formulated with (d+ 2)-CNF formula F as follows.
For each vertex v in the input graph G, create a variable xv.
For each (d+ 2) star Sd+2 in G with center u and (d+ 1) leaves v1, v2, . . . , vd+1 being
(d+ 1) neighbors of u in G, create two clauses (xu ∨ xv1 ∨ · · · ∨ xvd

∨ xvd+1) and (x̄u ∨
x̄v1 ∨ . . . x̄vd

∨ x̄vd+1) in (d+ 2)-CNF formula which means all u, v1, . . . , vd+1 cannot be
colored all black or colored all white.

If the variable xu = 1 means that the vertex u is colored black and the variable xu = 0
means that the vertex u is colored white. It is not hard to see that F has a 0/1 satisfying
assignment such that the number of ones is at most k if and only if the input graph G of
the BD-dSB problem admits a vertex bipartition (B,W ) with V = B ]W such that both B
and W are bounded-degree-d sets and |B| ≤ k. Thus, to solve the BD-dSB problem can be
reduced to solve the Minimum One (d+ 2)-SAT problem.

The Minimum one (d + 2)-SAT problem can be solved in time O∗((d + 2)k) by the
following algorithm where k is the number of true variables.

For each clause (x1∨· · ·∨xd+2), the algorithm branches d+2 cases, i.e., for i = 1, . . . , d+2,
let xi = 1 and k := k − 1.

The above algorithm for Minimum Ones (d + 2)-SAT runs in time O∗((d + 2)k) which
shows that the s-plex bipartition problem considered in this paper can be solved in time
O∗((s+ 1)k), i.e., fixed-parameter tractable for constant s. For s = 2, this algorithm runs in
time O∗(3k).

In this paper, we design more customized fixed-parameter algorithm for 2-Plex Biparti-
tion and improve the running time to be O∗(2.4143k) where k = min{|V1|, |V2|}, (V1, V2) is a
bipartition of V satisfying that both V1 and V2 are 2-plexes. By applying this algorithm as a
subroutine, we give the first exact algorithm to find a Defective (2, 1)-Coloring with one
of the two colors of minimum cardinality for a given graph with running time O∗(1.5539n)
where n is the number of vertices in the input graph. In the following, we define a problem
related to Bounded-Degree-1 Set Bipartition.

Color Constrained Bounded-Degree-1 Set Bipartitioning (CCBD-1SB)
Instance: A graph G = (B ] U,E)
Parameter: An integer k ≥ 0
Question: Does there exist a vertex bipartition U = (B′,W ′) such that both B ∪B′

and W ′ are bounded-degree-1 sets and |B ∪B′| ≤ k?

Notice that if B = ∅, the CCBD-1SB problem is equivalent to the BD-1SB problem. In
the rest of the paper, we solve the CCBD-1SB problem.
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Figure 1 A partially black triple graph where grey nodes denote vertices in U and black nodes
denote vertces in B. We use thick lines to denote edges with both endvertices in U and thin lines to
denote edges with one endvertex in B and the other endvertex in U .

We close the section with some notation definitions. Let G = (V,E) be a simple graph.
For a vertex v in G, we use NG(v) to be the set of vertices adjacent to v. A path Ph in
G is a path consisting of h vertices. We use Ch to denote a cycle of h vertices. If we use
(v1, v2, . . . , vh) to denote a Ph, then it means that vivi+1 ∈ E for 1 ≤ i ≤ h− 1. If we use
(v1, v2, . . . , vh) to denote a Ch, then it means that vivi+1 ∈ E for 1 ≤ i ≤ h−1 and v1vh ∈ E.
For a vertex set X ⊆ V , let G[X] = (X,E(X)) where E(X) = {uv ∈ E | u, v ∈ X}. For
X,Y ⊆ V , use X ] Y to be X ∪ Y satisfying X ∩ Y = ∅.

2 A fixed-parameter algorithm for partially black triple graphs

In this section, we define a graph class called partial black triple graphs C and give a fixed-
parameter algorithm for the Color Constrained Bounded-Degree-1 Set Bipartition
problem in partial black triple graphs running in time O(2k).

I Definition 1. A graph G = (V = B ] U,E) is called a partially black triple graph if the
following conditions hold.
(i) Vertices in B are colored black and form an independent dominating set2 in G.
(ii) Vertices in U are uncolored. Each vertex v ∈ U is adjacent to exactly one black vertex

in B.
(iii) Each connected component in G[U ] is either a P3 or a C3.

Next we define the Color Constrained Bounded-Degree-1 Set Bipartition
problem in partially black triple graphs.

CCBD-1SB in Partially Black Triple Graphs
Instance: A partially black triple graph G = (B ] U,E)
Parameter: An integer k ≥ 0
Question: Does there exist a vertex bipartition U = B′ ]W ′ such that both B ∪ B′

and W ′ are both bounded-degree-1 sets and |B ∪B′| ≤ k?

Suppose that we use two colors black and white to color vertices U . A black-and-white
coloring of U is said to be feasible if all black vertices in G form a bounded-degree-1 set and
all white vertices in G form a bounded-degree-1 set.

2 A vertex set D ⊆ V is an independent dominating set in a graph G = (V, E) if no two vertices in D are
adjacent in G and each vertex v ∈ V \D is adjacent at least one vertex of D.

ISAAC 2017
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I Lemma 2. Let G = (B ] U,E) be a partially black triple graph that admits a vertex
bipartition of U = B′ ]W ′ such that both B ∪ B′ and W ′ are both bounded-degree-1 sets
and |B ∪ B′| ≤ k. Then there exists S ⊆ U of minimum cardinality such that U \ S is a
bounded-degree-1 set and |S| ≤ k − |B|. Moreover, S can be found in polynomial time.

Proof. Since G admits a bounded-degree-1 bipartition (B ∪B′,W ′) such that |B′| ≤ k− |B|
and S is a subset of U of minimum cardinality such that U \ S is a bounded-degree-1 set, we
see that |S| ≤ |B′| ≤ k− |B|. According to the definition of partially black triple graph, each
connected components of G[U ] is either a P3 or a C3. The set S can be obtained by picking
exactly one vertex of degree one in each P3 and exactly one vertex in each C3 in G[U ]. Thus
the set S can found in polynomial time. This completes the proof. J

I Lemma 3. Let G = (B]U,E) be a partially black triple graph. To determine whether there
exists a vertex bipartition of U = B′ ]W ′ such that both B ∪B′ and W ′ are bounded-degree-1
sets and |B ∪B′| ≤ k can be done in time O∗(2k−|B|).

Proof. Let S ⊆ U of minimum cardinality such that G[U \S] is of maximum degree one. By
Lemma 2, if G admits a vertex bipartition of U = B′ ]W ′ such that both B ∪B′ and W ′
are both bounded-degree-1 sets and |B ∪B′| ≤ k, then |S| ≤ k − |B|. Thus, if |S| > k − |B|,
our algorithm can simply return that no such bipartition of U exists in polynomial time.

Suppose that |S| ≤ k − |B|. Our algorithm enumerates 2|S| ≤ 2k−|B| possibilities to
partition S = SB ] SW where SB ⊆ B′ and SW ⊆ W ′. Notice that S is an independent
set in G. This implies that SB and SW are both independent sets in G. If SB ∪ B is not
a bounded-degree-1 set, then the partition of S is not feasible. Assume that SB ∪ B is a
bounded-degre-1 set in G. We say vertices in B ∪ SB are colored black and vertices in SW
are colored white.

Notice that vertices in S are collected by picking exactly one vertex of degree one in each
P3 and exactly one vertex in each C3 in G[U ]. Let U ′ = U \ S. It is easy to see that G[U ′] is
a 1-regular graph.

In the rest of the proof, we call vertices in U ′ uncolored and we call U ′ the uncolored set.
Once an uncolored vertex is colored black or white, it is removed from the uncolored set U ′.
The rest of the problem is to color vertices U ′ black or white.

If the following cases exist, we can simply color a vertex white or black.
If v ∈ U ′ is adjacent to two black vertices, then v must be colored white. Remove v
from U ′.
If v ∈ U ′ is adjacent to two white vertices, then v must be colored black. Remove v
from U ′.
If v ∈ U ′ is adjacent to a black vertex x and x has a black neighbor, then v must be
colored white. Remove v from U ′.
If v ∈ U ′ is adjacent to a white vertex x and x has a white neighbor, then v must be
colored black. Remove v from U ′.
If there exists v ∈ U ′ of degree two in G, NG(v) = {x, y}, satisfying that x is black, y is
white, and vertices in NG(y) \ {v} are all black, then color v white. Remove v from U ′.

Suppose the above cases do not exist. We see that G[U ′] is a 1-regular graph and every
vertex v ∈ U ′ is either of degree two or three in G. Moreover, in G each uncolored vertex
v ∈ U ′ of degree two is adjacent to an uncolored vertex and a black vertex and each uncolored
vertex v ∈ U ′ of degree three is adjacent to an uncolored vertex, a black vertex, and a white
vertex.
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I Claim 4. If each uncolored vertex v ∈ U ′ of degree two is adjacent to an uncolored vertex
and a black vertex; and each uncolored vertex v ∈ U ′ of degree three is adjacent to an uncolored
vertex, a black vertex, and a white vertex, then any feasible coloring of U ′ = B′ ]W ′ must
satisfy |B′| = |W ′|.

Proof of Claim 4. Let u, v ∈ U ′ be two adjacent vertices in G. Note that both u, v are
adjacent to exactly one black vertex and at most one white vertex. If both u and v are
colored black, then there exists a P3 (u, v, x) such that all three vertices are colored black
where x is the white vertex adjacent to u, a contradiction to the fact that this is a feasible
coloring. Since at least one of u and v is adjacent to a white vertex, say u, if both u and
v are colored white, then there exists a P3 (u, v, x) such that all three vertices are colored
white where x is the white vertex adjacent to u, a contradiction to the fact that this is a
feasible coloring. Thus, one of u and v must be colored black and the other must be colored
white. This shows that any feasible coloring of U ′ = B′ ]W ′ must satisfy |B′| = |W ′|. This
completes the proof. J

Because any two adjacent vertices u, v ∈ U ′ must be colored different colors and any
feasible coloring of U ′ = B′ ]W ′ must satisfy |B′| = |W ′|, we can formulate the rest problem
as a 2-SAT problem. Here is the way to formulate the problem with a 2-CNF formula.

For each v ∈ U ′, create a variable xv.
For any two adjacent vertices u, v ∈ U ′, create two clauses (xu ∨ xv) and (x̄u ∨ x̄v) in the
2-CNF formula. The two clauses mean that xu and xv cannot be both true or both false.
We use xu = 1 to denote that u is colored black and xu = 0 to denote that u is colored
white.
For any black vertex z, if there exists u, v ∈ U ′ and (u, v, z) is a P3 in G, create a clause
(x̄u ∨ x̄v) in the 2-CNF formula. This means xu and xv cannot be both true. Both u and
v cannot be both colored black.
For any white vertex z, if there exists u, v ∈ U ′ and (u, v, z) is a P3 in G, create a clause
(xu ∨ xv) in the 2-CNF formula. This means xu and xv cannot be both false. Both u and
v cannot be both colored white.

It is not hard to see that the 2-SAT formula returns true if and only if U ′ admits a feasible
coloring with U ′ = B′ ]W ′ satisfying |B′| = |W ′|. Since 2-SAT can be solved in polynomial
time [22], to determine whether U admits a feasible 2-coloring can be done in polynomial
time.

Notice that the algorithm enumerates all 2|S| ≤ 2k−|B| possibilities of black and white
colorings of vertices in S. This produces at most 2k−|B| subproblems. From the above cases
analysis, all these coloring subproblems can be solved in polynomial time. This shows that
to determine whether there exists a vertex bipartition of U = B′ ]W ′ such that both B ∪B′
and W ′ are bounded-degree-1 sets and |B ∪B′| ≤ k can be done in time O∗(2k−|B|). This
completes the proof. J

3 A fixed-parameter algorithm for general graphs

In this section, we give a branch-and-reduce algorithm for the CCBD-1SB problem to solve
the CCBD-1SB problem running in time O∗(2.4143k) where k is the number of black vertices.
Given an input graph G = (B ] U,E), of the CCBD-1SB problem, the algorithm outputs a
vertex bipartition U = (B′,W ′) such that both B ∪B′ and W ′ are bounded-degree-1 sets, if
the bipartition exists. Note that U is called the set of uncolored vertices, vertices in U are
called uncolored, and vertices in B are called black. The algorithm consists of reduction rules
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and branching rules and repeats the execution of the first applicable rule in the sequence.
Thus, inside a given case, the hypotheses of all previous rules are assumed to be inapplicable.
Notice that if we say an uncolored vertex is colored black or white in the algorithm, then the
vertex will be removed from the uncolored set U but the vertex remains in the graph G. We
say a vertex is removed from G that means it is deleted from the input graph.

3.1 Reduction Rules
Let G = (B ] U,E) be the input graph of the CCBD-1SB problem and k be the input
parameter. We first give some reduction rules applied in the fixed-parameter algorithm.

Reduction Rules

Too many colored neighbor rule. If there exists an uncolored vertex having two
black and two white neighbors, then return “No.”
Same color P3 rule. If there exists a P3 with three vertices getting the same color,
then return “No.”
Two adjacent vertex rule. If black (white) vertices u, v are adjacent, then any vertex
x adjacent to u, v must be colored white (black). Remove x from U and remove u, v from
G if both u, v are white.
Isolated white rule. If a white vertex v only adjacent to black vertices, then remove v
from G.
Two same color neighbors rule. If there is an uncolored vertex v ∈ U with two black
(white) neighbors, then v must be colored white (black). Remove v from U .
One uncolored rule. If there is an uncolored vertex v ∈ U without uncolored neighbors
satisfying one of the following conditions,
1. v has no white neighbors, or
2. v has exactly one white neighbor u and at most one black neighbor, and all neighbors

of u are colored black.
Then v must be colored white. Remove v from U .
Two uncolored rule. If there are two adjacent uncolored vertices u, v ∈ U in G having
no white neighbors and no other uncolored neighbors, then u, v must be colored white.
Remove u, v from U . Notice that if G has no white vertices and the Two uncolored
rule is not applicable, there is no connected component which is a P2 in G[U ].
No black neighbor triple rule. If there exists three uncolored vertices x, y, z ∈ U
inducing a P3 or a C3 satisfying that x is not adjacent to any black vertex and x, y, z has
no uncolored neighbors other than x, y, z and x, y, z are not adjacent to any white vertex
in G, then color x black and color y, z white. When the No black neighbor triple
rule can not be applied, we see that each vertex in a connected component with exactly
three vertices in G[U ] has a black neighbor in G.

I Lemma 5. Two adjacent vertex rule is valid.

Proof. Suppose that both u and v are black. If a black vertex x is adjacent to u or v,
then there exists a P3 (u, v, x) or (v, u, x) such that all three vertices are colored black, a
contradiction to the fact that this is a feasible coloring. Thus, all vertices adjacent to u, v
must be colored white. Suppose that both u and v are white. If a white vertex x is adjacent
to u or v, then there exists a P3 (u, v, x) or (v, u, x) such that all three vertices are colored
white, a contradiction to the fact that this is a feasible coloring. Thus, all vertices adjacent
to u, v must be colored black. This completes the proof. J
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I Lemma 6. Isolated white rule is valid.

Proof. Let v be a white vertex only adjacent to black vertices and all its neighbors are
colored. Since the rest of uncolored vertices to be colored black or white are not affected by
the color of v, v can be removed from G safely. This completes the proof. J

I Lemma 7. Two same color neighbors rule is valid.

Proof. Suppose that v is an uncolored vertex having two black neighbors. If v is black, then
the set of black vertices is not a bounded-degree-1 set because the degree of v is two in
the induced subgraph of black vertices. Suppose that v is an uncolored vertex having two
white neighbors. If v is white, then the set of white vertices is not a bounded-degree-1 set
because the degree of v is two in the induced subgraph of white vertices. This completes the
proof. J

I Lemma 8. One uncolored rule is valid.

Proof. Let v be an uncolored vertex having no uncolored neighbors, i.e., v is an isolated
vertex in G[U ]. Notice that v is adjacent to at most one black vertex in G. Let P be an
optimal solution of CCBD-1SB with minimum number of black vertices and the number of
black vertices is at most k. Suppose that v is not adjacent to any white vertex and v is colored
black in P. We then obtain a solution P ′ from P by recoloring v white, a contradiction
to the assumption that P is an optimal solution with minimum number of black vertices.
Suppose that v is adjacent to exactly one white neighbor u and u is only adjacent to black
vertices. If v is colored black in P , we then obtain a solution P ′ from P by recoloring v white,
a contradiction to the assumption that P is an optimal solution with minimum number of
black vertices. This completes the proof. J

I Lemma 9. Two uncolored rule is valid.

Proof. Let x, y be two adjacent uncolored vertices having no white neighbors and no other
uncolored neighbors, i.e., {u, v} induces a P2 in G[U ] and forms a connected component in
G[U ]. Note that u and v are only adjacent to black vertices. Let P be an optimal solution of
CCBD-1SB with minimum number of black vertices and the number of black vertices is at
most k. If one of u, v is black, say u, a solution P ′ can be obtained from P by recoloring
u white, a contradiction to the assumption that P is an optimal solution with minimum
number of black vertices. This completes the proof. J

I Lemma 10. No black neighbor triple rule is valid.

Proof. Let {x, y, z} be a connected component in G[U ] satisfying that x is not adjacent to
any black vertex in G. Notice that {x, y, z} induces either a P3 or a C3 in G[U ] and y and z
are adjacent to at most one black neighbor and no white vertex is adjacent to x, y, z in G.
Suppose that there is a solution P of CCBD-1SB that x is white. Since {x, y, z} induce a P3
or a C3, at least one of y and z must be black in P , otherwise there is a degree-two vertex in
the induced subgraph of white vertices. We see that a feasible solution P ′ can be obtained
from P by recoloring x black and y and z white. Moreover, P ′ and P have same number of
black vertices. This completes the proof. J
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3.2 Branching Rules
Suppose all the reduction rules are not applicable. The algorithm then applies the following
branching rules.

One white neighbor rule. There is an uncolored vertex v having exactly one white
neighbor u and satisfying that v or u has an uncolored neighbor x. Then the algorithm
branches on each of the following cases:
v is black and k := k − 1; or
v is white and x is black and k := k − 1.

The branching vector of this rule is (1, 1) and the branching number is 2. Notice that
if One white neighbor rule is not applicable, no white vertices is adjacent to an
uncolored vertex. Moreover, if the One uncolored rule and One white neighbor
rule can not be applied, there is no isolated vertices in G[U ].
Standard branching rule. There is an uncolored vertex v with at least three uncolored
neighbors v1, v2, . . . , vh. Then the algorithm branches on each of the following cases:
v is black and k := k − 1;
v is white and v1, v2, . . . , vh are black and k := k − h; or
branch on each 1 ≤ i ≤ h, let v, vi be white and {v1, v2, . . . , vh} \ {vi} be black and
k := k − h+ 1.

The branching vector of this rule is (1, h, h− 1, . . . , h− 1) where the cardinality of the
branching vector is h + 2 and h ≥ 3. The worst cases happens when h = 3 and its
branching vector is (1, 3, 2, 2, 2) and the branching number is 2.4143. Note that if the
Standard branching rule is not applicable, the maximum degree of G[U ] is at most
two.
Four path end rule. There exists a P4 (v1, v2, v3, v4) in G[U ] satisfying that v1 has only
one uncolored vertex v2 and v2 has only two uncolored neighbors v1, v3. The algorithm
branches on each of the following cases:
v2 is black and k := k − 1;
v1, v2 are white and v3 is black and k := k − 1; or
v2, v3 are white and v1, v4 are black and k := k − 2.

The worst case branching vector of this rule is (1, 1, 2) and the branching number is 2.4143.
When all the reduction rules, One white neighbor rule, Standard branching rule,
and Four path end rule are not applicable, we see that any path in G[U ] has exactly
three vertices.
At least four cycle rule. There exists a Ch (v1, v2, v3, . . . , vh) in G[U ] where h ≥ 4.
Then the algorithm branches on each of the following cases:
v2 is black and k := k − 1;
v2 is white and v1, v3 are black and k := k − 2;
v2, v3 are white and v1, v4 are black and k := k − 2; or
v1, v2 are white and v3, vh are black and k := k − 2.

The worst case branching vector of this rule is (1, 2, 2, 2) and the branching number
is 2.3028. When the At least four cycle rule can not be applied, we see that any cycle
in G[U ] has at most three vertices.
When all reduction rules and all the above branching rules are not applicable, we see
that the maximum degree of G[U ] is two. Moreover, all connected components in G[U ]
are of three vertices, i.e., they are either P3 or C3. Since the reduction rule, No black
neighbor triple rule is not applicable, each of the uncolored vertex is adjacent to
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exactly one black vertex. By definition, the remaining graph is a partially black triple
graph.
Partially black triple rule. If G = (B ]U,E) is a partially black triple graph, use the
algorithm in Section 2 to solve the problem in time O∗(2k−|B|).

Now we prove the correctness of the branching rules.

I Lemma 11. One white neighbor rule is valid.

Proof. Let v be an uncolored vertex having exactly one white neighbor u. Let x be an
uncolored vertex adjacent to v or u. We see that v is either colored black or colored white in
any optimal solution. If v is colored white, then x cannot be colored white, otherwise the
set of white vertices in the optimal solution is not a bounded-degree-1 set, a contradiction.
Thus, if v is colored white, then x must be colored black. This completes the proof. J

I Lemma 12. Standard branching rule is valid.

Proof. For an uncolored vertex v having h uncolored neighbors, h ≥ 3, the Standard
branching rule branches all (h+ 2) possibilities to color v and all its uncolored neighbors. In
an optimal solution, either v is colored black or colored white. If v is white, either all its
neighbors are all colored black or exactly one of its neighbor is colored white. By Lemma 5,
if v and one of its neighbor are colored white, then all the uncolored neighbors of v must be
colored black. This completes the proof. J

I Lemma 13. Four path end rule is valid.

Proof. Notice that if all the reduction rules and One white neighbor rule and Standard
branching rule are not applicable, then G has no white vertices, each uncolored vertex
v in G has at most one black neighbor, and each vertex in G[U ] is of degree at most two.
Suppose that (v1, v2, v3, v4) is a P4 in G and all of them are uncolored. Let P be an optimal
solution of CCBD-1SB with minimum number of black vertices at most k. We see that v2 is
either colored black or white. Suppose that v2 is colored white in the optimal solution P. If
v1 is colored white in the optimal solution P , then v3 must be colored black. If v3 is colored
white in the optimal solution P, then both v1 and v4 must be colored black. Suppose that
v2 is colored white and both v1 and v3 are colored black in the optimal solution P . Since all
the neighbors of v2 are colored black and v2 has no white neighbors, we can always obtain a
solution P ′ from P by recoloring v1 white. We see that P ′ has less black vertices than P,
a contradiction to the assumption that P is an optimal solution with minimum number of
black vertices. This completes the proof. J

I Lemma 14. At least four cycle rule is valid.

Proof. Notice that if all the reduction rules and One white neighbor rule, Standard
branching rule, and Four path end rule are not applicable, then G has no white vertices,
each uncolored vertex v in G has at most one black neighbor, each vertex in G[U ] is of degree
at most two, and G[U ] consists of cycles and P3s. Suppose that {v1, v2, v3, . . . , vh} induces a
cycle in G such that (vi, vi+1), (v1, vh) ∈ E for 1 ≤ i ≤ h− 1, and all of them are uncolored.
Let P be an optimal solution of CCBD-1SB with minimum number of black vertices at
most k. We see that v2 is either colored black or white. Suppose that v2 is colored white
in P. Then either both v1 and v3 are black in P or one of v1 and v3 is colored white in P.
If v1 is colored white in the optimal solution P, then vh and v3 must be colored black. If
v3 is colored white in the optimal solution P, then v1 and v4 must be colored black. This
completes the proof. J
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Notice the worst branching number 2.4143 is obtained from Standard branching rule
and Four path end rule. We now conclude this section with the following theorem and
corollaries.

I Theorem 15. The CCBD-1SB problem can be solved in O∗(2.4143k) time.

I Corollary 16. The 2-plex bipartition problem and the Bounded-Degree-1 Set
Bipartition problem can be solved in O∗(2.4143k) time.

I Corollary 17. The 2-plex bipartition problem and the Bounded-Degree-1 Set
Bipartition problem can be solved in O∗(1.5539n) time where n is the number of vertices
in the input graph.

Proof. By Corollary 16, the 2-plex bipartition problem and the Bounded-Degree-1
Set Bipartition problem can be solved in O∗(2.4143k) time. According to the fact that
k ≤ n/2, we can design an exact algorithm by using the fixed-parameter algorithm for the
2-plex bipartition problem and the Bounded-Degree-1 Set Bipartition problem as a
subroutine. The running time of the exact algorithm is O∗(2.4143n/2) = O∗(1.5539n). This
completes the proof. J

4 Concluding remarks

In this paper, we give a fixed-parameter algorithm to solve the 2-plex bipartition problem in
time O∗(2.4143k) where k ≤ n/2 is an input parameter. It is of interesting to see whether
there exist more efficient fixed-parameter algorithms to solve the s-plex bipartition problem
for a constant s ≥ 2. Moreover, it is even more interesting to see whether there exist
fixed-parameter algorithms to solve the s-plex t-partition problem that asks whether the
vertices of input the graph can be partitioned into t parts such that each part is an s-plex.
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