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—— Abstract

The seminar Epistemic Planning brought together the research communities of Dynamic Epi-
stemic Logic, Knowledge Representation and Reasoning, and Automated Planning to address
fundamental problems on the topic of epistemic planning. In the context of this seminar, dynamic
epistemic logic investigates the formal semantics of communication and communicative actions,

knowledge representation and reasoning focuses on theories of action and change, and automated
planning investigates computational techniques and tools to generate plans. The original goals
of the seminar were to develop benchmarks for epistemic planning, to explore the relationship
between knowledge and belief in multi-agent epistemic planning, to develop models of agency
and capability in epistemic planning and to explore action types and their representations (these
originally separate goals were merged during the seminar), and finally to identify practical tools
and resources. An additional goal explored during the workshop was the correspondence between
planning problems and games.
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This seminar brought together three largely independent research communities: Dynamic
Epistemic Logic (DEL), Knowledge Representation and Reasoning (KR&R, subsequently
KR) and Automated Planning. All three communities have a tradition of investigating
the interaction between dynamical systems and epistemic states, but with a different focus
and by different means. In the context of this seminar, despite occasional overlap, DEL
has mainly investigated the formal semantics of communication and communicative actions,
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KR&R has mainly focussed on the theories of action and change, and AP has mainly
focussed on computational techniques to automatically generate plans. This seminar aimed to
encourage and nurture increasing synergies between these three strong and largely independent
research communities leading to frameworks for Epistemic Planning: planning with epistemic
states, actions, and goals. The seminar succeeded in strengthening and broadening the
cross-disciplinary research community that emerged after a prior Dagstuhl Seminar on the
subject, entitled “Planning with Epistemic Goals”, that was held in January 2014 (seminar
number 14032). This follow-up seminar led to a better understanding and articulation of
commonalities, synergies, and deficits between the DEL, KR and Planning communities.

The main components of the seminar were tutorial talks and group work. There were four
tutorials, by Andreas Herzig, Bernhard Nebel, Tran Cao Son and Ramaswamy Ramanujam.
The four tutorial talks presented epistemic planning from the perspective of four different
research communities. Andreas Herzig presented epistemic planning from a knowledge
representation perspective, Bernhard Nebel from a classical planning perspective, Tran Cao
Son from a theories of action and change perspective, and Ramaswamy Ramanujam from
a distributed systems and temporal logic perspective. Abstracts for the four tutorials are
included in Section 3.

The group work was performed in five separate working groups, each addressing a
distinct important objective in epistemic planning of shared interest to the DEL, KR and
Planning communities. Specifically, the five groups worked on (1) Developing Benchmarks
for Epistemic Planning, (2) Ezploring Action Types and their Representations, (3) Ezxploring
the Relations Between Knowledge and Belief in Multi-Agent Epistemic Planning, (4) Practical
Tools, Resources and Computational Techniques, and (5) Correspondence Between Planning
Problems and Games. These group themes are briefly described below, and the outcome of
the work in each group is documented in Section 4.

1. Developing Benchmarks for Epistemic Planning. In the planning community
benchmarks are common, but in the epistemic planning community they are not. The
overall goal of the group working on this theme was to formulate a list of ten benchmark
epistemic planning problems, in view of setting goals that can evolve into competitions.
In particular, the focus was on targeting planning problems that are truly epistemic,
meaning problems in which the epistemic dimension — knowledge and ignorance — cannot
easily be disregarded.

Guiding questions for the work in this group were: What problems help define and
circumscribe what we are studying? What are specific tasks that motivate this area of
study, e.g. epistemic planning, protocol synthesis, automated diagnosis, verification, and
communication? What problems can help drive future research in developing formalisms
and implementing systems of epistemic planning? What are the features of the relevant
planning problems in terms of knowledge vs. belief, single- vs. multi-agent, communicative
vs. sensing vs. ontic actions, deterministic vs. non-deterministic actions, etc. How do
we evaluate “hardness” of problems, e.g. in terms of level of nesting of belief/knowledge,
types of actions, size of problem, scalability, and quality of solution. Do benchmarks for
some of these problems already exist?

2. Exploring Action Types and their Representations. It is important to identify and
broaden the list of action types relevant to epistemic planning. In terms of communicative
actions we can for instance at least distinguish between announcements, questions, requests
and instructions. How these actions are best represented is also an important issue. It
should be explored whether formalizations in dynamic epistemic logic are appropriate for
planning or whether a more simplified way of representing multi-agent actions is needed.



Chitta Baral, Thomas Bolander, Hans van Ditmarsch, and Sheila Mcllraith

The overall goal of the group working on this theme was to identify, classify and possibly
broaden the list of action types relevant to epistemic planning, as well as to explore
formalisms for representing these action types.

Guiding questions for the work in this group were: What are the relevant distinctions
between types of actions, e.g. epistemic vs. ontic, deterministic vs. non-deterministic vs.
probabilistic, instantaneous vs. durative, sensing vs. announcements, degree of observab-
ility (public, private, semi-private), etc. What formalisms can support expressing and
distinguishing between these action types (e.g. DEL, Situation Calculus, Knowledge-based
Programs)? How are multi-agent actions represented, in particular how are conflicts
between concurrently occurring actions specified, and how is observability of concurrent
actions specified in terms of the observability of the constituting actions?

3. Exploring the Relations Between Knowledge and Belief in Multi-Agent Epi-
stemic Planning. In multi-agent planning an important problem is that knowledge may
turn into false belief for some agents after a partially observable action has taken place.
This is a problem for several formalisms for epistemic planning, e.g. dynamic epistemic
logic, since agents might not be able to recover from false beliefs. It relates to the general
issues of devising appropriate formalisms for doxastic planning (treating beliefs instead
of knowledge) and how to deal with belief revision in such settings. The overall goal of
the work in this group was to identify the theoretical and computational challenges in
planning with knowledge vs. planning with belief; when one or the other is appropriate,
or both are needed.

Guiding questions for the work in this group were: How are knowledge and beliefs
represented and distinguished from representations of the actual world? How do we
formally handle that knowledge may turn into false belief after a partially observable
action has occurred? What are the relevant formalisms for planning with knowledge
and/or belief and what are their theoretical and computational properties? How do we
deal with belief revision in planning? Are there specific types of interesting goals for
epistemic planning? For example, in planning with beliefs, goals can be about making
some agents have false beliefs. This necessitates formalizing false-belief tasks, lying and
deception.

4. Practical Tools, Resources and Computational Techniques. The goal of the
group working on this theme was to identify practical tools and resources that facilitate
the development and experimental evaluation of automated techniques for epistemic
planning.

Guiding questions for the work in this group were: What tools and computational
techniques already exist in epistemic planning? What are the models and formulas used?
What are the shortcomings and challenges of these tools and computational techniques?
Are there tools or computational techniques from other communities that we are not
availing ourselves of to the fullest extent (e.g., for the planning people model checking)?
What are the trade-offs between different tools? What are the computational complexities
of the different approaches and under different assumptions.

5. Correspondence Between Planning Problems and Games. This working group
was introduced as an additional discussion topic during the seminar, since several parti-
cipants found it very relevant and important to epistemic planning. The issue is that
(epistemic) game theory studies many of the same problems as (epistemic) planning, but
mainly by separate research communities using separate vocabularies. The goal of the
group working on this theme was to establish formal connections between the area of
automated planning and the area of game theory.
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Guiding questions for the work in this group were: What are the formalisms, tools
and results from game theory relevant to automated planning? Symmetrically, what are
the formalisms, tools and results from automated planning relevant to game theory? Can
problems formulated in one of the settings easily be translated into the other? What is
gained and lost in such translations?
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3 Overview of Talks

3.1 Epistemic Planning: A Knowledge Representation Perspective
Andreas Herzig (Paul Sabatier University, Toulouse, FR)

License ) Creative Commons BY 3.0 Unported license
© Andreas Herzig

I start by a brief historical review of knowledge representation approaches to planning. I
then argue that the integration of reasoning about knowledge requires a thorough analysis of
the main concepts and models that are involved, viz. initial situation, goal, and action laws.
While epistemic logic provides a satisfactory account of the former two, the representation of
action laws deserves a closer look. I focus on the dynamic epistemic logic account in terms of
event models and point out some conceptual and practical difficulties, including a mismatch
between action tokens as modelled in the former on the one hand, and action types as needed
for action laws on the other.

3.2 Epistemic Planning Based on DEL for Researchers Working on
Classical Planning

Bernhard Nebel (Universitit Freiburg, DE)

License () Creative Commons BY 3.0 Unported license
© Bernhard Nebel
Joint work of Bernhard Nebel, Thorsten Engesser, Robert Mattmiller

After a quick introduction of what states and actions in DEL are, we show how classical
planning, fully observable non-deterministic (FOND) planning, conformant planning, and
partially observable non-deterministic (POND) planning can be implemented using DEL.
On top of POND planning, we introduce the notions of multi-agent planning, non-uniform
observability, and implicitly coordinated plans, and demonstrate how these notions are
modelled in DEL. The final part of the tutorial highlights strength and weaknesses of DEL
planning by presenting three small examples: Nano-Hanabi, multi-agent path finding with
destination uncertainty, and secretly travelling to Dagstuhl.

3.3 KRR and Epistemic Planning: Specification and Implementation
Issues

Tran Cao Son (New Mezico State University, US)

License @ Creative Commons BY 3.0 Unported license
© Tran Cao Son

In this tutorial, we discuss specification and implementation issues of epistemic planning.
We start with a short motivation of the epistemic planning problem. We then discuss the
issues and how they have been addressed in single agent environments. Specifically, we
describe an action language formalism and present possible approaches for planning with
incomplete information and sensing actions. We highlight the advantage of approximation-
based approaches to epistemic planning in single agent domains. We continue with a
discussion of various issues of the problem formulation in multi agent domains. We present
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an action language, mA™, and the notion of finitary S5-theory whose combination with m.A™
could be used for the specification of epistemic planning problems. Additionally, we show
that a large class of m.AT theories maintains the KD45-property of the initial epistemic
state, a desirable feature when one needs to distinguish between knowledge and beliefs. We
conclude with a list of research issues related to the formalization and implementation of
epistemic planning systems.

3.4 Distributed Presentations of Multi-Agent Systems
Ramaswamy Ramanujam (Institute of Mathematical Sciences, Chennai, IN)

License ) Creative Commons BY 3.0 Unported license
© Ramaswamy Ramanujam

In Dynamic Epistemic Logics (DEL) and Epistemic Temporal Logics (ETL) the modelling
of multi-agent systems tends to be ‘from above’, describing epistemic ascriptions to agents
by the designer. In distributed protocols we looks for ‘inside’ or local presentations of
agents, where agents have partial views of system evolution and acquire knowledge about
others by explicit mechanisms such as shared variables or message passing. We present a
framework of systems of epistemic finite state automata that explicitly acquire and update
knowledge tokens specified by a separate (pre-ordered) alphabet. These tokens can be
thought of as finite representations of sets of knowledge formulas (ordered by implication).
We also present an ETL built on local propositions where structural composition ensures
that epistemic assertions by agents about others refer to knowledge constructed by agents
based on their partial views. For every consistent formula we construct a system of automata
that realizes the models of the formula (as a set of partial orders). There are refinement
methodologies and theorem prover based synthesis of such behaviours as well. In general,
given a global presentation of an epistemic multi-agent system, decomposing it into a system
of communicating agents seems to be interesting and challenging.

4 Working groups

4.1 Developing Benchmarks for Epistemic Planning

Malvin Gattinger, Fillippos Kominis, Jérome Lang, Robert Mattmiller, Tim Miller (coordin-
ator), Ron Petrick, Frangois Schwarzentruber, Bruno Zanuttini
License ) Creative Commons BY 3.0 Unported license

© Malvin Gattinger, Fillippos Kominis, Jérome Lang, Robert Mattmiller, Tim Miller, Ron
Petrick, Francgois Schwarzentruber, Bruno Zanuttini

We distinguish between long term applications, which can hardly be expressed by simplified
examples, examples of problems, that can more easily be formalized and are good candidates
for developing benchmarks, and benchmarks stricto sensu, that are parameterized families
of simplified examples (such as puzzles) and that are primarily meant to test and compare
the different approaches for verifying and generating plans.

4.1.1 Applications

We classify here potential long-term applications of epistemic planning.
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One major application is the design of cooperative agents, who share the same utility
function and that are generally programmed in a centralized fashion (their plans are designed
off-line, but of course the online execution of these plans will be distributed and perhaps
asynchronous). As an example: multirobot exploration of a nuclear plant (modelled by
decentralized POMDP ([20])).

At the other extremity of this spectrum, we have purely adversarial games, where the
utilities of the players sum to zero. This is typically the field of game playing; knowledge
plays a role as soon as incomplete knowledge of the state of the game and/or communicative
actions are present in the game. Two paradigmatic examples: poker and bridge.

Between these two extreme cases, we have classes of problems which are neither purely
cooperative nor purely adversarial. A class of applications of crucial importance is the
class of assistive agent problems, where an autonomous agent has to reason about the
mental state of a human agent and assist them in performing various tasks, such as: robots
helping disabled or elderly persons, tutorial systems and serious games, dialogue/interaction
management (including interactive generation of explanations). The problems in this rich
class of applications are “almost cooperative”, in the sense that the utility of the helper
should generally increase with the utility of the helped agent, but there are exceptions,
especially when the helped agent is not fully rational (e.g., patients with Alzheimer). Another
class of applications is where the environment has agents that can be partitioned to groups
and one group of agents may collaboratively try to achieve something while keeping agents
in the other groups in the dark or even making them have false beliefs.

Another important class of applications of epistemic planning is security games, where an
autonomous agent or a collection of autonomous agents have to reason about the mental states
of an adversary and to prevent it from performing malevolent actions, such as organization of
airport security, phishing detection, reasoning about a malware that could detect a sandbox
(e.g. WannaCry), etc.

The difference with games in the ‘game playing’ category is that there is a safety/main-
tenance goal, agents are not symmetric, the airport’s actions are only checking properties,
etc.

4.1.2 Problems as Benchmarks

In this section, we provide a list of examples that could be potentially transformed into
benchmarks. Indeed, the applications presented in the previous section are too informal to
lead to benchmarks. However we keep the same classification.

Purely cooperative problems

Let us start with a list of purely cooperative problems, that is, in which there is no adversary.
Tiger [49]
Hanabi (recently proven to be NP-hard [6])
Active Muddy Children (one active child, asking questions with the goal of knowing its
own state) [57, p. 152]
Multirobot exploration of a nuclear plant (modeled by decentralized POMDP [20])
100 Prisoners and a Lightbulb [108]
Word Rooms (see [57])
Corridor (see [57])
Gossip (see below and [46])
Grapevine (combination of Corridor and Gossip, see [74])
Dining Cryptographers [30]
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Security games

In the following examples, several agents cooperate for an adversary not to perform bad
actions and not to obtain certain knowledge.

Russian cards

Scotland Yard

Sandbox and detection thereof (e.g. WannaCry)

Organization of airport security

There are key differences with general games. First, the goal is essentially a safety/main-
tenance condition. Second, agents are not symmetric in the sense that they do not have the
same role at all. For instance, in the organization of an airport security, the airport’s actions
are checking properties only while other agents have physical actions.

Adversary game playing

The following list provides examples where agents are programmed to react against other
agents in a non-cooperative imperfect information game.

Clue (Cluedo)

Mobile battleships

Military strategy

Magic tricks [86]

Multi-agent deception

This scenario can be illustrated with respect to a simple example! taken from the storybook,
Winnie the Pooh. At one point in the story, Rabbit, Pooh and Piglet are forming a joint plan
to distract Kanga’s attention so that they can substitute Piglet for Roo so that Kanga will
not notice that Roo is gone so that Rabbit can run off with Roo.

In the above example, the goal of Rabbit, Pooh and Piglet is not only to substitute Piglet
for Roo but also to keep Kanga in the dark whereby Kanga has false beliefs.

Features to evaluate

Each problem is characterized by the following features:
Knowledge vs. belief: Is the problem one of true knowledge, of (possibly incorrect) belief,
or both? Typically, knowledge involves indistinguishability between possible situations
modeled as equivalence relations over possible worlds, one for each agent. On the contrary,
(possibly incorrect) belief is modeled by means of so-called KD45 relation (see [31]). Note
also that belief may require complex mechanisms such as belief revision [42].
Single vs. multi-agent: Is the problem a multi- or single-agent problem?
Communication vs. sensing vs. ontic: Are actions ontic (effect only the environment),
sensing (only sense the environment and have no effect), or complex form of communication
(effect the mental states of other, etc. as for action models of dynamic epistemic logic [9])
actions, or a mix of these?
Determinism/reliability of communication: Are actions deterministic or non-deterministic,
in which the latter includes concepts such as unreliable sending and communication?
Epistemic goals: Are goals epistemic, ontic, or both?

LA version of this example was presented by Ernie Davis in his invited talk at the ACS 2017 conference.
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Cooperative/competitive: Is the problem cooperative, adversarial /competitive, or both; or
potentially neither (other agents as ‘noise’ in the environment)?
Benchmarks: Are there already existing benchmarks that can be accessed?

4.1.3 Application-Inspired Benchmarks
4.1.3.1 Gossip

Description: The Gossip problem is a communica-
tion problem in which agents must share secrets with
each other; thus goals are epistemic. The actions avail-
able to each agent are to share a secret with another
agent, as in a telephone call. In the simplest version,
the goal is that all agents know each others’ secrets.
However, more sophisticated goals are possible:
Everybody knows all secrets
All secrets are common knowledge
Deception (of some subset of agents): some agents
believe the opposite of some secrets
Privacy-preserving: Some agents know all secrets,
while some can only know part of the secrets. For
example, a single source agent knows a set of
secrets and wants a destination agent to know
all of these, but can communicate only via other
agents, to whom the secret should not be revealed.
Thus, it must communicate some secrets via some
paths and other secrets via other paths.

Similarly, the nature of the secrets can be more
expressive than simple propositions, such as:

s; (just the secret)

Ks; (secret + epistemic info)

histories (secret + when I got it + from whom)

how much does the agent say per turn? (one

secret, all secrets, some secrets, everything that

Figure 1 Gossip problem (Taken

agent knows) from Faustine Maffre’s thesis.) [67]
unilateral or not?

negotiation of secrets? values of secrets?
Different variations of the gossip protocols have been investigated [109, 3, 106].

Motivation: The Gossip problem has the nice properties that one would like for a running
example in a paper, but can be easily made more challenging by increasing the number of
agents, number of secrets, nature of the goals, nature of the secrets, and the structure of the
network in which the secrets are shared. Thus, it forms an excellent benchmark problem.

Further, variants of the problem, parameters, and complexity have been well studied
[34, 50, 107].
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Features:

Knowledge vs. belief: Either.

Single vs. multi-agent: Multi-agent.

Communication vs. sensing vs. ontic: Communication.

Determinism/reliability of communication: Reliable.

Epistemic Goals: Yes.

Cooperative/competitive: Cooperative, but adversarial versions possible.
(De)Centralized: Centralized.

Benchmarks: Different implementations available, such as at Toulouse/IRIT? and Mel-
bourne/Toronto3.

Evaluation of hardness: Cooper et al. [34] for optimality, levels of nesting of belief and
knowledge, size of problems, and scalability.

4.1.3.2 Security and patrolling games

Description: In security games, the aim is to find a strategy for a defender to deter attackers
from reaching their targets. Usually, the defender’s strategy is a mixed strategy which is a
best response to what the defender believes to be the attacker’s strategy. Patrolling games
is a specific subfamily of security games where actions consist in performing some security
checks at some points at each time step. Depending on the type of game, the nature of the
attackers and the cost involved, the techniques used and the rationality assumptions about
the attacker largely differ. Some examples of high-stake security games are protecting airports
against terrorist attacks [95] ; some middle-stake games include “green security games”, such
as protecting the environment against smuggling and poaching; low-stake domains include
deterring fare evasion in public transport.

Motivation: Programming a defender’s strategy can be seen as an adversarial epistemic
planning problem. The defender has to reason about the opponent’s intended actions
and about his higher-order beliefs (his beliefs about the defender’s strategy and about the
defender’s beliefs about his own strategy). The base version consists in casting the problem
as a Stackelberg game: a defender must defend a set of targets using a limited amount of
resources whereas the attacker can observe and learn the (mixed) strategy of the defender.
In this base model, the payoffs of the two agents depend only on the target attacked and
whether or not it was protected by the defender. More sophisticated versions have been
developed, including versions where the attacker can only partially observe the attacker’s
actions and/or where his rationality is bounded.

Features:

Knowledge vs. belief: Belief (with deception).

Single vs. multi-agent: Multi-agent.

Communication vs. sensing vs. ontic: Sensing and ontic.

Determinism/reliability of communication: Either.

Epistemic Goals: Usually not, but possible (maintenance goal to always know the position
of the attacker, for instance).

(De)Centralized: Centralized.

2 See https://github.com/FaustineMaffre/GossipProblem-PDDL-generator.
3 See https://bitbucket.org/haz/pdkb-planning.
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Figure 2 Parallel processes involved in conjuring/magic.

Cooperative/competitive: Competitive (adversarial).
Benchmarks: Existing problem description from Tambe [95]; see also follow-up work of
SimPatrol: Establishing a Testbed for Multi-agent Patrolling).

4.1.3.3 Conjuring Magic Tricks

Description: The aim of these problems is to generate an element of ‘surprise’ in a group
observers. A magic trick consists of a set of actions, in which the state of the world is
partially observable to some or all of the observers. The aim of the magician is to transition
the real state of the world into some state that is different from that expected by some of the
observers. Figure 2 presents an abstraction of this, in which two parallel processes occur: the
effect sequence, which is what the observer believes has occurred, and the method sequence,
which is what the magician knows has occurred. At the end, there are three states: the
expected state of the observer, the believed state of the observer, and the method state,
which is the real state of the affairs only known by the magician.

As a first step, we could aim to discover the correct sequences for existing magic tricks, by
specifying action models describing these, and using an epistemic planner to try to discover
the correct set of moves. As a second step, epistemic planning could be used to find new
tricks using existing or modified actions models.

Smith et al. [86] define a formalism of conjuring using propositional dynamic logic (PDL),
as well as examples of some tricks using this formalism.

Motivation: Being able to derive magic tricks, even in a limited setting, is a somewhat
creative task, and something that explicitly requires a Theory of Mind of the observers. In
addition, the goals are temporal epistemic goals — the true state of the world must remain
hidden until such time that the observer’s perspective is incorrect.

Higher-order beliefs also play a part in some tricks; for example, in tricks involving more
than two people, in which the magician has a helper for the trick, and thus needs to track
not only the perspectives that the helper and ‘victim’ have of the world, but also of each
other and the magician.

Further to this, generating surprise is key to many tactical scenarios, such as game playing,
military planning, and story telling.

These are interesting and fun problems to solve, so this may be a good way to attract
masters and internship students to work on epistemic planning.
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Figure 3 Cover of Hanabi, © Asmodée éditions.

Features:

Knowledge vs. belief: Belief (with deception).

Single vs. multi-agent: Multi-agent.

Communication vs. sensing vs. ontic: All three.

Determinism: Non-deterministic, or probabilistic (uncertain whether participants will
infer certain beliefs).

(De)Centralized: Decentralized.

Epistemic Goals: Temporal epistemic goals.

Collaborative/competitive: Both (collaborative helper, competitive).

Benchmarks: Existing model of conjuring from Smith et al. [86].

4.1.3.4 Hanabi

Description: Hanabi is a fully collaborative card game*. The game consists of cards each
with a given colour and number. Each player has a hand drawn from the deck, which they
cannot see, while they can see the others’ hand. The cooperative goal is to stack up cards of
each colour in sequential order. For this, on their turn, players can either (i) play a card
from their hand (and draw a new one), (ii) discard a card and draw a new one, or (iii) give a
clue to another player about what cards they have. A clue is the indication of all cards of a
given colour, or of all cards of a given number (e.g., “the blue cards in your hand are the
first and fourth ones”.

When a card is played, it must be either the first of its colour played by any player, or
the one numbered immediately after the last one played. Otherwise, the move is a mistake; if
a predefined number of mistakes is reached, the players lose the game. Moreover, a maximal
number of clues to be given by anyone is predefined. Giving a clue uses one, and discarding
a card gives one back. When the deck is empty (and players have not lost the game before),
the score is computed as the sum of the highest number in each colour.

Motivation: Hanabi requires the player to maintain knowledge about their own cards (e.g.,
“I know that my second card is a 2”7, “I know that I don’t have any red card”, etc.) and to
reason about what information is needed by their mates, so as to inform them while using as
few tokens as possible. When playing it for real, players most often agree on a strategy about
which information they will give to each other (e.g., “Always give information about what
next card to play”), which can be seen as centralized planning (with decentralized execution
of the strategy agreed upon). Of course, it also makes sense to plan in a decentralized or
distributed fashion, which corresponds in real life to players starting a game without knowing
each other.

4 Created by Antoine Bauza and published in 2010.
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An interesting feature of Hanabi is that it has a formal and simple description, easily
amenable to description in an input language for epistemic planners. Moreover, by adjusting
the numbers of players, colors, and numbers in each, it can be used for analyzing the
scalability of algorithms. Other features can also be controlled; for instance, loosely speaking,
the number of clue tokens is related to the number of communication actions which can be
taken in a row, and the number of mistakes allowed is related to whether we need “cautious”
plans.

Finally, the goal can be controlled by framing it as an optimization problem (maximize
the score while not losing) or one of reachability (empty the deck before losing). Orthogonally,
the goal can be defined taking into account the probabilities involved (maximize the expected
score, maximize the expected time-to-defeat, etc.) or looking for a winning strategy in the
adversarial sense.

Features:

Knowledge vs. belief: Knowledge in the first place (“what am I/is my teammate sure
of?”), but probabilistic knowledge (“I know that there is a 33 % chance that my second
card is blue”) or beliefs (“since all but one red card have been played, let me bet that I
have none”) make sense.

Single vs. multi-agent: Multi-agent.’

Communication vs. sensing vs. ontic: Communication (mostly) and ontic (but these are
mostly dictated by the information which the player has).

Determinism: Stochastic because the order of the deck is unknown (and random),
otherwise deterministic.

(De)Centralized: Decentralized for the execution of the plan; naturally centralized for
computation of a strategy but may be solved in decentralized or distributed fashion.
Epistemic Goals: Mo, but reasoning with epistemic subgoals is clearly needed for playing
optimally (first-order knowledge should be enough).

Collaborative/competitive: Collaborative.

Benchmarks: Game rules are already formal, and easy to encode; can be made small, tiny,
nano, or huge by adjusting the number of colours, cards and players. Al implementations
exist, see for instance https://github.com/Quuxplusone/Hanabi and https://github.com/
WuTheFWasThat/hanabi.rs

4.1.3.5 Clue (Cluedo)

Description: It is an adversarial board game in which the goal of a player is to guess rightly
the value of each of three variables: who committed the crime; where; and how. Players
iteratively ask other players to privately tell them if they possess one card of a specified
triple of values (one for each variable). The value of variable ‘where’ must correspond to the
place where the player is located at the request time; players can move from one place to
another subject to some constraints.

Motivation: Clue is perhaps the most well-known game with epistemic goals, and it possesses
almost all the possible features of an epistemic planning problem. In order to rightly guess
the three variables, a player exploits information from the cards that other agents show them,

5 Interestingly, deciding whether there is a winning sequence of plays even with full information and a
single player is already NP-complete [6].
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Figure 4 Scotland Yard.

from the fact that an agent denies having anyone of a triple of cards, or from the fact that
an agent shows a card to another agent, but also from what other agents ask. A good player
should maintain probabilistic beliefs and choose questions maximizing expected information
gain, but should also try to reason about the inferences that the other agents will draw from
his questions.

Features:

= Knowledge vs. belief: Knowledge (acquired from non-noisy observations) but the players
may perform some probabilistic reasoning.

m  Single vs. multi-agent: Multi-agent.

m  Communication vs. sensing vs. ontic: Communication and ontic.

= Determinism/reliability of communication: Movement resources and card drawing prob-
abilistic, communication reliable.

= Epistemic Goals: Yes, and only that (guess the right triple).

Collaborative/competitive: Competitive.

= Benchmarks: Do probably not exist, but have been discussed several times in the epistemic
planning community. Parameters that can vary is the number of players, the number of
variables, and the number of values per variable.

This problem and its relationship to epistemic reasoning has been discussed by van
Ditsmarsch [105].

4.1.3.6 Scotland Yard

This board game is played on a map of London. A group of detectives is hunting a criminal
using public transport. The position of the criminal is only revealed occasionally and
detectives have to reason about possible paths the criminal could have taken. Additionally,
resources for movement (bus tickets etc.) are limited for all players.

References and existing Implementations:

= Wikipedia: https://en.wikipedia.org/wiki/Scotland__Yard_ (board_game)
m Spiel des Jahres 1983: http://spieldesjahres.com/de/scotland-yard.
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Scotland Yard is PSPACE: http://www.illc.uva.nl/Research/Publications/Reports/PP-
2006-18. text.pdf.

Monte-Carlo Tree Search for Scotland Yard: [76].

Cooperative planning: https://eldorado.tu-dortmund.de/bitstream/2003/2653/1/86.pdf.

Features:

Knowledge vs. belief: Both, there is hard (e.g. criminal is at certain position) and
probabilistic (e.g. bus ticket was used) information.

Single vs. multi-agent: Multi-agent, though this depends on model and implementation.
If detectives use centralized planning then it is essentially a two-player game. For
decentralized planning each detective should work on their own and communication
between them might be limited, in particular to public announcements.
Communication vs. sensing vs. ontic: Seen as a two-player game there are only ontic
actions, if detectives are multiple agents then a range of communication can be allowed.
The only sensing actions are when one can sense whether a criminal is in their sensing
agent’s current location.

Determinism and reliability of communication: Probabilistic uncertainty is in the initial
state only, all communications are reliable successful public announcements.

Epistemic Goals: The goal is not explicitly epistemic but just to be at the same position.
But the implied and intermediate goal is to know where the criminal is.
Collaborative/competitive: both: 1 vs n players.

Benchmarks: Different planning algorithms and their implementations could play against
each other. Alternatively, a tool could assist the detectives.

4.1.3.7 Bitstring

Description: Bitstring is a contingent problem of communication where we have a string of
bits, two agents that have the same uncertainty concerning the actual truth values of the
bits in the string and each agent can sense only a subset of the bits, disjoint between them.

The simple version of the problem is the one where the goal is for both agents to know
the actual truth values of all the bits in the string.

Formally, we have two agents A = {A;, A>}, we have a set B of bits, B = { by, ba, ..., by, },
which denotes a set S of possible states, where |S| = 2™ and a hidden, true state s*.
It is common knowledge among the two agents that only a set S’ is actually possible,
where S’ C S. Allowed actions are communication actions of the knowledge of each agent
concerning the truth value of each bit (K;b;/—b;, for i € A and j = 1...n). The goal then is
G= /\j:l...n(Kibj V Ki_'bj), for i € A.

The simple version of the problem allows for simple plans where, for example, we can
have an agent deriving that he does not need to communicate the truth value of a certain
bit since he knows that based on the knowledge the other agent has acquired through his
observations, he already knows the truth value of the specific bit.

A more interesting view on the Bitstring is its extended version: Assume a third agent Ag
who is not aware of S’ but only of S — at the same time he is able to listen to all communication
between the two agents A; and A, and he knows what A; and A, have sensed. Now, the
question becomes: is there a plan which achieves the goal Gs = \;_; ,,(Kib; V Ki=b;) A
Nj=1. .0 (0K a,bj A=K a,—bj). In other words, we are checking whether there is a plan where
the the first two agents know the truth values of all bits, while the third one learns nothing.

This problems allows for a number of approaches:
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Checking for existence of such a plan.

Treat the second part of the goal as a soft goal: the first two agents must learn the truth
value of all bits and, at the same time, try to minimize the knowledge the third agent
acquires.

Increase the number of agents and/or restrict the set of agents that each one can
communicate with.

Is there a way to derive a set of states S” such that (i) S' C S, and (ii) there exists a plan
that satisfies G for some s* € S’.

Motivation: It allows for different planning approaches. We can focus on existence of
a plan, minimizing leaked information, maximizing size of S’ and more. It easily allows
decrease/increase in difficulty either by size of state space, or number of agents or restriction
of communication. It is related to other examples in dynamic epistemic logic (russian cards,
gossip protocols etc).

Features:

Knowledge vs. belief: Knowledge.

Single vs. multi-agent: Multi-agent.

Communication vs. sensing vs. ontic: Communication with, possibly, sensing.
Determinism/reliability of communication: Deterministic.

(De)Centralized: Possibly both.

Epistemic Goals: Yes.

Collaborative/competitive: Collaborative, since the third agent does not act.
Benchmarks: None known.

See also work on communication complexity about related problems (A very short
introduction to this and references can be found in Capelli’s thesis [27].

4.1.3.8 BWAT - BlocksWorld For Teams

Description: Blocks World for Teams (BW4T) [54] is a multi-agent simulation platform
that is an abstraction of several different applications and scenarios. In this problem, we
have a number of rooms and a drop zone. Each room contains a number of colored blocks
(or it is empty), and, initially, none of the agents know where the blocks are. Each agent can
carry at most one block at a time, and agents can communicate with each other concerning
their observations.

The goal is for the agents to deliver a number of colored blocks, in a particular order,
to the drop zone. Figure 5 shows an example scenario, taken from the BW4T simulation
environment.

Motivation: This problem is an abstraction of several important application domains, such
as disaster management and search & rescue. For example, blocks represent survivors of a
disaster, the drop zone represents a medical tent, agents represent autonomous vehicles and

humans with differing capabilities, such as searchers, medical officers, or aid delivery vehicles.

From an epistemic point of view, we can define a BWAT with private actions, restrict
communication between subgroups of agents, and, if in a decentralized approach, reason
about the other agents’ intentions and plan accordingly. In any case, agents need to reason
in terms of who to ask about what.
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Change Map | Rainbow 5
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Figure 5 Blocks World for Teams simulation interface.

In addition, the BW4T simulator is designed as a testbed for human-agent interaction

experiments, making it an interesting framework to study human interaction in epistemic
terms: bounded reasoning about high-order beliefs, belief change, interaction between belief,
intention, and action.

The problem is easy to scale by modifying the number of rooms, blocks, agents, depth of

epistemic goals, and area to be searched.

While the original problem is not particularly rich with respect to epistemic reasoning

problems, there are many extensions that one can make that are seen in domains that BW4T
abstracts:

1.

Joint activities: Certain coloured blocks (e.g. blue) are ‘heavy’ blocks, and need two
agents to carry them simultaneously. This requires agents to participate in and coordinate
this joint activity; something that can be done only via communication or by reasoning
about the other agents’ perspectives and intentions. In the scenario of no communication,
it explicitly requires reasoning about higher-order beliefs and intentions.

2. Heterogenous agents: Different agents may have different capabilities; for example, some
agents can just search and find blocks, while others must retrieve them, and certain rooms
may only be accessible to certain agents.

3. Knowledge goals & Communication: Another scenario is one in which a ‘commander’ of
the task must be told of the location of all blocks once found. Only some agents can
communicate back to the commander, so the problem is deciding what and when to
communicate block locations.

Features:

= Knowledge vs. belief: Possibly both.
m  Single vs. multi-agent: Multi-agent.
m  Communication vs. sensing vs. ontic: All three.
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Figure 6 Example causal chain.

Determinism: Yes, but non-determinism is possible.

(De)Centralized: Both.

Epistemic Goals: Yes.

Collaborative/competitive: Both, if two teams try to get the same blocks while their
number is not sufficent for both teams.

Benchmarks: A simulation tool for BW4T: http://eishub.github.io/BW4T/

4.1.3.9 Social Explanation Dialogue in Al

Description: Consider an agent that makes a decision, and a human observer asks why
that decision was made. The aim of a social explanation can be described as follows. Given
a causal chain of ‘events’, such as the one in Figure 6, and a request to provide a socially-
acceptable explanation for a specific event in that chain, taking into account what the receiver
already knows, to extract an explanation that allows the person who posed the query to
understand why the event occurred.

The explainer may have a model of the explainee’s (partial) understanding of the causal
chain. The explainee can communicate values of the variables in the chain, or relations
between variables. Halpern and Pearl offer a formal model for the problem using structural
equations [45].

This problem can be extended to a dialogue. At each step, the explainee provides only
one part of the explanation, selecting/prioritising the ‘best’ explanation, measured by e.g.
simplicity, generality, conformance with prior beliefs of explainee.

Motivation: The ability to explain a decision to a human observer is key to providing
transparency and trust to human operators, and is currently one of the most challenging and
important problems in artificial intelligence.
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Further, such social explanations require a Theory of Mind to avoid explaining redundant
information. In richer settings, explanations can be given to multiple observers at once. The
challenge in this setting is to provide the explanation with the most explanatory power to
the most observers.

Features:

Knowledge vs. belief: Both.

Single vs. multi-agent: Multi-agent.

Communication vs. sensing vs. ontic: Communication.
Determinism/reliability of communication: Deterministic.

(De)Centralized: Decentralized.

Epistemic Goals: Yes (perhaps only first-order).

Collaborative/competitive: Collaborative (but deceptive versions could exist).
Benchmarks: None known.

4.1.4 Modelling

Currently there is no standardized formal language which can express all or even just a
substantial subset of these epistemic planning problems and benchmarks. For the future
it would be good to fix a notation for DEL and generalize (or pick one of the existing
generalizations of) PDDL.

Further, it would be fruitful to build a centralized website that collects the benchmarks
(as http://www.satcompetition.org/ for SAT and http://planning.domains/ for planning).

4.2 Exploring Action Types and their Representations

Yves Lespérance (coordinator), Louwe B. Kuijer (coordinator), Nina Gierasimczuk, Barteld
Kooi, Michael Thielscher, Ivan José Varzinczak, Thomas Bolander, Andrés Occhipinti
Liberman, Tran Cao Son, Yongmei Liu, Hans van Ditmarsch
License @ Creative Commons BY 3.0 Unported license
© Yves Lespérance, Louwe B. Kuijer, Nina Gierasimczuk, Barteld Kooi, Michael Thielscher, Ivan

José Varzinczak, Thomas Bolander, Andrés Occhipinti Liberman, Tran Cao Son, Yongmei Liu,
Hans van Ditmarsch

4.2.1 The Need of Pure Action Types in DEL

One of the topics discussed was the distinction between action tokens and action types. In
particular, we focused on the question how the action models in DEL fit this distinction.
Can DEL action models be seen as action types? It turns out that some aspects of actions
which could be seen as properties of tokens are by design included in action models.

As an example, consider an action model corresponding to a private announcement. Such
an action model contains information about which agents learn the content of the information,
which agents learn that there has been an announcement but do not learn the actual content,
and which agents learn nothing. The problem here is that which agents are “paying attention”
should be independent of the action of announcing, but rather follow from the situation in
which the announcement is made.

In other words, who does or does not learn the content of an announcement should be
determined not by the action model, but by the state model to which the action model is
applied. What is needed, then, is an alternative formulation of such an event where the
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“observability” information is encoded in the state model. In the context of high level action
languages such an approach was suggested in [13] and elaborated in [14, 15, 16].

One can also do this in DEL itself, but there are also other (equivalent) formalisms
where this comes a bit more natural, such as Generalized Arrow Update Logic [58] and
Edge-Conditioned Event Models [22]. The (epistemic) Game Description Language [97]
provides an alternative action representation formalism for epistemic domains that also comes
with a clear separation between an action itself and information about which agents are
observing it; see below.

One can introduce observation atoms, combined with agentive actions and observability
change. Agent i announcing ¢ can then be the action i : ¢, represented by the following
event model.

—Listen(i,x) A Obs(i,z) —
Obs(i, x) C(p C i.2) 75 Obs(i, x)

=0bs(i, x) = 0bs(i, x)

_I_

Here Listen(i, ) means that agent x is listening to agent 4, and therefore x will learn
the content of i’s announcement. The atom Obs(i, z), meanwhile, means that x observes i
making the announcement, but does not necessarily listen to the content of the message.

Importantly, in addition to the preconditions on the worlds of the event model, there are
also preconditions on the arrows in the event model. In the notation used above, there would
be an arrow for agent x from event e to event f if ¢(x) is true at e, where 1 is the label on
the arrow from e to f.

As a consequence of these additional preconditions on arrows, one does not need to put
any information about who observes the announcement in the event model. Agent i takes an
action of the type “announcing”, whether this is a public or a private announcement depends
on the state model.

In this framework, if ¢ definitely wants to make a public announcement of ¢, this means
that she has to perform two actions. First, she has to take an action which has the result that

Listen(i, z) becomes common knowledge for all x, then she takes the action of announcing .

There is still one significant restriction on this framework: the agents that observe but do
not listen to the announcement i : ¢ will still learn that it was the truth or falsity of ¢ that
was announced. There does not seem to be an elegant way around this in a DEL-like system
like the one presented; an agent who observes an announcement, but has no idea what the
announcement is about would, in theory, need to be represented by an exponential (or even
infinite) model with one copy for each possible announcement.

It seems the single “announcement” action type can model public, semi-private, and
private announcements. It is conjectured that similar representations can be found for every
action type that can be represented in DEL.

5 See [22] for details. This formalization is very similar, but not identical, to that of Generalized Arrow
Update Logic [58].

21

17231



22

17231 — Epistemic Planning

Unfortunately, one cannot give this conjecture a technical formulation, because it is
unclear what, on a technical level, the objective is. For every type of action, which is
represented by multiple action models in DEL, one would like to have a single event model
in the language that that was just described. However, it is not clear what, on a technical
level, it means for different action models to represent actions of the same type.

As a final note, it should be noted that lunch is usually not free. In the above formalism,
information about which agents observe which parts of an action need not be encoded in the
event models. In some sense, this makes them simpler. However, one pays for this by having
to include information about observability in the state model. So complexity is not removed,
but moved to a different part of the problem.

It is believed that in some cases it is useful to move this complexity from event models to
state models. The first advantage of doing this is the motivation for this system, namely that
it allows a clearer representation of action types. The second advantage is that it is often
considered harder to intuitively understand event models than state models, so keeping event
models as simple as possible may aid compehensibility. But one should keep in mind that
in some cases the complexity shift may be harmful, and that in those cases one is probably
better off using DEL.

Action Types in the Epistemic Game Description Language

The (epistemic) game description language (GDL-III, [97]) may provide an alternative to
DEL for representing actions and knowledge especially when the aim is to avoid complex
event models. A special feature of this language is that only what agents can see and do
needs to be specified. It is then implicit in the semantics how actions and observations affect
the knowledge of agents. The scenario from above, for example, would be axiomatized thus
(using a first-order variation of the actual syntax):

Sees(x,i,) < Does(i, announce(z)) A Obs(i, x)
Sees(y,¢) < Does(i, announce(y)) A Obs(i,y) A Listen(i,y) A ¢

Both Sees and Does are keywords that loosely correspond to modalities. The two axioms
can be understood as follows: If agent ¢ makes some announcement z then all agents x
observing i will receive the “information token” i,. Any agent y that observes and also listens
to ¢ will get to see the announcement ¢ itself. From the semantics of GDL-III it follows that
agents who only see i, will know that ¢ has made an announcement but without learning
the content. Agents who see ¢, however, will know that ¢ must be true. Moreover, if for
example an agent x only observes agent ¢ but at the same time knows that another agent y
listens to i, then the semantics entails that x will know that y knows the content of the
announcement afterwards.

In the Game Description Language, actions such as announce(z) can be seen as action
types. Their effects, especially on the knowledge of other agents, depends on the state in
which they are executed. Our example action can thus model public, semi-public, and private
announcements. Form this perspective GDL-III might be a viable alternative to DEL in cases
where the complexity shift from the event model to the state representation is desirable. It
has been shown that many of the standard DEL-examples can be expressed in GDL-III [97];
however, a precise characterization of the expressivity of the two languages in comparison
has yet to be given.
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4.2.2 Concurrent Actions

The issue of finding a suitable representation for concurrent actions that can be used in
multiagent epistemic planning was also discussed. Amongst other things, concurrency has
attracted attention in multiagent planning because parallelizing actions can reduce overall
plan length and lead to a significant speed-up in plan execution time.

Concurrent actions can have interaction effects; their parallel execution sometimes alters
the effects that the actions would have if executed individually. The following example from
[24] illustrates this. Suppose agents x and y need to move a large set of blocks from room 1
to room 2. While x and y could each pick up and transport single blocks repeatedly, they
can do better by using an existing table as follows. First, the agents put all the blocks on the
table. Then, they each lift one side of the table. Lifting the table simultaneously from both
sides allows the agents to jointly carry all blocks to room 2 in one trip. However, if only
one side of the table is lifted, all the blocks will fall to the floor. That is, the table lifting
action has different effects when applied individually or jointly, and its joint execution allows
the agents to achieve their goal faster.

In the reasoning about actions community several formalisms and approaches, such as in
[63, 17], have been proposed to represent and reason abut concurrent actions. More recently,
Boutilier [24] and Knoblock [56] extended the STRIPS representation of actions to allow
for concurrent actions. Reiter proposed axioms for concurrent planning in the situation
calculus framework [81]. There has also been some work to model concurrent actions in the
DEL framework [110], as well as in the GDL framework [96]. It would be useful to provide
a comparison of these different approaches to concurrency as well as their applicability in
epistemic planning.

4.3 Exploring the Relations Between Knowledge and Belief in
Multi-Agent Epistemic Planning

Chitta Baral, Hans van Ditmarsch, Jan van FEijck, Esra Erdem, Andreas Herzig, Mathias
Justesen (coordinator), Yongmei Liu, Richard Scherl (coordinator), Tran Cao Son
License @@ Creative Commons BY 3.0 Unported license

© Chitta Baral, Hans van Ditmarsch, Jan van Eijck, Esra Erdem, Andreas Herzig, Mathias
Justesen, Yongmei Liu, Richard Scherl, Tran Cao Son

In multi-agent domains actions can happen without all agents being aware of their occurrence.

This leads to situations where some of the agents’ beliefs may not match with reality. On
the other hand agents’ may have incomplete information about the world and there may be
actions such as sensing actions that provide additional knowledge about the world to the
agent that does the sensing. Agents may have knowledge goals that are about knowing part
of the world and agents may have goals that are about decieving other agents in terms of
mismatch between the beliefs of the other agents and reality. Thus the notions of knowledge
and belief play crucial roles in a multi-agent epistepic planning domain and several important
questions about them need to be addressed. Some of those questions are: How do we identify
the theoretical and computational challenges in planning with knowledge vs. planning with
belief? When is one or the other appropriate and when are both needed?

Every approach has to have a way of distinguishing the representation of the knowledge
and beliefs of different agents from the representation of the actual world. Even if knowledge
is being used, the knowledge may turn into false belief after a partially observable action has
occurred. This necessitates addressing questions such as:
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Figure 7 Initial state so.

What are the different formalisms for planning in knowledge and/or belief and what are
their theoretical and computational properties?

How is revision dealt with in planning?

Are there specific types of interesting goals for epistemic planning? (Note that, in planning
with beliefs, goals can be false beliefs with relevance to formalizing false-belief tasks such
as lying and deception.)

4.3.1 Knowledge vs. Belief

In planning we sometimes want to achieve something with certainty and therefore knowledge
is then needed. However, the certainty required for knowledge is not always achievable
and then we should work with belief. From an external perspective the planner has a goal
involving knowledge, but from an internal perspective each agent executing its part of the
plan only needs belief. One approach is to define knowledge in terms of belief as true belief.
There are also a variety of ways of defining belief in terms of knowledge [4].

In the planning based on dynamic epistemic logic (DEL) work in [10], states are modeled
using Kripke structures and depending on the accesibility relations among the worlds, different
axioms of knowledge and belief are obtained. If the accessibility relations satisfy that all
relations are reflexive, it corresponds to the axiom of truthfulness, T: K, — ¢. When
modelling the planning problems that satisfy axiom T (e.g. S5), the agents cannot have false
beliefs. However, this is often not a suitable model of the problem, so for illustrating the
difference between knowledge and belief, KD45 is used. (In this context, in the work [88] it
is shown that the KD45,, property is maintained for a large class of actions.)

The rest of this subsection is organzied as follows. First, we motivate the use of planning
with beliefs with an example based on DEL. Continuing with the example, we proceed to
show that with DEL, agents cannot recover from a false belief. Using various formalisms, we
then explore different options for incorporating belief revision in epistemic planning.

4.3.2 Planning with beliefs

Consider the following scenario. There are two agents. Initially, there is common knowledge
of = f. The goal is to have agent 1 correctly believe f and agent 2 to incorrectly believe —f.
So agent 1 has the plan of changing f to true while agent 2 is not looking.

Initial State: Cy 03— f

Goal: Klf A KlKQ_\f

Plan: agent 1 makes f true while agent 2 is not looking

Consider the example in DEL. We first have the initial state, where there is common
knowledge of = f depicted in Figure 7.

The plan can be modelled by an action a depicted in Figure 8, i.e., agent 1 makes make
f true while agent 2 is not looking.

The result of executing action a is s; = sop ® a as depicted in Figure 9, where ® is the
usual product-update operator. Observe that s; satisfies the goal, s1 = K; f A K1 Ko~ f.
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ey (T, f:=T) (%—2>(%62 (T, 0)

Figure 8 Event model for action a.

1 1,2

(wi,e1) : f g—2>8 (wi,e2) : = f

Figure 9 Resulting state s1 = so ® a.

Figure 10 Event model for action as.

Now let us imagine that there is a public announcement of f. The action model for this
action a9 is given in Figure 10.

The result in computing ss = s1 ® as is that agent 2 now believes everything (including
contradictions), as shown in Figure 11, since there are no accessibility relations for agent
2. This appears counter-intuitive. We would expect agent 2 to revise their beliefs, and now
believe f. Hence, we need some sort of belief revision to handle such scenarios where an
agent has a false belief.

4.3.3 Belief revision

The topic of belief revision in general, and with regard to DEL in particular [38, 113, 12, 102],
has been studied thoroughly in the literature. We look at several approaches of incorporating
belief revision:

Plausibility models [11]

Syntactic belief revision [53]

Recovery [112]

Modifying the product update of DEL (a recent work by Chitta Baral and Tran Cao

Son).

Plausibility models

Here there is a plausibility ordering on the worlds considered possible by a given agent.

The belief of the agent is captured by the most plausible worlds. If worlds are lost due to
application of an action, then previously less plausible worlds become the most plausible. It
is a requirement of plausibility orderings that they are reflexive, hence, we get the a action
in Figure 12, and the resulting state s; (Figure 13) now also has a reflexive edge for agent 2
in the designated world. Still, in s; agent 2 believes —f more strongly than f as indicated
by the plausibility orderings (<;) on the worlds, where the minimum element is considered
most plausible.

Now, we apply the public announcement action of f and the result is given in Figure 14.

Note that we no longer lose the indistinguishibility relations of agent 2, as their belief was
revised by rejecting the world that was previously believed to be most plausible.
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1

&

(w17€1agl) : f

Figure 11 State s2 after the public announcement of f.

9 e1 <{1,2} €1
e : (T, f:= T>g—>862:<1®> es <2 €1

€2 <{172} €2

(wy,e1) <q1,2) (wi,e1)
(wy,e1) s f (%—2’8 (wi,e2) : ~f (w1, e2) <2 (wy,e1)

(w1, e2) <q1,2) (wi,e2)

Figure 13 Resulting state s; = so ® a.

Syntactic revision

In [53] formulas are kept in a normal form called Alternating Cover Disjunctive Formula
(ACDF). There is an algorithm for syntactically manipulating the form for update and
revision so that the result is still in ACDF. The running example can be done with an initial
state of

“fANKi~f AN Ko f.
The action a with effect f A K7 f is used with the update algorithm to yield
FANKLf AN Ko f.
Next the action as with effect K7 f A Ko f is used along with the revision algorithm to yield

FNKLf NKaf.

Recovery

Another approach is to do a recovering action before the public announcement [112]. The
recovering action is defined as R U (R; R*) U R*, where R is the original set of accessibility
relations for an agent, R" is the inverse relation, and R; R* is the composition of the relation
and its inverse. Recovery can be seen as a form of epiphany, where agents suddenly expand
their beliefs and consider worlds that they previously did not. Recovery is applied to the
state of Figure 9 to yield Figure 15. Then when the public announcement is applied, the
desired result is obtained.

Modifying the DEL product operator

An alternative approach, suggested and being worked on by Baral and Son, is based on
modifying the DEL product-update operator. In the above discussion of the product update,
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1,2
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(% (w1, e1,91) <q1,2y (w1,e1,91)
(wlaehgl):f

Figure 14 State after public announcement of f is s = s1 ® az.

1,2

1 2

(w,er) : f &/\tg (wre2) : ~f
5 2

Figure 15 State after recovery. Dashed edges are the edges added by recovery.

we saw that when executing an action a in the epistemic state s, there is an edge with label
[ between nodes n1 and ny in the resulting epistemic state, if there is a similar edge in both
a and s. In the modified operator, this requirement is relaxed.

More precisely, if node ny is a composition of node ns; (of s) and na; (of a) and node nqy
is a composition of node nsy (of s) and nas (of a) then the traditional DEL operator will
add an edge with label [ from n, and no if there is an edge both from ns; to nsy and from
nay to nag with label [. Baral and Son suggest that, when one can conclude that the action
a requires revising s, then a relazed product operator can be used where a gets preference
over s. For example, with respect to a simple relaxed operator, there will be an edge with
label [ from n; and ns, if there is an edge with label [ from na; to nas. This addresses the
example in question. Finding the right relaxed product operator, and conditions when they
should be used is a topic of ongoing work.

Update and revision for proper epistemic knowledge bases

Miller and Muise [70] present a belief update and revision approach for proper epistemic
knowledge bases, which underlies the approach for compiling epistemic planning to classical
planning discussed in Section 4.4.1. The syntactical restrictions on proper epistemic knowledge
bases allow entailment, update, revision, and erasure operations that have quadratic time
and space complexity, and thus enable efficient search over epistemic states.

4.3.4 Story understanding

The distinction between knowledge and belief is important in many scenarios, e.g., story
understanding. As a story progresses, the characters can obtain false beliefs. As is common
in TV serials, the truth is revealed at the end and all characters need to revise their beliefs.

This is related to the Sally-Anne test. A short skit is enacted. Sally takes a marble and
hides it in her basket. She then leaves the room and Anne takes the marble out of Sally’s
basket and puts it in her own basket. The question of where Sally will look for her marble is
asked. Autistic children tend to reply that the marble is in Anne’s basket. The test shows
the inability of people on the autism spectrum to distinguish between the actual world and a
person’s belief about the world.

Story understanding relates more directly to plan verification than to plan synthesis:
Answering questions about the beliefs of agents at the end of a story corresponds to checking
whether certain epistemic or doxastic formulas (“goal formula”) hold after the execution of
an action sequence (Where the action sequence represents the story).
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4.4 Practical Tools, Resources and Computational Techniques
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We survey existing techniques to deal with epistemic planning. For each of these techniques,
we explain what are the models and formulas considered, and what are the advantages and
the drawbacks of such techniques. We do not restrict the survey to already implemented
epistemic planners, but also detail theoretical techniques to deal with epistemic planning.

4.4.1 Compilation to Classical Planning: Syntactic Approaches

An approach to epistemic planning that recently gained attention is the idea of resorting to
a suitably restricted fragment of DEL and use a STRIPS-style encoding of action operators
over epistemic formulas instead of event models and product updates. This allows to compile
the given problem into an instance of classical planning, and subsequently leverage the
performance of state-of-the-art PDDL planners for solving it efficiently. The proposed
methods differ in

1. the restrictions that are applied,

2. whether a centralised or first-person view is adopted,

3. the type of knowledge that is assumed.

Muise et al. [74] present a planner for multi-agent systems where agents are assumed
to have so-called proper epistemic knowledge bases, which effectively rule out disjunctions.
With the additional restriction to a finite depth of nesting of modalities, the compilation is
exponential in the depth of the maximum length of modal strings. The expressiveness of the
action model is independent of the approach, but depends only on that of the underlying
planner. Both K D45, and S5,, are supported. Planning is from the view of a single agent,
including a “perspective shift” where one agent reasons about the belief of another from that
agent’s point of view.

Kominis and Geffner [57] compile a multi-agent epistemic planning problem into a
classical one using techniques from single-agent conformant planning. The compilation is
similarly exponential in the maximal depth of nesting of modal operators. They assume S5,
type knowledge and adopt a centralised perspective with command-and-control first-person
planning. Preconditions and effects of actions are expressed by Boolean combinations of
propositional literals with modality prefixes, including disjunctions.

Cooper et al. [33] use an encoding based on “seeing” variables for atomic propositions,
which represent the agent “knowing whether” the corresponding variable is true. Knowing
a variable p can then be defined as knowing whether p holds and p being actually true at
the same time. The approach supports both S5, and K,, knowledge types and plans from a
centralized perspective.

A related, earlier approach is Petrick and Bacchus’ PKS (“planning with knowledge and
sensing”) system [78] for single-agent epistemic planning. While they do not compile into
classical planning, they also adopt a syntactic representation for a planning domain where
an agent’s knowledge is assumed to be expressed by three different types of formulas: the
knowledge base is partitioned into one part for “knowing that”, one for “knowing whether”,
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and one for “knowing what”. Their planner then generates conditional plans over the space
of knowledge states expressible by means of such knowledge bases, relying on an efficient, yet
incomplete, inference algorithm.

4.4.2 Forward Search in Space of Epistemic Models

Forward search in the space of epistemic models is possibly one of the most obvious approaches
to solving epistemic planning tasks. The first definitions of (centralized) epistemic plans
over epistemic states and DEL action models were given by Bolander and Andersen [23] and
independently by Lowe et al. [66]. The plans are sequences of DEL action models applicable
in the initial epistemic state that guarantee to reach an epistemic state satisfying the goal
formula. Those were later generalized to branching plans [2] where branching is essential,
since epistemic action models allow non-deterministic action outcomes, possibly necessitating
different follow-up actions.

While the above-mentioned definitions of plans may not, strictly speaking, imply a
computation based on forward search in the space of epistemic states, they at least suggest
such a search as an obvious first approach to explore. To our knowledge, so far only simple
uninformed explicit-state forward search algorithms such as breadth-first search (BFS) have
been implemented.

Whereas the first definitions assumed a centralized perspective, the definitions were
later adapted to a more decentralized view. Engesser et al. [40] introduced the notion of
implicitly-coordinated (linear and branching) plans. While these plans are still computed
from a single-agent perspective, they consider explicitly the perspectives of the owner of
each subsequent action (i.e., the agent that will execute it). The intention is to facilitate
cooperative behavior by ensuring that agents can come up with those actions when planning
on their own. The approach heavily relies on the framework’s capacity to arbitrarily switch
perspective between the agents. Since the necessary depth of knowledge nesting is dependent
on the plan length and therefore not known beforehand, compilation into classical planning
is not possible.

4.4.3 Efficient progression for epistemic states

One way to handle epistemic planning is to adapt a standard forward search (progression) or
backward search (regression) algorithm to the epistemic setting. Compared to a classical
(non-epistemic) setting, a major question in this approach is how to represent the search
states. In the classical setting, search states are either propositional models (in the case
of planning with complete information) or representations of sets of propositional models,
such as propositional logic formulas (in the case of planning with incomplete information, for
example conformant planning). This latter representation can be generalized to the epistemic
setting by using epistemic formulas instead of classical ones. An algorithmic challenge,
then, is how to efficiently perform the basic operations on search states that are required
by standard search algorithms like A* or greedy best-first search, such as testing whether
a goal state has been reached, testing whether a given action is applicable, and computing

the (epistemic) successor state for a given (epistemic) search state and (epistemic) action.

The paper by Bienvenu et al. [21] addresses these issues in the context of the (single-agent)
epistemic logic S5. They present a fragment of S5 formulas, called SSDN Fpnr,cnF, which
efficiently supports the progression operation: given an epistemic formula describing the
possible (epistemic) states of the world and a description of an epistemic or classical action
in a certain formula representation, compute a formula representing the possible (epistemic)
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successor states after applying the action. The operation is polynomial-time in the description
size of the inputs (epistemic state and action), but presumably can be exponential in the
sequence length if sequences of actions are applied, as each application can increase the
size of the resulting formula. Miller and Muise [70] present a similar approach for proper
epistemic knowledge bases, which are epistemic knowledge bases that forbid disjunction.
Progression of such knowledge bases is quadratic in the number and depth of epistemic
formulae. Presumably, the same techniques can be used for regression instead of progression,
i.e., for computing possible predecessor states given formulas representing current states and
actions. More generally, the paper is framed in the context of knowledge compilation pioneered
by Darwiche and Marquis [36]. It emphasizes the strengths and weaknesses of different kinds
of representations of knowledge (usually in terms of propositional models, here extended to
an epistemic setting) by focusing on their closure properties and the set of operations (such
as logical connectives, logical implication, existential and universal abstraction etc.) that
can or cannot be performed efficiently for a given representation. Beyond the immediate
contribution of the paper by Bienvenu et al., the knowledge compilation perspective might
be a useful angle for coming up with search state representations for epistemic planning.

4.4.4 Symbolic model checking of strategy logics with knowledge (AETL)

Logics for strategic reasoning have been developed in the last two decades, first with
Alternating-time Temporal Logic (ATL) and its many variants, and more recently with
Strategy Logic (SL). ATL, introduced in [1], extends the branching-time logic Computation
Tree Logic (CTL) [7] by replacing CTL temporal operators with strategic cooperation
modalities expressing what state of affairs a coalition of agents can bring about in a system,
irrespective of the actions of the other agents. It can thus naturally express the existence of
a strategy, or plan, to reach a given objective. So can SL, as it is strictly more expressive
than ATL [71].

MCMAS [65] is a model checker for logics for strategic reasoning that handles several
variants of ATL and SL, including AETL, an extension of ATL with knowledge operators
[104] that can talk about epistemic objectives. Models are concurrent game structures, which
are essentially finite state automata where states represent positions of the game, or states of
the system, and transitions are labelled by tuples of actions, one for each agent. In addition,
equivalence relations on the set of states represent agents’ observation of the system. The
specification of the system is completed by providing MCMAS with a set of initial states, an
optional set of fairness conditions, and the set of formulas to be verified.

Given an epistemic formula ¢, the AETL formula (A)F¢ means that “there exists a
strategy for coalition A such that every outcome of this strategy hits a state where goal
¢ holds, irrespective of the strategies of the other agents”. The model checker MCMAS
can therefore be used to solve a form of epistemic planning problem, even in an adversarial
setting. Since MCMAS, as other standard model checkers, can also generate witnesses of
strategies when they exist, it is possible to synthesize an (adversarial) plan when the answer
to the epistemic planning problem is positive. Notice that AETL can express more than mere
reachability. This is an advantage if one wants to solve variants of the epistemic planning,
e.g. with extra constraints on the searched plan. For example, one may seek a plan that
reaches the goal without ever taking the system into some predefined set of bad/risky states.

However, there are some strong limitations when using the MCMAS model checker. First,
it does not allow reasoning about general beliefs, as epistemic relations are S5. Second, it
is not possible to reason about systems with perfect recall: an agent does not distinguish
between two executions of the system as long as their last states are equivalent to her (i.e.
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memoryless knowledge). Third, unlike other frameworks such as DEL, the entire system
needs to be described as a finite state automaton (or concurrent game structure). Therefore,
only regular systems can be considered, as opposed to those described by arbitrary DEL
presentations.

We also mention MCK, a model checker for logics of knowledge and time (that supports
both symbolic and explicit model checking); DEMO, an explicit model checker for DEL; and
SMCDEL, a symbolic model checker for DEL [103]. A comparison of MCMAS, MCK and
DEMO can be found in [111].

4.4.5 Model checking via automata

Automata theory provides very powerful techniques to study a wide range of logics of
programs, such as the linear-time temporal logic LTL, the branching-time temporal logic
CTL or the mu-calculus (see, e.g, [99] and [114]). Concerning the interplay between time and
knowledge, little work has been done using automata. The reason may be that adding the
“transversal” dimension of knowledge in trees representing the temporal evolution transform
the usual tree models into graphs, for which no good model of automata is known.

A few years ago, Bozzelli et al. [25] showed that if the transversal, or epistemic, relation is
representable by a two-tape automaton (7.e. it is a rational relation), then we can model-check
branching-time temporal logic with epistemic operators. This result was then applied to
solve the propositional DEL-based epistemic planning problem: the automata constructions
presented in [5] can, given a propositional DEL presentable domain of the epistemic planning
problem, produce a finite word automaton that accepts the set of successful plans. Indeed,
in this restricted class of domains, the epistemic relations of agents with perfect recall fit in
the framework considered in [5]: they are rational relations, and in fact quite simple ones as
they can be accepted by transducers with only one state.

The first main advantage of this approach is that it generates a finite representation of
the whole set of solutions to the planning problem, which may be useful for instance if the
addition of some new constraint reduces the set of solutions: it may be more efficient to cut
some transitions in the automaton to obtain the new set of solutions, instead of computing
from scratch new solutions to the over-constrained problem.

A second strength of this approach is that it can actually solve, without additional effort,
a much more general problem, which is called Epistemic Protocol Synthesis in [5]. In this
problem, the input is again a DEL-based epistemic planning problem, but instead of an
epistemic goal formula ¢ that has to be achieved, the problem takes an arbitrary formula from
CTL*K,, the full branching-time temporal logic with knowledge, and produces, if possible,
one possible infinite tree of events that satisfies it. The tree may represent a non-deterministic
plan, a set of plans, or a strategy for instance. In CTL*K,, one can express, for instance,
the existence of a path that eventually satisfies ¢, which corresponds to the classic epistemic
planning problem. But one can also for example require instead that in the solution tree
there is a path where ; holds infinitely often, another path in which after some point @5
always holds, and in addition that in all paths of the solution tree, some fairness property
holds.

The main drawbacks of this approach are that, because of the perfect recall semantics
resulting from the DEL setting, it only works for propositional events, i.e., events with
propositional preconditions and effects/postconditions. However the problem does not come
from the automata approach: the DEL-based epistemic planning problem is known to be
undecidable for alternation depth one in the pre/post-conditions. However it is still a
seemingly difficult question whether it is decidable for alternation depth 0 and even modal
depth 1.
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Finally, this approach gives an algorithm in (k 4+ 1)-EXPTIME, where k is the modal
depth of the goal formula. Note that it is the same complexity for the epistemic planning
problem and its generalization, epistemic protocol synthesis. Also, for DEL-based epistemic
planning it is the best known upper bound, but matching lower bounds are an open question.

4.4.6 Reduction of Epistemic Reasoning to Theorem Proving

One technique proposed for dealing with epistemic formulas in a Situation-Calculus context
is a reduction to theorem proving (e.g. see [59] for a modal variant of the epistemic Situation
Calculus). In the single agent case (see [18] for an extension to the multi-agent case), the
idea is that the agent’s belief is represented by a knowledge base in the form of a collection of
(non-epistemic) first-order formulas about the current state of the world, and it is assumed
that this knowledge base is all that is known by the agent. An epistemic subformula such as
K (Open(window)) can then be evaluated by checking whether Open(window) is entailed by
the knowledge base, and subsequently substituting it by either true or false, depending on
the outcome of the entailment check. Furthermore, open formulas like K (OnTable(x)) will
be substituted by a representation of the known instances with respect to the knowledge
base in terms of equalities, e.g. (z = mug V & = laptop), and nested K’s can be dealt
with by means of recursion. Together with regression (a syntactical method for rewriting a
formula about the situation after the execution of a sequence of actions to a formula talking
only about the initial state of the world), this corresponds to a reduction of the projection
problem to standard first-order theorem proving as follows: In order to decide whether
formula [Action]...[Actioni]) K (¢) holds, use regression to eliminate the action modalities
[Action;], turning the input into an equivalent formula (with respect to axioms describing
action effects and sensing outcomes in the knowledge base), use reduction (which involves
theorem proving in the form of entailment checks) to eliminate K modalities, and finally check
the resulting formula against the knowledge base (another entailment check). Projection
is of course only a subtask needed for planning. To create a planner, one has to perform
a search over possible action sequences, where in each case projection is used to decide
whether it constitutes a plan achieving the given goal formula. One option to constrain the
search space and thus speed up planning is by incorporating procedural domain knowledge
in the form of knowledge-based agent programs (e.g. [83, 69, 82, 61, 32]). Apart from
imperative constructs such as while-loops and if-conditionals, such programs may also contain
nondeterministic choices. A program thus can be understood as a plan sketch, where certain
parts are left open and have to be resolved by the system. As the general Situation Calculus
allows for full first-order expressivity, in practice one needs to integrate further restrictions
to obtain decidability or tractability. Apart from the usual syntactical restrictions on the
language, another interesting approach is resorting to a limited (sound, but incomplete) form
of reasoning [60].

4.4.7 Language m.A

The language m.A is described in [16]. Some of its earlier versions appeared in [14, 15]. It
could be seen as an extension of the high-level action languages to reasoning about actions
and changes in single agent environment [43] to multi-agent environment.

In mA, a multi-agent environment is characterized by a set of agents AG, a set of fluents
F, and a set of actions A.

A belief formula over AG and F is of the following form

ol leAY oV |o—=|Bip|Cp| Exp
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where ¢ and 1 can be a propositional formulas over F or belief formulas, i € AG, and
a C AG.
Syntax

A dynamic domain over AG, F, and A consists of a set D of statements describing the
effects of actions in A, and a set O of statements describing the observability of agents when
actions are executed. Specifically,

Each statement in D is of a following form

executable a if (1)
a causes [ if 1 (2)
a determines f (3)
a announces ¢ (4)

where a € A, f is a fluent F, £ is a fluent f € F or its negation —f, and 1 is a belief
formula. (1) encodes the executability condition of action a, i.e., the execution of a is
possible only if ¢ is true. (2) represents the effects of action a. Intuitively, if the real state
of the world and of the beliefs match the condition described by 1, then the real state of

the world is affected by the change that makes the literal ¢ true after the execution of a.

(3) encodes a sensing action a which enables the agent(s) to learn the value of the fluent
f. (4) states that action a announces the truth value of £.
Each statement in O is of a following form

a observes a if ¢ (5)

o aware_of aif ¢ (6)

where a C AG is a set of agents, a € A, and ¢ is a fluent formula.
(5) (resp. (6)) states that if ¢ is true in the real state of the world then agents in « are
fully (resp. partially) aware of the occurrence of the action a.

4.4.7.1 Semantics

Let S be the set of pointed Kripke structures over AG and F. The semantics of a dynamic
domain (D, O) over AG, F, and A is defined by a function ®(p oy that maps pairs of actions
and pointed Kripke structures in S to subsets of S, i.e., given an action a and a pointed
Kripke structure M, ®p o)(a, M) is a set of pointed Kripke structures that results from the
execution of @ in M. It does so by

constructing the update model of the action occurrence a given M, denoted by U(a, M);
defining ®p 0y (a, M) as the update of M by U(a, M), M ® U(a, M), following e.g. [8].

4.4.7.2 Relationship to Epistemic Planning

The language m.A provides a practical tool as well as the foundation for generalizing
contemporary planning techniques in single agent domains to epistemic planning in presence
of multiple agents. The features of m.A that are suitable for the development of epistemic
planning systems are:
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The separation between the description of effects of actions and the observability of action
occurrences of the agents: In mA, action types and action tokens are clearly separated.
Statements of the forms (1) — (4) specify action types. Action types are specialized with
respect to a pointed Kripke structure and statements of the forms (1) — (4) to create
action tokens. In this sense, m.A addresses the issues raised in the discussion for the need
of pure action types in DEL (Sub-section 4.2.1). Given the similarity between action
languages for single-agent domains and PDDL and the fact that statements of the forms
(1) — (3) have been a part of PDDL, the development of m.A shows that PDDL can be
easily extended to specifying multi-agent planning domains. To do so, PDDL needs to
be extended with ( ¢) the specification of agents; ( if) consideration of belief formulas
and an additional type of actions (announcement actions); and ( i) the specification of
observability.

Definition for the transition function: The function ®p o) can easily be realized and
utilized by heuristic search algorithms. Indeed, the function ®p o) can be implemented
in heuristic search planner similar to the implementation of the result function of PDDL
domains. This paves way for the studying and development of heuristics in epistemic
planning.

Conditions for the finiteness of the set of pointed Kripke structures satisfying a belief
formula and algorithms for computing this set: The initial state of an epistemic planning
problem can be represented by a belief formula. Planners employing pointed Kripke
structures as states need to create the initial state by computing the set of pointed Kripke
structures satisfying a belief formula. This set, however, might be infinite. As such,
conditions for the finiteness of the set of initial pointed Kripke structures and algorithms
for computing this set are important for the development of epistemic planners. Such
conditions are provided in [87].

4.4.8 Multi-agent planning in general (with epistemic side-effects)

In multi-agent planning, one of the settings usually studied is cooperative planning involving
agents with heterogeneous capabilities. An even more specific setting that gained attention
recently is privacy-preserving multi-agent planning [77]. While the problem is not epistemic
per se (i.e., there are no knowledge goals and preconditions), it certainly possesses some
epistemic characteristics. First, some dimensions of the state space can be completely
unknown to all but some agents. Private variables can then be changed by private actions
that are only known to their owners. The intention is for the agents to come up with a joint
plan to achieve their goal without having to give away their private information (variables,
actions) in the process.

There already exists a variety of search algorithms [101, 26] as well as different kind of
heuristics [93, 68, 91, 92]. An overview of state-of-the-art planners can be found in [94].

4.4.9 Classical planning techniques

For approaches based on compilation to classical planning, or perhaps also to draw inspiration
from classical planning algorithms, it is useful to consider the state of the art in classical
planning. The three prevalent approaches in the classical planning literature at the moment
are heuristic forward search, planning as satisfiability, and planning as symbolic model
checking. In planning competitions, for more than a decade almost all successful planning
systems in the sequential planning tracks have been based on one of these paradigms or are
portfolios of planning systems based on these paradigms. For an overview of planning tech-
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niques used in state-of-the-art planning systems, the planner descriptions in the competition
booklets of the International Planining Competitions (IPC) are a good starting point (see the

“Deterministic Track” entries on http://icaps-conference.org/index.php/Main/Competitions).

Most current planning systems based on heuristic forward search are built on top of the
Fast Downward planner [47], and some others are based on FF [51]. It should be pointed
out that the paper describing the Fast Downward planner is more than a decade old, and
the current version of Fast Downward contains many features (in particular more heuristics)
not described in the paper. A good place for discussion and practical information about
planning as heuristic forward search is the Fast Downward mailing list, linked from the
planner homepage (http://www.fast-downward.org). Generally speaking, there is a wide
difference in scalability between planning systems that guarantee optimality of solutions
(optimal planners) and ones that do not (satisficing planners). Most optimal heuristic
search planners use A* with an admissible heuristic, in some cases enhanced with pruning
techniques based on symmetries and partial order reduction. The paper by Helmert and
Domshlak [48] is a good starting point to get an overview of heuristics for classical planning,
although it has become a bit dated. For satisficing search algorithms, the design space
and hence the list of available techniques is larger. In recent work, much emphasis has
been placed on guaranteeing sufficient exploration, i.e., making sure to visit diverse parts
of the search space, as opposed to exploitation guided by a heuristic. Exploration can be
based on randomness or based on systematically favouring states with high novelty. The
latter approach has been very successful, and many relevant papers have been published
recently by Lipovetzky and Geffner [64]. Planners based on compilations to satisfiability
have also been very successful over the last ten years, thanks mainly to the work by Jussi
Rintanen [84, 85]. They are a very strong alternative to heuristic search planners in the case
of satisficing planning; for optimal planning, no competitive SAT-based planners exist at the
moment. SAT-based planners and planners based on heuristic search tend to have different
strengths and weaknesses, so both approaches are very worth trying out in the context of
epistemic planning. Similar remarks apply to planning approaches based on symbolic search,
i.e., BDD-based exploration. Symbolic search planners have been very successful for optimal
planning, where they are as strong as the best heuristic planners (again, as with SAT-based
planners, the different approaches excel in different domains). A very good reference for
BDD-based search techniques is Torralba’s PhD thesis [100].

4.4.10 Generalized planning

Generalized planning [19, 52, 62, 89, 90] is an extension of classical planning where the goal
is, instead of solving a single planning task, to solve a general class of planning tasks (e.g., all
blocks world planning tasks) by essentially synthesizing a program with loops. Semantically,
one posits a set of possible worlds, where each world is one particular plan instance. A
generalized plan, then, is one which is correct for all world states: that is, in each world

state, the plan enables the goal and then terminates (by reaching a distinguished stop state).

Typically, as input it accepts a standard planning problem with one exception: a particular
parameter for the initial state is left open. For example, in a blocks world setting, the number
of blocks on the table may be left open, in which the possible worlds are all possible
instantiations of this parameter. The output can be a sequential plan, a conditional plan or
a loopy plan. The obvious advantage of plans created by generalized planners is that they
have a broad domain coverage. However in order use a generalized planner for a planning
problem instance, an applicability test and then (if the test is successful) a plan instantiation
are necessary. These procedures, if they have high complexity, may add computational effort
to the planner.
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The research communities dealing with games and planning problems both deal with similar
issues: a number of agents can perform actions in a given context and aim at achieving an
objective. However, these two research communities use different vocabularies. For example,
a goal in a planning problem corresponds to an objective in a game; a plan or policy in a
planning problem corresponds to a strategy in a game and a planning domain corresponds
to an arena in a game.

Setting rigorous and formal connections between both parties has a number of benefits
for both of them. For example, meta-theorems of game theory are of interest to the planning
community and heuristic for planning synthesis could be used to synthesize strategies more
efficiently. As it turns out, some connections have already been set [37].

The rest of this subsection is organized as follows. First, in Section 4.5.1, we recall
the formal setting of games based on graphs. Then, in Section 4.5.2; we recall the Fully
Observable and Non-Deterministic planning problem (FOND) as it is usually defined in the
planning community and we show how it can be reformulated in the setting of games based
on graphs. In Section 4.5.3, we discuss what is gained and lost in this translation. Finally, in
Section 4.5.4, we discuss which novel perspectives and questions arise in this confrontation
between planning problems and games.

4.5.1 Games Based on Graphs

Games are natural models for modeling interaction between multiple agents. In this report,
we consider infinite games played on finite graphs [28, 39]. These games are supposed to model
reactive systems like an operating system evolving in an arbitrary or hostile environment.
The first player represents a program (or “control”, here identified with Player 1), and the
second player represents the environment (or “disturbance”, here identified with Player 2).
More precisely, we consider zero-sum two-player turn-based games of infinite duration played
on finite graphs. This means that when a player wins a game, the other player loses it
(“zero-sum”), that players play in turn (“turn-based”), that the game lasts forever (“infinite
duration”), and that plays are determined by a finite graph. The graph describes the possible
interactions of the system. The game is of infinite duration, because reactive systems are
usually not expected to terminate. As recalled by [29], zero-sum graph games have been
widely used in the synthesis (or control) of reactive systems, as well as for defining and
checking the realizability of specifications, the compatibility of interfaces, simulation relations
between transition systems, and for generating test cases.

We introduce the definitions and notations that we will use in the sequel. They are
(almost) identical to the definitions and notations of [28, p. 290-292].

Game Graphs

A game arena (of imperfect information) is a tuple G = (L,lp, 2, A, O, ) where L is the
finite set of states, [y € L is the initial state, A C L x ¥ x L is a set of labeled transitions,
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O is a finite set of observations and v : O — 2% — {()} maps each observation to the set of
states that it represents. We require the following two properties on G:

Total: for all ] € L and all o € %, there exists I’ € L such that (I,0,0') € A;

Partition: the set {7 (0) : 0 € O} partitions L.

When the partition is composed of singletons only, the game is a game of perfect
information. The non-determinism of the transition function is very important since it allows
players to play in turn.

Plays and Strategies

In a game arena, at each turn, Player 1 chooses a letter in ¥, and Player 2 resolves
nondeterminism by choosing the successor state. A play in G is an infinite sequence
7 = lgooly ... lnonlpt1 ... such that for all ¢ > 0, (l;,04,lix1) € A. The prefix up to
I, of the play 7 is denoted m (0,n); its length is |7 (0,n)| = n + 1; and its last element
is Last (7 (0,n)) = l,. The observation sequence of m is the unique infinite sequence
v~ (m) = 0001 ...0p_10y, ... such that for all ¢ > 0, we have [; € v(0;). Similarly, the
observation sequence 7 (0,n) is the prefix up to o, of v~ (7). The set of infinite plays in G is
denoted Plays (G), and the set of corresponding finite prefixes is denoted Prefs (G).

A deterministic strategy in G for Player 1 is a function « : Prefs (G) — 3. A strategy
a for Player 1 is observation-based if for all prefixes p, p’ € Prefs (G), if v~ (p) = v~ (p'),
then a (p) = a(p'). A strategy for Player 1 is memory-less if for all prefixes p, p’ € Prefs (GQ)
such that Last(p) = Last(p’), a(p) = a(p’). A deterministic strategy for Player 2 is a
function S : Prefs(G) x ¥ — L such that for all p € Prefs(G) and all o € X, we have
(Last (p), 0,8 (p,0)) € A. We denote by A the set of all strategies for Player 1.

The outcome of two deterministic strategies a (for Player 1) and 8 (for Player 2) in G is
the play m = lpooly . .. 0p—1ln0p . . . € Plays(G) such that for all ¢ > 0, we have o; = a (7 (0, 1))
and l;41 = B (7 (0,4),0;). This play is denoted outcome(G, a, ). The outcome set of the
deterministic strategy o for Player 1 in G is the set Outcome; (G, a)® of plays 7 such that
there exists a deterministic strategy 8 for Player 2 with m = outcome (G, o, 8). The set
Outcome; (G, )" denotes the set of finite prefixes of Outcome; (G, )”.

Objectives

An objective for a game of imperfect information is a set X C (O x ¥)* which is assumed to
be Borel measurable: a Borel objective is a Borel set in the Cantor topology on (O x E)“ [55].
Reachability, safety, Biichi, coBiichi, and parity objectives are all Borel measurable. The
parity objectives are a canonical form to express all w-regular objectives [98]. An objective is
induced by a set of target observations 7 C O. Here are some examples of objectives:
Reach7 := {lyoplio1 ... € Plays(G) : there is k > 0, there is 0 € T such that k € v(0)}.
The reachability objective Reachy requires that an observation in 7 be visited at least
once;
Safe := {lpoplio1 ... € Plays(G) : v~ () € T for all k > 0}. The safety objective Safe7
requires that only observations in 7 be visited;
Buchif := {m : Inf(w) N T # 0}. The Biichi objective Buchiy requires that an observation
in T be visited infinitely often;
Parity(p)” := {7 : min{p(0) : o € Inf(7)} is even}, where p: O — {0,1,...,d} is a prior-
ity function that maps each observation to a nonnegative integer priority (where d € N).
The parity objective Parity(p)® requires that the minimum priority that appears infinitely
often be even.
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In this report, we consider only the reachability objective Reachy. A game G = {G, T} is
a pair consisting of a game arena and a set of target observations 7. Then, we say that a
strategy o € Ag is winning for Reach% when Outcome; (G, a)” C Reachs.

4.5.2 Translation from Planning Problems to Games

Planning problems in the most general sense are specified over some logic (often propositional
logic), where the initial situation and the goals are given as formulas and the dynamics of
the world is described by action models. These action models induce a transition system
that is similar to a game arena. Depending on the form of the initial situation description
and the action description language, you end up with different planning problems. In this
report, we only consider Fully Observable Non-Deterministic (FOND) planning problems,
but we conjecture that the result that we obtain can be extended to other forms of planning
problems such as Partially Observable Non-Deterministic planning problems (POND) and
classical planning problems.

FOND Planning

Following [44], a Fully Observable Non-Deterministic (FOND) planning problem consists of
a tuple (F,Z,G, A), where F is a set of propositions that we call fluents, Z C F characterizes
what holds in the initial state; G C F characterizes what must hold for the goal to be achieved.
Finally A is the set of actions. The set of literals of F is Lits(F) = FU{~f | f € F}.

Each action a € A is associated with (Pre,, Eff,), where Pre, C Lits(F) is the precon-
dition

and Eff, is a set of outcomes of a.

Each outcome e € Eff, is a set of conditional effects, each of the form (C' — ¢), where
C C Lits(F) and £ € Lits(F). Given a planning state s C F and a fluent f € F, we say that
s satisfies f, denoted s |= f iff f € s. In addition s = —~f if f € s, and s = L for a set of
literals L, if s |= ¢ for every £ € L.

Action a is applicable in state s if s = Pre,. We say s’ is a result of applying a in s iff,
for one outcome

ein Eff,, s isequal to s\ {p | (C = —p) €e,s EC}U{p| (C —p) €e,s=C}.

Unlike classical planning, where a solution is a sequence of actions, a solution to a FOND
planning task is a policy that maps a state to an appropriate action (so that the agent
eventually reaches the goal). A state s is said to be reachable by a policy if the policy can
lead the agent to s, and a policy is closed if it returns an action for every non-goal state that
a policy reaches. When the agent executes a non-deterministic action the effect is randomly
chosen, so a closed policy must handle every possible outcome of an action it returns. There
are three primary variations of plans for a FOND planning problem [35]: weak, strong, and
strong cyclic.

» Definition 1 (Weak Plan [35]). A weak plan is a policy that achieves the goal with at least
one possible set of outcomes for the non-deterministic actions.

A weak plan may be as simple as a sequence of actions that achieves the goal with a
particular setting of non-deterministic action outcomes. The policy for a weak plan need not
be closed.

» Definition 2 (Strong Plan [35]). A strong plan is a closed policy that achieves the goal
and never visits the same state twice.
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A strong plan provides a guarantee on the maximum number of steps to achieve the goal
but is often too restrictive. For example, a strong plan cannot contain an action that can
fail with no effect on the state.

» Definition 3 (Strong Cyclic Plan [35]). A strong cyclic plan is a closed policy where the
goal is reachable from every state reachable using the policy.

A strong cyclic plan guarantees that the agent eventually reaches the goal, but does not
guarantee that the agent can do so in a fixed number of steps. Researchers in the planning
community are primarily interested in computing strong cyclic plans, as they are guaranteed
to achieve the goal under an assumption of fairness — every outcome of a non-deterministic
action will occur infinitely often if the action is executed infinitely often.

» Remark. The text in this section is taken near-verbatim from the following two sources:
[72, 73].

Translation Theorem

» Theorem 4. Given a FOND planning problem (F,Z,G, A), one can define an associated
game graph G = (L,ly, %, A, O,7) of perfect information and a target observation T such
that:

Y=A;

there exists a bijective mapping [ between sets of fluents and states of L such that

f(F) =lo and f(G) = thTT(t);

every policy m can be mapped to a (memory-less) strategy in the associated game G,
denoted g(m), such that for all reachable states s C F, f(mw(s)) = g(m)(f(s));

there exists a strong plan 7 in the original FOND planning problem if, and only if,
Player 1 has a winning strategy g(m) in the associated game of perfect information G with
reachability objective Reachy-.

We conjecture that this theorem can be extended to other forms of planning, such as
planning with partial observability and even implicitly coordinated planning [41].

Muise et al. [75] have informally identified the same relationship between multi-agent
games and FOND planning. They modified an existing FOND planner to find strong and
weak solutions for first-person multi-agent planning problems. They treated the outcome
of other players moves as non-deterministic outcomes of the actions from the first-person
perspective, but used standard planning heuristics to prioritize which states to explore given
a fixed time budget. Calculating a strong solution for this is equivalent to calculating a
winning strategy for the game.

4.5.3 Lost and Gained in Translation

Translating planning problems into games has a number of benefits, but also some short-
comings. On the one hand, the succinctness of the description of a planning problem and
in particular of actions is lost when it is translated into a game problem. Moreover, the
planning approach allows to provide a more fine—grained and rich description of actions than
in the game-theoretical reformulation of the problem, where actions are simply represented
as (labeled) transitions between states. On the other hand, one inherits from the game—
theoretical formulation some meta—theorems such as determinacy and formal methods to
synthesize the plans/winning strategies of the planning problem/game. Moreover, we can
also consider other objectives than mere reachability objectives that deal with the overall
desired behavior of the system when a plan/strategy is executed.
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We should also point out some important differences between planning problems and
games. Games are often non-cooperative while in planning the agents (most often) cooperate
to achieve a common objective. Moreover, the game arena is usually assumed to be common
knowledge among agents, while in planning transition systems are often not explicitly given.

4.5.4 New Perspectives

While the idea of mapping between multi-player co-ordination games and multi-agent planning
is to make use of techniques and results from one domain in the other, it is also to instructive
to examine ideas from one to widen perspectives in the other, in the process generating
new interesting questions for study in that domain. Below we list some instances of such
possibilities.

Distributed Games

In the context of coordination games against an environment, one interesting question that
arises is the existence of not merely a winning strategy for the coalition, but a distributed one:
these are strategies played out by players locally, based on their partial views of game position.
These are imperfect information games and strategy existence is in general undecidable
[80, 79] for synchronous executions. The winning conditions in these games are naturally
definable in epistemic temporal logics and correspond to distributed plans for multi-agent
systems.

In synchronous play, the strategy question is decidable for broadcast environments and
hierarchical systems of agents (where if i < j and s ~; s’ — s ~; §’; i is j’s boss, so whatever
information is available to j is also available to 7). It is also decidable when the goal formulas
have local structure. Mapping the decidable subclasses is an interesting exercise.

When players move asynchronously, the strategy question has been shown to be decidable
for several subclasses of communication architectures, but the general question is open.

All these questions have an obvious reformulation in the world of multi-agent epistemic
planning, and can be answered by mapping planning into games. In the process, we may
have new subclasses inspired by plans enriching game theory as well.

Large Games

Games with a large number of players can be called large games. In such games, payoffs are
associated not with strategy profiles but with choice distributions. Repeated normal forms
of this kind can lead to herd behavior etc. Studying planning in the context of multi-agent
systems with a large number of agents might be interesting as well.

Goals, Preferences

In planning, it is customary to distinguish between hard goals (that need to be met definitely)
and soft ones (where we have a preference for achieving them over otherwise, but non-
achievement is OK). Notions of rationality may be relevant in such goal setting. In game
theory, an important question is where utilities arise from and the structure of outcomes.
This again suggests a close relationship between plans and games.

Another interesting question in the multi-agent case is coordination by separating ‘social’
goals from individual agent goals: as long as the social goals are achieved, agents might
behave competitively. Such behavior has been studied in game theory and it may be relevant
for some planning problems.
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—— Abstract

This report documents the program and the outcomes of Dagstuhl Seminar on Computational
Interaction organized in June 2017. The seminar focused on the use of computational meth-
ods to represent and enhance human-computer interaction. This topic is gaining traction, but
efforts have been diluted over multiple research areas ranging from HCI to computer graphics
and design. The main objective of the seminar was to get an overview and, moreover, discuss
shared fundaments, such as what computational interaction is, formally and in practice. The

seminar invitees were 22 researchers from areas such as Human-Computer Interaction, Computer
Graphics, Operations Research, and more. The seminar consisted of three days of events, with
emphasis on presentations, panels, and group discussions. The following summarizes the main
outcomes.
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The field of Human Computer Interaction (HCI) as a whole has been tremendously successful
in the past both in terms of growth and impact of the premier academic conferences and in
reshaping the IT industry. However, as we enter the post-PC era new technologies emerge
and bring new challenges along that the traditional user-centered-design approach is not
well equipped to meet. For example, artificial intelligence, wearable computing, augmented
and virtual reality and custom interactive devices enabled by emerging digital fabrication
technologies pose increasingly wicked challenges for interaction design, where designers must
consider the entire stack from low-level hardware, through software all the way to the human
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factors, implying that it is no longer feasible to abstract away technology and hence design
spaces that explode in their complexity.

In June 2016 we assembled a group of 25 researchers to discuss aspects relating to a
computational view of interactions. Through a series of talks, breakout discussions and
panel discussions we established a broad consensus that HCI can and should be approached
via a computational lense. We also identified several areas in which computational models

are already being used to answer HCI research questions and to move the field forward.

However, it became clear that the area is in its infancy and that much work is necessary
to turn computational HCI into one of the mainstream approaches in the larger research
community. Primarily, researchers and students need to begin thinking in computational
terms (abstraction, modelling, automation) and need to learn how to incorporate such thinking
into the typically more design driven thinking prevalent in current research. Furthermore,
it was also discussed at length how state-of-the-art methods in numerical optimization and
machine learning can advance HCI research and likewise how HCI research can identify and
refine research requirements in these adjacent research communities.

In terms of concrete outcomes, many of the present researchers agreed to contribute to
a forthcoming book on “computational interaction” and to write a joint overview article
further refining the discussions and outcomes of the Dagstuhl seminar. In summary, a very
fruitful and productive seminar led to interesting and in-depth discussions and provided
starting points for much collaborative and community-driven future work. We also identified
the need for further community building work including establishing of recurring workshops,
symposia, and similar outlets, outreach via summer-schools, tutorials and other educational
efforts as well as establishment of a sub-committee at ACM SIGCHI the premier venue for
HCI research.
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3 Overview of Talks

3.1 Usor Economicus: Modelling Interaction with Economic Models

Leif Azzopardi (University of Strathclyde — Glasgow, GB)

License ) Creative Commons BY 3.0 Unported license
© Leif Azzopardi
Joint work of Guido Zuccon, Diane Kelly, Kathy Brennan, Leif Azzopardi
Main reference Leif Azzopardi: “Modelling interaction with economic models of search”, in Proc. of the 37th
International ACM SIGIR Conference on Research and Development in Information Retrieval,
SIGIR ’14, pp. 3-12, ACM, 2014.
URL http://dx.doi.org/10.1145/2600428.2609574

In trying to understand how people interact with search systems I have developed several
economic models of search and search behaviour. These models assume an Economic User
(i.e. Usor Economicus), one who inevitably does that by which s/he may obtain the greatest
amount of information and knowledge, with the smallest quantity of effort. In my talk, I
first provided an overview of the typically Interactive Information Retrieval process. Then
I introduced an economic model of search, which is derived from production theory. I
showed how the model enables us to generate compelling, intuitive and crucially testable
hypotheses about the search behaviour of users. They provide insights into how we can
manipulate the system and the interface in order to change the behaviour of users. In a series
of user experiments, I showed how well the models characterise, predict and explain observed
behaviours (and where they fall down). I believe the models not only provide a concise and
compact representation of search and search behaviour, but also provide a strong theoretical
basis for future research into Interactive Information Retrieval. Furthermore, these economic
models can be developed for all sorts of human computer interactions, and so are likely to
provide many more insights into how people use systems and how we should design such
systems.

3.2 Enabling Human-Data Supported Interfaces Through
Computational Models of Human Behavior

Nikola Banovic (Carnegie Mellon University — Pittsburgh, US)

License () Creative Commons BY 3.0 Unported license
© Nikola Banovic
Joint work of Jennifer Mankoff, Anind K. Dey, Nikola Banovic
Main reference Nikola Banovic, Tofi Buzali, Fanny Chevalier, Jennifer Mankoff, Anind K. Dey: “Modeling and
Understanding Human Routine Behavior”, in Proc. of the 2016 CHI Conference on Human Factors
in Computing Systems, pp. 248-260, ACM, 2016.
URL http://dx.doi.org/10.1145/2858036.2858557

User interfaces that learn about people’s behaviors by observing them and interacting with
them enable a future in which technology helps people to be productive, comfortable, healthy,
and safe. However, despite current advances in Artificial Intelligence that make such interfaces
possible, it remains challenging to ensure that models that power those interfaces are free of
biases that may negatively impact people. Thus, to make user interfaces that have a positive
impact on people requires technology that can accurately model people’s behaviors. In this
body of work, we focus on behaviors in the domain of human routines that people enact as
sequences of actions they perform in specific situations, which we call behavior instances.
We propose a probabilistic, generative model of human routine behaviors, that can describe,
reason about, and act in response to people’s behaviors. We ground our model in a holistic
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definition of human routines to constrain the patterns it extracts from the data to those
that match routine behaviors. We train the model by estimating the likelihood that people
will perform certain actions in different situations in a way that matches their demonstrated
preference for those actions and situations in behavior logs. We leverage this computational
model of routines to create visual analytics tools to aid stakeholders, such as domain experts
and end users, in exploring, making sense of, and generating new insights about human
behavior stored in large behavior logs in a principled way.

3.3 Rig Animation with a Tangible and Modular Input Device
Daniele Panozzo

License ) Creative Commons BY 3.0 Unported license

© Daniele Panozzo

Joint work of Alec Jacobson, Alex (Wan-Chun) Ma, Olga Sorkine-Hornung, Oliver Glauser, Otmar Hilliges,
Daniele Panozzo

Main reference Oliver Glauser, Wan-Chun Ma, Alec Jacobson, Daniele Panozzo, Otmar Hilliges, Olga
Sorkine-Hornung: “Rig animation with a tangible and modular input device”, in ACM Trans.
Graph., Vol. 35(4), pp. 144:1-144:11, 2016.
URL http://dx.doi.org/10.1145/2897824.2925909

We propose a novel approach to digital character animation, combining the benefits of tangible
input devices and sophisticated rig animation algorithms. A symbiotic software and hardware
approach facilitates the animation process for novice and expert users alike. We overcome
limitations inherent to all previous tangible devices by allowing users to directly control
complex rigs using only a small set (5-10) of physical controls. This avoids oversimplification
of the pose space and excessively bulky device configurations. Our algorithm derives a small
device configuration from complex character rigs, often containing hundreds of degrees of
freedom, and a set of sparse sample poses. Importantly, only the most influential degrees of
freedom are controlled directly, yet detailed motion is preserved based on a pose interpolation
technique. We designed a modular collection of joints and splitters, which can be assembled
to represent a wide variety of skeletons. Each joint piece combines a universal joint and
two twisting elements, allowing to accurately sense its configuration. The mechanical design
provides a smooth inverse kinematics-like user experience and is not prone to gimbal locking.
We integrate our method with the professional 3D software Autodesk Maya® and discuss a
variety of results created with characters available online. Comparative user experiments
show significant improvements over the closest state-of-the-art in terms of accuracy and time
in a keyframe posing task.

3.4 Optimization of Text Input
Anna Maria Feit (Aalto University, FI)

License ) Creative Commons BY 3.0 Unported license
© Anna Maria Feit
Joint work of Srinath Sridhar, Antti Oulasvirta, Andreas Karrenbauer, Daryl Weir, Mathieu Nancel,
Christian Theobalt, Anna Maria Feit
Main reference Anna Maria Feit: “Computational Design of Input Methods”, in Proc. of the 2017 CHI Conference
on Human Factors in Computing Systems, Extended Abstracts., pp. 274-279, ACM, 2017.
URL http://dx.doi.org/10.1145/3027063.3027134

Designing a user interface or input method requires evaluating and trading-off many criteria.
The corresponding design spaces are huge, making it impossible to manually build and test
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every potential design. For example, if we want to design a method to enter letters in mid-air
via finger gestures, there are 1033 possibilities to assign 27 characters to 32 hand gestures.
Therefore, my work focuses on using optimization methods for the design of (text input)
systems. The use of optimization methods allows us to efficiently and rigorously search very
large design spaces, it gives quantitative guarantees on the goodness of a design and helps us
to explicitly formulate and trade-off different criteria and constraints. Using optimization
methods to design an input method or user interface requires 3 steps.

The first step is how to formulate the design problem. This requires to explicitly state the
decisions and constraints in a mathematical way and helps to understand the characteristics
of the problem. Second, we need to formulate an objective function that can be used to
evaluate and compare different designs. The input data and models we use for evaluation
determines the outcome of the optimization. Third, in order to solve the optimization
problem, we need computational search methods. This can be mathematical solvers which
guarantee to find the optimum, or it can be approximation algorithms.

I present several projects in which the focus is to develop more plausible, empirically valid
formulations and objectives for more realistic optimization approaches. Among others, we
modeled the performance and anatomical constraints of the hand to computationally optimize
multi-finger gestures for mid-air input [1] and studied how people type on physical keyboards,
in order to understand the performance of two-hand typing [2]. Most recently, we used Integer
Programming to optimize the special character layout of the French keyboard to facilitate
typing of correct French. Therefore, we reformulated the commonly used letter assignment
problem to make it applicable to large real-world cases with over 120 to-be-mapped characters
and quantified the performance, ergonomics, and ease-of-use of a keyboard layout. While my
work focuses on text entry, the same problem formulations and optimization methods can be
applied to the design of many other input methods and user interfaces.

References

1 Sridhar, S., Feit, A. M., Theobalt, C. and Oulasvirta, A. Investigating the dexterity of multi-
finger input for mid-air text entry. In Proceedings of the 33rd Annual ACM Conference on
Human Factors in Computing Systems, ACM, 2015.

2 Feit, A. M., Weir, D. and Oulasvirta, A. How we type: Movement strategies and perform-
ance in everyday typing. In Proceedings of the 34th Annual ACM Conference on Human
Factors in Computing Systems, ACM, 2016.

3.5 From n=15 to n=15,000 — Recruiting Unpaid Volunteers For
Computational Design Research

Krzysztof Gajos (Harvard University, US)

License ) Creative Commons BY 3.0 Unported license
© Krzysztof Gajos
Joint work of Katharina Reinecke, Krzysztof Z. Gajos
Main reference Katharina Reinecke, Krzysztof Z. Gajos: “LabintheWild: Conducting Large-Scale Online
Experiments With Uncompensated Samples”, in Proc. of the 18th ACM Conference on Computer
Supported Cooperative Work & Social Computing, CSCW 2015, pp. 1364-1378, ACM, 2015.
URL http://dx.doi.org/10.1145/2675133.2675246

Many Computational Design projects rely on large quantities of user data. Currently, most
researchers obtain such data from public data sets, collaborations with external organizations,
recruitment of paid online participants or simulation. We offer an alternative: directly
recruiting unpaid, intrinsically-motivated online volunteers. For over three years now, we
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have run LabintheWild.org, an online platform for conducting behavioral studies with
unpaid online volunteers. Our participants are motivated by the promise of finding out
something about themselves and the ability to compare their performance or preferences with
others. The results of our validation studies demonstrate that results of studies performed
with such curiosity-motivated participants match those obtained in conventional laboratory
studies as long as a few best practices are followed [1]. Depending on topic and design,
individual LabintheWild studies are completed by between one hundred and several thousand
participants weekly. LabintheWild was developed without any external funding and without
leveraging the brand of our university (Harvard). In other words, we believe this methodology
is accessible to all researchers regardless of budget or affiliation. For researchers interested
in launching their own studies on LabintheWild, we offer guidelines, a tutorial and code
templates at http://labinthewild.org/researchers.php.

References

1 Reinecke, K., and Gajos, K. Z. LabintheWild: conducting large-scale online experiments
with uncompensated samples. In Proceedings of the 18th ACM Conference on Computer
Supported Cooperative Work € Social Computing, CSCW 15, ACM (New York, NY, USA,
2015), 1364-1378.

3.6 Human-Math Interaction
Alec Jacobson (University of Toronto, CA)

License ) Creative Commons BY 3.0 Unported license
© Alec Jacobson

Human-computer interaction (HCI) both studies how people interact with computers and
designs new ways for people and computers to interact. In this talk, I propose human-math
interaction (HMI), a new field of research that would study how people interact with math
and design new ways to interact with math. I purposefully treat computers and math as
distinct — if only as a thought experiment. HCI has been so successful for computing, I ask
whether we can return the favor to applied math. As a motivating example, I first look back
on how different notations for calculus provide better or worse affordances for theorem proofs
or mathematical derivations. Then I turn to a ripe opportunity for HMI: the interaction

with partial differential equations (PDEs) common to computer graphics and engineering.

Traditional interactions are via raw boundary conditions. I show an example in the context
of computer animation of how analysis of the PDE can lead to homogenization of boundary
conditions relieving the burden of their explicit specification from the human “user”. In
another prototypical scenario of smoothing data over a bounded domain, I show how a small
change can lead to dramatically simple natural boundary conditions, allowing the user to
focus on the primary smoothing parameters without also managing boundary behavior. I
conclude with thoughts on future directions for HMI research.
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3.7 Functionality Selection in Interaction Design via Discrete
Optimization

Andreas Karrenbauer (MPI fir Informatik — Saarbricken, DE)

License @@ Creative Commons BY 3.0 Unported license
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Main reference Antti Oulasvirta, Anna Maria Feit, Perttu Lahteenlahti, Andreas Karrenbauer: “Computational
Support for Functionality Selection in Interaction Design”, in ACM Trans. Comput.-Hum.
Interact., Vol. 24(5), pp. 34:1-34:30, 2017.
URL http://dx.doi.org/10.1145/3131608

Designing interactive technology entails several objectives, one of which is identifying and
selecting appropriate functionality. Given candidate functionalities such as "Print”, "Book-
mark”, and "Share”, a designer has to choose which functionalities to include and which
to leave out. Such choices critically affect the acceptability, productivity, usability, and
experience of the design. However, designers may overlook reasonable designs, because there
is an exponential number of functionality sets and multiple factors to consider. To tackle
this problem, we use discrete optimization techniques and propose algorithmic methods
to support designers to explore alternative functionality sets in early stage design. Based
on interviews with professional designers, we mathematically define the task of identifying
functionality sets that strike the best balance among four objectives: usefulness, satisfaction,
ease of use, and profitability. We develop an integer linear programming solution that can
quickly solve very large instances (set size over 1,300) on a regular computer. Further, we
build on techniques of robust optimization to search for diverse and surprising functionality
designs. Empirical results from a controlled study and field deployment are encouraging.
Most designers rated computationally created sets to be of the comparable or superior quality
than their own. Designers reported gaining a better understanding of available functionalities
and the design space.

3.8 The Future of Programming and Data Sciences
Jun Kato (AIST — Ibaraki, JP)

License ) Creative Commons BY 3.0 Unported license
© Jun Kato
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Main reference Jun Kato, Takeo Igarashi, Masataka Goto: “Programming with Examples to Develop
Data-Intensive User Interfaces”, in IEEE Computer, Vol. 49(7), pp. 34-42, 2016.
URL http://dx.doi.org/10.1109/MC.2016.217

In this talk, I discuss three gaps between development and runtime environments of the
programs that prevent a fluid programming experience. The first gap is the lack of intuitive
representation of complex big data in the integrated development environment (IDE) and
can be addressed by adding IDE support for the “programming with examples” workflow [1],
such as integrated graphical representations in IDEs. The second gap is the so-called gulf of
execution, which forces the programmer to imagine the runtime behavior of the program
from the abstract source code. This gulf can be addressed by “live programming” that makes
programs editable while they virtually keep running. The third gap is the high threshold for
the program users to modify it to match their needs. To fill the gap, the live programming
technique can be expanded to provide the end-users partial but intuitive user interfaces to
tune the program behavior during its runtime [2].
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These research on programming experience has deepened the understanding of, and
to some extent, deconstructed the definition of “programming”. I foresee that the current
programmers’ role will be shared among more people with diverse technical backgrounds.
Those who make most of such programming deconstruction include creators since the process
of creating media content becomes more and more “computational” in the future, as the
seminar title implies. In particular, I consider that the process of scientific research — the
process of creating scientific knowledge — can be greatly enhanced. I believe that research in
computational science, when combined with the programming experience research, will make
science more reproducible, enable sharing the process rather than the results, and support
reuse and mashups of scientific knowledge.

References

1 Jun Kato, Takeo Igarashi, Masataka Goto. Programming with Examples to Develop
Data-Intensive User Interfaces. IEEE Computer 49(7), pp.34-42. 2016. http://junkato.jp/
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3.9 Crowdsourcing Visual Design

Yuki Koyama (AIST — Ibaraki, JP)
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URL http://dx.doi.org/10.1145/3072959.3073598

Parameter tweaking is one of the most fundamental tasks in many design domains. The
goal is to maximize the quality of designed objects based on some criteria (i.e., objective
functions). In visual design domains, aesthetic preference (i.e., how aesthetically preferable
the designed object looks) often plays the role of the objective function. However, as aesthetic
preference is closely tied with human perception, it is difficult to mathematically quantify
this criterion using only simple rules.

To support this preference-driven parametric design tasks, we have investigated the
use of crowdsourced human computation. By asking crowd workers to perform perceptual
microtasks in the form of function calls, it is possible to handle human preference in a
computational manner. In this talk, I introduced the following two methods. The first
method is to construct a computational preference model by analyzing data from crowds and
then support interactive design exploration by a designer based on the constructed model
[2]. The second method is to solve a numerical optimization problem in a crowds-in-the-loop
manner so that the system can efficiently find the design that maximizes the aesthetic

quality [1].

References

1 Yuki Koyama, Issei Sato, Daisuke Sakamoto, Takeo Igarashi. Sequential line search for
efficient visual design optimization by crowds. ACM Trans. Graph., Vol. 36(4), pp. 48:1-
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for visual design exploration. In Proceedings of the 27th Annual ACM Symposium on User
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3.10 Probabilistic Models for Text Input and Beyond
Per Ola Kristensson (University of Cambridge, GB)
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Next-generation text entry systems will need to satisfy multiple objectives, such as a high
entry rate, low error rate, minimal training requirements, etc. However, via an analysis of
the design space of mobile text entry methods we reveal that successful mainstream text
entry methods must carry two traits in particular: 1) they must exhibit high immediate
efficacy; and 2) they must have an effective entry rate which is at least as high as existing
commercial alternatives. We demonstrate that insisting that a new design of a text entry
method must carry these two traits leads to a very narrow design space with few viable
alternative designs. However, we further demonstrate that there exist at least seven solution
principles that can increase the design space: 1) from closed to open-loop; 2) continuous
novice-to-expert transition; 3) path dependency; 4) flexibility; 5) probabilistic error correction;
6) fluid regulation of uncertainty; 7) efficiency.

3.11 A BIG (Bayesian Information Gain) Approach for
Human-Computer Interaction

Wanyu Liu (ENST - Paris, FR)
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We propose a novel approach BIG (Bayesian Information Gain), which is based on Bayesian
Experimental Design using the criterion of mutual information from Information Theory. It
captures the uncertainty the computer has about the user’s goal as well as the information
carried in the user input expressing what the user has in mind in the interaction. By
maximizing the notion of the expected information gain, the computer can play a more active
role, instead of simply executing user commands. We illustrated this idea with an instance
in multiscale navigation — BIGnav. The controlled experiment demonstrated that BIGnav
is significantly faster than conventional pan and zoom and requires fewer commands for
distant targets, especially in non-uniform information spaces. Though being more efficient,
BIGnav incurs higher cognitive load for the users, which leads us to consider more balanced
interaction and shared control by leveraging the expected information gain.
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3.12 Computational Interaction from a control theory perspective
Roderick Murray-Smith (University of Glasgow, GB)

License ) Creative Commons BY 3.0 Unported license
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As part of the Panel: “What is Computational Interaction?” I reviewed the role of control
theory and dynamic systems theory in understanding common interaction techniques. Most
existing techniques can potentially be described in a canonical differential equation form. I
discussed how control can be seen to be at the foundations of Human-Computer Interaction
and might be essential for making progress in novel forms of interface.

Traditional views of the human—machine control loop have focussed on the controlled
application of external power sources. Here, a framework was proposed for considering how
the human—computer interaction loop could be augmented with computational power. I
considered how this could reduce mental effort, or empower disabled users to achieve more
in their everyday lives.

However, the application of computational power has ethical consequences, depending on
where the information supplied by the computational unit comes from.

T also discussed the limitations of control theory for the design of human—computer control
loops compared to traditional engineering approaches. In contrast to traditional control
theory, you cannot just swap out blocks in your control loop. Given the human’s ability to
predict the behaviour of other elements of the loop, and apply feed-forward compensation, we
often find that the overall closed-loop behaviour does not change in as predictable a manner
as in an automatic engineering system.

3.13 Personalized Interactive Devices
Jirgen Steimle (Universitit des Saarlandes, DE)
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Advanced interactive devices for physical interaction are deployed in the user’s body or
embedded in the physical environment. This demands for personalized form factors and
functionalities. Printable electronics, paired with computational design and fabrication, is an
enabling technology for such personalized interfaces.

I gave an overview of our recent work on printed sensor and display surfaces. I presented
techniques for realizing interactive temporary tattoos, which sense touch and deformation
and offer visual output. These tattoos conform to fine wrinkles and highly curved body
locations and hence turn the human skin into an input and output surface. They can be
personalized to individual users and individual body locations through digital design.

Moreover, I presente novel ways of integrating sensing and output in 3D printed objects.
These make use of material composites that comprise rigid, flexible, temperature-sensitive,
and conductive 3D-printable materials. By 3D printing specific geometric patterns, the
desired functional behavior is integrated. Localized touch sensors, deformation sensors, and
shape-change capabilities can be realized at the desired locations within a 3D printed object.
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Together, these approaches demonstrate the potential of digital fabrication and printed
electronics for realizing sensors and output in new form factors, which are compatible with
highly individual geometries and custom user preferences.

3.14 A Formal Methods Perspective on Computational Interaction

Harold Thimbleby (Swansea University, GB)
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Best practice in HCT is to use iterative design (see figure 1), because getting complex human
systems right the first time is hard, and the best solution is to implement a prototype,
evaluate it, and improve it. Then repeat until the design meets the usability criteria (and
other criteria such as performance and dependability).

In practice this approach does not work, since by the time a system is ready to be
evaluated it is also probably ready to be sold and used — and users will anyway start getting
used to and even start to rely on the suboptimal design features; further delay in release
represents an opportunity cost. It is, moreover, hard work improving a complex interactive
system program, particularly if evaluation suggests ‘orthogonal’ improvements the developers
never originally anticipated. Why refactor when the first version is already in use? (This
creates technical debt.)

Formal methods can help produce a more dependable and flexible initial implementation,
for instance, that satisfies important principles like predictability. However, formal methods
are often seen as arcane and even at odds with the ‘user experience,” and in any case, for
most developers, it is easier to get a program (seemingly) working than using best software
engineering practice. The idea that formal methods somehow conflicts with user experience is
common but is, nevertheless, a profound misunderstanding beyond the scope of this abstract
to address.

A solution is to use computational interaction. Here, a separate module of the interactive
program performs a restricted form of interaction C, for instance, machine learning, signal
processing, information theory, optimisation, inference, control theory or formal methods, as
the case may be. This module now embodies mathematical reasoning, and the reasoning is
parameterised (for instance, with data from user evaluations). This means that iterating the
user interface with respect to C is now easy and reliable, for C preserves all the properties of
machine learning or whatever.

Now the iteration of the ISO iterative design cycle iterates C; this is fast and easy, if not
trivial, and by appropriate choice of one or more C; the most important features of the user
interface quickly converge onto what the evaluation and data collection suggests. This is a
radical improvement over conventional user interface design, provided only that the right
data is collected.
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Understand and specify
--------- the context of use

Designed solution
meets requirements

N Specify the user
requirements

Figure 1 The international standards ISO 9241:210 iterative design cycle. Note that a working
program is available before even one iteration is complete, and in conventional program develop-
ment this may dissuade developers from embarking on the expensive iterative cycles. In contrast,
computational interaction identifies a module that is easy to parameterise and easy to update from
user evaluation data.

3.15 A Proposed Definition of Computational Interaction
John Williamson (University of Glasgow, GB)
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Computational interaction is a distinctive approach to human-computer interaction, which
emphasises the role of mathematical modeling of user-system behaviour and computation in
augmenting the design and operation of interfaces. We propose some defining characteristics
which computational interaction would typically be expected to have at least some of:

an explicit mathematical model of user-system behavior;

a way of updating that model with observed data from users;

an algorithmic element that, using this model, can directly synthesise or adapt the design;

a way of automating and instrumenting the modeling and design process;

the ability to simulate or synthesise elements of the expected user-system behavior.

Potential advantages of computational approaches include:

reduced design time of interfaces, as automation, data and models can supplant hand-
tweaking;

more robust and efficient interfaces, as better models can better predict how interactions
evolve;

better tailored interfaces: to users, contexts, devices, as structure can be learned rather
than dictated

new technologies can be harnessed quickly as fundamental, repeatable processes generalise
to new contexts

the evaluation burden can be reduced, as strong, executable models can predict much of
expected user behavior

our ability to reason rather than rely on experimentation increases as HCI problems can
be defined formally

algorithmic design can support designers in tedious tasks and help designers focus on
creative aspects of design
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4 Working groups

4.1 Modeling for Computational HCI

Leif Azzopardi (University of Strathclyde — Glasgow, GB), Nikola Banovic (Carnegie Mellon
University — Pittsburgh, US), Andreas Karrenbauer (MPI fiir Informatik — Saarbriicken, DE),
and Wanyu Liv (ENST — Paris, FR)
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Computational models of human behavior, interactive systems, and the interaction between
human and the system are the foundation of computational interactivity. However, despite
availability of such models, user experience (UX) designers still mostly depend on intuition,
supported by existing knowledge and experience, when designing user interfaces. This likely
follows from lack of awareness about the existing computational models, lack of information
about the benefits of such models, and the difficulty that designers face when integrating
such models into their work. Our attempt to provide a brief taxonomy of such models
is a first step in bringing these models closer to the UX design community. We propose
the following dimensions that describe the space of computational models: 1) granularity
— the level at which humans, systems, and interactions are being modeled (e.g., cognitive,
activity, task); 2) realism — how closely to the real world the model attempts to represent
information; 3) flexibility — the ability of the model to change in response to new information;
4) dynamicity — whether the model is static (offline) or active (online); 5) explainability — if
the model is predictive or explanatory; and 6) origin — data driven or theory driven. These
dimensions offer the ability to compare and contrast the existing models and provide an
overview of the current state of the field. It is also a first step towards defining metrics to
evaluate such computational models to ensure they provide scientific, principled foundation
for computational interactivity. These dimensions will lead to the development of new and the
improvement of existing computational models and offer a promise of a unified, overarching
model of human behavior which will drive the future of computational interactivity.

4.2 Challenges and Problems in Computational Interaction

Alec Jacobson (University of Toronto, CA), Anna Maria Feit (Aalto University, FI), Krzysztof
Gajos (Harvard University, US), and Harold Thimbleby (Swansea University, GB)

License ) Creative Commons BY 3.0 Unported license
© Alec Jacobson, Anna Maria Feit, Krzysztof Gajos, and Harold Thimbleby

Our working group undertook the daunting task of defining “grand challenges for compu-
tational interaction”. After brainstorming, the group separated proposed challenges into
two categories: A) ways computational interaction can make the world a better place and
B) technical challenges within computational interaction research. The working definition
of “computational interaction” was based on the notion that computational interaction is
interaction that improves with improved computational power. We identified two modalities
on the spectrum of computational interaction. I) Interactions that are created as the result of
intensive computation. For example, using machine learning to determine optimal placement
for buttons or knobs. II) Interactions that involve intensive computation at run time. For
example, a gesture based controller that learns to better recognize a particular user’s motions
after continued use. With these possibilities in mind, we enumerate promising and potentially
impactful directions for the field.
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Ways computational interaction can make the world a better place:

1. Automatically generate personalized curricula for people given their knowledge goals,
current knowledge, and cognitive abilities

2. Automatically plan meeting activities given goals, time budget and personalities of
participants

3. Interactively model solution spaces for designers or design teams and identify under-
explored regions of this space by breaking implicit, human assumptions

4. Invent computational tools for facilitating arguments and mediating conflicts

5. Aid understanding of deep neural networks by designing human-understandable networks
or providing tools to determine whether a network is understandable

6. Invent information extraction tools for life-long datasets such as photos, GPS data or files

7. Improve user experiences in mixed initiative interactions by modeling predictability (user’s
guess about the system) and uncertainty (system’s guesses about the user)

Technical challenges for computational interaction
1. Create benchamarks for quantitative comparisons for fundamental computational interac-
tion problems a la computer vision.
a. Utilize labinthewild.org for open-source, large-scale testing
b. For example, X minutes to build a model of the user, then quantify improved perform-
ance of some Ul Y.
c. Info-vis is especially ripe for such testing. Fix dataset and measure time and how well
a visualization conveys information.
d. Other immediately testable tasks are text input, GUIs, and pointing.
e. Unlike fully automatic benchmarks in computer vision, extra care will be needed to
prevent bias, noise, and foul play.
2. Foster a community of open-source, shared, reusable toolboxes. Upstart time for experi-
ments could be dramatically reduced by collectively creating plugins for common methods
and models in the field. Reproducibility should increase as well.

Solving these challenges would mark great strides for the emerging field of computational
interaction.

4.3 What is Computational HCI? Definition, Types, and Scope

Per Ola Kristensson (University of Cambridge, GB), Andrew Howes (University of Birming-
ham, GB), Jun Kato (AIST - Ibaraki, JP), and John Williamson (University of Glasgow,
GB)
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In this working group, we discussed a definition of Computational HCI. The outcome of the
discussion was the following definition:

Computational HCI applies computational thinking (abstraction, automation, analysis) to
explain and enhance the interaction between a user (or users) and a system. It is underpinned
by modelling which admits formal reasoning and involves at least one of:

a way of updating a model with observed data from users;

an algorithmic element that, using a model, can directly synthesise or adapt the design;

a way of automating and instrumenting the modeling and design process;

the ability to simulate or synthesise elements of the expected user-system behavior.
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Computational HCI is founded on fundamental theoretical considerations but is construct-
ive in its approach rather than descriptive. It is empirical and quantitative but focuses on
how to use computationally powered models to do what could not be done before rather than
describing what has been done before. It emphasises generating motor themes in HCI, and
robust, replicable and durable approaches which go beyond point sampling of the interaction
space.

4.4 Machine Learning for and in HCI

Roderick Murray-Smith (University of Glasgow, GB), Emre Aksan (ETH Ziirich, CH), Otmar
Hilliges (ETH Ziirich, CH), Takeo Igarashi (University of Tokyo, JP), and Jerry Talton
(Slack Technologies — New York, US)
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This working group discussed the relevance of machine learning (ML) with human computer
interaction (HCI) and raised questions in order to better address problems of HCI research.
Our discussion consisted of four main topics:

1. Why has HCI often not seen the ‘ratchet effect’ seen in other fields where people

productively build on the progress of others?
How can we change this (motor themes)?
Would having an HCI Kaggle/OpenAI Gym like combo be beneficial to encourage
sharing of data, models, and problems?
How do you generate, adapt and curate data in HCI for ML tools?
We anticipate triple benefits for the community:
Defining problems and providing datasets generates citations.
Beating established baselines generates progress (and papers).
Solving hard problems requires the development of new methods (and creation of
insights) that may become useful outside of academic research.

2. What is different about the nature of HCI compared to typical problems in ML?

Data is more expensive (sometimes).

Users (and hence data) adapt over time which requires ‘living’ datasets (see information
retrieval approaches).

Conventional metrics in ML are not representative enough. For example, optimizing
(e.g.) recognition accuracy is a poor proxy for usability.

Users learn and adapt, which means that cost functions and data changes.
Variability across users (behavior, preferences) is high (high variance problems typically
require a lot of data).

3. Should we approach ML as a tool or invest resources in ML research for HCI problems?
Should HCI researchers be more involved with ML and seek solutions for HCI related
issues?

How can you calculate usability gradients through the user? Can we optimise usability
as a cost function?

How do you optimise usability when the human is adapting continuously to the new
system?

How do we enable and ensure a smooth co-evolution of the user and system to a state
of improved interaction?
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How do you design for the individual (en masse, via adapting to each end user)?
Many recent ML approaches learn from large datasets and then become rigid. Adaptive
algorithms such as one-shot learning should be favored.

4. What can HCI contribute to ML?
Can we enable nonML-trained end users to productively use machine learning?
Can we ‘un-black-box’ ML models for naive users?
ML is making certain interaction scenarios worth investigating again from an HCI
perspective. (e.g. sudden use in speech-based interaction in home settings with Alexa)
Has HCI then lost ‘control’? (e.g. much modern commercial VR/AR activity ignored
the older AR/VR research.)

4.5 Computational Design

Anitti Oulasvirta (Aalto University, FI), Yuki Koyama (AIST - Ibaraki, JP), Ranjitha Kumar
(University of Illinois — Urbana-Champaign, US), Daniele Panozzo (New York University,
US), and Jirgen Steimle (Universitit des Saarlandes, DE)
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This workgroup looked at the intersection of computational design and computational
interaction. This intersection is highly relevant for HCI research because although interactive
computational design methods are used across several fields, there seems to be no principled
understanding of how to design efficient user interfaces for these tools. Computational design
is researched, among others, in graphics, visualization, computer-aided design, engineering
design, and architecture, and there are multiple fields that come close, such as recommendation
systems and computational creativity. To begin with, the group defined computational design
as (1) influencing the design of an artefact, (2) supporting any part of the design process
from user research to generation and evaluation (although it noted that most work focuses
on generation), (3) represents the problem mathematically as the problem of finding the
best design among some options, and (4) solves it using algorithmic solution methods that
broadly fall within the scope of mathematical optimization.

There are several practical and scientific benefits to this approach, which were observed
to stem from two sources: (1) new ways of representing design problems (a new way to think
and imagine design); (2) increased problem-solving capacity (e.g., solving problems in design
that were previously unsolvable). The group made a somewhat startling conclusion: at the

core of it computational design is applied math, and in particular mathematical optimization.
Interactive design tools in computational design are essentially about interfacing mathematics.

The group concluded that this poses a grand challenge to computational HCI: what is the
best way to interface mathematics in a given design project? Can something foundational
be said about the success or performance of a designer using a particular interaction style
in a particular project, such as about success probability, time cost, or mental load? The
challenge for HCI research is to identify ways to interface objective functions with their
constraints and parameters. This invites research on how to obtain, edit, analyze, visualize,
validate, and interpret objective functions as part of a design process.

The group suggested that while an essential part of this multi-disciplinary field has looked
at the generation or refinement of designs (construction), there is a significant opportunity
space in other parts of the design process, such as user research, sketching, prototyping,
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deployment, and evaluation. Another significant contribution HCI research can make in this
space is systematic reporting of the needs, requirements, and practices of professional and
non-professional designers. The group concluded with five objectives for future work: (1)
Formulate the research problems of (interactive) computational design; (2) Define success
metrics of interactive computational design; (3) Review methods explored and progress
achieved this far; (4) Articulate the changing roles, requirements, and practices of design;
and (5) To position computational design in user-centered design, its position to current
understanding of design thinking must be articulated.
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Algorithmic Game Theory (AGT) has been an identifiable research field for about 20 years
by now. It emerged as an important research community in the 1990s, with the ACM-
EC conference starting in 1999, and the conferences WINE and SAGT also support this
community; in addition, the field is also represented in the main CS theory and AI conferences.
Among former Dagstuhl seminars on topics in AGT, there have been a sequence of Dagstuhl
seminars on Equilibrium Computation, and another sequence of seminars on Computational
Social Choice, and also on Electronic Markets and Auctions.

Machine learning has of course become very pervasive, with the vast accessibility of
“big data” and has the motivation to develop new methodologies for harvesting the vast
amounts of data, improve our ability to automatically carry out many tasks, from classifying
documents and pictures, to identifying normal trends and anomalies.

It is perhaps not surprising that it is timely to investigate the connections between
economics and big data, more specifically the interface between game theory and machine
learning. Much of econometrics is about handing data and deriving understanding from data.

In the AGT context, this would seem to apply most readily to data emanating from
“economic” sources, and of course there are plenty of examples. The most notable of these is
learning user preferences from examples.

There have been workshops at the AGT/Machine Learning interface in the ACM-EC
conference (the 2017 EC held the 3rd workshop on Algorithmic Game Theory and Data
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Science) but there is clearly space for more meetings on this topic, and this is the first one
to take place at Dagstuhl. As such, it contributed to the development of the European
community in this research area (noting that ACM-EC is usually held in the USA).

It was pleasing that the seminar attracted quite a high proportion of participants who
were visiting Dagstuhl for this first time, alongside others who have made multiple visits.
There was a good balance amongst representatives of Algorithmic Game Theory, Machine
Learning, and Economics.

One can classify the AGT/Machine Learning topics as follows.

Usage of ML ideas (reinforcement learning, multi-arm bandits, etc.) into decision making

under uncertainty (and the search for game-theoretic solution notions such as equilibria)

usage of game-theoretic tools into machine learning approaches (as in Generative Ad-
versarial Nets).

A basic test case is learning user valuations from historical data. For example, given the

outcome of previous auctions to learn the distribution of the users’ valuations and the

goal is to define near optimal mechanisms. (This is also an aspect in learning “revealed
preferences”.)

Query complexity of solution concepts of games, aspects of which are applicable to

learning adversary preferences in the context of security/patrolling games.

The seminar was structured around longer invited/tutorial talks (typically lasting 1.5-
2 hours), one or two such talks taking place each day. These were followed by shorter
contributed talks.

We thank Argy Deligkas for serving as collector of the abstracts.

Keynote/tutorial talks

Monday Sven Seuken, University of Zurich Design of Machine Learning-Based Mechanisms;
Yaron Singer, Harvard University: Learning, Optimization, and Noise

Tuesday Claudio Gentile, Universita dell’Insubria: No Regret and Sequential Prediction

Wednesday Denis Nekipelov, University of Virginia: Robust Inference for Non-Robust
Models

Thursday Jamie Morgenstern, University of Pennsylvania: The Sample Complexity of
Single-Parameter Auction Design

Friday Yakov Babichenko, Technion: Informational Bounds on Equilibria, and its Relation
to Learning

Related topics not covered

There is ongoing work at the intersection of macroeconomics and machine-learning techniques,
that was out of scope of this meeting but may be of interest later. For example, ongoing
work on Vector Autoregressive models in the context of multivariate time series modelling,
which may later lead to interesting problem in computational learning theory. Another topic
that was only touched-on is agent-based models of macroeconomics.
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3 Overview of Talks

3.1 Forecast Aggregation
Yakov Babichenko (Technion — Haifa, IL)
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Bayesian experts with a common prior that are exposed to different types of evidence possibly
make contradicting probabilistic forecasts. A policy maker who receives the forecasts must
aggregate them in the best way possible. This is a challenge whenever the policy maker is
not familiar with the prior nor the model and evidence available to the experts. We propose
a model of non-Bayesian forecast aggregation and adapt the notion of regret as a means
for evaluating the policy maker’s performance. Whenever experts are Blackwell ordered
taking a weighted average of the two forecasts, the weight of which is proportional to its
precision (the reciprocal of the variance), is optimal. The resulting minimal regret is equal
to (51° — 11)/8 ~ 0.0225425, which is 3 to 4 times better than naive approaches such as
choosing one expert at random or taking the non-weighted average.

3.2 Aggregating Earnings-Per-Share Predictions
Amir Ban (Tel Aviv University, IL)

License ) Creative Commons BY 3.0 Unported license
© Amir Ban
Joint work of Amir Ban, Yishay Mansour

We investigate whether stock-market analysts possess differential expertise, and if so, whether
such an observation makes it possible to aggregate multiple analyst estimates into a result
that is significantly more accurate than their consensus average. We do a retrospective study
using historical quarterly earnings-per-share forecasts and actual results for large publicly
traded companies, setting a goal of getting the most accurate aggregated forecast possible.
Using this goal as criterion, we find that analysts possess both an individual forecast bias as
well as individual expertise. The individual bias is significant, while the individual expertise
is of lower significance. Together, they enable a 20% — 30% accuracy improvement over
consensus average.

3.3 The optimal strategy for a linear regression game
Peter L. Bartlett (University of California — Berkeley, US)
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We consider a linear regression game: at each round, an adversary reveals a covariate vector,
the learner predicts a real value, the adversary reveals a label, and the learner incurs the
squared prediction error. The aim is to minimize the difference between the cumulative loss
and that of the linear predictor that is best in hindsight. We present the minimax optimal
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strategy for this game, and show that it can be efficiently computed, for natural constraints on
the adversarially chosen covariate sequence that prevent the adversary from misrepresenting
the scale of the problem. This strategy is horizon-independent, that is, it incurs no more

regret than the optimal strategy that knows in advance the number of rounds of the game.

We also provide an interpretation of the minimax algorithm as a follow-the-regularized-leader
strategy with a data-dependent regularizer.

3.4 Bayesian Methods for Market Clearing
Gianluca Brero (Universitat Zirich, CH) and Sébastien Lahaie (Google — New York, US)

License ) Creative Commons BY 3.0 Unported license
© Gianluca Brero and Sébastien Lahaie

We cast the problem of combinatorial auction design in a Bayesian framework in order
to incorporate prior information into the auction process and minimize the number of
rounds. We develop a generative model of agent valuations and market prices such that

clearing prices become maximum a posteriori estimates given observed agent valuations.

This generative model then forms the basis of an auction process which alternates between
refining estimates of agent valuations and computing candidate clearing prices. We provide
an implementation of the auction using assumed density filtering to estimate valuations
and expectation maximization to compute prices. An empirical evaluation over a range of
valuation domains demonstrates that our Bayesian auction mechanism is very competitive
against a conventional combinatorial clock auction, even under the most favorable choices of
price increment for this baseline.

3.5 Distributed Methods for Computing Approximate Equilibria

Argyris Deligkas (Technion — Haifa, IL), John Fearnley (University of Liverpool, GB), and
Rahul Savani (University of Liverpool, GB)

License @@ Creative Commons BY 3.0 Unported license
© Argyrios Deligkas, John Fearnley, and Rahul Savani
Joint work of Artur Czumaj, Argyrios Deligkas, Michail Fasoulakis, John Fearnley, Marcin Jurdzinski, Rahul
Savani
Main reference Artur Czumaj, Argyrios Deligkas, Michail Fasoulakis, John Fearnley, Marcin Jurdzinski, Rahul
Savani: “Distributed Methods for Computing Approximate Equilibria”, in Proc. of the Web and
Internet Economics - 12th International Conference, WINE 2016, Montreal, Canada, December
11-14, 2016, Proceedings, LNCS, Vol. 10123, pp. 15-28, Springer, 2016.
URL http://dx.doi.org/10.1007/978-3-662-54110-4_ 2

We present a new, distributed method to compute approximate Nash equilibria in bimatrix
games. In contrast to previous approaches that analyze the two payoff matrices at the
same time (for example, by solving a single LP that combines the two players’ payoffs), our
algorithm first solves two independent LPs, each of which is derived from one of the two
payoff matrices, and then computes an approximate Nash equilibrium using only limited
communication between the players. Our method gives improved bounds on the complexity
of computing approximate Nash equilibria in a number of different settings. Firstly, it gives a
polynomial-time algorithm for computing approzimate well supported Nash equilibria (WSNE)
that always finds a 0.6528-WSNE, beating the previous best guarantee of 0.6608. Secondly,
since our algorithm solves the two LPs separately, it can be applied to give an improved
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bound in the limited communication setting, giving a randomized expected-polynomial-time
algorithm that uses poly-logarithmic communication and finds a 0.6528-WSNE, which beats
the previous best known guarantee of 0.732. It can also be applied to the case of approximate
Nash equilibria, where we obtain a randomized expected-polynomial-time algorithm that uses
poly-logarithmic communication and always finds a 0.382-approximate Nash equilibrium,
which improves the previous best guarantee of 0.438. Finally, the method can also be applied
in the query complexity setting to give an algorithm that makes O(nlogn) payoff queries
and always finds a 0.6528-WSNE, which improves the previous best known guarantee of 2/3.

3.6 Optimal Auctions through Deep Learning

Paul Ditting (London School of Economics, GB), Zhe Feng, Harikrishna Narasimhan, and
David C. Parkes
License ) Creative Commons BY 3.0 Unported license
© Paul Diitting, Zhe Feng, Harikrishna Narasimhan, and David C. Parkes
Main reference Paul Diitting, Zhe Feng, Harikrishna Narasimhan, David C. Parkes: “Optimal Auctions through

Deep Learning”, CoRR, Vol. abs/1706.03459, 2017.
URL http://arxiv.org/abs/1706.03459

Designing an auction that maximizes expected revenue is an intricate task. Indeed, as of
today—despite major efforts and impressive progress over the past few years—only the single-
item case is fully understood. In this work, we initiate the exploration of the use of tools
from deep learning on this topic. The design objective is revenue optimal, dominant-strategy
incentive compatible auctions. We show that multi-layer neural networks can learn almost-
optimal auctions for settings for which there are analytical solutions, such as Myerson’s
auction for a single item, Manelli and Vincent’s mechanism for a single bidder with additive
preferences over two items, or Yao’s auction for two additive bidders with binary support
distributions and multiple items, even if no prior knowledge about the form of optimal
auctions is encoded in the network and the only feedback during training is revenue and
regret. We further show how characterization results, even rather implicit ones such as
Rochet’s characterization through induced utilities and their gradients, can be leveraged to
obtain more precise fits to the optimal design. We conclude by demonstrating the potential
of deep learning for deriving optimal auctions with high revenue for poorly understood
problems.

3.7 Optimal Auctions for Correlated Bidders with Sampling

Hu Fu (Undversity of British Columbia — Vancouver, CA), Jason D. Hartline (Northwestern
University — Fvanston, US), Nima Haghpanah, and Robert Kleinberg
License ) Creative Commons BY 3.0 Unported license
© Hu Fu, Jason D. Hartline, Nima Haghpanah, and Robert Kleinberg
Main reference Hu Fu, Nima Haghpanah, Jason D. Hartline, Robert Kleinberg: “Optimal Auctions for Correlated

Buyers with Sampling”, CoRR, Vol. abs/1406.1571, 2014.
URL http://arxiv.org/abs/1406.1571

Correlation among buyers’ valuations enables a revenue maximizing seller to fully extract
the social surplus, with no money left to the buyers. This was shown by a classical result by
Cremer and McLean. The model has been criticized for allowing arbitrary dependence of the
mechanism on the prior: any uncertainty on the prior disrupts the mechanism. We examine
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this criticism from a learning point of view. We allow uncertainty on the prior but grant
the seller sample access from the true prior, and study the number of samples that suffice
for surplus extraction. We give precise bounds on the number of samples needed, which
show that surplus extraction needs much less information than learning the prior itself. In

a sense, this is because the buyers “collaborate” in the learning, driven by their incentives.

Our upper bound on the number of samples is by an algebraic argument.

3.8 No Regret and Sequential Prediction
Claudio Gentile (University of Insubria — Varese, IT)

License ) Creative Commons BY 3.0 Unported license
© Claudio Gentile

A 90 minute tutorial on classical and recent research in the context of sequential prediction
algorithms (expert, bandit, and variants thereof), as well as in online convex optimization
and online learning of Lipschitz policies.

3.9 Non-revelation Mechanism Design
Jason D. Hartline (Northwestern University — Fvanston, US) and Samuel Taggart

License ) Creative Commons BY 3.0 Unported license
© Jason D. Hartline and Samuel Taggart
Main reference Jason D. Hartline, Samuel Taggart: “Non-Revelation Mechanism Design”, CoRR,
Vol. abs/1608.01875, 2016.
URL http://arxiv.org/abs/1608.01875

We consider mechanism design and redesign for markets like Internet advertising where many
frequent, small transactions are organized by a principal. Mechanisms for these markets
rarely have truthtelling equilibria. We identify a family of winner-pays-bid mechanisms
for such markets that exhibit three properties. First, equilibria in these mechanisms are
simple. Second, the mechanisms’ parameters are easily reoptimized from the bid data that
the mechanism generates. Third, the performance of mechanisms in the family is near the
optimal performance possible by any mechanism (not necessarily within the family). Our
mechanisms are based on batching across multiple iterations of an auction environment, and
our approximation bound is asymptotically optimal, with loss inversely proportional to the
cube root of the number of iterations batched. Our analysis methods are of broader interest
in mechanism design and, for example, we also use them to give new sample complexity
bounds for mechanism design in general single-dimensional agent environments.
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3.10 Optimizing Worst-case Benchmarks

Aleck Johnsen (Northwestern University — Evanston, US) and Jason D. Hartline (North-
western University — Evanston, US)
License ) Creative Commons BY 3.0 Unported license

© Aleck Johnsen and Jason D. Hartline
Joint work of Sam Taggart, Aleck Johnsen, Jason D. Hartline

Three common information settings under which algorithms with incomplete information are
studied are Bayesian- known distribution, Bayesian- unknown distribution, and worst-case.
Whereas Bayesian settings automatically embed optimization problems, worst-case requires
benchmarks as a freely chosen parameter, with algorithms subsequently designed to compete
pointwise with the benchmark. This talk studies a property of worst-case benchmarks
(normalization) that would necessarily allow algorithms approximating the benchmark to
extend to give guarantees in the setting of an unknown Bayesian distribution; and another
property (resolution) to allow comparison of the efficacy of “normalized” benchmarks,
turning benchmark design into an optimization question. Two disparate algorithmic settings
of incomplete information are used for the analysis, (online) Expert Learning, and (private
values) Auctions.

3.11 Best-Response Dynamics in Combinatorial Auctions with Item
Bidding

Thomas Kesselheim (TU Dortmund, DE) and Paul Diitting (London School of Economics,
GB)
License ) Creative Commons BY 3.0 Unported license
© Thomas Kesselheim and Paul Ditting
Main reference Paul Diitting, Thomas Kesselheim: “Best-Response Dynamics in Combinatorial Auctions with
Item Bidding”, in Proc. of the 28th Annual ACM-SIAM Symposium on Discrete Algorithms,

SODA 2017, Barcelona, Spain, Hotel Porta Fira, January 16-19, pp. 521-533, STAM, 2017.
URL http://dx.doi.org/10.1137/1.9781611974782.33

In a combinatorial auction with item bidding, agents participate in multiple single-item
second-price auctions at once. As some items might be substitutes, agents need to strategize
in order to maximize their utilities. A number of results indicate that high welfare can be
achieved this way, giving bounds on the welfare at equilibrium. Recently, however, criticism
has been raised that equilibria are hard to compute and therefore unlikely to be attained.

In this paper, we take a different perspective. We study simple best-response dynamics.
That is, agents are activated one after the other and each activated agent updates his strategy
myopically to a best response against the other agents’ current strategies. Often these
dynamics may take exponentially long before they converge or they may not converge at all.
However, as we show, convergence is not even necessary for good welfare guarantees. Given
that agents’ bid updates are aggressive enough but not too aggressive, the game will remain
in states of good welfare after each agent has updated his bid at least once.

In more detail, we show that if agents have fractionally subadditive valuations, natural
dynamics reach and remain in a state that provides a 1/3 approximation to the optimal
welfare after each agent has updated his bid at least once. For subadditive valuations, we can
guarantee an (1/logm) approximation in case of m items that applies after each agent has
updated his bid at least once and at any point after that. The latter bound is complemented
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by a negative result, showing that no kind of best-response dynamics can guarantee more
than an o(loglogm/logm) fraction of the optimal social welfare.

3.12 Bayesian Methods for Clearing Markets
Sébastien Lahaie (Google — New York, US) and Gianluca Brero (Universitit Zirich, CH)

License @@ Creative Commons BY 3.0 Unported license
© Sébastien Lahaie and Gianluca Brero

We cast the problem of combinatorial auction design in a Bayesian framework in order
to incorporate prior information into the auction process and minimize the number of
rounds. We develop a generative model of agent valuations and market prices such that

clearing prices become maximum a posteriori estimates given observed agent valuations.

This generative model then forms the basis of an auction process which alternates between
refining estimates of agent valuations and computing candidate clearing prices. We provide
an implementation of the auction using assumed density filtering to estimate valuations
and expectation maximization to compute prices. An empirical evaluation over a range of
valuation domains demonstrates that our Bayesian auction mechanism is very competitive
against a conventional combinatorial clock auction, even under the most favorable choices of
price increment for this baseline.

3.13 Submultiplicative Glivenko-Cantelli and Uniform Convergence of
Revenues

Yishay Mansour (Tel Aviv University, I1L)

License ) Creative Commons BY 3.0 Unported license
© Yishay Mansour
Joint work of Noga Alon, Moshe Babaioff, Yannai A. Gonczarowski, Yishay Mansour, Shay Moran, Amir

Yehudayoff

Main reference Noga Alon, Moshe Babaioff, Yannai A. Gonczarowski, Yishay Mansour, Shay Moran, Amir
Yehudayoff: “Submultiplicative Glivenko-Cantelli and Uniform Convergence of Revenues”, CoRR,
Vol. abs/1705.08430, 2017.

URL http://arxiv.org/abs/1705.08430

In this work we derive a variant of the classic Glivenko-Cantelli Theorem, which asserts
uniform convergence of the empirical Cumulative Distribution Function (CDF) to the CDF
of the underlying distribution. Our variant allows for tighter convergence bounds for extreme
values of the CDF.

We apply our bound in the context of revenue learning, which is a well-studied problem
in economics and algorithmic game theory. We derive sample-complexity bounds on the
uniform convergence rate of the empirical revenues to the true revenues, assuming a bound
on the k-th moment of the valuations, for any (possibly fractional) k > 1.

For uniform convergence in the limit, we give a complete characterization and a zero-one
law: if the first moment of the valuations is finite, then uniform convergence almost surely
occurs; conversely, if the first moment is infinite, then uniform convergence almost never
occurs.
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3.14 The Sample Complexity of Single-Parameter Auction Design
Jamie Morgenstern (University of Pennsylvania — Philadelphia, US)

License ) Creative Commons BY 3.0 Unported license
© Jamie Morgenstern
Joint work of Jamie Morgenstern, Tim Roughgarden

This tutorial will overview recent literature on the sample complexity of learning (nearly)
revenue-optimal auctions for selling to buyers in the single item (and more generally single
parameter) setting.

3.15 Revenue Optimization with Approximate Bid Predictions
Andrés Munoz Medina (Google — New York, US)

License ) Creative Commons BY 3.0 Unported license
© Andrés Munoz Medina
Joint work of Andrés Muiioz Medina, Sergei Vassilvitskii
Main reference Andrés Munoz Medina, Sergei Vassilvitskii: “Revenue Optimization with Approximate Bid
Predictions”, CoRR, Vol. abs/1706.04732, 2017.
URL http://arxiv.org/abs/1706.04732

In the context of advertising auctions, finding good reserve prices is a notoriously challenging
learning problem. This is due to the heterogeneity of ad opportunity types and the non-
convexity of the objective function. In this work, we show how to reduce reserve price
optimization to the standard setting of prediction under squared loss, a well understood
problem in the learning community. We further bound the gap between the expected bid and
revenue in terms of the average loss of the predictor. This is the first result that formally
relates the revenue gained to the quality of a standard machine learned model.

3.16 Robust Inference for Games via Theoretical Guarantees
Denis Nekipelov (University of Virginia — Charlottesville, US)

License ) Creative Commons BY 3.0 Unported license
© Denis Nekipelov
Joint work of Darrell Hoy, Denis Nekipelov, Vasilis Syrgkanis

In the past decade the Economics literature has developed a unified approach to inference
and prediction of strategic environments. This approach starts with a full theoretical model
that characterizes the preferences of agents and the mechanism of interaction between them.

The Econometrician then infers the components of the theoretical model from the data
and provides prediction for the new settings by computing a new equilibrium of the strategic
model. The issue with this approach is that the initial step where the Econometrician recovers
the preferences of the agents from the data boils down to an inversion of a nonlinear mapping
that can be discontinuous and even set-valued. In the talk I will discuss the properties of this
mapping for classes of simple games and demonstrate that even in cases where this mapping
is invertible, the recovered pre-image is very sensitive to the specification of the model. T will
also discuss that such poor behavior of the solution will be preserved even when one uses
strong conditions to “regularize” this mapping. All these problems will be further amplified
in the prediction.
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The approach of set inference provides a robust alternative to traditional inference. In
this approach the Econometrician recovers an entire set of preferences of the agents in the
interactions that are compatible with many possible specifications of the theoretical model.
However, computation of such sets is difficult even in simple games. In my talk I discuss a
new approach to inference that is based on the idea of the price of anarchy in Koutsoupias
and Papadimitriou (1999). The idea of the approach is to bypass the set inference for the
primitives of the model and instead directly infer the outcomes of interest such as welfare
or revenue in the game. However, unlike the standard price of anarchy which is based on
the “worst case scenario”-based prediction for the outcomes, we propose to consider the
bounds that are informed by the distribution of the data. I talk about the new notion of the
empirical price of anarchy that yields the price of anarchy over all preferences of agents that
could have generated the observable distribution of the data. I then discuss some connections
between our notion of the empirical price of anarchy and Economic literature on set inference.

3.17 Weighted Voting Via No-Regret Learning
Ariel D. Procaccia (Carnegie Mellon University — Pittsburgh, US)

License ) Creative Commons BY 3.0 Unported license
© Ariel D. Procaccia
Joint work of Nika Haghtalab, Ritesh Noothigattu, Ariel D. Procaccia
Main reference Nika Haghtalab, Ritesh Noothigattu, Ariel D. Procaccia: “Weighted Voting Via No-Regret
Learning”, CoRR, Vol. abs/1703.04756, 2017.
URL http://arxiv.org/abs/1703.04756

Voting systems typically treat all voters equally. We argue that perhaps they should not:
Voters who have supported good choices in the past should be given higher weight than voters
who have supported bad ones. To develop a formal framework for desirable weighting schemes,
we draw on no-regret learning. Specifically, given a voting rule, we wish to design a weighting
scheme such that applying the voting rule, with voters weighted by the scheme, leads to
choices that are almost as good as those endorsed by the best voter in hindsight. We derive
possibility and impossibility results for the existence of such weighting schemes, depending
on whether the voting rule and the weighting scheme are deterministic or randomized, as
well as on the social choice axioms satisfied by the voting rule.

3.18 Design of Machine Learning-based Mechanisms
Sven Seuken (Universitit Zirich, CH)

License @@ Creative Commons BY 3.0 Unported license
© Sven Seuken
Joint work of Gianluca Brero, Benjamin Lubin, Sven Seuken
Main reference Gianluca Brero, Benjamin Lubin, Sven Seuken: “Probably Approximately Efficient Combinatorial
Auctions via Machine Learning”, in Proc. of the Thirty-First AAAI Conference on Artificial
Intelligence, February 4-9, 2017, San Francisco, California, USA., pp. 397-405, AAAI Press, 2017.
URL http://aaai.org/ocs/index.php/AAAI/AAAIL7/paper/view/15040

In this talk, we present a new paradigm we call “designing machine learning-based mechanisms.”
In contrast to most prior work, our paradigm uses machine learning (ML) directly on the
agents’ reports, not to optimize some future mechanism, but to immediately make use of the
learning outcome (for the current instance). We instantiate this new idea via combinatorial
auctions (CAs), and show how using ML inside CAs can substantially simplify the interaction
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with the bidders. In our CAs, the bidders report their values (bids) to a proxy agent by
answering a small number of value queries. The proxy agent then uses an ML algorithm to
generalize from those bids to the whole value space, and the efficient allocation is computed
based on the generalized valuations. We discuss that this new design leads to new challenges
regarding allocative efficiency, individual rationality, and incentives. However, we show that
an iterative auction design and an epsilon-expressive ML algorithm address these challenges.
To instantiate our design, we use support vector regression (SVR) as the ML algorithm, which
enables us to formulate the winner determination problem as a succinct integer program.
Finally, we present some experimental results for two stylized spectrum auction domains.
Our results demonstrate that even with a small number of bids, our ML-based auctions
achieve high allocative efficiency.

3.19 Learning, Optimization, and Noise
Yaron Singer (Harvard University — Cambridge, US)

License ) Creative Commons BY 3.0 Unported license
© Yaron Singer
Joint work of Eric Balkanski, Avinatan Hassidim, Thibaut Horel, Nicole Immorlica, Harikrishna Narasimhan,
David, Parkes, Aviad Rubinstein, Jan Vondrak, Yaron Singer

We will discuss a body of work that revolves around a simple question: what can we optimize
from data? This question is relevant to several areas of interest of the workshop including
mechanism design and auctions, social networks, decision theory, and online learning. In
many cases we wish to optimize a function that is not known, but rather learned from data.
In combinatorial auctions, for example, an agent may not know her valuation but rather
learns it by observing data. In influence maximization in social networks we do not know
the influence model we optimize over but rather learn it from data. In a recent line of work
we began exploring these questions, as discussed below.

Optimization under Noise

A natural approach to optimization from data is to first learn a surrogate function
that approximates the true function generating the data, and then optimize the surrogate.
The problem however, is that even when the function is convex or submodular and the
learned function well approximates the true function, the optimization problem may be
inapproximable, as shown in the papers below. On the positive side, in work currently under
submission we show that when noise is stochastic, the optimal guarantees are achievable for
canonical submodular optimization problems.

Optimization from Noisy Preferences with Avinatan Hassidim Working paper

Optimal Guarantees for Maximizing Noisy Submodular Functions with Avinatan Hassidim

In Submission

Submodular Optimization under Noise with Avinatan Hassidim Conference on Learning

Theory (COLT) 2017

Robust Guarantees for Stochastic Greedy Algorithms with Avinatan Hassidim Interna-

tional Conference on Machine Learning (ICML) 2017

Maximizing Approximately Submodular Functions with Thibaut Horel Annual Conference

on Neural Information Processing Systems (NIPS) 2016

Information-theoretic Lower Bounds for Convex Optimization with Erroneous Oracles

with Jan Vondrak Annual Conference on Neural Information Processing Systems (NIPS)

2015
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Optimization from Samples

Recently, my group has been focused on the question of optimization from data: how much
training data do we need in order to optimize a function? In a paper published at NIPS 2015
we show that various submodular functions that arise in the context of diffusion in networks
are statistically learnable from data. In recent work we show a sharp impossibility result.
We show that various important submodular and convex functions that are statistically
learnable such as diffusion functions cannot be optimized from sampled data. The moral
is that there are models (functions) that may be statistically learnable and amenable to
optimization (submodular or convex), though would still require exponentially-many samples
for any algorithm to optimize. On the positive side, in work published at NIPS 2016 we give
optimal algorithms for functions with bounded curvature and show they can be optimized
well from samples.

Maximizing the Spread of Influence From Training Data with Eric Balkanski and Nicole

Immorlica In Submission

Minimizing a Submodular Function from Samples with Eric Balkanski In Submission

The Sample Complexity of Optimizing a Convex Function with Eric Balkanski Conference

on Learning Theory (COLT) 2017

The Limitations of Optimization from Samples with Eric Balkanski and Aviad Rubinstein

Symposium on Theory of Computation (STOC) 2017

The Power of Optimization from Samples with Eric Balkanski and Aviad Rubinstein

Annual Conference on Neural Information Processing Systems (NIPS) 2016

Learnability of Influence in Networks with Harikrishna Narasimhan and David Parkes

Annual Conference on Neural Information Processing Systems (NIPS) 2015

3.20 Learning from Untrusted Data
Gregory Valiant (Stanford University, US)

License ) Creative Commons BY 3.0 Unported license
© Gregory Valiant

We consider the problems of estimation, learning, and optimization over a large dataset
of which a subset consists of points drawn from the distribution of interest, and we make
no assumptions on the remaining points—they could be well-behaved, extremely biased, or
adversarially generated. We investigate this question via two models for studying robust
estimation, learning, and optimization. One of these models, which we term the “semi-verified”
model, assumes access to a second much smaller (typically constant-sized) set of “verified” or
trusted data points that have been drawn from the distribution of interest. The key question
in this model is how a tiny, but trusted dataset can allow for the accurate extraction of the
information contained in the large, but untrusted dataset. The second model, “list-decodable
learning”, considers the task of returning a small list of proposed answers. Underlying this
model is the question of whether the structure of “good” datapoints can be overwhelmed
by the remaining data—surprisingly, the answer is often “no”. We present several strong
algorithmic results for these models, for a large class of mathematically clean and practically
relevant robust estimation and learning tasks.

The talk is based on several joint works with Jacob Steinhardt and Moses Charikar, and
with Michela Meister.

81

17251


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/

82

17251 — Game Theory Meets Computational Learning Theory

3.21 Prediction with a Short Memory
Gregory Valiant (Stanford University, US)

License ) Creative Commons BY 3.0 Unported license
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We consider the problem of predicting the next observation given a sequence of past obser-
vations. We show that for any distribution over sequences of observations, if the mutual
information between past observations and future observations is upper bounded by J, then
a simple Markov model over the most recent J/e observations obtains expected KL error
e—and hence L error y/e-with respect to the optimal predictor that has access to the entire
past. For a Hidden Markov Model with n states, J is bounded by logn, a quantity that
does not depend on the mixing time. We also establish that this result cannot be improved
upon, in the following senses: First, a window length of J/¢ is information-theoretically
necessary for expected KL error epsilon or L; error y/e. Second, the d7/€) samples required
to accurately estimate the Markov model when observations are drawn from an alphabet of
size d is necessary for any computationally tractable learning/prediction algorithm, assuming
the hardness of strongly refuting a certain class of CSPs.

3.22 Sample Complexity of Multi-ltem Profit Maximization
Ellen Vitercik (Carnegie Mellon University — Pittsburgh, US)

License @ Creative Commons BY 3.0 Unported license
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We study the design of pricing mechanisms and auctions when the mechanism designer does
not know the distribution of buyers’ values. Instead, the mechanism designer receives a
set of samples from this distribution and his goal is to use the sample to design a pricing
mechanism or auction with high expected profit. We provide generalization guarantees
which bound the difference between average profit on the sample and expected profit over
the distribution. These bounds are directly proportional to the intrinsic complexity of the
mechanism class the designer is optimizing over. We present a single, general theorem that
uses empirical Rademacher complexity to measure the intrinsic complexity of a variety of
widely-studied single- and multi-item auction classes, including affine maximizer auctions,
mixed-bundling auctions, and second-price item auctions. This theorem also applies to
multi- and single-item pricing mechanisms in both multi- and single-unit settings, such as
linear and non-linear pricing mechanisms. Despite the applicability of our main theorem,
we match or improve over the best-known generalization guarantees for many mechanism
classes. Finally, our central theorem allows us to easily derive generalization guarantees for
every class in several finely grained hierarchies of auction and pricing mechanism classes.
We demonstrate how to determine the precise level in a hierarchy with the optimal tradeoff
between profit and generalization using structural profit maximization. The mechanism
classes we study are significantly different from well-understood function classes typically
found in machine learning, so bounding their complexity requires a sharp understanding of
the interplay between mechanism parameters and buyer valuations.
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3.23 Learning Mastermind — Some ldeas and Challenges
Bernhard von Stengel (London School of Economics, GB)

License ) Creative Commons BY 3.0 Unported license
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In the puzzle game “Mastermind” (available under the name “Guess” at http://hewgill.com/puzzles/

), a hidden random code has to be guessed, which is a sequence of 4 pegs, each of which has
6 possible colors. Partial feedback is given on each guess in the form of black pegs (one for
each correct colour and place, but never where) and white pegs (one for each other correct
colour in the wrong place). The 14 possible feedback combinations (all are possible except 3
black 1 white) partition the remaining codes. Minimizing the maximal partition class allows
to find the code with at most 5 guesses (Knuth 1976), and 4.34 expected guesses can be
achieved optimally. These may require inconsistent guesses which cannot win immediately.

However, these strategies are not suitable for humans. The main cognitive problem is to
anticipate the possible feedback information in order to find a good guess. Instead, a human
will use simple rules such as “break symmetry”, “use two colors”, “stay consistent from the
third guess onwards”. This puzzle should be a suitable challenge for learning algorithms in
order to identify complexity-reducing rules that are obvious to humans, such as symmetry

of a guessing strategy in colors and position, and how the rules of the game are defined.
Methodologically, one needs to be clear if these rules will be assumed or are to be learned.

Another issue, of possible general interest, is the use of introspection (of how a human plays)
to validate a learning method.

3.24 Peer Prediction Mechanisms and their Connections to Machine
Learning

Jens Witkowski (ETH Ziirich, CH)

License @ Creative Commons BY 3.0 Unported license
© Jens Witkowski
Joint work of David C. Parkes, Rafael Frongillo, Jens Witkowski
Main reference Rafael M. Frongillo, Jens Witkowski: “A Geometric Perspective on Minimal Peer Prediction”,
ACM Trans. Economics and Comput., Vol. 5(3), pp. 17:1-17:27, 2017.
URL http://dx.doi.org/10.1145/3070903

Peer prediction mechanisms truthfully elicit private information, such as opinions, experiences,
or ratings, from self-interested participants. For example, peer prediction can be used to
elicit truthful responses to questions such as “Does this blog contain offensive content?”,
“Would you recommend this hotel to a friend?”, or “Would you consider this article fake
news?” Importantly, peer prediction mechanisms elicit truthful responses to these questions
without ever observing ground truth at any point, e.g., whether a blog does indeed contain
offensive content. In this talk, I will give a brief introduction to the peer prediction problem
followed by some of the recent work that is exploring connections between peer prediction
mechanisms and machine learning.
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3.25 Learning Cooperative Solution Concepts
Yair Zick (National University of Singapore, SG)

License ) Creative Commons BY 3.0 Unported license
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Joint work of Maria-Florina Balcan, Ariel D. Procaccia, Yair Zick

Solution concepts in cooperative games have usually been considered in the setting where
agent preferences are fully known. In recent work, we consider the setting where agent
preferences are unknown; we lay the theoretical foundations for studying the interplay
between coalitional stability and (PAC) learning in hedonic games and cooperative games.
We introduce the notion of PAC stability — the equivalent of core stability under uncertainty
— and examine the PAC stabilizability and learnability of several popular classes of hedonic
and cooperative games. We show that all classic cooperative games with transferable utility
can be PAC stabilized; however, not all hedonic games can be PAC stabilized.
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All living organism must be able to differentially regulate the expression of genes encoded in
their genome. Genes are first transcribed into RNA, which are either translated to proteins
or functionally active as non-coding RNAs. Beside the direct regulation of the transcription
of DNA into RNA, an important additional layer is the direct regulation of RNAs by RNA
binding proteins (RBPs). This layer of regulation controls cellular decisions as part of gene
expression networks composed of both proteins and RNAs. While being a dark matter of
the cell for a long time, recent years have shown the development of sophisticated high
throughput experimental technologies that greatly increased our understanding of protein-
RNA recognition and regulation. Nevertheless, the quantitative molecular understanding of
the transcriptome-level processes remains very limited. Especially complexity (both in the
form of data as in the required computational approaches) limits the exploitation
of these advances towards a quantitative understanding of post-transcriptional regulation.
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The objective of the seminar to discuss urgently needed computational approaches allowing
to exploit the wealth of new data. More specifically, the seminar focused on
addressing major computational challenges in this field
mining the extensive genomic information on RNA and associated proteins
investigation of RNA-protein interactions on an atomic level
quantitative prediction of cellular regulatory networks and their dynamics.
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3 Introduction

3.1 Seminar Format

This seminar arose from the organizer’s joint experience that an integration of new experi-
mental tools with new computational approaches is needed to understand RNA-based gene
regulation at the level of sophistication and depth required to answer fundamental biological
and biomedical questions. It is not sufficient for structural biologists or biochemists to only
understand in-depth what other structural biologists are doing: the greatest opportunity
for progress lies in the joint analysis of data from different experimental approaches by new
computational tools. Experimentalists often communicate with each other in different venues,
but it is rare for computational biologists and experimentalists to meet.

In the seminar, we were able to bring together structural and genome biologists, who
have developed powerful experimental methods to investigate RNA-protein interaction across
genomes, with computational biologists who seek to model and develop predictive tools
based on the confluence of these experimental advances. Individual sessions covered different
aspects of RNA-based regulation and usually consisted of a mixture of presentations from
experimental and computational groups. Discussions where very vivid, fostering the exchange
of ideas between the experimental and computational biologists. Discussions also catalyzed
the development of new and improved technologies to merge experimental analysis with new
computational techniques. The seminar was attended by many leading scientists in the field,
further stimulating discussions on how to better interact (possibly on the level of funding
opportunities) for a better understanding of the rules of protein-RNA recognition.

3.2 Advances and challenges in studying protein-RNA interactions

The most significant advance in the field of RNA-protein interactions in the last 10 years has
been the development of genome-wide approaches to determine the RNA population targeted
by an RNA-binding protein (RBP) and to establish its specificity using computational
approaches. These approaches, termed CLIP-seq, have now been introduced in several
variants, requiring specific computational analysis pipelines. In this session, the participants
reported on the one hand about new and large-scale experimental approaches to determine
binding sites of RNA-binding proteins and their dynamic behavior. On the other hand,
sophisticated computational tools for analyzing CLIP-seq data were shown.

3.3 Identifying new RBPs

Great advances have recently been made in the development of high-throughput screens to
identify novel RBPs in cultured cell lines and in tissues. While the technology has contributed
dramatically to the field of RNA-protein interactions, increasing the number of identified
RBPs and suggesting novel cellular mechanisms for these proteins, these high throughput
technologies generate many false positive and false negative results. The participants discussed
new approaches for the purification of RNPs, which are complexes of proteins and RNA,
as well as specific binding properties. Here, computational approaches allow to investigate
multiple functions for these RBPs, showing the flexibility of this layer of regulation.
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3.4 Integrative analysis of protein-RNA data

The genome-wide CLIP-methods and their analysis as discussed in session 1 provides the
raw data for investigating RNA-centered gene regulation at the level of individual binding
sites. However, only an integrative analysis of these data can determine the modes of
regulation in more detail. The major topic was how to combine the information of several
single CLIP-experiments for exploring RBP-based regulation. The participants discussed
how an integrated map of RBP-based regulation based on several CLIP experiments can be
constructed, and how advanced machine learning approaches such as matrix factorization
can be used for an integrative analysis of multiple CLIP data sets.

3.5 Exploring the world of non-coding RNAs

The majority of the human genome is transcribed into non-coding RNAs, which are not
further translated into proteins. Several non-coding RNAs play an important role as assembly
platform for proteins. This process is mediated via RNA-protein interactions. For that
reason, we decided to invite participants that report about novel findings on non-coding
RNA, showing how RNA structure evolves and which effect single mutations (SNP) can
have on the structure of non-coding RNAs. In addition, we discussed non-coding RNAs with
atypical features.

3.6 Inferring RNA binding specificity

The genome-wide approaches reported in Session 1 (CLIP-seq) determine in vivo interactions.
These experiments, however, do not determine the biophysical affinity of binding. Here, in
vitro approaches such as SELEX or RNAcompete are the method of choice, which require
their own type of computational analysis. The participants discussed progress both on the
experimental side, as well as on the analysis of these types of data. An interesting discussion
evolved about how to compare the results of these in vitro approaches with the results of in
vivo CLIP experiments.

3.7 RBPs and small RNAs

In the preceding sessions, we talked in great detail about RNA-protein interactions. However,
another mode of regulation is given by direct interactions between RNAs themselves. Very
often, these RNA-RNA interactions are mediated by RNA-binding proteins, a well-known
example being microRNAs. The interaction of microRNAs with its target RNA is mediated
by Argonaute, which is an RNA-binding protein. The participants discussed new large-scale
approaches for determining RNA-RNA interactions, and how one can model the combined
effect of RNA-RNA and RNA-protein interactions.

3.8 Conclusions

The community around genome-wide determination protein-RNA interaction was very
interdisciplinary from the beginning as the whole area started with the availability of CLIP
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data, which was challenging both from the experimental as well as from the computational
side. However, as there are only few venues where computational and experimental people
meet on a specific topic, this workshop was actually the second event where this community
could meet. For that reason, it was well appreciated by all participants and had initiated
very interesting interdisciplinary collaborations that would not have been formed without
this meeting.

4 Overview of Talks

4.1 The solution structure of FUS bound to RNA reveal a bipartite
mode of RNA recognition with both sequence and shape
specificities.

Frédéric Allain (ETH Zirich, CH)

License ) Creative Commons BY 3.0 Unported license
© Frédéric Allain
Joint work of Fionna Loughlin, Peter Lukavsky, Sebastien Campagne, Stefan Reber, Martino Colombo,
Eva-Maria Hock , Oliver Muhlemann, Magdalini Polymenidou, Marc-David Ruepp, Frédéric Allain

FUsed in Sarcoma (FUS) is a multifunctional hanRNP which regulates transcription, pre-
mRNA splicing, miRNA biogenesis, DNA damage and can drive subcellular phase transitions
in RNP granule formation. Two neurodegenerative diseases Amyotrophic Lateral Sclerosis
(ALS) and Fronto-Temporal Lobar Degeneration (FTLD) show neuropathological protein
aggregates containing FUS and it is hypothesized that mis-regulation of RNA processing
could play a major role in these diseases.

FUS consists of a N-terminal prion-like region and an C-terminal RNA binding region
including several RNA binding domains (RBD), an RNA Recognition Motif (RRM), and a zinc-
finger (ZnF) domain interspersed between RGG repeats. FUS associates with a large variety
of RNAs including pre-mRNA, pri-miRNA, IncRNA from CCND1 promoter and TERRA.
Results from a dozen in vivo (CLIP) and in vitro (SELEX, binding assays) experiments
suggest that RNA binding by FUS is very complex potentially combining structural, sequence
and nonspecific interactions with additional influences from post-translational modifications
and protein partners.

We present the solution structures of FUS RRM and ZnF domains bound to RNA.
The ZnF shows a sequence-specific recognition for a single-stranded NGGU motif and this
interaction accounts for the preference for GU-rich motifs found in several CLIP based
experiments. The FUS RRM structure was solved bound to a stem-loop RNA and revealed
an unusual shape-specific binding mode. The RRM binds the 3’ side of the RNA loop using
the B-sheet and C-terminal helix with very limited sequence-specificity and the RNA stem
using a ai-f2 extension unique to FUS, EWS and TAF15 that inserts in the major groove.
Furthermore, the RGG repeats between the two RBDs significantly increase the general
affinity and unfold the 5’part of the RNA loop. The RRM and ZnF can coordinate in binding
a bi-partite RNA site and mutation of the RNA binding surfaces of both the ZnF and RRM
domains are sufficient to abolish FUS function in splicing. These results revealed why RNA
recognition by FUS has been so difficult to decipher.
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4.2 RNA recognition in Syncrip-mediated exosomal loading of miRNAs

Andre Dallmann (Institute of Structural and Molecular Biology, University College London,
London, UK and Humboldt University, Berlin, DE)
License ) Creative Commons BY 3.0 Unported license
© Andre Dallmann
Joint work of Andres Ramos, Evangelos Christodoulou, Fruzsina Hobor, Ian Taylor, Marco Tripodi, Neil Ball,

Roksane Ogrodowicz, Andre Dallmann
Main reference unpublished

FExosomal-mediated miRNA transfer is an important mechanism of inter-cellular commu-
nication that regulates gene expression in a broad range of cells and tissues, and has been
implicated in cancer, neurological diseases and cardiomyopathies. Syncrip/hnRNPQ is a
highly conserved RNA binding protein that regulates mRNA metabolism, transport and
translation. It was recently reported that Syncrip plays an essential role in the exosomal par-
titioning of a group of miRNAs. Here we analyse the molecular basis of the selectivity of his
mechanism. We show that Syncrip contains a cryptic RNA binding domain which recognises
a short sequence in the miRNA targets. We also discuss how this domain cooperates with the
other RNA binding domains of the protein and how the RNA-binding mode of Syncrip allows
the protein to recognise selectively a group of miRNA with different sequences. Finally, we
discuss other examples where the combined use of bioinformatics, structural biology and
functional assays was used to dissect the specificity of multi-domain proteins.

4.3 PTex — a novel method for unbiased purification of crosslinked
RNPs

Benedikt Beckman (Humboldt University, Berlin, DE)

License @@ Creative Commons BY 3.0 Unported license
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Joint work of Erika Urdaneta, Carlos Vieira, Matthias Selbach, Benedikt Beckman

RNA-binding proteins (RBPs) play important roles in post-transcriptional regulation of gene
expression, e.g. as key proteins in splicing, RNA-transport or translation. In the past years,
discovery of RNA-protein complexes (RNPs) has been driven by high-throughput techniques
such as CLIP-Seq or mRNA interactome capture, leading to deeper insights into RNA targets
bound by specific proteins or the discovery of hundreds of novel mRNA-binding proteins,
respectively. Common to all of these methods is the utilisation of UV light to induce covalent
crosslinks between RNA and proteins prior to purification.

Here, we present PTex (Phenol-Toulol EXtraction), a novel technique for the unbiased
purification of in vivo UV-crosslinked RNPs. Our method consists of a fast extraction

using different organic compounds thereby removing non-crosslinked RNA and proteins.

Purification with PTex relies solely on physicochemical differences between crosslinked and

“free” RNA /protein and thus enables analysis of non-poly(A) RNA interacting proteins, e.g.

for interactors of ribosomal or tRNA. PTex can be performed in 2.5-3 hrs.

We tested PTex in human HEK293 cells and analysed the purified proteins by mass
spectrometry. PTex-purified proteins (up to 3000, FDR 0.01) are highly enriched in known
RBPs from mRNA interactome capture experiments as well as ribosomal proteins and
tRNA-interacting RBPs.
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4.4 Towards fully flexible modeling of protein-RNA complexes

Janusz Bujnicki (Int. Inst. of Molecular and Cell Biology — Warsaw, PL) and Michal
Boniecki
License ) Creative Commons BY 3.0 Unported license
© Janusz Bujnicki and Michal Boniecki

Joint work of Janusz Bujnicki, Michal Boniecki
URL http://genesilico.pl

Macromolecular complexes composed of proteins and nucleic acids play fundamental roles
in many biological processes, such as the regulation of gene expression, RNA splicing and
protein synthesis. Our group has developed computational tools for protein and RNA 3D
structure prediction, which covered approaches for template-based and template-free modeling.
These tools, including the GeneSilico metaserver and Frankenstein Monster approach for
proteins, and ModeRNA and SimRNA for RNA have been validated in CASP and RNA
Puzzles experiments, respectively. Recently, we combined our approaches for protein and
RNA modeling, and developed SimRNP, a method for modeling of protein-RNA complex
structures.

4.5 Matrix factorization-based integrative analysis of multiple
protein-RNA data sets

Tomaz Curk (University of Ljubljana, SI)

License @ Creative Commons BY 3.0 Unported license
© Tomaz Curk
Joint work of Martin Strazar, Marinka Zitnik, Blaz Zupan, Jernej Ule, Tomaz Curk
Main reference Martin Strazar, Marinka Zitnik, Blaz Zupan, Jernej Ule, Tomaz Curk: “Orthogonal matrix
factorization enables integrative analysis of multiple RNA binding proteins”, in Bioinformatics,
Vol. 32(10), pp. 1527-1535, 2016.
URL http://dx.doi.org/10.1093/bioinformatics/btw003

We have presented an integrative orthogonality-regularized nonnegative matrix factorization
(iONMF) to integrate multiple data sources and discover non-overlapping, class-specific RNA
binding patterns of varying strengths. The orthogonality constraint halves the factor model
and outperforms other NMF models in predicting RBP interaction sites on RNA. We have
integrated a large data compendium, which includes 31 CLIP experiments on 19 RBPs
involved in splicing (such as hnRNPs, U2AF2, ELAVL1, TDP-43 and FUS) and processing
of 3UTR (Ago, IGF2BP). The integration of multiple data sources improves the predictive
accuracy of retrieval of RNA binding sites. The key predictive factors of protein—-RNA
interactions were the position of RNA structure and sequence motifs, RBP co-binding and
gene region type. We report on a number of protein-specific patterns, many of which are
consistent with experimentally determined properties of RBPs.
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4.6 Identification of transcriptomic regulatory elements from CLIP-Seq
data

Philipp Drewe (Maz-Delbrick-Centrum — Berlin, DE)
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High-throughput immunoprecipitation methods to analyze RNA binding protein-RNA in-
teractions and modifications have great potential to further the understanding of post-
transcriptional gene regulation. Due to the differences between individual approaches, each
of a diverse number of computational methods can typically be applied to only one specific
sequencing protocol. Here, we present a Bayesian model called omniCLIP that can be applied
to data from all protocols to detect regulatory elements in RNAs. omniCLIP greatly simplifies
the data analysis, increases the reliability of results and paves the way for integrative studies
based on data from different sources.

4.7 RNA binding properties of a metabolic enzyme
André Gerber (University of Surrey — Guildford, GB)

License ) Creative Commons BY 3.0 Unported license
© André Gerber
Joint work of Ana M. Matia-Gonzélez, Valentina ladevaia, Emma E. Laing, André P. Gerber

RNA binding proteins (RBPs) are essential for post-transcriptional regulation of gene
expression with widespread implications in development and disease. We recently described
the repertoire of hundreds of RBPs that interact with polyadenylated mRNAs in the
unicellular yeast Saccharomyces cerevisiae and in the multicellular nematode Caenorhabditis
elegans, respectively [1]. Thereby, we found that most proteins comprising the mRNA-
binding proteomes (mRBPomes) were evolutionarily conserved, including components of early
metabolic pathways such as glycolysis, which indicated an ancient origin of the mRBPomes.
To further investigate the RNA-binding properties of metabolic enzymes, we are currently
focusing on phosphofructokinase (Pfk), which is a key enzyme of glycolysis. In the yeast S.
cerevisiae, the enzyme is a hetero-octamer comprised of Pfkl and Pfk2 subunits. We found
that both paralogous subunits can independently interact with mRNAs. Furthermore, Pfk2p
specifically interacts with PFK2 mRNA; and one point of interaction could be located to a
conserved sequence element in the 3’'UTR of PFK2 mRNA. Furthermore, we showed that
enzyme-RNA interactions depend on the metabolic state of the cells, indicating cross-talk
with cellular metabolism. Furthermore, we found that interaction of PFK with its own
mRNA is conserved between yeast and human. We speculate that conserved enzyme-mRNA
interactions could relate to an ancient mechanism for the post-transcriptional coordination of
metabolic pathways, integrating metabolic activity into dynamic gene regulatory responses.

References
1 Matia-Gonzélez, A. M., Laing, E. E, Gerber, A. P. (2015) Conserved mRNA-binding pro-
teomes in eukaryotic organisms. Nat. Struct. Mol. Biol. 22(12), 1027-33.
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4.8 Large-scale elucidation of RNase Ill targets and cleavage patterns
Hanah Margalit (The Hebrew University of Jerusalem, IL)
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The family of Ribonuclease III (RNase IIT) enzymes spans all kingdoms of life, with its
most famous representatives the eukaryotic enzymes Drosha and Dicer. A founding member
of the family is RNase III of Escherichia coli, which was discovered about 50 years ago
and extensively studied. RNase III cleaves double-stranded RNA, typically generating two
cleavages in the two sides of a stem structure while leaving 2-nt 3’ overhangs. At present,
23 target genes of RNase III are known in E. coli, all of them were discovered in specific
experiments focusing on particular RNAs. We reasoned that the availability of E. coli
genome and the opportunities that the large-scale RNA-seq technique offers open the way
for transcriptome-wide mapping of RNase III targets in E. coli. To this end we developed
Cleave-seq, a method for global mapping of the cleavage sites of any endoribonuclease of
interest at a nucleotide resolution, taking advantage of the chemical group at the 5’ end of
the cleavage product. Exploiting the characteristic 5’-phosphomonoester termini of RNase
IIT cleavage products, we constructed sequencing libraries deigned in a way that the start
position of a RNA sequenced segment should be a 5'P position, and hence, generated by an
RNase that leaves 5’P ends. To identify 5’P ends generated by RNAse III we applied the
protocol to RNA extracted from E. coli MG1655 WT strain and a mutant strain lacking
active RNase III, and mapped the sequenced fragments to the genome. Positions where
the start of sequenced fragments mapped in the WT but not in the mutant (p < 0.05 by
DESeq2) were identified as RNase III cleavage sites. We re-discovered 20 out of the 23 known
targets, and extended the set of cleavage sites in E. coli to 400 putative sites, residing in
RNAs derived from a variety of genomic entities (CDSs, 5’ and 3’ UTRs, intergenic regions
and antisense to annotated transcripts). 30 % of the targets had a pair of cleavage sites
that followed the known cleavage rules, while the rest presented only one cleavage site. We
are now investigating these single sites in search of new, additional, cleavage rules that
might dictate RNase III cleavage of these targets. Especially intriguing is the possibility
that base-pairing of regulatory small RNAs with these target RNAs generates substrates for
RNAse III cleavage.

4.9 Kinetics of RNA-protein interactions in cells
Eckhard Jankowsky (Case Western Reserve University — Cleveland, US)

License @ Creative Commons BY 3.0 Unported license
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RNA-binding proteins (RBPs) often interact with many different RNAs at sometimes large
numbers of binding sites. It is widely accepted that the kinetics by with a given RBP interacts
with each of its binding sites is critical for the impact of the RBP on RNA metabolism.
While kinetics of RBP binding to RNA can be readily measured in vitro, it has not yet been
possible to determine kinetic parameters of RBP interactions with individual RNA sites in
cells. Here, we report an approach to measure kinetic parameters by which the RNA binding
protein Dazl from Mouse interacts with thousands of RNA binding sites in cells. We describe
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how a combination of time-resolved UV-laser crosslinking, next generation sequencing and
kinetic modeling can be utilized to determine on- and off rate constants, as well as fractional
occupancy of Dazl to thousands of RNA binding sites in cells. Our data enable quantitative,
biophysical descriptions of RNA-protein interactions in cells.

4.10 Modeling the combined effect of RBPs and miRNAs in
post-transcriptional regulation

Hilal Kazan (Antalya International University, TR)
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Recent studies support that RNA-binding proteins (RBPs) and microRNAs (miRNAs)
function in coordination with each other to control post-transcriptional regulation (PTR).
However, the majority of research to date has focused on the regulatory effect of individual
RBPs or miRNAs. Here, we mapped both RBP and miRNA binding sites on human 3’'UTRs
and utilized this collection to better understand PTR. We show that the transcripts that lack
competition for HuR binding are destabilized more after HuR depletion. We also validate this
finding for PUM1(2) by knocking down PUM1 and PUM2 in HEK293 cells and measuring
genome-wide gene expression changes. Next, to find potential cooperative interactions, we
identified the pairs of factors whose sites co-localize more often than expected by random
chance. We show that transcripts where the sites of PUM1(2) and its interacting miRNA
form a stem-loop are stabilized more upon PUM1(2) depletion. Finally, using dinucleotide
frequency and counts of regulatory sites as features in a regression model, we achieved an
AU- ROC of 0.86 in predicting mRNA half-life in BEAS-2B cells. Our results suggest that
combining the effects of RBPs and miRNAs lead to more accurate models of PTR.

4.11 RNA genotype-phenotype mapping
Grzegorz Kudla (University of Edinburgh, GB)

License ) Creative Commons BY 3.0 Unported license
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Recent advances in synthetic biology and next-generation sequencing allow experimental
investigation of long-standing, fundamental questions in molecular biology and evolution,
such as: Which mutations influence function? How do mutations influence function? How do
the effects of mutations depend on location within molecular structures? How do the effects
depend on environmental conditions and genetic background? We are studying these questions
using yeast U3 snoRNA as a model system. U3 is an abundant, evolutionarily conserved
noncoding RNA, which plays an essential role in ribosome biogenesis. By measuring the effects
of 60,000 mutated variants of U3 on yeast growth, we found that the effects of individual
mutations were correlated with evolutionary conservation and structural stability. Many
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mutations had no measurable effect in an otherwise wild-type background, but were deleterious
in combination with additional mutations in U3. We also found pairs of compensatory
mutations, and used these to predict the secondary structure of the RNA. The effects of
mutations depended on environmental conditions, and the effects of destabilizing mutations
were increased at high temperature. In parallel with mutational studies, we use a high-
throughput method for mapping RNA-RNA interactions, called CLASH, to investigate the
folding of U3 and preribosomal RNA. By integrating these data with recent cryo-electron
microscopy structural studies of preribosomes, we aim to systematically elucidate the relations
between genotype, structure, molecular function, and evolutionary fitness.

4.12 Exploring global changes in protein-mRNA interactions
Markus Landthaler (Maz-Delbrick-Centrum — Berlin, DE)
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The cellular response to genotoxic stress is mediated by a characterized network of DNA
surveillance pathways. The contribution of posttranscriptional gene regulatory networks
to the DNA damage response has been studied poorly. In an attempt to examine global
changes in protein-mRNA interactions, we systematically identified RNA-binding proteins
differentially bound to polyadenylated transcripts upon exposure of MCF-7 human breast
carcinoma cells to ionizing radiation (IR). Surprisingly, about 260 proteins including many
nucleolar proteins showed increased binding to mRNA in IR-treated cells. The analysis of
DDX54, an RNA helicase, revealed that this protein is an immediate-to-early DDR regulator
required for the splicing efficacy of its target IR-induced pre-mRNAs. Upon IR exposure,
DDX54 acts by increased interaction with a well-defined class of pre-mRNAs which harbor
introns with weak 3’ acceptor splice sites, as well as by protein-protein contacts within
components of U2 snRNP and spliceosomal B complex, resulting in reduced intron retention
and higher processing rates of its target pre-mRNA transcripts. Since DDX54 promotes
survival after exposure to IR, its expression may impact DDR-related pathologies. This
work indicates the relevance of many uncharacterized RNA-binding proteins involved in the
cellular response to DNA damage.
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4.13 iCLIP determines the binding landscape of the clock-regulated
RNA-binding protein AtGRP7

Martin Lewinski (Universitit Bielefeld, DE)
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Dorothee Staiger

Background: A key function for RNA-binding proteins in orchestrating plant development
and environmental responses is well established. However, the lack of a genome-wide view
on their in vivo binding targets and binding landscapes represents a gap in understanding
the mode of action of plant RNA-binding proteins. Here, we adapt individual nucleotide
resolution crosslinking immunoprecipitation (iCLIP) for genome-wide determining the binding
repertoire of the circadian clock-regulated Arabidopsis thaliana glycine-rich RNA-binding
protein AtGRP7. Results: iCLIP identified 858 transcripts with significantly enriched
crosslink sites in plants expressing AtGRP7-GFP and absent in plants expressing an RNA-
binding-dead AtGRP7 variant or GFP alone. To independently validate the targets, we
performed RNA immunoprecipitation (RIP)-sequencing of AtGRP7-GFP plants subjected
to formaldehyde fixation. 452 of the iCLIP targets were also identified by RIP-seq, thus
representing a set of high-confidence binders. AtGRP7 can bind to all transcript regions with
a preference for 3 untranslated regions. In the vicinity of crosslink sites, UC-rich motifs were
overrepresented. Cross-referencing the targets against transcriptome changes in AtGRP7
loss-of-function mutants or AtGRP7-overexpressing plants revealed a predominantly negative
effect of AtGRP7 on its targets. In particular, elevated AtGRP7 levels lead to damping of
circadian oscillations of transcripts including DORMANCY /AUXIN ASSOCIATED FAMILY
PROTEIN2 and CCR-LIKE. Furthermore, several targets show changes in alternative splicing
or polyadenylation in response to altered AtGRP7 levels. Conclusion: We have established
iCLIP for plants to identify target transcripts of the RNA-binding protein AtGRP7. This
paves the way to investigate the dynamics of posttranscriptional networks in response to
exogenous and endogenous cues.

4.14 Challenges in exploring the world of RNA binding proteins
Yael Mandel-Gutfreund (Technion — Haifa, IL)
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DNA binding proteins (DBPs) and RNA binding proteins (RBPs) are the main regulators of
gene expression in the cell. In the context of tight interactions between transcriptional and
post-transcriptional regulation, proteins that bind both DNA and RNA, namely DNA and
RNA Binding Proteins (DRBPs), are highly likely to be key players in mediating the cross
talk between the different processes of gene expression pathway. Human Embryonic Stem
Cells (hESCs) provide a biologically valuable and experimentally tractable model system
to study the unappreciated group of dual nucleic acids binding proteins. As a first step
to study the role of DRBPs in pluripotency we employed an RNA-interactome experiment
on hESCs, identifying over 800 high-confidence RBPs, among them we identified 25%
DRBPs. Among the proteins detected as RNA binding in our experiment more 120 proteins
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were not previously shown to interact with either RNA or DNA in mammalian cells. We
further differentiated the hESCs to embryoid bodies (EBs) using a spontaneous differentiation
protocol and followed the RNA and protein expression levels the process. We found that a
large fraction of the detected RBPs and DRBPs in the hESC interactome were significantly
down regulated upon differentiation, suggesting that dual DNA and RNA binding function
may play an important role in shaping the stem cell state in human cells.

4.15 Accurate identification of RBP binding sites and RNA
sequence-structure motifs from CLIP-seq data

Annalisa Marsico (MPI fir Molekulare Genetik — Berlin, DE)
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Interactions between RNAs and RNA binding proteins (RBPs) play essential roles in both
transcriptional and post-transcriptional gene regulation. iCLIP and eCLIP techniques allow
the detection of protein-RNA interaction sites at high resolution, based on diagnostic events
at crosslink sites. Previous methods do not explicitly model the specfics of iCLIP and
eCLIP truncation patterns and possible biases. We introduce PureCLIP, a hidden Markov
model based approach, which simultaneously performs peak calling and individual crosslink
site detection. It explicitly incorporates RNA abundances and, for the first time, non-
specfic sequence biases. On both simulated and real data, PureCLIP is more accurate in
calling crosslink sites than other state-of-the-art methods and has a higher agreement across
replicates.

4.16 CLIPing STAR proteins: target specificity via
compartmentalisation

Daniel Maticzka (Universitit Freiburg, DE)
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URL http://dx.doi.org/10.1101/158410

We have developed uwvCLAP (UV crosslinking and affinity purification), a method for
measuring RNA-protein interactions in vivo. To test its performance and applicability we
investigated binding of 15 RBPs from fly, mouse and human cells. Our results show that
despite their different subcellular localizations, STAR, proteins (KHDRBS1-3, QKI) bind
to a similar RNA motif in vivo. Consistently a point mutation (KHDRBS1Y440F) or a
natural splice isoform (QKI-6) that changes the respective RBP subcellular localization,
dramatically alters target selection without changing the targeted RNA motif. Combined
with the knowledge that RBPs can compete and cooperate for binding sites, our data shows
that compartmentalization of RBPs can be used as an elegant means to generate RNA target
specificity.
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4.17 Alternative RNA structure expression and its functional roles

Irmtraud Meyer (Max-Delbrick-Centrum — Berlin, DE)
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Many studies of protein-RNA interactions aim to identify new protein-RNA interaction sites,
e.g. by utilising experimentally derived CLIP-data as input for a computational prediction
pipeline. One important additional aim of these computational studies is often to also deduce
the yet unknown characteristic binding features for new proteins. This often requires the
computational modelling of the potential RNA secondary-structure context of the protein-
RNA binding sites.

We here present results of a transcriptome-wide, computational study of A-to-I editing
sites for several, tissue-specific RNA-seq data sets in the fruit fly Drosophila melanogaster.
By designing a dedicated computational prediction pipeline which employs probabilistic
algorithms and which utilises only transcriptome and genome sequencing data as input
(rather than experimental data on protein-RNA interaction sites), we manage to reliably
identify a considerable number of new protein-RNA binding sites for this particular protein.
This is only possible because our prediction pipeline explicitly captures several key features
of the corresponding RNA-binding protein ADAR which is responsive for these A-to-1 edits:
the requirement of double-stranded RNA for potential ADAR-binding sites and the typical
accumulation of several editing sites in the same stretch of double-stranded RNA. Using this
dedicated probabilistic prediction strategy for one particular RNA-binding protein (ADAR)
in combination with a comparative approach allows us to gain considerable biological insights
into the protein’s potential functional role in alternative splicing and the underlying molecular
mechanisms in vivo without having to resort to the typical assumptions made in the field.

Our main insight gained is that ADAR-binding to double-stranded RNA can result in
several A-to-1 edits which can induce RNA-structure changes which can in turn induce
change the splicing pattern of the underlying pre-mRNA. This turns out to be of particular
importance for cells of the central nervous system, not only in the fruit fly, but also the
mouse and human, and proposes a dedicated RNA-structure-based molecular mechanism for
tissue-specific changes of splicing patterns.

To summarize, our study shows that

protein-specific computational studies have the potential to gain significant biological

insight,

protein-RNA binding may require a very specific RNA secondary-structure context,

protein-RNA binding may change the RNA secondary-structure context upon binding/act-

ing and

modelling the RNA secondary-structure context at it is ¢n vivo can be achieved by

employing a comparative approach.
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4.18 Inferring RNA motifs from millions of binding sites using billions
of features

Quaid Morris (University of Toronto, CA) and Tim Hughes (University of Toronto, CA)
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RNA-binding proteins (RBPs) recognize RNA sequences and structures, but there are few
systematic and accurate method to derive large (>12base) motifs de novo that capture an
RBPs sequence and structural binding preferences. My talk will introduce RNAcompete-S, a
new method that couples a single-step competitive binding reaction with an excess of random
RNA 40-mers to a new computational pipeline to derive SSMs (Sequence and Structure
Models) from the millions of RNA oligos in selected and background fractions of oligos.

We use Vowpal Wabbit to identify sequence and structure k-mers that are predictive of
an RNA oligo being in the selected fraction and then use Gaussian mixture model clustering
to group k-mers into motifs. We then combine frequently co-occurring motifs into a single,
larger motifs.

RNAcompete-S confirms that HuR, QKI, and SRSF1 prefer binding sites that are single
stranded, and recapitulates known 8-10bp sequence and structure preferences for Vtslp
and RBMY. We also derive an 18-base long SSM for Drosophila SLBP, which has not been
previously determined by selections from pure random sequence, and accurately discriminates
human replication-dependent histone mRNAs. Thus, RNAcompete-S enables accurate
identification of large, intrinsic sequence-structure specificities with a uniform assay.

4.19 An integrated map of RNA-binding protein mediated gene
regulation

Uwe Obler (Maz-Delbrick-Centrum — Berlin, DE), Mahsa Ghanbari (Maz-Delbrick-Centrum
- Berlin, DE)
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Hans-Hermann Wessels, Aitor Garcia, Thomas Tuschl

RNA-binding proteins (RBPs) control and coordinate each stage in the life cycle of RNAs.
Recent sequencing protocols, particularly variants of in vivo RBP-RNA crosslinking and
immunoprecipitation (CLIP), have in principle enabled the identification of target sites for
many of these RBPs. Yet, there has been little effort to systematically reanalyze previously
published data generated by different labs, both to allow for meaningful benchmarking of
new algorithms e.g. for site and motif identification and for integrative analyses of these
data.

Here, we examined 118 transcriptome-wide data sets representing 67 RBPs that were
generated by the PAR-CLIP protocol, to characterize target RNA class binding preference, se-
quence and regional specificity. Furthermore, by integrating RNA metabolism measurements,
we identified regulatory modules defined by subsets of mRNAs bound by specific subsets
of RBPs, which may represent post-transcriptional RNA operons. This study represents
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the most comprehensive investigation of empirical RBP-RNA interaction evidence and their
regulatory function in a human cell line to date, and the data has potential to be a useful
gold standard for future algorithmic developments.

4.20 AptaTRACE — a novel method to discover RNA
sequence-structure binding motifs

Teresa Przytycka (National Center for Biotechnology — Bethesda, US)
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URL http://dx.doi.org/10.1016/j.cels.2016.07.003

RNA aptamers are short RNA molecules capable of binding, with high affinity and specificity,
a specific target molecule via sequence and structure features that are complementary to the
biochemical characteristics of the target’s surface. While the specifics vary depending on
the target, aptamers are typically identified through the Systematic Evolution of Ligands
by Exponential Enrichment (SELEX) protocol. A key reason for the resurgence of interest
in aptamer research relates to the emergence the HT-SELEX — a procedure which utilizes
affordable next-generation sequencing technologies along with traditional SELEX. HT-SELEX
calls for new scalable analytic tools for identifying sequence-structure biding motifs from
HT-SELEX data. In this talk I will present AptaTRACE, a computational approach that
leverages the experimental design of the HT-SELEX protocol, RNA secondary structure,
and the potential presence of many secondary motifs to identify sequence-structure motifs
that selected for in the HT-SELEX experiment.

AptaTRACE is not limited to the detection of a single motif but capable of elucidating
an arbitrary number of binding sites along with their corresponding structural preferences.
Unlike previous methods, AptaTRACE does not rely on aptamer frequency or its derivative —
cycle-to-cycle enrichment. Instead, our method builds on tracing the dynamics of the SELEX
process itself to uncover motif-induced selection trends. Specifically, we expect that in the
initial pool the structural contexts of each k-mer are distributed according to a background
distribution that can be determined from the data. However, for sequence motifs involved
in binding, in later selection cycles, this distribution becomes biased towards the structural
context favored by the binding interaction with the target site. Consequently, AptaTRACE
aims at identifying sequence motifs whose tendency of residing in a hairpin, bulge loop, inner
loop, multiple loop, dangling end, or of being paired converges to a specific structural context
throughout the selection.

We applied AptaTRACE to identify nine motifs in C-C chemokine receptor type 7 targeted
by aptamers in an in vitro cell-SELEX experiment. We experimentally validated two aptamers
whose binding required both sequence and structural features. AptaTRACE can identify
low-abundance motifs, and we show through simulations that because of this it could lower
HT-SELEX cost and time by reducing the number of selection cycles required. AptaTRACE
is available for download at http://www.ncbi.nlm.nih.gov/CBBresearch/Przytycka/index.
cgi#aptatools.

In the second part of the talk I will describe our recently developed method, AptaBlocks,
to design Aptamer — drug delivery systems.
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4.21 Determination of RNA-protein interactions
Rolf Backofen (Universitat Freiburg, DE)
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It is becoming increasingly clear that a RNA-binding proteins are key elements in regulating
the cell’s transcriptome. Thus, unraveling the interaction network of the RNA-binding
proteins by determining their binding sites is becoming an increasingly important topic.
CLIP-seq is one of the major tools to determine binding sites but suffers from high false
negative rate due its expression dependency. This critical hinders the use of public CLIP-data.
We will show in several examples how use of raw public CLIPp data can lead to false biological
reasoning and how advanced advanced machine learning approach can overcome this problem.
I will further discuss our results from our new Nature paper, showing that the human RNA
helicase DHX9 predominantly binds to IRAlu elements and such suppresses the negative
effect of Alu inflation in transcripts.

4.22 Modelling the RNA lifecycle with y\-CRAC data
Guido Sanguinetti (University of Edinburgh, GB)
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Gene expression responses to cellular stress involve a wide repertoire of RNA dynamic profiles.
The regulation of RNA abundance is a balance of production, processing and decay, yet how
these processes combine to shape RNA profiles is only partly understood. In this talk, I
describe how x-CRAC, a new technology to assay dynamic protein-RNA interactions, can be
used to start deconvolving the various components of the RNA life cycle. Evidence from our
recent work [1] suggests that degradation factors such as the yeast protein Nab3 respond to
stress by dynamically altering their binding. We are in the process of collecting data about
other processing pathways; in the talk, I describe how we are planning to integrate such data
sets within a modelling framework.
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4.23 Decoding regulatory protein-RNA interactions in gene regulation
using integrated structural biology

Michael Sattler (TU Minchen, DE)
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RNA plays essential roles in virtually all aspects of gene regulation. This involves the
recognition of cis regulatory RNA sequences by RNA binding proteins (RBPs). Most
eukaryotic RBPs are multi-domain proteins that comprise multiple structural domains to
mediate protein-RNA or protein-protein interactions. Large scale biochemical approaches to
map RBP-RNA interactions in vivo at a genome-wide scale combined with computational
analysis provide important information about RNA sites recognized. Also, large scale
approaches such RNACompete identify RNA sequence motifs that are recognized by a given
RBP in vitro. However, the roles of individual RNA binding domains and other structural
modules in these multidomain RNA binding proteins are not revealed by these approaches.
We employ integrative structural biology to unravel the molecular mechanisms involving these
regulatory RNP (ribonucleoprotein) complexes. For these studies, solution NMR-spectroscopy,
SAXS/SANS and FRET experiments provide unique information on functionally important
dynamics and are combined with X-ray crystallography and electron microscopy to elucidate
the structural mechanisms and dynamics of regulatory RNPs. In collaboration with the
Koenig group (IMB Mainz) we show how the combination and comparative bioinformatics
analysis of in vitro and in vivo CLIP experiments identifies novel regulators of RBP-RNA
interactions and is a useful approach to link large scale approaches in vivo with mechanistic
analysis of RNA binding by RBPs using structural biology. For the heterodimeric constitutive
splicing factor U2AF we found that the tandem RNA recognition motif (RRM) domains of
U2AF65 adopt an equilibrium of open and closed domain arrangements in solution. RNA
binding shifts this equilibrium towards the open, active domain arrangement depending
on the overall RNA binding affinity. The population shift towards the open conformation
induced by RNA binding quantitatively correlates with the efficiency of spliceosome assembly
on corresponding pre-mRNAs (Mackereth et al Nature, 2011). Notably, the addition of
the small U2AF35 subunit preshifts this equilibrium and thereby enhances RNA binding of
U2AF65 also to weaker RNA ligands (von Voithenberg et al, PNAS 2016). We also found
that a linker preceding one of the RRM domains in U2AF65 has an autoinhibitory role to
proofread RNA binding. For a set of paralogous multidomain alternative splicing factor
RBPs we show that distinct contributions and dynamic domain arrangements mediate RNA
binding specificity and enagement of different cellular pre-RNAs. These results indicate that
distinct molecular mechanisms of dynamic RNA recognition by multidomain RNA binding
proteins represent important features for the regulation of gene expression.
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4.24 ANRIL and STAIR18 — two long non-coding RNAs with atypical
features

Peter F. Stadler (Universitit Leipzig, DE)
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ANRIL has been discovered by GWAS studies and is known to function via polycomb-based
gene silencing. The “gene” comprises a plethora of isoforms with discernible effects on a large
number of targets. Interestingly, a Alu-DEIN element is associated in the targetting. An
interesting facet of the story is that the standard analysis of the ChIP-seq data completely
miss the targeting specificity, which requires the use multi-mapping reads to account for
the repetitive element right in the functionally interacting site. STARI1S8 is a very long,
inefficiently spliced transcript located in the largest human-specific duplicated region of the
genome. Dependent on the the transcription factor STAT3 for its transcription, it interacts
with STAT3 in manifold ways in an autoregulatory loop.

4.25 Structure, evolution and targeting of long non coding RNAs
Gabriele Varani (University of Washington — Seattle, US)
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The molecular basis for activity of long non coding RNAs and their structure-function
relationship remain to be established. A commonly stated but unproven hypothesis is that
their secondary structures are conserved and functional, despite low levels of primary sequence
conservation. We have discovered a complex secondary structure in the functional core of
Cyrano, a rare lincRNAs conserved over significant evolutionary distances, at the center of
which is a strikingly conserved cloverleaf structure maintained over >420 million years of
evolution. This structure provides protein interaction sites and is recognized by miR-7 in a
non-canonical fashion. Structures within ncRNAs are functional, as we demonstrated for the
promoter associated transcript controlling expression of the tumor suppressor E-cadherin,
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where a single SNP that alters RNA structure affects differential recruitment of epigenetic
enzymes to the promoter and leads to different outcome in cancer patients. These RNA
structures provide unexploited targets for intervention using peptidic and small molecule
chemistry, as we illustrate with targeting of the microRNA precursor coding for the oncogenic
miR-21.

4.26 Large-scale prediction and analysis of RBPs
Gene Yeo (UC — San Diego, US)
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I will present my lab’s recent efforts in expanding the repertoire of RNA binding proteins
(RBPs) using available affinity precipitation followed by mass spectrometry datasets. Our
algorithm SONAR can be applied to yeast, fly and human protein-protein interaction datasets
to identify novel RBPs. I will also discuss our improvements to CLIP technologies (enhanced
CLIP) and large-scale CRISPR-tagging of RBPs in human cell lines.

107

17252


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/

108

17252 — Computational Challenges in RNA-Based Gene Regulation

Participants

= Frédéric Allain
ETH Ziirich, CH

- Rolf Backofen
Universitat Freiburg, DE

= Benedikt Beckman
HU Berlin, DE

= Janusz Bujnicki
Int. Inst. of Molecular &
Cell Biology — Warsaw, PL

= Tomaz Curk
University of Ljubljana, SI

= Philipp Drewe
Max-Delbriick-Centrum —
Berlin, DE

= André Gerber
University of Surrey —
Guildford, GB

= Mahsa Ghanbari
Max-Delbriick-Centrum —
Berlin, DE

= Tim Hughes
University of Toronto, CA

= Eckhard Jankowsky
Case Western Reserve
University — Cleveland, US

= Hilal Kazan
Antalya International
University, TR

= Grzegorz Kudla
University of Edinburgh, GB

= Markus Landthaler
Max-Delbriick-Centrum —
Berlin, DE

= Martin Lewinski
Universitat Bielefeld, DE

= Yael Mandel-Gutfreund
Technion — Haifa, 1L

= Hannah Margalit
The Hebrew University of
Jerusalem, IL

= Annalisa Marsico
MPI fur Molekulare Genetik —
Berlin, DE

= Daniel Maticzka
Universitat Freiburg, DE

= Irmtraud Meyer
Max-Delbriick-Centrum —
Berlin, DE

= Quaid Morris

University of Toronto, CA

= Uwe Ohler
Max-Delbriick-Centrum —
Berlin, DE

= Teresa Przytycka
National Center for
Biotechnology — Bethesda, US
- Andres Ramos

University College London, GB
= Guido Sanguinetti
University of Edinburgh, GB
= Michael Sattler

TU Miinchen, DE

= Peter F. Stadler
Universitat Leipzig, DE

- Gabriele Varani
University of Washington —
Seattle, US

- Gene Yeo
UC - San Diego, US




Report from Dagstuhl Seminar 17261
Voting: Beyond Simple Majorities and Single-Winner
Elections

Edited by

Dorothea Baumeister!, Piotr FaliszewskiZ?, Annick Laruelle®, and
Toby Walsh*

Heinrich-Heine-Universitat Diisseldorf, DE, baumeister@cs.uni-duesseldorf.de
AGH University of Science and Technology — Krakow, PL, faliszew®@agh.edu.pl
University of the Basque Country — Bilbao, ES, annick.laruelle@ehu.es

TU Berlin, DE, Toby.Walsh@data6l.csiro.au

=W N =

—— Abstract

This report documents the program and the outcomes of Dagstuhl Seminar 17261 “Voting: Bey-
ond simple majorities and single-winner elections”. The seminar featured five survey talks, a
series of classic scientific presentations, working group discussions, open problems sessions (with
the first one used to establish working groups and the last one to present their results). The sem-
inar was mostly focused on multiwinner elections (from discussions of their algorithmic properties
to political-science considerations), but the topics of real-life voting experiments and strategic
behavior received attention as well.
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Computational social choice is an interdisciplinary field of research, focused on the issue
of aggregating preferences of agents—perhaps self-interested and strategic — and providing
them with joint decisions. Computational social choice combines the tools and approaches of
social choice theory, computer science (with particular focus on artificial intelligence and
theoretical computer science), economics, political science, and operations research. The
distinctive feature of computational social choice—as opposed to the classic social choice
theory — is that computational considerations (e.g., efficiency of computing outcomes of
the preference aggregation processes) are given significant attention. Further, researchers
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working on computational social choice often study virtual elections where either people vote

through electronic means (such as in Doodle polls for scheduling of meetings) or the elections

are used as a tool and the votes are derived automatically in some way (e.g., voting can be
used as a selection procedure in a genetic algorithm). Nonetheless, the two research areas
are deeply connected and there is significant interaction between them.

One of the most classic problems studied within (computational) social choice regards
conducting a single-winner election. For example, consider the situation where members of
some society wish to choose their president. They collect the set of candidates (who usually
have to register well ahead of time, typically by gathering necessary popular support), then
the candidates run their campaigns, argue who would be the best president, air commercials,
etc. Eventually, the voters form their preferences (either they simply decide who would
be the best president, or they form rankings of the candidates, or they decide on a set of
acceptable presidents, depending on the voting rule used) and, on the election day, they cast
their votes. In the end, an electoral commission gathers the votes and applies an agreed
upon voting rule to decide who would be the next president.

Due to the fantastic progress in social choice (since the middle of the twentieth century)
and in computational social choice (over the last fifteen years or so), essentially all the stages
of the above-described process are quite well understood. However, In the modern world
— especially in the era of ubiquitous use of social media — it appears that there is a great
range of preference aggregation settings where the classic approach falls short. For example,
consider a situation where a company wants to hire a team of specialists. There may be
quite a large number of possible candidates to employ (as opposed to the few candidates in
a typical presidential election), each of the candidates may have quite different skills and
abilities, various employees may either complement each other or be counter-productive if
teamed up (as opposed to our presidential election, where we pick a single person for the
whole task). Finally, the recruiting committee typically consists of just a few people (few
voters, as opposed to the millions of people voting for presidents), but their preferences might
have a very involved structure (for example, if we hire a specialist in X then we also need a
specialist in Y, but otherwise a specialist in Z would suffice; on top of that, each member of
the recruitment committee may judge candidates’ abilities differently).

The goal of the seminar was to bring together researchers who work on various aspects of
aggregation problems that go beyond the classic high-stake, rarely conducted, single-winner
elections, and to discuss the following issues:

1. Scenarios with multiple winners and/or settings where each aggregation outcome may
consist of separate entities (e.g., multi-winner elections and single-winner elections in
combinatorial domains).

2. Various non-typical ways of expressing preferences, going from (variants of) non-binary
preferences to settings where the agents can express complex statements, including
conditional ones (e.g., CP-nets).

The seminar also dealt with some real-world applications, such the question of drawing
constituency boundaries in the United States of America or the choice of the voting rule in
EU Council of Ministers.

The seminar brought together 42 researchers from 14 countries, working in artificial
intelligence, theoretical computer science, mathematics, economics, social choice, and political
science. Discussions regarding the new challenges in the area of preference aggregation should
fertilize research in all these areas.

The technical program of the seminar was structured over five working groups. On the
first day the participants were invited to give 5-minute presentations of research topics
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that they found interesting and, based on those presentations, the organizers suggested five
working groups:
Working Group 1: Voting Experiments.
Working Group 2: Understanding Diversity in Multiwinner Elections.
Working Group 3: Aggregation Procedures with Nonstandard Input and Output Types.
Working Group 4: Voting in Larger Contexts.
Working Group 5: Proportionality in Multiwinner Elections.

The seminar attendees accepted these groups and each chose one to participate in the
discussions. During the seminar each group met twice for extended discussions. Also, one
afternoon was free for unstructured discussions (of which many were used for in-depth
discussions of topics initiated during the working group discussions). Finally, on the last
day of the seminar representatives of each group presented the results of their discussions
(which ranged from making actual technical contributions to presenting research agendas for
future work!). The working groups were supported by 21 regular scientific presentations, and
extended presentation of the real-life experiments regarding French presidential elections,
and 6 survey talks.

The seminar acknowledged that there are new, exciting research topics regarding compu-
tational social choice. In particular, multiwinner elections were represented very prominently
and it became clear that work on them has only started. We hope and believe that one
of the effects of the seminar was convincing many more people (also outside of the core
computational social choice community) that studying more general forms of elections (such
as multiwinner elections, or elections with nonstandard input formats) is important and
promising.

Given the personal feedback we received, we believe that the participants were very happy
with the setting of working groups (from the process of forming them based on surveyed
interest, through actual meetings, to presentation of results). We also receive very strong,
positive feedback regarding leaving one afternoon unstructured, for the participants to use as
they preferred. We have seen many ad-hoc discussions, meetings of coauthors, and problem-
solving sessions. Indeed, it seems that for seminars with well-established communities, such
an unstructured afternoon is far more useful than the traditional excursion (which, on the
other hand, seems to be very effective for not as well-established communities).

We are very grateful to all the participants for their contributions, ideas, and discussions,
which made this seminar truly enjoyable. We would also like to thank the Schloss Dagstuhl
team for their support and excellent organization and patience.

1 The organizers are already aware of three independent research projects that follow the agendas presented
at the seminar.
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3 Overview of Talks

3.1 Proportional Representation in Approval-based Committee Voting
and Beyond

Haris Aziz (Data61 — Sydney, AU)

License ) Creative Commons BY 3.0 Unported license
© Haris Aziz

Proportional representation (PR) is one of the central principles in voting. Elegant rules with
compelling PR axiomatic properties have the potential to be adopted for several important
collective decision making settings. I survey some recent ideas and results on axioms and
rules for proportional representation in committee voting.
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3.2 Voter Dissatisfaction in Committee Elections
Dorothea Baumeister (Heinrich-Heine-Universitat Disseldorf, DE)
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In committee elections it is often assumed that voters only (dis)approve of each candidate
or that they rank all candidates, as it is common for single-winner elections. We suggest
an intermediate approach, where the voters rank the candidates into a fixed number of
groups. This allows more diverse votes than approval votes, but leaves more freedom than in
a linear order. A committee is then elected by applying the minisum or minimax approach to
minimize the voters’ dissatisfaction. We study the axiomatic properties of these committee
election rules as well as the complexity of winner determination and show fixed-parameter
tractability for our minimax rules.

3.3 Multiwinner Approval Voting: An Apportionment Approach
Steven J. Brams (New York University, US)
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Main reference Steven J. Brams, D. Marc Kilgour, Richard F. Potthoff: “Multiwinner Approval Voting: An
Apportionment Approach”, Preprint, 2017.

We extend approval voting so as to elect multiple candidates, who may be either individuals
or members of a political party, in rough proportion to their approval in the electorate. We
analyze two divisor methods of apportionment, first proposed by Jefferson and Webster, that
iteratively depreciate the approval votes of voters who have one or more of their approved
candidates already elected. We compare the usual sequential version of these methods with
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a nonsequential version, which is computationally complex but feasible for many elections.
Whereas Webster apportionments tend to be more representative of the electorate than those
of Jefferson, the latter, whose equally spaced vote thresholds for winning seats duplicate
those of cumulative voting in 2-party elections, is more even-handed or balanced.

3.4 On the Tradeoff Between Efficiency and Strategyproofness in
Probabilistic Social Choice

Feliz Brandt (TU Minchen, DE)
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Main reference Haris Aziz, Florian Brandl, Felix Brandt, Markus Brill: “On the tradeoff between efficiency and
strategyproofness”, Working paper, 2017.
URL http://dss.in.tum.de/files/brandt-research/stratlott_ journal.pdf

Two fundamental notions in microeconomic theory are efficiency—no agent can be made
better off without making another one worse off-and strategyproofness—no agent can obtain
a more preferred outcome by misrepresenting his preferences. The conflict between these two
notions is already apparent in Gibbard and Satterthwaite’s seminal theorem, which states
that the only single-valued social choice functions that satisfy non-imposition—a weakening of
efficiency—and strategyproofness are dictatorships. This talk will be concerned with efficiency
and strategyproofness in the context of social decision schemes, i.e., functions that map a
preference profile to a probability distribution (or lottery) over a fixed set of alternatives.
Depending on how preferences over alternatives are extended to preferences over lotteries,
there are varying degrees of efficiency and strategyproofness. I will dicuss positive results
for random serial dictatorship and maximal lotteries as well as a number of impossibility
theorems, one of which was recently shown using computer-aided solving techniques.

3.5 On Coalitional Manipulation for Multiwinner Elections: Shortlisting
Robert Bredereck (TU Berlin, DFE)
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Main reference Robert Bredereck, Andrzej Kaczmarczyk, Rolf Niedermeier: “On Coalitional Manipulation for
Multiwinner Elections: Shortlisting”, in Proc. of the Twenty-Sixth International Joint Conference
on Artificial Intelligence, IJCAI 2017, Melbourne, Australia, August 19-25, 2017, pp. 887-893,
ijcai.org, 2017.

URL http://dx.doi.org/10.24963 /ijcai.2017/123

Shortlisting of candidates — selecting a group of “best” candidates — is a special case of
multiwinner elections. We provide the first in-depth study of the computational complexity
of strategic voting for shortlisting based on the most natural and simple voting rule in
this scenario, ¢-Bloc (every voter approves ¢ candidates). In particular, we investigate the
influence of several tie-breaking mechanisms (e.g. pessimistic versus optimistic) and group
evaluation functions (e.g. egalitarian versus utilitarian) and conclude that in an egalitarian
setting strategic voting may indeed be computationally intractable regardless of the tie-
breaking rule. We provide a fairly comprehensive picture of the computational complexity
landscape of this neglected scenario.
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3.6 Lars Edvard Phragmén: The Man, the Myth, the Legend
Markus Brill (TU Berlin, DE)

License ) Creative Commons BY 3.0 Unported license
© Markus Brill

I survey some contributions of Swedish mathematician Lars Edvard Phragmén (1863-1937)
to the theory of multi-winner elections. Examples are taken from Svante Janson’s arXiv
paper titled “Phragmén’s and Thiele’s election methods” (arXiv:1611.08826 [math.HO]).

3.7 Proportional Rankings
Edith Elkind (University of Ozford, GB)
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We extend the principle of proportional representation to rankings: given approval preferences,
we aim to generate aggregate rankings so that cohesive groups of voters are represented
proportionally in each initial segment of the ranking. Such rankings are desirable in situations
where initial segments of different lengths may be relevant, e.g., in recommender systems,
for hiring decisions, or for the presentation of competing proposals on a liquid democracy
platform. We define what it means for rankings to be proportional, provide bounds for
well-known aggregation rules, and experimentally evaluate the performance of these rules.

3.8 How Should We Model Incomplete Information in Strategic
Voting?

Ulle Endriss (University of Amsterdam, NL)

License () Creative Commons BY 3.0 Unported license
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The Gibbard-Satterthwaite Theorem suggests that every reasonable voting rule is subject to
strategic manipulation. But this result relies on the arguably unrealistic assumption that
the manipulator has full information about the voting intentions of everybody else. Maybe,
if we drop this assumption, better results are attainable? In this talk, I have reviewed a
small number of contributions to the literature that are relevant to this kind of research
agenda [1, 2, 3, 4, 5, 6]. I have also asked (but not answered conclusively) the question of
what constitutes a good model of incomplete information in this context.

References

1 M. J. Osborne and A. Rubinstein. Sampling Equilibrium, with an Application to Strategic
Voting. Games and Economic Behavior 45(2):434-441, 2003.

2 S. Chopra, E. Pacuit, and R. Parikh. Knowledge-Theoretic Properties of Strategic Voting.
In Proceedings of the 9th European Conference on Logics in Artificial Intelligence (JELIA),
pp. 18-30. 2004.


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/

Dorothea Baumeister, Piotr Faliszewski, Annick Laruelle, and Toby Walsh

3 V. Conitzer, T. Walsh, and L. Xia. Dominating Manipulations in Voting with Partial
Information. In Proceedings of the 25th AAAI Conference on Artificial Intelligence, pp.
638-643. 2011.

4 A. Reijngoud and U. Endriss. Voter Response to Iterated Poll Information. In Proceed-
ings of the 11th International Conference on Autonomous Agents and Multiagent Systems
(AAMAS), pp. 635-644. 2012.

5 R. Meir, O. Lev, and J. S. Rosenschein. A Local-Dominance Theory of Voting Equilibria.
In Proceedings of the 15th ACM Conference on Economics and Computation (EC), pp.
313-330. 2014.

6 U. Endriss, S. Obraztsova, M. Polukarov, and J. S. Rosenschein. Strategic Voting with
Incomplete Information. In Proceedings of the 25th International Joint Conference on Ar-
tificial Intelligence (IJCAI), pp. 236-244. 2016.

3.9 Robustness Among Multiwinner Voting Rules
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We investigate how robust are results of committee elections to small changes in the input
reference orders, depending on the voting rules used. We find that for typical rules the effect
of making a single swap of adjacent candidates in a single preference order is either that (1) at
most one committee member can be replaced, or (2) it is possible that the whole committee
can be replaced. We also show that the problem of computing the smallest number of swaps
that lead to changing the election outcome is typically NP-hard, but there are natural FPT
algorithms. Finally, for a number of rules we assess experimentally the average number of
random swaps necessary to change the election result.

3.10 The Complexity of Campaigning
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In “The Logic of Campaigning” [1], Dean and Parikh consider a candidate making campaign
statements to appeal to the voters. They model these statements as Boolean formulas
over variables that represent stances on the issues, and study optimal candidate strategies
under three proposed models of voter preferences based on the assignments that satisfy
these formulas. We prove that voter utility evaluation is computationally hard under these
preference models (in one case, #P-hard), along with certain problems related to candidate
strategic reasoning. Our results raise questions about the desirable characteristics of a voter

preference model and to what extent a polynomial-time-evaluable function can capture them.
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3.11 Apportionment as a Sequential Portfolio Allocation Method:
Application to Northern Ireland

Bernard Grofman (University of California — Irvine, US)
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There are three elements of the usual cabinet coalition bargaining game that need to be
determined:

1. Which parties will be in government?

2. What (perhaps minimal/incomplete) policy platform can these parties agree upon?

3. How will cabinet portfolios be allocated? (The set of (junior) ministries may be flexible)

The process in Northern Ireland is quite different: on the one hand, incorporating both a
diversity requirement (re Unionist and Nationalist representation in the governing coalition)
and, on the other hand, making use of a proportional allocation algorithm to allocate
ministerial portfolios in a fashion that does not actually require the agreement of the parties
on which parties get which portfolio in any given instance, but only an agreement in advance
on a quite abstract but always determinate rule as to the sequence of choice, with ministries
are basically fixed in advance.

1. The leading unionist and the leading nationalist party will always be in government as
the executive and deputy executive.

2. Cabinet portfolios will be allocated in accord with party vote shares to those parties that
agree to be in government using the D’Hondt apportionment rule as a sequential allocation
process, i.e., the largest party gets to be First Minister, the next largest Deputy First
Minister and the next ministry is chosen by whichever party has the largest unallocated
divisor quotient. Etc.

3. There is no overall agreement on government policy; roughly speaking, the party that
controls a ministry controls the policy within the jurisdiction of that ministry.

We consider the properties of such a sequential allocation rule

3.12 Graph Theory Perspectives on Committee Representativeness
Bernard Grofman (University of California — Irvine, US)
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After briefly reviewing several centuries of work on theories of representation and offering a
conceptual synthesis, we offer a new approach to determining the overall “representativeness”of
a committee or legislature that combines representativeness with diversity. The basic ideas,
presented for the first time, we believe, in Grofman and Feld (1988, unpublished) are similar
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in spirit to that of Chamberlin and Courant (1978), but draw on two seminal ideas in graph
theory, the idea of a k-cover and the idea of a k-basis (Harary, Cartwright and Norman, 1965).
Like Chamberlin and Courant, we abstract away from the mechanism by which representative
are chosen to look at voter preferences about members of possible committees so as to build
up evaluations of committees as a whole from voter evaluations of the individual committee
members. We then look at a minimal k-cover which is the equivalent of a minimax version of
Chamberlin and Courant. Because this approach yields too many feasible committees, we
propose to narrow the selection by imposing a diversity requirement on the set of min-max
committees, in terms of the idea of a minimal k-basis, a set whose members are maximally
distinct from one another.

3.13 Mathematical and Computational Aspects of Constituency
Boundary Drawing in the United States

Bernard Grofman (University of California — Irvine, US)
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We consider mathematical and computational aspects of redistricting (constituency boundary
drawing) in the United States, with particular attention to issues of partisan and racial ger-
rymandering and legal challenges to such gerrymandering involving expert witness testimony.
We pay particular attention to issues tied to computer analysis, e.g., analysis of districting
features such as compactness and computer simulation of all possible plans that satisfy
certain legal criteria. We briefly discuss a pending partisan gerrymandering legal challenge
to Wisconsin congressional districts that will be heard by the U.S. Supreme Court in Fall,
2017, and we offer a five-pronged test for unconstitutional partisan gerrymandering. We also
look at how U.S. redistricting practices differ from those elsewhere in the democratic world.

3.14 Multi-Winner Elections: A Review
Mare Kilgour (Wilfrid Laurier University, CA)
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A Multi-Winner Election is an election that is intended to select a subset of the candidates.
What properties should that subset possess? In most multi-winner elections, it is desirable
that the voters support strongly not only each individual elected candidate, but also the
elected subset as a whole. In multi-winner elections, the desiderata of level of support and
breadth of support are often in conflict, amply illustrated by the well-known “Tyranny of
the Majority” problem.

Multi-winner elections can be classified according to whether the number of winners is
fixed in advance (FNW), or variable — where the voters determine not only who wins, but
also how many win (VNW). Common multi-winner elections are reviewed in light of this
classification and the often-conflicting objectives of individual vs. group support.

Prominent among the reasons why it is difficult to find a good multi-winner election
procedure is that ballots describe only individual candidates, and do not record any assessment
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of subsets of candidates. A voter simply cannot express nuances of preference, such as
candidates who work well, or poorly, together.

One strategy to ensure diversity in the winning subset is to specify which subsets are
admissible, or permitted to win the election. Another method is to select a procedure
for counting the ballots that measures the level of support for individual candidates while
penalizing candidates whose support lacks breadth.

Ballots available for multi-winner elections are reviewed, and the issue of strategy raised.
Even for a sincere voter with well-defined utilities and linear preferences over subsets, it is
not obvious how to fill out some ballots. In addition, even for an FNW election with sincere
voters, the winning subset can depend on the particular ballot form chosen.

Some simple observations about the less-known category of VNW (Variable Number
of Winners) elections are offered, including the work of Duddy and Piggins (and Zwicker)
on aggregation. A new property is proposed that eliminates the possibility of ties. It is
appropriate for a VNW election, including elevation to a hall of fame and short-listing, where
the only objective is to identify the candidates with sufficient individual support.

Multi-winner elections are an important area of rapid scientific progress. Moreover,
improving electronic capabilities have made multi-winner elections more common. If they
are matched by improvements in procedures, there will be new options for efficient opinion-
gathering and accurate expression and understanding of voters’ opinions.
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3.15 Consistent Approval-Based Multi-Winner Rules
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The goal of this talk is to provide an overview of recent work on approval-based multi-winner
rules and discuss research directions. Approval-based multi-winner rules are voting rules that
select a fixed-size group of candidates based on approval ballots. Such rules are applicable to
a wide range of scenarios concerning group decision making and consequently may aim for
widely diverging objectives.


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://arxiv.org/abs/1704.02453
http://arxiv.org/abs/1704.02453
http://arxiv.org/abs/1704.02453

Dorothea Baumeister, Piotr Faliszewski, Annick Laruelle, and Toby Walsh

In this talk, I introduce the class of counting rules and discuss axiomatic characterizations
of rules in this class. In particular, I present axiomatic characterizations of three import
consistent multi-winner rules: Proportional Approval Voting, Multi-Winner Approval Voting
and Approval Chamberlin—Courant. These results demonstrate the variety of multi-winner
rules and the different, orthogonal goals that multi-winner voting rules may pursue.

3.16 Voting in Combinatorial Domains
Jérome Lang (University Paris-Dauphine, FR)
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This talk addresses preference aggregation and voting on domains which are the Cartesian
product (or sometimes, a subset of the Cartesian product) of finite domain values, each
corresponding to an issue, a variable, or an attribute. Practical examples of voting on
such combinatorial domains are multiple referenda, group configuration, and committee
elections. The talk gives a structured survey of classes of methods for voting in combinatorial
domains and relates them to classes of multiwinner elections rules. The talk mostly follows
the handbook chapter J. Lang and L. Xia, “Voting in Combinatorial Domains”, Chapter 9,
Handbook of Computational Social Choice.

3.17 Voting Experiments: First Lessons from the 2017 French
Presidential Election

Annick Laruelle (University of the Basque Country — Bilbao, ES), Sylvain Bowveret (LIG —
Grenoble, FR), and Vincent Merlin (Caen University, FR)
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During the French presidential election in April 2017, a voting experiment was carried online
(on the website https://vote.imag.fr/) and at five polling. Participants were proposed to test
alternative voting procedure such as approval voting, evaluative voting, STV. The aims of
this talk are to the reasons for realizing in situ experiments, to describe the experimental
protocol and to give a few preliminary results and feedback. Above all, the aim is to raise
discussions about what voting theory can learn from this kind of experiments.
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3.18 Multiwinner Voting Rules in Practice: an Efficiency — Inequality
Dilemma

Jean-Francois Laslier (Paris School of Economics, FR)

License @@ Creative Commons BY 3.0 Unported license
© Jean-Francois Laslier

Multiwinner voting rules take as input preferences over candidates and return sets of
candidates. These rules could be used for parliamentary election if electoral law would allow
panachage across parties. Using survey data, we study six such rules that have been proposed
in the literature and illustrate what they could produce using 73 political elections, each of
whom has between 6 and 9 parties. We show in particular how these rules differentiate the
ones from the others according to Proportionality, Efficiency, and Inequality.

3.19 Strategyproof Peer Selection using Randomization, Partitioning,
and Apportionment

Nicholas Mattei (IBM TJ Watson Research Center — Yorktown Heights, US)
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Peer review, evaluation, and selection is a fundamental aspect of modern science. Funding
bodies the world over employ experts to review and select the best proposals of those
submitted for funding. The problem of peer selection, however, is much more universal: a
professional society may want to give a subset of its members awards based on the opinions
of all members; an instructor for a MOOC or online course may want to crowdsource
grading; or a marketing company may select ideas from group brainstorming sessions based
on peer evaluation. We make three fundamental contributions to the study of procedures
or mechanisms for peer selection, a specific type of group decision making problem studied
in computer science, economics, and political science. First, we propose a novel mechanism
that is strategyproof, i.e., agents cannot benefit by reporting insincere valuations. Second,
we demonstrate the effectiveness of our mechanism by a comprehensive simulation based
comparison with a suite of mechanisms found in the literature. Finally, our mechanism
employs a randomized rounding technique that is of independent interest, as it solves the
apportionment problem that arises in various settings where discrete resources such as
parliamentary representation slots need to be divided proportionally.
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3.20 The Optimal Voting Mechanism in the Council of the a Federal
Union

Vincent Merlin (Caen University, FR)
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The main objective of this survey is to review the literature on the selection of a Council or
a Committee in a Federal Union. We will assume that several autonomous authorities (cities,
regions, states) have decided to form a federal union. We do not discuss here the reasons
why the federation exists, nor the extent of its competencies. We posit that each authority is
represented at the federal level by a unique representative. The example we have in mind is
the Council of Minister of the EU, though it can easily be applied to other contexts (eg the
US Electoral College, a parliament, etc. ). In most of the paper, we also assume that the
federation has to take only binary decisions. A representative will vote either ‘yes’ or ‘no’ on
each issue (abstention is not allowed). In this context, we face a mechanism design problem:
What is the best voting mechanism, in order to fulfill a given objective? Said differently,
given the natural boundaries of the districts/cities/region/states, and the impossibility to
organize a direct decision mechanism, what is the best two-tiers voting rule? More precisely,
which weight should we award to each representative, and which quota should we use for the
decision? As we will see, the answer to this question depends upon the criteria we adopt to
judge upon the fairness of the decision, and upon the assumptions we retain to model the
voting behavior of the citizens in each jurisdiction.

3.21 The Power, Success and Size of Voter Groups: Borda vs.
Condorcet vs. Plurality Rule

Stefan Napel (Universitit Bayreuth, DE)
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The talk considers collective decisions between more than two options by a fixed number
of shareholders or homogenous voter groups. The respective voting weights or sizes of the
groups differ. Collective outcomes are then known to be highly sensitive to the adopted
collective choice rule. How could one clarify if — and ideally quantify the extent to which —
adoption of a particular rule benefits a given group a priori, assuming that voting weights
and the number of alternatives are known while the specific alternatives and hence individual
preference rankings are still open? Possible answers are complicated by big differences in the
numbers of structurally distinct weight configurations across decision rules. For instance,
with three groups and three alternatives, there are 51 distinct mappings from the 216 possible
strict preference profiles to a single winner which can be supported by weighted Borda voting,
but only 6 such equivalence classes of weights for plurality voting and 4 under Copeland’s
method; or 5255 vs. 34 vs. 9 equivalence classes of weight distributions with four groups.
Investigation of the geometry of these equivalence classes is a novel and fascinating subject
in itself.
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3.22 The k-Kemeny Rule, and an Incompatibility between
Proportionality and Strategyproofness

Dominik Peters (University of Oxford, GB)
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In this talk, I discuss two topics. First, I describe some interesting complexity questions about
the k-Kemeny rule recently introduced by Bill Zwicker; these mainly concern structured
preferences and parameterized questions. The k-Kemeny rule selects a k-chotomous ordering
that best represents the input preferences. For k > 3, this rule is NP-hard to evaluate.
However, this problem becomes easy if the input preferences are single-peaked, or if they are
purely cocyclic. An interesting challenge for future research would be to see whether these
tractability results can be extended: is evaluation also easy for single-crossing preferences, or
for other notions of structure? Is evaluation easy for almost cocyclic preferences? Further,
many natural approximation and fixed-parameter questions are open for this interesting rule.

Second, I presented an impossibility theorem for approval-based multi-winner rules. In
this setting, Approval Voting (AV), which returns the k candidates with highest approval
scores, is strategyproof in a strong sense. However, AV is not proportional, and if a majority
of voters agrees on k candidates, then the preferences of the minority are completely ignored
by AV. On the other hand, Proportional Approval Voting (PAV), due to Thiele, satisfies a
strong notion of proportionality (namely extended justified representation (EJR), as well
as being a d’Hondt extension). One may wonder whether both of these virtues can be
satisfied together: is there an approval-based multi-winner rule that is both proportional and
strategyproof? Using a technique based on SAT solvers, I show that the answer is no. The
incompatibility holds even for very weak notions of proportionality and of strategyproofness.

3.23 Evaluationwise Strategy-proofness
M. Remzi Sanver (University Paris-Dauphine, FR)
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We consider manipulation of collective decision making rules in a framework where voters not
only rank candidates but also evaluate them as “acceptable” or “unacceptable”. In this richer
informational setting, we adopt a new notion of strategy-proofness, called evaluationwise
strategy-proofness, where incentives of manipulation exist if and only if a voter can replace
an outcome which he finds unacceptable with an acceptable one. Evaluationwise strategy-
proofness is weaker than strategy-proofness. However, we establish the prevalence of a logical
incompatibility between evaluationwise strategy-proofness, anonymity and efficiency. On the
other hand, we show possibility results when either anonymity or efficiency is weakened.
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3.24 Practical Algorithms for Computing STV and Other Multi-Round
Voting Rules

Sujoy Sikdar (Rensselaer Polytechnic Institute — Troy, US)
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STV is one of the most commonly-used voting rules for group decision-making, especially
for political elections. However, the literature is vague about which tie-breaking mechanism
should be used to eliminate alternatives. We propose anytime algorithms for computing
co-winners under STV, each of which corresponds to the winner under some tie-breaking
mechanism. This problem is known as parallel-universes-tiebreaking (PUT)-STV, which is
known to be NP-complete to compute. We conduct experiments on synthetic data and Preflib
data, and show that standard search algorithms work much better than ILP. We explore
improvements to the search algorithm with various features including pruning, reduction,
caching and sampling. We use deep learning models to develop priority functions that further
improve the performance of the search algorithms.

3.25 Proportionality under Multiwinner Rules
Piotr Skowron (TU Berlin, DE)
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We consider multiwinner election rules and discuss some of their properties. In particular we
discuss the concept of proportional representation of multiwinner election rules. Informally,
proportional representation requires that the extent to which a particular preference or
opinion is represented in the outcome of elections should be proportional to the frequency
with which this preference or opinion occurs within the population. We discuss several
approaches which allow to better understand the nature of multiwinner rules with respect to
proportional representation.

3.26 Gibbard-Satterthwaite Games for k-Approval Voting Rules
Arkadii Slinko (University of Auckland, NZ)
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The Gibbard-Satterthwaite theorem implies the existence of voters, called manipulators,
who can change the election outcome in their favour by voting strategically. When a given
preference profile admits several such manipulators, voting becomes a game played by these
voters, who have to reason strategically about each others’ actions. To complicate the game

even further, counter-manipulators may try to counteract potential actions of manipulators.
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Previously, voting manipulating games have been studied mostly for Plurality rule. We
extend this to k-Approval voting rules rules. However, unlike previous studies, we assume that
voters are boundedly rational and do not think beyond manipulating or countermanipulating.
In this paper we look for conditions on strategy sets of voting manipulation games that
guarantee the existence of Nash equilibrium in pure strategies.

3.27 Relation Between Multiwinner Elections and k-Median Problems.
Krzysztof Sornat (University of Wroclaw, PL)
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Main reference Jaroslaw Byrka, Piotr Skowron, Krzysztof Sornat: “Proportional Approval Voting, Harmonic
k-median, and Negative Association”, in CoRR, Vol. abs/1704.02183, 2017.
URL http://arxiv.org/abs/1704.02183

In multiwinner elections we want to choose k winners that they somehow represents voters.
In k-median problems we want to open k facilities that they somehow serve all clients. Voters
has dissatisfaction from choosing particular candidate. Clients has cost of being served by
particular facility. It is all the same! I will show examples of voting rules and k-median
type of problems that are closely related. Then I will focus on approximation algorithms
for such problems. Widely used technique for constructing approximation algorithms is
linear programming relaxation with proper rounding procedures. I will present dependent
rounding [1] that helps us in opening exactly k facilites (choose exactly k winners) keeping
marginal probabilities of opening for each facility. Also I will show our last results on
approximating the minimization version of Proportional Approval Voting (PAV) [2].
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3.28 Constructing a Democratically-Optimal Budget
Nimrod Talmon (Weizmann Institute — Rehovot, IL)
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The budget is the key means for effecting policy in democracies, yet its preparation is
typically an opaque and arcane process, at the end of which the governing body is presented
with a take-it-or-leave-it budget proposal. Participatory budgeting is making inroads in
municipalities, but is typically limited to a small fraction of the total budget. Current
participatory budgeting methods do not scale to entire budgets as they cannot handle
quantitative budget items nor hierarchical budget construction. Here we apply the Condorcet
principle to participatory budgeting and introduce the concept of a democratically-optimal
budget — a budget within a given limit for which there is no other budget within this limit
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that is preferred by a majority of the voters. While a democratically-optimal budget does
not always exist, we show an algorithm that, given a budget proposal, a budget limit, and a
ranking of its items by voters, produces a democratically-optimal budget. Our method can
handle quantitative budget items and supports hierarchical budget construction and thus
may be applicable to entire budgets.

3.29 Aggregation and Orthogonal Decomposition
William S. Zwicker (Union College — Schenectady, US)
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In voting, preferences (submitted as ballots, in any of a variety of formats) are aggregated
into an election outcome; in cluster analysis, similarities and differences are aggregated into
a partition of objects by type; in judgment aggregation, discordant views as to which logical
statements are true and which false are aggregated into a logically consistent collective
judgment; in short, there exist a variety of settings wherein information from multiple sources
is aggregated into a collective decision. Barthélemy and Monjardet [1981] suggest the context
of binary relations as a natural home for a general theory of aggregation, and recommend
the median procedure, defined via a metric on relations, as a flexible method that, when

restricted to various relational classes, yields a number of useful specific aggregation rules.

We reformulate the median procedure in terms of inner product, and argue that two key
orthogonal decompositions:
Explain why certain interesting aggregation rules can be obtained as restrictions of the
median procedure, while other, closely related rules cannot
Suggest modifications to the median procedure to obtain related general procedures that
yield some of these “missing” rules
Identify a key source of disagreement among specific rules: components of information
that play an active role in aggregation via some rules, but are irrelevant for others.
Explain why polynomial time aggregation algorithms exist for some rules, while the
aggregation problem is NP-complete for others
Reveal, for large sub-family of aggregation rules that have been proposed over centuries,
that these rules are less ad hoc, and more closely related to one another, than may first
appear.

4 Working groups

4.1 Voting Experiments

Sylvain Bouveret (LIG — Grenoble, FR), Christian Klamler (Universitit Graz, AT), Annick
Laruelle (University of the Basque Country — Bilbao, ES), Jean-Francois Laslier (Paris
School of Economics, FR), and Vincent Merlin (Caen University, FR)
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Christian Klamler reported the experiment realised during regional elections in Austria. He
explained the administrative difficulties met and the findings, in particular on the voting

129

17261


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/

130

17261 — Voting: Beyond Simple Majorities and Single-Winner Elections

behavior. This experiment was compared to the French one realized by the other participants.
Possible classifications of the candidates were discussed: popular/unpopular/polarized/me-
dium versus exclusive/inclusive. Issues concerning the treatment of the data were raised, in
particular the question of the bias, the robustness of the results. Tests to be realized were
discussed, for instance the single-peakness of voters’ preferences. We end up the discussion
with lines for further research: how to do experiments in the future? In which types of
elections? In which countries?

4.2 Understanding Diversity in Multiwinner Elections

Robert Bredereck (TU Berlin, DE), William Bailey (University of Kentucky — Lexington, US),
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of Amsterdam, NL), Piotr Faliszewski (AGH University of Science and Technology — Krakow,

PL), Bernard Grofman (University of California — Irvine, US), Martin Lackner (University
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Diversity in voting is a multi-faceted issue which is widely neglected from the theoretical
perspective in the area of Computational Social Choice. The discussion group identified
several interesting questions and research directions in which issues of diversity play a role or
may arise:

Diversity with respect to preferences. Are preferences in a profile diverse in the sense that
they reflect a wide range of opinions? In this context, the main idea is to identify
functions that measure the diversity of a preference profile. Natural approaches are based
on the Kendall tau rank distance or on the positions of committee members in the voters’
preferences with respect to natural multi-winner voting rules. This question has been
studied, e.g., by Hashemi and Endriss [3].

Diversity with respect to external attributes. Assuming that committee members have ad-
ditional attributes, is a chosen committee diverse with respect to these attributes? There
are various natural applications including gender balanced committees or program se-
lection processes aiming for a specific ratio of senior and junior researchers. External
attributes, however, require the development of new formal models [2].

Diversity of (multi-winner) rules. Does a multi-winner rule translate diverse preferences
into a diverse committee? Towards developing formal properties of diverse rules, our
discussion group agreed that diverse rules should, to some extent, resist against “cloned
candidates”. The minimax version of Chamberlin Courant together with utilitarian tie-
breaking is a rule which intuitively respects diversity quite well so that characterizations
of that rules seem very interesting. Note that “blind rules cannot distinguish colors”, i.e.,
if a rule is not aware of external attributes of candidates, it cannot take these into account
even if voters’ preferences are diverse with respect to these attributes. Furthermore,
diversity of voting rules can be visualized in the two-dimensional euclidean domain with
histogram plots as introduced by Elkind et al. [1]. Intuitively, diverse voting rules should
reflect the general shape of distributions but ignore intensities.
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In this working group, we considered the design and analysis of voting rules that do not fall
into the standard framework of taking as input either approval ballots or linear orders and
returning as output either a set of winners or a linear order.

In particular, we made some progress in studying an open problem by Bill Zwicker, but
did not settle it. This problem concerns the aggregation of a profile of equivalence relations
into a consensus equivalence relation using the median procedure. This problem is known to
be NP-hard. The question is whether hardness holds even if the input consists of equivalence
relations each of which has at most 2 equivalence classes. An intermediate problem we
considered is which weighted graphs can be constructed using profiles of such equivalence
relations; here, we found a non-universality: some weighted graphs cannot be constructed
using 2 equivalence classes only.

We also discussed some other problem settings. One setting that seemed very natural to
us is the following: Consider the problem of selecting a set of several winners, for example
papers to admit to a conference, students to admit to a PhD program etc. In these cases,
there are several spots available, but the number of winners is not fixed, but endogenously
determined. In such cases, a rule should identify a class of “obvious winners”, a class of
“obvious losers”, and a class of candidates which belong to neither group. This latter, middle
class should ideally be ranked in order of desirability, so that the deciding body can then
choose where to draw the line. The design of good rules of this type is an interesting question
for future work.

We also discussed some sensible rules that aggregate linear orders with an additional
“bar” that identifies some initial segment of each voter’s preference as their approval set.
Several ways of using this information seem sensible, and a closer analysis should form an
interesting starting point for further analysis.
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4.4 \Voting in Larger Contexts

Lisa Rey (Heinrich-Heine-Universitit Disseldorf, DE), Judy Goldsmith (University of
Kentucky — Lexington, US), Marc Kilgour (Wilfrid Laurier University, CA), Stefan Napel
(Universitiat Bayreuth, DE), Ann-Kathrin Selker (Heinrich-Heine-Universitit Disseldorf,
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In this group two questions were discussed: “Voting on ethical theories”, proposed by K.
Brent Venable and “Emotion manipulation”, proposed by Judy Goldsmith. The former
is based on the fact that a human beings’ attitude to morality originates from various
influences such as a local or religious law and follows different mentalities such as deantology
or utilitariarism. In computer science the question arises how to consider these influences on
decision making in for example self-driving cars or automated processes of granting credits
or solving problems. While this question includes the fields of multi-criteria optimisation,
negotiation, and machine learning, we considered decision making in the context of voting and
discussed which properties a voting system should fulfil. On the one hand the voting system
should be unanimous and abstain from electing the Condorcet loser. On the other hand
the winner does not have to be at least one voter’s favourite candidate, which is a desirable
property in many other settings. The question can be extended to different context (Should
the decision be different if there are children in the car?) or by including weights on the types
of consequences. The latter, emotion manipulation, is based on the hypothesis that people
vote differently under the influence of emotions. Angry voters tend to act while frightened
voters tend to do careful research first. This observation is connected with observations of
people with addictions. Amongst others, ideas were to formalise voting over time in this
context, to consider to which extend the prevention of such behaviour is still democratic, or
how this behaviour can be recognised in the voter’s preferences. As an aim we considered a
continuity of the voting rule with respect to its input, comparable to Condorcet-consistency,
taking statistical models into account. This model should measure the impact of occurring
changes. A theoretical analysis of changes on the election outcome could interdependent with
a psychological study of the kind of the occurring changes in votes under different moods.

4.5 Proportionality in Multiwinner Elections

Piotr Skowron (TU Berlin, DE), Haris Aziz (Data61 — Sydney, AU), Steven J. Brams (New
York University, US), Markus Brill (TU Berlin, DE), Edith Elkind (University of Oxford,
GB), Svetlana Obraztsova (Nanyang TU — Singapore, SG), and Krzysztof Sornat (University
of Wroclaw, PL)
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In a multiwinner election the goal is to select a given-size committee, i.e., a subset of the set
of candidates, based on the preferences of the voters over the candidates. Selecting a group
of representatives for a given society is a prime example of multiwinner elections. In such
cases, one often expects the election rule to follow the principle of proportionality, i.e., that
sufficiently large homogeneous groups of voters are represented in a committee and that the
numbers of representatives that such groups get in a committee are proportional to their
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sizes. The concept of proportionality is well-understood in the context of apportionment,
i.e., when each voter votes for a single political party, and when parliamentary seats need to
be distributed among political parties. Informally speaking, in the apportionment model
the proportionality means that the number of seats assigned to a political party should be
roughly proportional to the size of the electorate that voted for such a party [1].

The concept of proportionality of apportionment is helpful for understanding how pro-
portional or disproportional are certain multiwinner rules [2]. Indeed, an instance of an
apportionment can be also viewed as an instance of an approval-based multiwinner election,
by assuming that a vote for a party is a vote approving all the members of the respective party.
When viewed from this perspective, each multiwinner rule induces a certain apportionment
method, and looking at which rules induce which apportionment methods can give us some
insights into how proportional are these rules.

An interesting model which gives more flexibility to the voters than the classic apportion-
ment setting, but less than the model of multiwinner elections, is when we allow the voters
to approve multiple parties. Then, the concept of proportionality can be interpreted in a
number of ways which we illustrate using the following example.

» Example 1. Assume there are four parties, A, B, C, and D, that we are looking for a
committee of size k = 10, and that there are the following votes:

20 votes: {A}
60 votes: {B,C}
20 votes: {C, D}

The above notation means that 20 voters approve party A, 60 voters approve two parties: B
and C, and 20 voters — parties C' and D.

One approach to interpret a vote {B,C} in the above example is that a voter who casts
such a vote is perfectly happy if his vote supports party B or party C. With this approach,
we can interpret the above instance as an approval-based multiwinner election, by assuming
that a vote for {B,C} corresponds to approving all members of B and all members of C.
Next, we can apply one of the proportional approval-based multiwinner rules to such obtained
instance. For instance, by applying Proportional Approval Voting (PAV) to the instance
obtained from the profile from Example 1, we see that a solution which allocates 2 seats to
party A, 6 seats to party B and 2 seats to party D is proportional.

One drawback of the previous interpretation is that party C' can get no seats even though
it is approved by 80% of voters. Thus, this interpretation does not provide fairness to
the parties. This motivates another approach: a vote for {B,C} shows an intention of
distributing the voter’s support equally between the two parties. If this is the case, we can
say that the total support that parties A, B, C', and D received is equal to, respectively, 20,
30, 40, and 10. Thus, an allocation where these four parties get, respectively, 2, 3, 4, and 1
seat would be proportional.

Summarizing, an exploration of different approaches to designing and understanding
systems of apportionment where voters can approve multiple political parties is an interesting
line of research.
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—— Abstract

This report documents the program and the outcomes of Dagstuhl Seminar 17262 “Federated
Semantic Data Management” (FSDM). The purpose of the seminar was to gather experts from
the Semantic Web and Database communities, together with experts from application areas, to
discuss in-depth open issues that have impeded FSDM approaches to be used on a large scale.
The discussions were centered around the following four themes, each of which was the focus of a

separate working group: i) graph data models, ii) federated query processing, iii) access control
and privacy, and iv) use cases and applications. The main outcome of the seminar is a deeper
understanding of the state of the art and of the open challenges of FSDM.
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The Semantic Web is an extension of the World Wide Web in which structured data and its
meaning is represented in a form that can be readily accessed and exploited by machines.
The foundation of this representation is a graph-based data model defined by the Resource
Description Framework (RDF). This framework allows for data management approaches that
focus on manipulating and using data in terms of its meaning. We refer to this type of data
management as semantic data management.

In addition to centralized access to RDF datasets, Web-based protocols such as the
SPARQL protocol enable software clients to access or to query RDF datasets made available
by remote servers. By integrating such remote data sources as members of a federated
system, software clients may answer cross-dataset queries without having to retrieve various
datasets into a single repository. Given such a federation, the complexity of problems of
query processing and semantic data management increases due to additional parameters
such as variable data transfer delays, a changing availability of federation members, the size
of the federation, and distribution criteria followed to place and semantically link data in
different datasets of the federation. Moreover, whenever data is replicated across federations,
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synchronization is required to ensure that all changes are propagated and the semantics of
data is preserved. Despite a large number of technologies developed by the Semantic Web and
Database communities to address problems of semantic data management, we still observe a
significant lack of efficient and effective solutions to the problems of federated semantic data
management (FSDM), which prevents the development of real-world applications on top of
Semantic Web technologies. Additionally, existing proposals to evaluate such solutions do
not sufficiently cover the large number of parameters that affect FSDM and the complexity
of tradeoffs. More specifically, variables and configurations that considerably affect the
federated semantic data management problems are not sufficiently defined or even considered
in state-of-the-art testbeds (e.g., network latency, data fragmentation and replication, query
properties, or frequency of updates).

The aim of the Dagstuhl seminar was to gather experts from the Semantic Web and
Database communities, together with experts from application areas, to discuss in-depth
open issues that have impeded FSDM approaches to be used on a large scale.

The following crucial questions were posed as a basis for the discussions during the seminar:
Q1 Can traditional techniques developed for federations of relational databases be enriched

with RDF semantics, and thus provide effective and efficient solutions to problems of

FSDM?

Q2 What problems of FSDM present new research challenges that require the definition of
novel techniques?
Q3 What is the role of RDF semantics in the definition of the problems of FSDM?

To discuss these questions the participants of the seminar were grouped according to
their areas of expertise and interests. In particular, the seminar focused on four main topic
areas (see below). The results of the group discussions were presented in plenary sessions
and will be compiled into manuscripts with which the seminar outcomes will be disseminated.
As a basis of the group work, and to establish a common understanding of key concepts and
terminology, the seminar included a few short, survey-style talks on a number of related
topics. In particular, these talks covered:

“Graph data models and graph databases” (given by Olaf Hartig),

“RDF and semantics” (by Claudio Gutierrez),

“Policies and access control” (by Sabrina Kirrane and Piero Andrea Bonatti),

“Database privacy” (by Johann-Christoph Freytag),

“Distributed database systems” (by Katja Hose), and

“Federated query processing” (by Maria-Esther Vidal).

In addition to these survey talks, every participant was given the chance to briefly
highlight their research as relevant for the seminar. Moreover, in a demo session, some of
the participants showcased their FSDM-related systems and tools, which gave interested
attendees of this session an opportunity to play with and better understand these systems
and tools. The systems and tools demonstrated in this session were the following:

Triple Pattern Fragments client that runs in a browser and executes queries over a

federation of Triple Pattern Fragment (TPF) interfaces (demonstrated by Joachim

Van Herwegen),

Network of Linked Data Eddies (nLDE), an efficient client-side SPARQL query engine

for querying server-side data that can be accessed via a TPF interface (demonstrated by

Maribel Acosta),

Ladda, a framework for delegating TPF-based query executions among multiple browsers

(demonstrated by Hala Skaf-Molli),
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Quartz, a system for querying replicated Triple Pattern Fragments (demonstrated by
Hala Skaf-Molli),

Ontario, a federated SPARQL query engine for heterogeneous sources represented in
different raw formats (demonstrated by Maria-Esther Vidal),

Ultra Wrap, a framework for integrating relational databases using SPARQL federation
(demonstrated by Juan Sequeda),

Ephedra, a SPARQL federation engine that combines SPARQL services with other services
(demonstrated by Peter Haase),

JedAI an entity resolution toolkit (demonstrated by Themis Palpanas), and

Ezemplar Queries, a framework for query answering using knowledge graphs (demon-
strated by Themis Palpanas).

As mentioned before, besides the short survey talks, the demos, and the participants’
presentations, the major focus of the seminar was on discussions in four working groups,
where each of these groups addressed a different topic area. The remainder of this section
provides a brief overview of the four topic areas covered by the groups and the respective
results. More detailed summaries provided by each of the four groups can be found in a
separate section of this report.

Graph Data Models. Graph data models such as the RDF data model allow for a repres-
entation of both data and metadata using graphs of nodes that represent entities, and edges
that model connections between entities. Graph data management encompasses techniques
for managing, querying, and analyzing graph data by utilizing graph-oriented operations.
SQL-like query languages have been defined for evaluating declarative queries over graph
data; additionally, well-known algorithms are utilized for computing graph invariants (e.g.,
triangle counting or degree centrality) and for solving typical graph problems (e.g., finding
shortest paths, traversals, or dense subgraphs). Furthermore, several real-world applications
have been built on top of existing graph-based tools (e.g., community detection, centrality
analysis, and link prediction). Graphs naturally represent a wide variety of domains (e.g.,
social networks, biological networks) in which data, interconnectivity, and data topology all
are first-class citizens, with RDF data being one example of graph data.

During the Dagstuhl seminar, a working group was formed to discuss whether tools
for graph data management are sufficient to model and to manage the semantics in RDF
data, taking into account that characteristics of the RDF data model (e.g., blank nodes and
SPARQL operators) may affect tractability of the graph-based tasks in a federation of RDF
graphs. As a first result of this discussion, the working group made the following observation.
In contrast to other graph data models and query languages, the RDF data model is a
“universal” data model in the sense that it is designed for sharing data and knowledge in
an unbounded space such as the Web. To continue the discussion, the group introduced
a definition of the notion of FSDM and identified five principles that characterize FSDM:
universality, unboundedness, dynamicity, network protocols, and semantics. Based on further
discussion that took into account these principles, the group made two conjectures that they
plan to elaborate on in a future publication and that can be summarized as follows. First,
it is impossible to build a FSDM system that fully achieves universality, unboundedness,
and dynamicity, all at the same time. Second, the concepts of federation and semantics are
interdependent and must be tackled together to develop effective and efficient solutions for
building FSDM systems.

Federated Query Processing. A vast number of approaches have been developed to provide
a unified interface for querying federations of data sources. In the context of federations of
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RDF datasets, existing approaches focus on two problems: the problem of selecting the RDF
datasets required to execute a federated query, and the problem of executing the resulting
sub-queries efficiently against the selected data sources. Although federated query processing
has been studied extensively, a number of important problems are still open, and more
challenges are likely to come up as the complexity of federations increases (e.g., by increasing
numbers of federation members, by replication and fragmentation of RDF data, and by
federation members that update their RDF data autonomously).

During the Dagstuhl seminar, a working group was formed to discuss the problem
of federated query processing over RDF data sources. Challenges imposed by the semi-
structured nature of RDF, unpredictable behavior and dynamicity of Web-accessible RDF
sources, and the role of the entailment regimes guided the group discussions and allowed for
enumerating the main differences with the problem of federated query processing against
relational databases. The group focused on the formal definition of the problem, as well
as on the formalization of the subproblems of source selection, query decomposition, and
query execution. As a first result, the group identified that the entailment regimes to be
performed over a federation of RDF sources, as well as data replication and dynamicity, access
control policies, and SPARQL query capabilities, play a crucial role in source selection, query
decomposition, and query execution. State-of-the-art techniques implemented by existing
approaches (e.g., FedX, ANAPSID, or Linked Data Fragments) were discussed and compared
based on this formalization; the group concluded that none of existing approaches takes
into account all these characteristics of RDF data sources, being required further analysis
and work to empower them to solve the formalized problems. Finally, the impact of these
characteristics on the performance of SPARQL operators (e.g., join, union, or optional) was
discussed. The group concluded that although physical operators implemented by existing
approaches are capable of adjusting query execution schedulers to RDF source availability,
they are unable to adapt their execution to other RDF source characteristics, e.g., supported
entailment regimes or data evolution. These issues remain open as well, and require further
study from the semantic data management community.

Access Control and Privacy. Solutions to the problem of modeling access control policies
for Web resources have been benefited from Semantic Web technologies. Existing rule-based
logic languages rely on ontology-based reasoning tasks to represent reactive policies for access
control, and to enforce and to propagate trusted and policy-compliant interactions across
resources in RDF datasets. For instance, the Open Digital Rights Language (ODRL) is
a rule-based approach that allows for a description of policies to access and to exchange
Web resources. Nevertheless, as per the Linked Data publishing principles, RDF properties
associated with any resource can be accessed by de-referencing their corresponding URL. In
applications of domains of FSDM such as personalized medicine or finances, only authorized
and privacy-respecting access is allowed. Thus, novel approaches are required to bridge the
gap between access-control models and unrestricted access to RDF resources.

A working group with a focus on access control and privacy discussed the following open
issues: a) formalisms to specify access-control and privacy policies of federation resources
and to reason over the meaning of these resources; and b) techniques that enable systems
to enforce privacy-aware and security-aware policies whenever a resource is accessed. After
concluding that there are too many open challenges to be all solved immediately, the group
agreed to focus on access control. Next, the group discussed conceptual access control
models and achieved a better understanding of requirements of a conceptual framework to
analyze policy-aware federated Semantic Web architectures. Finally, the group defined such
a framework and made plans for a publication about it.



Olaf Hartig, Maria-Esther Vidal, and Johann-Christoph Freytag

Use Cases and Applications. In addition to the first three working groups that focused on
various more technical aspects of building FSDM systems, a fourth working group looked into
applications of FSDM and use cases in which adopting FSDM would be beneficial. Specifying
such use cases, as well as documenting the usage of FSDM systems in existing applications, is
important to better understand the requirements and the challenges of FSDM and to derive
realistic testbeds for approaches to build FSDM systems.

A key observation of the work group was that approaches to apply FSDM can be
categorized into two classes depending on whether they focus i) on explorative, open-domain
querying or ii) on controlled, close-domain querying. Then, the working group identified
a broad set of general use cases of FSDM. Thereafter, the group defined a framework for
developing specific use cases. This framework introduces a set of requirements for the
specification of a use case. Finally, the group applied their framework to develop a number
of example use cases.
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3 Overview of Talks

This section contains brief summaries by all participants of their research related to the
topic of the seminar. During the seminar, all participants gave a lightning talk to highlight
their work. Additionally, some of this work has been presented at a demo session during the
seminar, others has been the topic of discussions during the seminar.

3.1 Query Processing over Graph-structured Data on the Web
Maribel Acosta (KIT — Karlsruher Institut fir Technologie, DE)

License ) Creative Commons BY 3.0 Unported license
© Maribel Acosta

Linked Data initiatives have encouraged the publication of large datasets on the Web. As a
result, a huge dataspace of graph data has emerged, where data is represented using the RDF
data model and can be queried using the SPARQL language. Despite these developments,
the Web-like characteristics of Linked Data sources pose fundamental challenges on the
efficiency and effectiveness of query processing engines over autonomous Linked Data sources.
To address these challenges, this thesis focuses on the definition of flexible query processing
strategies over RDF graphs on the Web.

Regarding efficient query processing, the lack of statistics about the data and unpredictable
data transfer delays can negatively impact the performance of engines that consume Linked
Data. This problem is mainly generated because existing engines execute fixed plans following
the traditional optimize-then-execute paradigm. To tackle this problem, this thesis presents
an adaptive SPARQL engine tailored to execute queries against remote Linked Data sources.
Our solution comprises query optimization techniques to devise effective plans. The plans are
executed following an adaptive strategy to change execution schedulers according to current
conditions and reduce query runtime. The results of our empirical studies indicate that our
solution outperforms static query schedulers. Our results also provide novel insights about the
tradeoffs of different adaptive strategies when evaluating selective and non-selective queries.

An orthogonal but equally important aspect of querying Linked Data is the quality of
the retrieved data. Executing SPARQL queries against graphs with quality issues leads to
low-quality results. To tackle this problem, we propose a novel hybrid engine that integrates
humans into query processing to enhance the quality of SPARQL query answers. Our
solution relies on the graph structure of RDF data to decide on-the-fly which parts of a query
should be crowdsourced. Experimental results show that our engine is able to enhance the
completeness of SPARQL queries.
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3.2 SPARQL Query Processing with Apache Spark
Bernd Amann (University Pierre & Marie Curie — Paris, FR)
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Main reference Hubert Naacke, Bernd Amann, Olivier Curé: “SPARQL Graph Pattern Processing with Apache
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ACM, 2017.
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For guaranteeing scalability, high availability and fault tolerance, RDF store implementations
are rarely built from scratch but rather designed on top of a existing data processing
engines. Following this line of work, we propose and compare five SPARQL query processing
approaches using standard hash-join and broadcast join implementations on top of Apache
Spark. Our experimentations on real-world and synthetic data sets emphasize that hybrid
join plans using both broadcast or hash-join join operators simultaneously are outperforming
plans using only one kind of operator.

3.3 Linked Data Containers — Shipping Linked Data and Data
Management Capabilities to Consumers

Soren Auer (Universitdt Bonn, DE)

License @@ Creative Commons BY 3.0 Unported license
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The amount of Linked Data both open, made available on the Web, and private, exchanged
across companies and organizations, have been increasing in recent years. Maintaining
and making this data available is mainly in the responsibility of data providers. Moreover,
building applications on top of Linked Data in order to provide, for instance, analytics,
data access control, and privacy is left to the end user or data consumers. However, many
resources in terms of development costs and equipment are required by both data providers
and consumers, thus impeding the development of real-world applications over Linked Data.
We propose to encapsulate Linked Data and data processing functionalities in a client-side
system called Linked Data Container, intended to be used by data consumers. Linked Data
Containers can be deployed on the data consumer environments, ranging from Big Data to
light-weight platforms.

As we learned in numerous workshops with more than 50 partner companies of the
Industrial Data Space Association, keeping some level of control over the data — called data
sovereignty — is a key requirement in industrial data sharing scenarios and currently the
main obstacle for establishing data value chains in the industry. In many cases, cooperation
partners should only gain access to a well defined fragment or usage access regime of the data.

For example, a cooperation partner in a customer bonus program, should be enabled
to access information about a specific customer (e.g., identified by name or member id),
but not be allowed to retrieve all customers with email and mailing addresses. In physical
value chains, containers play a key role in material, component, half product, and product
exchange. Containers in most cases fulfill the function to secure, condition (e.g., cool/warm),
observe, or provide access to their containment.
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We propose the concept of Linked Data Containers, which is a key element in the
Industrial Data Space reference architecture. In order to realize the concept, we advocate
for bundling data, security, access, and data processing functionality in a single artifact —
the Linked Data Container. The approach can based on the recently emerging light-weight
virtualization techniques and load balancing for scalable, high-performance query execution.
As a result, LDC represents a novel data sharing and access paradigm, which balances costs
and efforts differently between data provider and consumer than prior solutions (such as
dumps, SPARQL endpoints, or TPFs). It enables controlling data access even after data
shipping, thus it contributes to increased data sovereignty and consequently, in summary, it
better fulfills the requirements of industrial data value chains.

3.4 Decentralizing the Semantic Web: Who will pay to realize it?
Abraham Bernstein (Universitat Zirich, CH)
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Fueled by enthusiasm of volunteers, government subsidies, and open data legislation, the
Web of Data (WoD) has enjoyed a phenomenal growth. Commercial data, however, has
been stuck in proprietary silos, as the monetization strategy for sharing data in the WoD is
unclear. This is in contrast to the traditional web where advertisement fueled a lot of the
growth. This raises the question how the WoD can (i) maintain its success when government
subsidies disappear and (ii) convince commercial entities to share their wealth of data.

In this talk based on a paper [1], we propose a marketplace for decentralized data
following basic WoD principles. Our approach allows a customer to buy data from different,
decentralized providers in a transparent way. As such, our marketplace presents a first step
towards an economically viable WoD beyond subsidies.
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3.5 Security, Privacy, and Semantics: Challenges and Opportunities
Piero Andrea Bonatti (University of Naples, IT)
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After the initial focus on fully open data, the research on semantic data management is now
facing the lack of support to access control and privacy enforcement. The knowledge-based
nature of semantic (meta)data and the size of policies and policy-related information introduce
further difficulties in the enforcement mechanisms, including anonymization, inference control
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etc. There is an urgent need of collecting requirements both from federated query processing

and from security/privacy enforcement, and assembling a framework for secure and privacy-

enhancing federated, semantic query processing. Some of the hard challenges are:

1. Finding an optimal tradeoff between the expressivity of policy languages and the com-
plexity of reasoning about policies.

2. Choosing a suitable confidentiality criterion to protect knowledge from attacks based
on inference and metaknowledge. Such criterion should take into account also the
probabilistic inferences that can be made with the help of machine learning algorithms.

3. According to the forthcoming General Data Protection Regulation, none of the anonymiz-
ation methods known today produces data that can be regarded as anonymous in a legal
sense. Consequently, it is crucial to manage data-subjects’ consent to data processing
(which makes it legal when data are not ideally anonymous and the processing does not
belong to a short list of special cases of public interest).

Here semantic languages and technologies can solve a number of problems related to
expressiveness, flexibility, and interoperability. This is the approach taken, for instance,
in the H2020 project SPECIAL.
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3.6 Framework for Allowing Secure and Private Access over a
Federation of SPARQL Endpoints

Carlos Buil-Aranda (TU Federico Santa Maria — Valparaiso, CL)

License @@ Creative Commons BY 3.0 Unported license
© Carlos Buil-Aranda
Joint work of Sabrina Kirrane, Johann-Christoph Freytag, Piero Andrea Bonatti, Katja Hose, Jorge Lobo,
Stasinos Konstantopoulos, Carlos Buil-Aranda

Semantic Federated Query Processing has been focused so far in improving the access to a
set of SPARQL endpoints (RDF databases) and in selecting to which databases send the
SPARQL queries in the main federated query. However all these improvement assume that
all data is distributed across open and free to access RDF databases and none of the existing
systems assume that these data may have restricted access or security policies to access the
exposed data. To solve this problem we envisaged an abstract model for enabling policies
in a federated data environment, security management and enforce nodes enforce in the
federation engine to use a security and access framework. This model presents a framework
in which a Semantic Federated Query Processing System should accommodate for effectively
implementing security and privacy over the data it is being federated.
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3.7 ACQUA: Approximate Continuous QUery Answering over Streams
and Dynamic Linked Data Sets

Emanuele Della Valle (Polytechnic University of Milan, IT)
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Web applications that federate dynamic data stream with distributed background data are
getting a growing attention in recent years. Answering in a timely fashion, i.e., reactiveness,
is one of the most important performance indicators for those applications.

The Semantic Web community showed that RDF Stream Processing (RSP) [1] is an
adequate framework to develop this type of applications. However, RSP engines may lose their
reactiveness due to the time necessary to access the background data when it is distributed
over the Web. State-of-the-art RSP engines remain reactive using a local replica of the
background data, but it progressively becomes stale if not updated to reflect the changes
in the remote background data. For this reason, in the last two years, we investigated
maintenance policies of the local replica that guarantee reactiveness while maximizing the
freshness of the replica. They are collectively named ACQUA: Approximate Continuous
QUery Answering over streams and Dynamic Linked Data sets.

In the early work [2], we focused on a continuous join operator between background data
(accessed using a SPARQL 1.1 service clause) and stream data (accessed using an RSPQL
WINDOW clause) assuming a 1:1 correspondence between the mappings returned on the
window clause and those returned by the service clause. Then, we extended it in three
directions: 1) we allowed an N:M relationship in the join [3], 2) we showed it is possible to
dynamically adjust the policy [3] and 3) we added a filter clause to the service clause [4].
More recently, we showed that the opinion of multiple policies can be combined using rank
aggregation[5].
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3.8 Why Federated Semantic Data Management Must Be FAIR
Michel Dumontier (Maastricht University, NL)
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New infrastructure is needed to make digital content findable, accessible, interoperable, and
reusable, as defined by the FAIR (Findability, Accessibility, Interoperability, and Reuse)
principles [1]. The FAIR principles articulate a new direction for the management of digital
content: that the use of globally unique, persistent identifiers to denote and retrieve structured
data and metadata that meet the expectations of their communities and are expressed using
global standards for semantic knowledge representation. These are all crucial aspects of
Federated Semantic Data Management (FSDM). However, for FSDM to be truly realized on
a global scale, new efforts must be made to create a social-technical infrastructure. Critically,
we believe that efforts must be made to build out capacity, in sustainable manner, to publish,
find, and reuse FDSM components including identifiers, descriptions, mappings, queries,
formats, procedures, analytics, visualizations, etc. Having such components available will
usher a next generation of the semantic web that people can truly embrace.
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3.9 Privacy in the Context of Federated Semantic Data
Management (FSDM) Systems

Johann-Christoph Freytag (Humboldt-Universitat zu Berlin, DE)
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Although privacy and its protection is quite well understood in the context of tabular
data there has been little to no work how to take the concepts based on k-anonymity and
differential privacy into the federated semantic web world. Based on the existing concepts
for FSDM systems this workshop should give an understanding what the requirements and
the challenges are to introduce privacy into this world.

For this workshop I presented our work on how to detect breaches of privacy when
executing a sequence of queries over a database table that stays unchanged. I show how to
transform this problem into a (bipartite) graph problem and outline the challenges of how to
perform inference on a set of graphs that represent the anonymized query results.
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3.10 Semantics of RDF and SPARQL: Some Considerations
Claudio Gutierrez (University of Chile — Santiago de Chile, CL)
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The semantics of RDF and SPARQL combine opportunities and challenges for dealing with
federation in the open world of the Web. On one hand, it they allow (real) distributed
creation and management of resources and vocabulary and distributed population and
linking of distributed data. On the other hand, addressing incomplete information in these
specifications is both complex and obscure and the logic of RDF combined with that of
SPARQL is complex (even if we restrict to RDFS). In one sentence, RDF and SPARQL offer
rich opportunities to deal with federation at Web level.

Under the above border conditions, my suggestion is to address, to start building,
federation with basic RDF and the relational core of SPARQL (Select, Filter, And, Union,
and Except, that is, the Select, Where, Natural Join, Union All and Except of SQL, see [1]),
frameworks that offer all the securities and background of SQL.

Once this basic floor is firmly established, one could think of extending in the several
possible directions that this core offers, namely, Bags, Incomplete information (blanks and
unbound), Paths, Subqueries and Aggregation combined with some of the others, and most
important, delegation features (the From Named, Graph, and Service features). Of course
there are more possible extension, that I consider at this point —due to the state of the art
in the previous levels— theoretical exercises: depth Logical reasoning, the interplay between
CWA and OWA, several protocols (like update), etc.

Summarizing, SPARQL is an extremely complex language, and we do not know yet how
the semantics of each extension interacts with other parts of the specification. This void is
extremely dangerous when developing federation (that assumes each party will trust other
pieces of the system). Thus my suggestion to start studying and developing federation using
the simple and trusted core indicated.
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3.11 Ephedra: Extending SPARQL Federation for Efficient
Combination of RDF Data and Services

Peter Haase (Metaphacts GmbH, DE)
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Knowledge graph management use cases often require addressing hybrid information needs
that involve multitude of data sources, multitude of data modalities (e.g., structured, keyword,
geospatial search), and availability of computation services (e.g., machine learning and graph
analytics algorithms). Although SPARQL queries provide a convenient way of expressing
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information needs over RDF knowledge graphs, the level of support for hybrid information
needs is limited: existing query engines usually focus on retrieving RDF data and only
support a set of hard-coded built-in services. In this paper we describe representative
use cases of metaphacts in the cultural heritage and pharmacy domains and the hybrid
information needs arising in them. To address these needs, we present Ephedra: a SPARQL
federation engine aimed at processing hybrid queries. Ephedra provides a flexible declarative
mechanism for including hybrid services into a SPARQL federation and implements a number
of static and runtime query optimization techniques for improving the hybrid SPARQL
queries performance.

3.12 Integration and Interoperability of Graph-Data Systems
Olaf Hartig (Linképing University, SE)
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My current research agenda focuses on establishing and on studying the notion of a federation
of graph data systems. More precisely, I will investigate approaches (i) to integrate graph
data across different systems that manage and process such data, and (ii) to integrate such
systems as members of a federated system; this federated system will be able to perform
workloads of queries and analysis algorithms transparently on the data that is distributed
over the federation members. As an initial step towards such an integration I am investigating
approaches to reconcile RDF and Property Graphs, which are the two prevalent graph data
models used in many graph data systems. My current effort to achieve such a reconciliation [1]
focuses on extending the RDF data model and its query language SPARQL to allow users to
capture and query statement-level metadata [2].
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3.13 Federated Linked Data in Libraries
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As a provider of RDF data the German National Library is tracking requirements to data
modeling as well as infrastructure to support the intended usage of its data on the web: to
be queried along with related and linked datasets. In order to be able to offer a sensible
and reliable service we need to forecast user needs by monitoring the latest developments in
the relevant research disciplines. Library metadata management is currently seeing a shift
in data model — semantically as well as technically. This is a worldwide process which the
German National Library actively involves in.
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3.14 Linked Open Data, Federations, and beyond
Katja Hose (Aalborg University, DK)
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In the past couple of years numerous approaches and techniques for query processing in
federations of SPARQL endpoints and over Linked Open Data have been proposed by the
research community. These techniques cover various subproblems, such as indexing, join
processing, reasoning, query optimization, knowledge extraction, quality and completeness of
knowledge bases as well as data integration, semantic data warehouses, and many more. As
discussed in this talk, we are still far from having reached a point where we can conclude
that we have found sufficiently good solutions for query processing in this setup. Apart from
finding an overall solution that combines solutions to all these subproblems [1, 2], we are
even still missing solutions for seemingly small problems, such as encoding metadata.
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3.15 The Next Generation Internet of Autonomy
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The Next Generation Internet should be about autonomy. Both organisations and individuals
need to be able to publish both structured and unstructured data in a manner that allows
them to control who can access, what data, under which constraints. Such a vision will
require the adoption of existing and the development of new security and privacy mechanisms
for control, transparency and compliance checking. Data consumers will naturally need
to deal with diversity in the data and the query mechanism, this becomes much more
complicated when there is a need to query distributed data sources. The focus of our work
is to understand how existing federated query engines can be enhanced in such a way that
both open and closed data can be queried in a manner that is capable of dealing with
access and usage policies that are attached to the data, taking into consideration various
robustness requirements.
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3.16 Intelligent Data Management
Stasinos Konstantopoulos (Demokritos — Athens, GR)
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In general, looking into the intersection of artificial intelligence with various subjects, including
robot perception [1], computational linguistics [2], health data processing, and in particular
when it comes to Dagstuhl, federated query execution planning and optimization [3, 4].
The access control and privacy group attracted my attention, as it puts forward challenging
requirements for federated query processors: to offer the SPARQL programmer a seamless
and transparent integrated view of a system of endpoints that comprises public endpoints and
endpoints that impose complex and heterogeneous restrictions on data access and processing.
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3.17 Privacy and Security in the Semantic Web
Jorge Lobo (UPF — Barcelona, ES)
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Although much work has been done in the semantic web, issues of privacy and security have
not been explored. Nevertheless, the field and the existing federation systems have reached
the maturity to require a more systematic study of these issues. I have been working in
policy-based management for distributed systems for more than a decade and I have come to
the meeting to better understand the particularities of working on the open web that might
need to be considered when developing a security and privacy policy management framework
for the semantic web. It is foreseen that such a framework will touch upon several lines of
work in policy management, from authoring to refinement, composition and analysis.
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3.18 Semantic Web in the Fog of Browsers
Pascal Molli (University of Nantes, FR)
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Imagine connecting thousands of web browsers with browser-to-browser connections, sharing
storage, bandwidth, and CPU. This builds a fog of browsers where end-user devices are
ready to collaborate. Imagine semantic fog applications running in fogs of browsers, querying
the linked data servers hosted in the cloud and data hosted in the fog. Fogs of browsers
running semantic fog applications create a new massively decentralized infrastructure where
RDF data and SPARQL query processing are available both on web servers and on browsers.
I explore new opportunities and research challenges opened by a fog of browsers for the
semantic web.

3.19 Query Optimization against Federations of SPARQL Endpoints
Gabriela Montoya (Aalborg University, DK)

License ) Creative Commons BY 3.0 Unported license
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Main reference Gabriela Montoya, Hala Skaf-Molli, Katja Hose: “The Odyssey Approach for Optimizing Federated
SPARQL Queries”, in CoRR, Vol. abs/1705.06135, 2017.
URL http://arxiv.org/abs/1705.06135

Optimization of SPARQL queries against federations of SPARQL endpoints includes: i) source
selection: identifying relevant sources for each triple pattern; ii) query decomposition:
combining triple patterns into subqueries to be evaluated at the endpoints; iii) join ordering:
identifying the best order to evaluate the subqueries and the best ways to combine their results.

Query decomposition in the context of federations with replicated data can exploit
knowledge about how data have been replicated to decompose the queries into subqueries
that reduce the amount of data transfer by sending more selective subqueries to endpoints.
These subqueries exploit data locality present at the endpoints to improve their availability.

If some knowledge about the data exposed by the endpoints is available, it could be
exploited to obtain good estimations of cardinality that lead to generate good plans. These
plans have less subqueries and during execution they require the transfer of less data and
exhibit fast execution time.

References
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erated queries in presence of replicated fragments”. J. Web Sem. 42: 1-18 (2017)
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3.20 Online Query Answering Using Knowledge Graphs, and Entity
Resolution for Very Large and Highly Heterogeneous Data

Themis Palpanas (Paris Descartes University, FR)

License @ Creative Commons BY 3.0 Unported license
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Search engines are continuously employing advanced techniques that aim to capture user
intentions and provide results that go beyond the data that simply satisfy the query conditions.
Examples include the personalized results, related searches, similarity search, popular and
relaxed queries. In this work we introduce a novel query paradigm that considers a user query
as an example of the data in which the user is interested. We call these queries “exemplar
queries”. and claim that they can play an important role in dealing with the information
deluge. We provide a formal specification of the semantics of such queries and show that
they are fundamentally different from notions like queries by example, approximate and
related queries. We provide an implementation of these semantics for graph-based data
and present an exact solution with a number of optimizations that improve performance
without compromising the quality of the answers. We study two different similarity functions,
isomorphism and strong simulation, for retrieving the answers to an exemplar query, and
we provide solutions for both. We also provide an approximate solution that prunes the
search space and achieves considerably better time-performance with minimal or no impact
on effectiveness. We experimentally evaluate the effectiveness and efficiency of these solutions
with synthetic and real datasets, and illustrate the usefulness of exemplar queries in practice.
In addition, we present JedAl, a toolkit for Entity Resolution that can be used in three
different ways: as an open-source Java library that implements numerous state-of-the-art,
domain-independent methods, as a workbench that facilitates the evaluation of their relative
performance and as a desktop application that offers out-of-the-box ER solutions. JedAl
bridges the gap between the database and the Semantic Web communities, offering solutions
that are applicable to both relational and RDF data. It also conveys a modular architecture
that facilitates its extension with more methods and with more comprehensive workflows.

3.21 FOWLA: A Federated Architecture for Ontologies
Ana Maria Roxin (Universite de Bourgogne, FR)
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Main reference Tarcisio M. Farias, Ana Roxin, Christophe Nicolle: “FOWLA, A Federated Architecture for
Ontologies”, in Proc. of the Rule Technologies: Foundations, Tools, and Applications - 9th
International Symposium, RuleML 2015, Berlin, Germany, August 2-5, 2015, Proceedings, Lecture
Notes in Computer Science, Vol. 9202, pp. 97-111, Springer, 2015.
URL http://dx.doi.org/10.1007/978-3-319-21542-6_7

The progress of information and communication technologies has greatly increased the
quantity of data to process. Thus managing data heterogeneity is a prob-lem nowadays.
In the 1980s, the concept of a Federated Database Architecture (FDBA) was introduced
as a collection of components that, by means of loosely coupled federation, share and
exchange information. Semantic web technologies mitigate the data heterogeneity problem,
however due to the data structure heterogeneity the integration of several ontologies is still a
complex task. For tackling this problem, I have worked on the definition of a loosely coupled
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federated ontology architecture (FOWLA). This approach allows the coexistence of various
ontologies sharing common data dynamically at query execution through Horn-like rules and
inference. It is also at query time that the data access policies for the federated ontologies
are checked. The implementation of the FOWLA architecture comes with several advantages
for interoperating several ontologies, as it allows: (1) inferring new ontology alignments;
(2) avoiding data redundancy; (3) modularizing the maintainability, thought preserving the
autonomy among the considered ontology-based systems, (4) addressing queries composed of
vocabulary terms issued from different ontologies and (5) improving query execution time
through a selection of the rules pertaining to a given query.

3.22 DREAM: Distributed RDF Engine with Adaptive Query Planner
and Minimal Communication

Sherif Sakr (KSAU - Riyadh, SA)
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in PVLDB, Vol. 8(6), pp. 654-665, 2015.
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DREAM is a distributed and adaptive RDF system. To the contrary of all existing RDF
systems, DREAM partitions SPARQL queries instead of partitioning RDF datasets. By not
partitioning datasets, DREAM offers a general paradigm for all types of queries, and entirely
averts intermediate data shutting (only meta-data are transferred). On the other hand, by
partitioning queries, DREAM presents an adaptive scheme, which automatically runs queries
on different numbers of machines depending on their complexities. This is achieved via
employing a novel graph-based, rule-oriented query planner and a new cost model. As a
result, DREAM combines the advantages of the state-of-the-art centralized and distributed
RDF systems, where data communication is avoided and cluster resources are aggregated,
and precludes their disadvantages, where system resources are limited and communication
overhead is typically hindering.

3.23 Federated Semantic Data Management Systems in Practice
Juan F. Sequeda (Capsenta Inc. — Austin, US)

License @ Creative Commons BY 3.0 Unported license
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We are observing the rise and deployment of real world data integration systems based on
federation and semantic technologies. The common setup we see in practice consists of the
following elements: a set of source relational databases; a target ontology which provides a
global semantic description of the domain, independent of the sources; and a set of mappings
from the databases to the ontology. The goal is to answer queries in terms of the target
ontology in a federated manner. From a practical point of view, this begs the question: where
does the target ontology and the mappings come from?


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://www.vldb.org/pvldb/vol8/p654-Hammoud.pdf
http://www.vldb.org/pvldb/vol8/p654-Hammoud.pdf
http://www.vldb.org/pvldb/vol8/p654-Hammoud.pdf
http://www.vldb.org/pvldb/vol8/p654-Hammoud.pdf
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/

Olaf Hartig, Maria-Esther Vidal, and Johann-Christoph Freytag

We are investigating and developing methodologies and tools that can help non-experts to
design the main components of a federated semantic data management system. For example
in one project, we propose a pay-as-you-go methodology to design the target ontology and
mapping driven by the expected questions that the semantic federated system should answer.
The goal is to create the target ontology and mappings in an incremental manner, thus
provide answers to questions as early as possible.

3.24 Data Availability and Efficient Query Processing for the Semantic
Web

Hala Skaf-Molli (University of Nantes, FR)
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Data availability and efficient query processing are challenging problems for the Semantic
Web. My current research is to build decentralized and federated infrastructures to reach
these objectives. More precisely, data replication improves data availability but degrades
federated query processing performances, how to handle replicated data during federated
query processing? Cache at client-side reduces the overhead on the server but clients do not
share their caches, how to build a decentralized cooperative cache so clients can share caches?
Parallel query processing and SPARQL query processing in the Fog could be improve query
execution time. How to execute SPARQL queries in the Fog?

3.25 Adaptive Decentralized Control in Distributed Web Applications
Rudi Studer (KIT - Karlsruher Institut fiir Technologie, DE)

License ) Creative Commons BY 3.0 Unported license
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Currently, we are witnessing the rise of new technology-driven trends such as the Internet of
Things, Web of Things, and Factories of the Future that are accompanied by an increasingly
heterogeneous landscape of small, embedded, and highly modularized devices and applications,
multitudes of manufactures and developers, and pervasion of network-accessible “things”
within all areas of life. At the same time, we can observe increasing complexity of the task
of integrating subsets of heterogeneous components into applications that fulfil certain needs
by providing value-added functionality beyond the pure sum of their components. Enabling
integration in these multi-stakeholder scenarios requires new architectural approaches for
adapting components, while building on existing technologies and thus ensuring broader
acceptance.

To this end, we discuss current integration-related challenges, present our approach for
automated component adaptation, and describe our integration architecture that enables
decentralized control.

References

1 Felix Leif Keppmann, Maria Maleshkova, Andreas Harth. Semantic Technologies for Real-
ising Decentralised Applications for the Web of Things. 21st International Conference on
Engineering of Complex Computer Systems, Nov 6-8, 2016, Dubai, UAE
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3.26 Federated Querying on the Web
Joachim Van Herwegen (Ghent University, BE)
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Main reference Ruben Verborgh, Miel Vander Sande, Olaf Hartig, Joachim Van Herwegen, Laurens De Vocht, Ben
De Meester, Gerald Haesendonck, Pieter Colpaert: “Triple Pattern Fragments: A low-cost
knowledge graph interface for the Web”, in J. Web Sem., Vol. 37-38, pp. 184-206, 2016.
URL http://dx.doi.org/10.1016/j.websem.2016.03.003

Triple Pattern Fragments (TPF) is a lightweight interface, allowing for SPARQL queries to
be evaluated by moving some of the workload from the server to the client. TPF endpoints
can be used to evaluate SPARQL queries by requesting individual pattern information
through many HTTP requests and joining the results locally. Due to this querying process,
these can easily be queried in a federated way by sending pattern requests to all endpoints at
the same time and ignoring an endpoint if it can not answer a pattern. Interestingly, despite
the substantially lighter server-side interface, the completeness and execution time of the
FedBench benchmark of a TPF setup is comparable to that of a SPARQL endpoint setup [1].

To fully support querying on the Web, many other problems still have to be overcome.
These include investigating:

how to handle heterogeneous interfaces, all with their own restrictions, at the same time,

the existing benchmarks and whether they are sufficient,

multiple metrics besides response time, and

how to discover sources on the web.
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3.27 Federated Query Processing over RDF Data
Maria-Esther Vidal (Universidad S. Bolivar — Caracas, VE)
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The increasing number of RDF data sources that allow for querying Linked Data via Web
services form the basis for federated query processing over Web-accessible RDF data sources.
Federated SPARQL query engines provide a unified view of a federation of RDF data sources
and rely on different components to exploit the semantics encoded in RDF data during
query execution. The problem of federation query processing has been extensively studied by
Database and Semantic Web communities; however, these technologies have not been used
in large scale yet. Additionally, there is no standard and formal definition of the problem
of query processing over a federation of RDF data sources, impeding a formal evaluation
of properties of the state-of-the-art approaches. During this seminar, we analyze different
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scenarios of federations of RDF data sources, e.g., entailment regimes to be considered during
query processing, source query capabilities, or access control, and propose a formal definition
of the problem of query processing over a federation of RDF data sources. State-of-the-art
approaches are evaluated in terms of the proposed formalization. We hypothesize that this
characterization will allow for a better understanding of the state-of-the-art, as well as for
uncovering the limitations of the current technologies that have impeded the use of existing
approaches on a large scale.
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4  Working groups

In this section, each of the four working groups provides a summary of their discussions and
the results of their work during the seminar.

4.1 Foundations of Federated Semantic Data Management on the Web

Bernd Amann (University Pierre & Marie Curie — Paris, FR), Emanuele Della Valle
(Polytechnic University of Milan, IT), Claudio Gutierrez (University of Chile — Santiago
de Chile, CL), Olaf Hartig (Linképing University, SE), Themis Palpanas (Paris Descartes
University, FR), and Rudi Studer (KIT — Karlsruher Institut fir Technologie, DE)
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4.1.1 Introduction

The Semantic Web vision introduced by Tim Berners-Lee almost 20 years ago has attracted
a considerable attention from various computer science domains such as databases (research
tracks on RDF data management in the main database conferences like VLDB! and SIG-
MOD?), Artificial Intelligence (Al Magazine®), Web (WWW conference), and Information
Retrieval [11]. The corresponding communities developed solutions for generating [10], ana-
lyzing [8], storing, and querying [4] large RDF / knowledge graphs [3, 7] which are used in
many uses cases and applications*. SPARQL query federation engines and Linked Open
Data infrastructures are initial steps towards building such applications at the Web level.
However, the vision of a universal and open space for meaningfully sharing data on the Web
is still not fully achieved®.

http://vldb2016.persistent.com/VLDB2016-FullProgram.html#TueF1115T1245R2
http://www.sigmod2015.org/toc__sigmod.shtml
https://www.aaai.org/ojs/index.php/aimagazine/article/view /2161
https://www.w3.0rg/2001/sw/sweo/public/UseCases/
https://cacm.acm.org/magazines/2016/9/206254-a-new-look-at-the-semantic-web /fulltext
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During the week of the Dagstuhl seminar, the “RDF and Graph DB” working group
spent several group sessions discussing the current and future issues in federated semantic
data management. During the first session we mainly discussed how standard, RDF-based
Semantic Web technologies compare to other data and knowledge graph systems and to
existing data federation infrastructures. We made two main observations:

1. The RDF data model is a “universal” data model in the sense that it is designed for sharing
data and knowledge in an unbounded space such as the Web [2]. The universality and the
unbounded nature of this new scenario, for which RDF /SPARQL were originally thought
of, presents challenges that are fundamentally different from other data/knowledge graph
data models and query languages which are implemented in “closed” systems (regarding
data and users) for complex graph queries and analytics.

2. There exist several federated data management frameworks (relational, P2P, Web services)
including advanced declarative approaches for building overlay networks [6], and for
distributed query processing and reasoning [1, 5]. These approaches address many
fundamental concepts of federated semantic web management but they still require a
further development and integration effort in order to move from the research prototype
stage to standardized open federation frameworks for building applications.

Based on these observations, we decided to revisit the initial Semantic Web vision by
taking into account the current scientific and technological state of the art related to Federated
Semantic Data Management (FSDM). The goal was to define the fundamental characteristics
of FSDM, where the purpose of this definition was to provide a basis for analyzing the
opportunities and the limitations of existing semantic and/or federated data management
solutions and for preparing a scientific roadmap in FSDM research.

4.1.2 Foundations and Characteristics

Our first step was to define the notion of federated semantic data management and the main
abstract principles that distinguish FSDM from other frameworks like federated RDBMSs,
P2P data management, graph databases, etc.

Definition (initial version; inspired by the definition of LOD®): Federated Semantic Data
Management (FSDM) refers to universally and meaningfully publishing, connecting, and
processing data in an unbounded space through a network of autonomous data sources
exposed on the Web. The word "meaningfully” in this context refers to the transparent use of
knowledge that is made available in an autonomous way by the data sources that participate
in the federation.

Based on this definition, we have identified five principles that characterize FSDM:
universality, unboundedness, dynamicity, network protocols, and semantics. Universality
and unboundedness are two main principles related to the Web. Universality” denotes the
possibility for any federation member (data source or client) to publish, connect, and consume
data "anywhere on the Web." In the context of RDF, the universality principle is mainly
represented by the notion of URI. Unboundedness reflects the possibility to build graphs
of unbounded size where the notion of graph may refer to any of the following: raw and
structured data, knowledge (vocabulary, schema, ontology), and data sources connected
through a network. As a consequence of these two principles, universality and unboundedness,
the complete set of all federation members cannot be assumed to be known in advance, and

5 http://linkeddata.org/
7 https://www.w3.org/1999/04/WebData#gloloc
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neither can the exact content or the size of data and data sources. Dynamicity reflects the
temporal evolution of these graphs; this evolution may be fast (e.g., RDF data streams) or
slow (e.g., ontology evolution, network topology). The notion of federation in FSDM is mainly
represented by the principle of network protocols. This principle stresses the application of
a system of rules that allow two or more entities of a communication system to transmit
information via any kind of variation of a physical quantity®. These rules are a fundamental
part in the definition of distributed data and knowledge processing algorithms, cost models,
and optimization techniques. In the RDF context, this principle is mainly represented by
the SPARQL protocol recommendation, a means of conveying SPARQL queries and updates
from clients to SPARQL processors’. Finally, the notion of semantics in FSDM represents
the capacity to define "intensional" data and knowledge which can be made explicit through
different inference mechanisms (RDF entailment regimes).

4.1.3 Systems

Based on the previous analysis, our second goal was to understand the impact that the

identified characteristics and principles have on current and future FSDM systems. To

measure this impact we started to study existing models and systems in the literature and in
practice. This first study led us to the formulation of the following two hypotheses.

1. First, we argue that it is impossible to build a "perfect" FSDM system that fully achieves
universality, unboundedness, and dynamicity, all at the same time [9]. As a consequence,
we see the need to define new concepts and new metrics that will play, in this space of
FSDM, the role played by soundness and completeness play in logic, or by precision and
recall in information retrieval.

2. Second, we conjecture that the two principles of federation and semantics are interdepend-
ent, and must be tackled together. In particular, we believe that, for building effective
and efficient solutions, it is not sufficient to “simply” extend a federated data management
system with semantics or, vice versa, extend a semantic data management system with
the notion of federation.

These two hypotheses raise a number of new challenges for current and future FSDM systems
including:
the formalization of notions of federated semantic queries,
the definition of effective cost models and optimization techniques for federated query
engines,
the definition and the implementation of benchmarks for evaluating and comparing FSDM
systems,
the elaboration of guidelines for choosing solutions and building applications (which might
have different levels of constraints for various characteristics).

4.1.4 Next Steps

The immediate next step for our working group is twofold: We aim to survey the state of the
art of the aforementioned existing frameworks of federated data management and highlight
their relationship (or the lack thereof) to the five principles of FSDM that we have identified,
and we want to document in detail the discussions that we had in Dagstuhl. The purpose

8 https://en.wikipedia.org/wiki/Communications_ protocol
9 https://www.w3.org/ TR /sparqll1-protocol/
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of this work will be to provide a detailed justification and rationale for the aforementioned
observations, hypotheses, and challenges. Thereafter, and based on this work, we aim to
provide recommendations on research topics and problems that need to be addressed in order
to build FSDM systems. We are planning to bring together the results of this work in a
publication co-authored by all members of the working group.
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4.2 Summary of Federated Query Processing

Juan F. Sequeda (Capsenta Inc. — Austin, US), Maribel Acosta (KIT — Karlsruher Institut
fir Technologie, DE), Peter Haase (Metaphacts GmbH, DE), Katja Hose (Aalborg University,
DK), Gabriela Montoya (Aalborg University, DK), Sherif Sakr (KSAU — Riyadh, SA), Hala
Skaf-Molli (University of Nantes, FR), Joachim Van Herwegen (Ghent University, BE), and
Maria-FEsther Vidal (Universidad S. Bolivar — Caracas, VE)
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© Juan F. Sequeda, Maribel Acosta, Peter Haase, Katja Hose, Gabriela Montoya, Sherif Sakr,
Hala Skaf-Molli, Joachim Van Herwegen, and Maria-Esther Vidal

Our group had extensive discussions on the state of the art in Federated Query Processing
from the traditional Relational Databases and Semantic Web perspectives. The goal was
to understand the limitations of current approaches in considering ontological knowledge
during federated query processing.

We started off by discussing what we understood by the term “semantics” within federated
query processing. For some members of the group, it was assumed that federated query
processing over RDF already implied “semantics® because it was considering the simple

t19 of RDF for reasoning. For others, federated query processing over RDF was

entailmen
rather a change of representation from relational to graph data model for the federated query
processing problem. Thus, the differences between traditional federated query processing
and federated semantic query processing was not clear from the beginning.

In order to overcome the discrepancies of our assumptions, our goal was to come up
with a formal definition of federated semantic query processing where different ontological
entailments of reasoning (RDFS, OWL 2 QL, etc) were explicit in the definition. This formal
definition was one of the main result of our group.

During our presentation of our formal definition to the entire Dagstuhl group, we received
comments that exposed possible research problems in the area of federated semantic data
management. These are listed in the answer to Question 2 below.

Our next step is to write a survey paper with the goal of highlighting
1. What is Federated Semantic Data Management (FSDM)

How FSDM differs from traditional Federated Data Management (FDM)

3. What are the research problems and open challenges in FSDM.

4.2.1 Results

The main results of our group are the following;:
Formal definition of the Federated Semantic Query Processing problem which includes
entailment regimes for reasoning (i.e., RDFS, OWL 2 QL, etc).
Analysis of state-of-the-art Federated Semantic Data Management tools (FedX, ANAPSIS,
Triple Pattern Fragment) with respect to the definition of the Federated Semantic Query
Processing problem.
Definition of the Source Selection and Query Decomposition Problem for Federated
Semantic Query Processing based on our previous definition.

O https:/ /www.w3.org/TR,/rdfl1-mt /#simpleentailment
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4.2.2 Answers to Seminar Questions

Q1 Can traditional techniques developed for federations of relational databases be enriched
with RDF semantics, and thus provide effective and efficient solutions to problems of
federated semantic data management?

The characteristics of the RDF model impose restrictions on query processing over RDF
data sources that impede Relational Databases technologies from providing efficient and
effective solutions in general. For example, because datasets are described using binary
predicates, for the source selection problem, we start out in the worst possible case scenario.
Furthermore, in the Semantic Web, datasets also have “general predicates” e.g., from
ontologies such as RDF/S and OWL), which cannot be used efficiently for source selection.

SPARQL operators have been implemented following the computational models of the
relational algebra operators, e.g., block nested loop, dependent join, XJoin. Existing SPARQL
physical operators implement the simple entailment regime. The question is how/if these
operators need to be further extended to support entailments with higher expressivity (i.e.,
RDFS, OWL 2 QL, etc.)

Q2 What problems of federated semantic data management present new research challenges
that require the definition of novel techniques?

The following are new research challenges within FSDM:

1. Unboundness: In the traditional federated data management problem, we have as input
the set of known sources that we want to federate against. On the Web, this may not be
the case: The set of sources may be unknown.

2. Correctness: In the traditional federated data management problem, we have a strict
definition of correctness (a federated query is equal to a query over the entire universe
of graphs). If the sources are not all known, then we may need a relaxed version of
correctness. The tradeoff between soundness and completeness vs. precision and recall
needs to be studied.

3. Dynamicity: How to deal with data that may change in different sources during the time
of execution?

The following are extensions to existing problems of federated data management.

4. Access Control: Check access control before a query is executed and rewrite the query in
order to make sure policies are enforced OR check access control during the execution of
the query.

5. Source Selection: There are many more new constraints to consider within federated
semantic data management, which makes the problem harder. For example,

Timeouts of the sources

Max k results

Different versions of SPARQL (1.0 vs 1.1)

Hardware capability

Different semantics of replicated sources (mirrors of sources)

Pay for accessing a source (public vs private)

Robots.txt

Query expressivity of different RDF sources: SPARQL, Linked Data Fragments, Triple
Pattern Fragments

6. Heterogeneity: Although we are assuming a common data model (RDF), federated sources
that access semantic data may be heterogeneous at the level of:

the schema (different ontologies used in different sources),
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different versions of SPARQL having an impact on the type of queries that sources are
able to answer (e.g., SPARQL endpoint vs. TPF),

computational/physical resources of the source,

type of supported entailment regimes (RDFS, OWL 2 QL, etc)

7. Query Results: Adding provenance to the results to explain where the answer came from.

Q3 What is the role of RDF semantics in the definition of the problems of federated semantic
data management?

Our simple answer: being able to do 1) reasoning/inferencing over 2) unbounded /unknown
sources.

4.3 Privacy and Security Group Summary

Sabrina Kirrane (Wirtschaftsuniversitit Wien, AT), Abraham Bernstein (Universitit Zirich,
CH), Piero Andrea Bonatti (University of Naples, IT), Carlos Buil-Aranda (TU Federico
Santa Maria — Valparaiso, CL), Johann-Christoph Freytag (Humboldt-Universitit zu Berlin,
DE), Katja Hose (Aalborg University, DK), Stasinos Konstantopoulos (Demokritos — Athens,
GR), and Jorge Lobo (UPF — Barcelona, ES)

License ) Creative Commons BY 3.0 Unported license
© Sabrina Kirrane, Abraham Bernstein, Piero Andrea Bonatti, Carlos Buil-Aranda,
Johann-Christoph Freytag, Katja Hose, Stasinos Konstantopoulos, and Jorge Lobo

4.3.1 Day 1 — Knowledge Sharing & Planning

The aim of day one was to discuss the status quo, to identify gaps that need to be addressed
and to come up with a working plan for the rest of the week. After discussing existing work
by the semantic web community on anonymisation, encryption and access control the group
concluded that there are many open research challenges and it is clear that all problems
cannot be solved immediately. As such the group agreed to focus on enhancing federated
querying with access control. The output of the discussion was a plan for the remaining days
with a view to working towards the following objectives:

Identify a set of requirements that need to be considered (e.g. secure (compliant),

soundness, maximal, computational complexity, bandwidth, robust against loss, leakage

of meta policies, availability)

Derive a conceptual framework that can be used to examine the trade-offs between

different architectures and implementations

Propose query and policy evaluation strategies taking into consideration the fact that

there will be a tight coupling between access control and query planning

Define an execution strategy towards optimisation for the identified requirements

4.3.2 Day 2 - Brainstorming

Building on existing work from the database and security communities, the group started
by discussing conceptual access control models. This was followed by the mutual sharing of
background information in relation to federated querying and policy enforcement. Here the
term policy is used in the broader sense, for example constraints, recommendations, access
policies, privacy policies, agreements etc. This naturally let to a discussion on the tight
coupling between federated query planning and policies. The output of the discussion was a
better understanding of:
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The set of requirements that need to be considered
Initial thoughts on what the conceptual framework might look like

4.3.3 Day 3 — The conceptual framework

Day 3 focused exclusively on formally defining the conceptual framework that can be used to
analyse policy aware federated semantic web architectures and their implementations. Key
discussion points included:

Who evaluates the policy, when and where? federation engine, endpoints, both?

Do we need authentication, and if so who is responsible for authentication?

What does the user/client send to the federation engine?

What happens at the federation engine?

What information is sent to the endpoints?

What happens at the endpoints?

What information is sent back from the endpoints?

4.3.4 Day 4 - Bringing it all together in the form of a paper

The final day was dedicated to discussing the shape of the paper, brainstorming about
suitable publishing outlets, creating an initial structure for the paper, identifying who will
be responsible for what, and deciding on next steps.

4.3.5 Results

The primary output of the group is a conceptual framework that can be used to analyse
policy aware federated semantic web architectures and their implementations. In follow up
work the framework will be used to examine the design space of possible solutions and discuss
the tradeoffs of various architectural choices.

4.3.6 Answers to Seminar Questions

Q1 Can traditional techniques developed for federations of relational databases be enriched
with RDF semantics, and thus provide effective and efficient solutions to problems of
federated semantic data management?

Although it is possible to draw inspiration from databases to a certain extent, these
techniques are not always directly applicable. One instance of this is how policies bring
additional semantics that can be very naturally captured using Semantic Web technologies.
Other topics such as the open nature of the Web which were mentioned by T1 also need to
be considered.

Q2 What problems of federated semantic data management present new research challenges
that require the definition of novel techniques?

Inclusion of policies in the overall architecture has not been addressed. We need to look
into semantic specification, modelling, enforcement and inference, and general implications
for federation engines e.g. when planning query execution.

Q3 What is the role of RDF semantics in the definition of the problems of federated semantic
data management?
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Policies always have semantics, and to leverage this in the semantic federation engine,
RDF specific entailment needs to be explored (hinting at the topic of the second working
group). The Semantic Web is also an opportunity for policy interoperability and smooth
integration into the query planner (here we mean policy in a broad sense as in it can also be
used for planning).

4.4 Federated Semantic Data Management: Use Cases and
Applications

Michel Dumontier (Maastricht University, NL), Séren Auer (Universitit Bonn, DE), Jana
Hentschke (Deutsche Nationalbibliothek — Frankfurt am Main, DE), Pascal Molli (University
of Nantes, FR), and Ana Maria Roxzin (Universite de Bourgogne, FR)

License ) Creative Commons BY 3.0 Unported license
© Michel Dumontier, Séren Auer, Jana Hentschke, Pascal Molli, and Ana Maria Roxin

The main objective of the group was to articulate a vision, benefits, use cases, and current
limitations facing federated semantic data management (FDSM). The group consisted of 5
members: Soren Auer (University of Hannover), Ana Maria Roxin (University of Burgundy),
Jana Hentschke (Deutsche Nationalbibliothek), Pascal Molli (Nantes University), and Michel
Dumontier (Maastricht University).

Our group envisioned that Federated Semantic Data Management would enable access to
structured information across heterogeneous, distributed knowledge sources in an accurate,
reliable, and performant manner that will usher a new era of research and innovation. FSDM
enables two main approaches to querying: (A) Explorative, open domain querying, where
users are able to query the accessible web and adapt to its continuous evolution by including
new relevant sources, enriching queries with relevant attributes, and suggesting improved
queries based on similar federated queries. (B) Controlled, closed domain querying, in which
specific data sources are used, queries are optimized for performance, and quality assessment
is performed through constraint satisfaction, and that accuracy and recall query results are
used in workflows and have real world applications. Our group established a framework
for developing use cases. FSDM should enable a broad set of use cases including: i) the
automatic discovery and querying of newly published knowledge sources, ii) the ability to
answer previously unanswered questions, iii) the automatic, but parameterized gathering of
more relevant data to strengthen statistical analyses, iv) the ability to perform real time fact
checking, vi) the catalyst for marketplace of queries and their answers, and vii) the discovery
of subtle, but important findings obtained through the analysis of massively distributed
knowledge sources.

Our group established a framework for further developing specific use cases. This
framework requires that use cases addresses aspects of query formulation, query execution,
result generation, stakeholders, social, legal, ethical aspects, performance and availability,
change management, and quality considerations. We used this framework to develop use cases

to illustrate explorative open domain querying as well as controlled, closed domain querying.

We also addressed the 3 main questions of the seminar. We argued that while there may
be research in relational database federation that FSDM can learn from, it is open world
reasoning and inconsistency management that offer a tantalizing opportunity to move beyond
the relational model, although this has yet to be fully explored. We indicate that the main
problems of FSDM that require novel techniques include combinations of expressive logics,
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synchronicity, and optimizations. Finally, we believe that the role of RDF semantics is to
use the open world assumption to reason over an unbounded knowledge graph, and perhaps
that this could help develop more advanced artificial intelligence systems.
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