
A Geometric Data Structure from Neuroscience
Sanjoy Dasgupta
Department of Computer Science and Engineering,
University of California San Diego, CA, USA
http://cseweb.ucsd.edu/~dasgupta/
dasgupta@eng.ucsd.edu

Abstract
An intriguing geometric primitive, “expand-and-sparsify”, has been found in the olfactory system of
the fly and several other organisms. It maps an input vector to a much higher-dimensional sparse
representation, using a random linear transformation followed by winner-take-all thresholding.

I will show that this representation has a variety of formal properties, such as locality preservation,
that make it an attractive data structure for algorithms and machine learning. In particular,
mimicking the fly’s circuitry yields algorithms for similarity search and for novelty detection that
have provable guarantees as well as having practical performance that is competitive with state-of-
the-art methods.

This talk is based on work with Saket Navlakha (Salk Institute), Chuck Stevens (Salk Institute),
and Chris Tosh (Columbia).
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