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—— Abstract

This report documents the program and the outcomes of Dagstuhl Perspectives Workshop 19072
“The Role of Non-monotonic Reasoning in Future Development of Artificial Intelligence”. The
workshop brought together researchers both from core topics and peripheral areas of non-
monotonic reasoning (NMR), but also attracted researchers from other scientific domains in
which recent developments have shown an increased relevance of NMR topics. The overall goal
of this workshop was to reshape NMR as a core methodology for artificial intelligence being able
to meet present and future challenges. Participants of this workshop discussed in what shape
NMR would be useful for future AI, and how NMR can be developed for those requirements.
The workshop started with brief survey talks and had some technical talks on central topics of
NMR afterwards. These were followed by working groups on core aspects of NMR and potential
links with learning. On the last day of the seminar, each working group presented their ideas
and future plans. The workshop closed with a plenary discussion on the future of NMR.
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1 Executive Summary

Anthony Hunter (University College London, GB)
Gabriele Kern-Isberner (TU Dortmund, DE)
Thomas Meyer (University of Cape Town, ZA)
Renata Wassermann (University of Sao Paulo, BR)

License ) Creative Commons BY 3.0 Unported license
© Anthony Hunter, Gabriele Kern-Isberner, Thomas Meyer, and Renata Wassermann

Nonmonotonic reasoning (NMR) addresses a fundamental problem that classical logic methods
in computer science encounter when modelling real-world problems: New information may
not only extend previously held knowledge (this would correspond to a monotonic extension)
but can drastically change knowledge in that conclusions turn out to be wrong and need
to be withdrawn. Nonmonotonic phenomena are present in all areas of our everyday lives
mostly due to uncertain and incomplete information, but also due to humans reasoning with
restricted ressources; on the other hand, humans do very well in determining relevant contexts
of reasoning, so reasoning from incomplete information only may well be on purpose and for
sake of efficiency. Nowadays, with computer systems taking on increasingly sophisticated
roles in our lives, the need for computational intelligence to be able to also reason in a
nonmonotonic way becomes increasingly urgent.

The international Nonmononotonic Reasoning (NMR) workshops have provided a premier
specialized forum for researchers in non-monotonic reasoning and related areas since 1984.
Over the years, NMR topics and results have been developed in areas such as answer set
programming, computational models of argument, and description logics for ontologies.
However, research on core topics of NMR has been scattered into different subcommunities
that no longer collaborate in depth on a regular basis. As a consequence, much time and
effort for solving specific, but in principle similar problems is wasted, general relevance
of proposed solutions is overlooked, and general methodological competence is no longer
developed to the same degree as ten years ago.

This Perspectives Seminar brought together researchers both from core topics and
peripheral areas of NMR, but also attracted researchers from other scientific domains in
which recent developments have shown an increased relevance of NMR, topics. More precisely,
researchers from various subcommunities within computer science and engineering (e.g.,
artificial intelligence, classical and non-classical logics, machine learning, agent and multiagent
systems) met in Dagstuhl, but also researchers from other disciplines like philosophy and
psychology contributed to the seminar. The overall goal of this seminar was to reshape
NMR as a core methodology for artificial intelligence being able to meet present and future
challenges. For Al to progress from pattern recognition and machine learning to broader
cognitive reasoning, it needs to have commonsense reasoning, and this in turn calls for a
deeper understanding of NMR. So participants of this workshop discussed in what shape
NMR would be useful for future AI, and how NMR can be developed for those requirements.
We started the seminar with brief survey talks on answer set programming, belief revision,
argumentation, argument mining, machine learning, conditional reasoning, description logics,
as well as NMR and cognition, and had some technical talks on central topics of NMR
afterwards. For the rest of the week, we had working groups on NMR and learning, NMR,
and cognition, engineering NMR, and commonsense reasoning. We let people freely choose
which working groups they wanted to attend each day, which resulted in vivid discussions
and a particularly dynamic exchange of ideas. On the last day of the seminar, each working
group presented their ideas and future plans, and we closed this seminar with a plenary
discussion on the future of NMR. This report shows brief summaries of the presentations
and of the results of the working groups.
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3 Overview of Talks

3.1 Conditional Approaches in NMR
James P. Delgrande (Simon Fraser University — Burnaby, CA)
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A conditional approach in NMR is one that is intended to model a defeasible statement
such as “birds fly”. This is in contrast with most other approaches (such as default logic
or circumscription) where the goal is to provide a nonmonotonic inference mechanism, in
which a default could be encoded. So in a conditonal approach, defaults are objects that one
can reason about. There are two broad approaches, nonmonotonic consequence relations, in
which Gentzen-style rules for an operator p- are specified, and conditional logic, in which a
binary modal operator = is developed.

3.1.1 Nonmonotonic Consequence Relations

The overall goal in these approaches is to develop a nonmonotonic consequence relation
k. This might be in order to study the properties of other formalisms or to directly study
nonmonotonc inference principle. The emphasis in either case is on syntactic considerations,
and axiomatic systems are the main object of interest.

Two types of relations have received significant attention, preferential and rational systems.
Preferential systems are characterised as follows:

Ref: ¢ o

LLE: If E ¢ = and ¢ vy then ¢ py.
RW: If = ¢ D v and ¢ o then ¢ hy.
And: If ¢ 1y and ¢ oy then ¢ fp Ay
OR: If ¢ by and ¢ oy then ¢ V ¢ by
CM: If ¢ fyp and ¢ oy then ¢ A oy

For rational systems, the following is added:

RM ¢ hy and ¢ Jomup then ¢ A1) oy

3.1.2 Conditional logics

A conditional logic is a modal logic based on a binay modal operator =-. The idea is to
define in a Kripke structure what’s meant by one world being at least as normal as another.
For this, one can denote a (universal) accessibility relation on worlds by <, where w; < ws
just if wq is at least as normal as wy. Then in the two main approaches, < is required to be
either a partial or a total preorder. In either case, satisfaction in a model M at a world w is
defined by:

Muwly=¢ iff if [4]#0 then ming([7]) C [4]

The resulting logics can be axiomatised as consisting of propositional logic along with:

ID: ¢ = ¢

CC: (p=YNd=7)D(d=v A7)
RT: 9= D(dpAY=7 D d=7)
CC: (p=>7ANY=7)D(pVY=7)
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CM: (=)D (p=7 D ¢AY=7)
RCM: From ¢ D vy infer ¢ =9 D ¢ = 7.

or the above along with the axiom:

CV: (p=>7)D(m(¢p= ) D dpAY=7)

The logics are sound and complete with respect to a partial preorder or total preorder for
<, respectively. As well, preferential and rational consequence relations are interdefinable
with conditional logics. However, these approaches do not handle irrelevant properties, for
example B = F I/ BAG = F. This led to the rational closure; intuitively the formulas in
a theory are ranked under the assumption that they are as normal as possible. The idea
is that if there is no reason for a property to be relevant to a conditional, it is assumed to
be irrelevant. In the approach, one obtains for example that a green bird flys. However the
rational closure has problematic properties. Essentially, if an individual is exceptional in
some way, then all other normality assertions are also inapplicable, and so nothing more
can be concluded about that individual. While some solutions have been proposed (like the
lexicographic closure), none appears to be wholly adequate.

3.1.3 Other Issues

These approaches have been extended and explored, e.g. to give probabilistic conditionals
and to explore theorem proving. To date, approaches have focussed almost exclusively on
normality conditionals; it would seem that there could be alternative approaches, dealing
with e.g. deontic, counterfactual, or likelihood conditionals. As well, the problem of nested
conditionals remains unaddressed, and first-order reasoning remains a challenge.
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3.2 Tutorial on Probabilistic Logic Programming
Luc De Raedt (KU Leuven, BE)
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Probabilistic programming is emerging as a new paradigm for programming in which one
combines the power of probabilistic modeling and learning with that of programming
languages. The talk presented an introduction to this topic with a focus on probabilistic logic

77

19072


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/

78

19072 — The Role of Non-monotonic Reasoning in Future Development of Al

programming languages [2]. Probabilistic logic programming is closely related and extends
probabilistic databases, and as such also fits the statistical relational artificial intelligence
paradigm [1]. Throughout the tutorial we used the language ProbLog [3] to illustrate
the key concepts. ProbLog is based on Sato’s distribution semantics [5], which essentially
assigns probabilities to ground facts, which then, together with the logic programs, defines
a probability distribution over possible worlds. Various applications of probabilistic logic
programming were presented, and also the newest results on the integration of ProbLog with
neural networks, resulting in a framework for neuro-symbolic computation [4].
This tutorial was based on joint work with Angelika Kimmig.

References
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3.3 The Role of Answer Set Programs for Non-Monotonic Reasoning

Thomas Eiter (TU Wien, AT)
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Answer Set Programming (ASP) is a well-known problem solving approach which has roots in
Knowledge Representation, Databases & Logic Programming, and Non-Monotonic Reasoning
(NMR). The term was coined by Lifschitz [13, 14] and the paradigm proposed by others at
about the same time [15, 16]. At an abstract level, ASP relates to Satisfiability Solving (SAT)
and Constraint Programming (CP), but has some distinctive features. A rich literature is
available, with books, [1, 7, 9], handbook articles [8, 4], broad surveys [2], and special issues
of journals, e.g. AI Magazine [3] and KI Zeitschrift [17], on ASP. Furthermore, numerous
talks! and tutorials on ASP, e.g. [5, 10, 12, 6] are available.? In this talk, we review possible
reasons why ASP has gained popularity (if at all), and which factors have supported this and
which are still impediments. We then consider the role of applications and implementations
for the development of ASP, starting out with a look at the history of ASP. We then present
some lessons learned, among them
that theory use might differ from the original intention;

! Historical reflections on ASP, relevant here: http://www.cs.uky.edu/~mirek/stuff/kr-2018-gm.pdf
2 See also the Potsdam ASP course: http://potassco.sourceforge.net/teaching.html


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://www.cs.uky.edu/~mirek/stuff/kr-2018-gm.pdf
http://potassco.sourceforge.net/teaching.html

Anthony Hunter, Gabriele Kern-Isberner, Thomas Meyer, and Renata Wassermann

that implementations and systems are a chicken-egg problem, yet even draft and imperfect
implementations are vital to push research;

that theory and applications are the two legs on which any area in the computing sciences
has to stand upon;

and that community building is essential.

We then discuss whether ASP could be a role model for NMR, where we critically review

the current recognition of NMR.

Finally, we consider possible usages of ASP for NMR in the future, and we also address

the issue of the role of NMR for ASP in its future development.
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3.4 Reasoning about Exceptions in DL Ontologies
Laura Giordano (University of Eastern Piedmont — Alessandria, IT)
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The study of nonmonotonic extensions of Description Logics is motivated by a problem
in standard ontology languages (and, specifically, in OWL [1]) where a class inherits the
properties of its superclasses, and where the treatment of exceptions is required in many
application domains, from those concerning laws and regulations (where new laws override
old ones) to medical ontologies.

The presentation is a short survey of the main approaches to reasoning about exceptions
in Description Logics (DLs). Many non-monotonic extensions of DLs have been developed
incorporating non-monotonic features from most of the non-monotonic formalisms in the
literature, from default and autoepistemic logics, to circumscription and preferential logics,
including also the approaches based on Answer Set Programming and, in general, on rule
languages.

The landscape is very rich and the complexity of the various approaches has been studied,
both for low complexity description logics and for high complexity description logics. The
case of Description logic is an interesting case study for non-monotonic reasoning, which
encompasses a limited treatment of non-monotonic reasoning in first order logic, namely, the
treatment of the decidable fragment including only unary and binary predicates.

For highly expressive description logics, tractable constructions are especially important.
Among the approaches, the rational closure has a polynomial construction, and it has been
adapted to DLs [3], but it suffers from the well known problem called by Pearl [4] “the blocking
of property inheritance problem". Refinements of his construction, avoiding this problem,
have been presented in the literature, the prominent one being the lexicographic closure.
The presentation compares these approaches, through examples, with other proposals, such
as the logic of overriding [2], which has been defined in the setting of DLs, pointing at the
achievements and open issues.
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3.5 Logics and Human Reasoning: What do we Know?
Marco Ragni (Universitit Freiburg, DE)
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Classical monotonic logics such as propositional or first-order logic have been considered the
normative framework in psychology and cognitive science for evaluating human inferences.
Core psychological results like the Wason Selection Task or the Suppression Task demonstrate
that human common sense reasoning systematically deviates from classical logical reasoning.
This has recently lead to a shift towards probabilistic or heuristic modeling approaches.

From a computational perspective, we can observe that recent cognitive theories have
neither been formalized nor systematically analyzed or optimized. From this starting
point, I will first introduce core findings and theories from cognitive science. Second, by
applying methods from the AI field knowledge representation and reasoning and mathematical
psychology I will analyze existing cognitive theories. As an example, I will present a reanalysis
of the most prominent cognitive theories for syllogistic reasoning and show that any existing
cognitive theory (including the probabilistic and heuristic theories) significantly deviates from
the empirical data from psychological experiments. Hence, cognitive science still needs better
theories in the sense of a better fitting (and predicting) empirical data. As a consequence,
I will demonstrate that methods based on Al approaches can contribute to develop better
cognitive theories. A discussion of the important role of non-monotonic logics concludes the
presentation.

3.6 Argumentation Systems: A Brief Glimpse
Guillermo R. Simari (National University of the South — Bahia Blanca, AR)
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Giving a knowledge repository, a natural way of finding a secure footing for the conclusions
that could be obtained from it is arguing; particularly, when conflicting outcomes are reached
arguing about which is to be supported is a rational way of handling such dispute. The
process of arguing, and the very nature of an argument, have been the point of in-depth
analysis in Philosophy since ancient times (see for instance [8, 12]) or more recently by
proposing concrete models for arguments [16, 17, 14, 18]. Furthermore, the very nature of
the discipline of Logic comes from the effort to clarify the presentation and exchange of
arguments [15, 9]. Recently, in the field of Artificial Intelligence where many disciplines
participate in the task of elucidating the essence of reasoning, research on computational
argumentation has been expanding, giving birth to a field that is both exciting and fecund.
In this presentation, we provide a glance at some of the ideas that are important in the field.
We start with a description of the mechanics of argumentation as a procedure that could be

81

19072


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/

82

19072 — The Role of Non-monotonic Reasoning in Future Development of Al

regarded as a confrontation of postures regarding a claim. This activity can take the form,
in a dialogical view, of an exchange of arguments between two participants where an arbiter
decides over the initial claim considered in the debate, or in a monological description, as an
internal debate where an agent performs all the roles itself, including that of the arbiter.

Describing an argumentation system requires the specification of different parts [11].
The starting point is to introduce a repository of beliefs that are represented in a formal
language constituting the initial component of the system. Then, it becomes necessary to
provide explicit rules for the construction from the belief base of an argument for a claim.
An inference mechanism associated with the belief base usually will provide the reasoning
that links the claim and the beliefs that act as premises. The next three stages address
the problem of how arguments interact, formally defining the conflict between arguments,
the comparison criteria between arguments, and how defeat is decided between conflicting
arguments.

As the extensive range of topics explored in the literature precludes a full exploration of
today’s computational argumentation, we will limit ourselves to provide a concise foundation
for further discussion, giving a short presentation of abstract argumentation frameworks [7]
and structured argumentation systems [4]. For the interested reader, several references to
general works are provided below. Finally, we will succinctly describe the international
meetings, and some of the initiatives carried out in the field.
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3.7 Argument Mining: from Non-Monotonic Reasoning to Natural
Language Processing and Back

Serena Villata (Laboratoire 135S — Sophia Antipolis, FR)
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Argument(ation) Mining (AM) [1, 2] is a recent research area in Artificial Intelligence (AI),
mainly across the standard areas of Knowledge Representation and Reasoning (KRR) on
the one side, and Natural Language Processing (NLP), on the other side. Few approaches
to what is now called argument mining started to appear around 2010, when the first
methods to mine (different connotations of) arguments from natural language documents
were proposed: [4] introduced the definition of argumentative zoning for scientific articles,
and [3] proposed a way to detect arguments from legal texts. Since these seminal approaches,
the need for automated methods to mine arguments and the relations among them from
natural language text was brought to light, but it was only briefly touched upon. The parallel
advances, from the formal point of view in the research field of computational models of
argument, and from the point of view of the computational techniques for learning and
understanding human language content in the NLP and the Machine Learning fields, boosted
the almost contemporary organization of two events in 2014 targeting open discussions about
the challenge of mining arguments from text.?. Since then, AM has became a topic in major
AT and NLP conferences.

Argument mining involves several research areas from the Al panorama: NLP provides the
methods to process natural language text, to identify the arguments and their components
(i.e., premises and claims) in texts and to predict the relations among such arguments,
KRR contributes with the reasoning capabilities upon the retrieved arguments and relations
so that, for instance, fallacies and inconsistencies can be automatically identified in such
texts, and Human-Computer Interaction guides the design of good human-computer digital
argument-based supportive tools. The argument mining pipeline is composed of two main
steps: first, the argument components are identified in the text (i.e., premises and claims),

3 The workshop on Argument Mining (https://goo.gl/kF4Eep) co-located with ACL, and the workshop
on Frontiers and Connections between Argumentation Theory and Natural Language Processing
(https://goo.gl/ttVUZK)
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and second, the relations between arguments (e.g., support and attack) are predicted. Usually
supervised learning methods are used to face these tasks, leading to the need of defining
beforehand annotated datasets for the specific task and application scenario.

In addition, AM is strongly connected with hot topics in Al, as deep learning (heavily
used in AM), fact checking (the prediction of the attacks between arguments is a building
block for fake news detection), explanations of machine decisions (AM can disclose how the
information on which the machine relies to make its own decisions is retrieved), medicine
(where AM can detect information needed to reason upon randomised clinical trials), politics
(where AM can provide the means to automatically identify fallacies and unfair propaganda),
and for cyberbullism prevention (where AM can support the detection of repeated attacks
against a person).t
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4 Working groups

4.1 Working Group on Commonsense Reasoning
Anthony Hunter (University College London, GB)

License ) Creative Commons BY 3.0 Unported license
© Anthony Hunter

Commonsense is an innate ability of humans, and appears to be critically important for us to
operate individually and collectively in the world. Wikipedia defines commonsense as, “the
basic ability to perceive, understand, and judge things that are shared by (‘common to’) nearly
all people and can reasonably be expected of nearly all people without need for debate”.
To help us understand the ubiquity and complexity of commonsense reasoning, we can
consider three spheres of human activity where commonsense reasoning is important: Physics
— General understanding of how the physical world works (naive physics), e.g. explaining
why a vase breaks when dropped on the floor; Psychology — Basic understanding of human
motives and behaviors (i.e., a theory of mind), e.g. explaining emotions of a colleague who
is unhappy when they get a paper rejected; Society — Basic knowledge about how people
can operate in societies, e.g. process to pay for a meal, how to get a credit card, etc. If we
are to develop more capable and robust artificial intelligence, then we need to incorporate
commonsense reasoning. Current challenging problems in artificial intelligence research such

4 http://creep-project.eu
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as explainability in machine learning, and deeper semantic understanding in natural language
processing, are just two examples where commonsense reasoning is required. Commonsense
reasoning has been a key driver of research in nonmonotonic reasoning, and going forward, it
will be valuable to further develop and apply this research in leading edge problems in areas
such as machine learning, machine vision, planning, and natural language understanding.

4.2 Working Group on Integrating ML and KR, and the Relevance of
Prototypical Reasoning

Gabriele Kern-Isberner (TU Dortmund, DE)
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Participants: Zied Bouraoui, Giovanni Casini, Célia da Costa Pereira, Luc de Raedt,
Eduardo Fermé, Gabriele Kern-Isberner, Ken Satoh, Serena Villata

The discussions in this working group focussed on two issues:
How can the fields of argument mining, NLP (natural language processing), machine
learning (ML), and NMR can benefit from one another?
Links between ML and NMR (or knowledge representation and reasoning (KR) in general)
have long been discussed, but obviously, we are still far from successful overall integration.
What could be the next steps to promote collaborations? What challenges are interesting
and rewarding for both areas?
First, we present plans for combining argument mining, NLP, and NMR, and then set up a
roadmap for promoting the integration of ML and NMR.

4.2.1 Plans for Combining Argument Mining, NLP, and NMR

Argument mining extracts arguments from text the basic building blocks of which are often
rules. Besides feeding these arguments into argumentative systems, the extracted rules could
also be used to build up knowledge bases for NMR systems. NMR inferences can then be
compared to inferences obtained via argumentation. Actually, knowledge bases are of crucial
importance for real-world applications of NMR/KR, therefore argument mining groups could
expand its scope to collaborate with NMR groups, and NMR groups (in particular, those
focussing on inductive reasoning from knowledge bases) could apply their approaches to
larger examples. Benchmarks may arise from this. On the more theoretical side, more
material for elaborating on the differences/connections between argumentation and NMR
would be available.

On the argument mining/NLP side, textual inference is an important topic. It seems
obvious that NMR, methods can be useful to formalize and compute such inferences. However,
first the principles underlying textual inferences have to be investigated and better understood
on the NMR side.

NMR and NLP need a better interface between them. A joint Dagstuhl-like workshop
would be a good starting point for this. The plan is to set up an application for a Dagstuhl
workshop, or to apply somewhere else (e.g., Madeira, Cape Town, Bertinoro, Leibniz-Center
in NL).
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4.2.2 ML and NMR - a Possible Roadmap

The working group discussed crucial challenges and innovative views that are interesting and

beneficial both for MLL and NMR, and apt to promote integrative approaches:
Given that KR needs knowledge (bases) for real-world applications (but also for good toy
and benchmark examples), extracting (qualitative) knowledge bases from data seems to
be a major challenge. Inductive logic programming (ILP) and its extensions to answer
set programming is a promising approach, but more algorithms to mine default rules
from data that can be used in other NMR approaches are urgently needed. Only few
approaches to that exist to date.
ML algorithms often mine too much knowledge from data so that users are swamped
by (e.g.) too many rules (when mining association rules from data). Here, formal NMR
methods can help to compactify the set of mined rules so that a useful knowledge base
results in the end.
Explainable AT is broadly discussed currently. Can ML algorithms be explained in terms
of NMR? Can we enhance ML methods in general by integrating (NM) reasoning? The
other way round, is NMR a suitable context for ML? Which kind of reasoning/NMR
approach should we use for that? Will reasoning improve the interpretability of ML
results beyond explainability? How can strict rules be used to increase performance
of ML algorithms? How can domain and contextual knowledge help interpreting the
prediction of an ML model? Benchmark examples for comparing pure ML techniques
and KR~enhanced techniques would be very useful here.
ML usually makes use of statistical measures to validate their results and base decisions
upon. Can the concept of plausibility help us to find better decisions?
Each ML approach needs an inductive bias, how can this be related to NMR, inductive
reasoning?
The role of prototypes (stereotypes) and their dynamics should be better explored in
NMR and belief revision (BR), and relevance of prototypical reasoning for ML should be
investigated.

A high-level vision on the connection between ML and NMR/KR is sketched in the
picture below.

ML by Inversing KR

Inductive NMR

KB /\ b Complete model

. . I~ Epistemic state

\/ ~  Probability distribution
KR ML

ML- technique
(inductive bias, statistic)

KB = ML(¥) ¥ = NMR(KB)

KB is relevant knowledge extracted from ¥ iff ¥ ~ NMR(KB)
(plus minimality conditions)

Incremental ML-methods -> BR instead of NMR

v *A - Y Inductive NMR as a special case of iterated belief revision

uniform



Anthony Hunter, Gabriele Kern-Isberner, Thomas Meyer, and Renata Wassermann

4.3 Working Group on Implications for NMR and Cognition
Thomas Meyer (University of Cape Town, ZA)

License @ Creative Commons BY 3.0 Unported license
© Thomas Meyer

Participants on the first day of discussion: Arina Britz, Thomas Meyer, Abhaya Nayak,

Marco Ragni, Hans Rott.

The number of participants went up significantly on the second day of the working group

discussion, indicating substantial interest in this topic.

4.3.1 Topics of Discussion

In the working group we focused on two sub-topics:
1. Implications of NMR for Philosophy of Mind/Philosophy of Science (and vice versa)
2. Implications of NMR for cognition (and vice versa)

Philosophy of Mind: The consensus was that this falls under Cognition, and should
therefore be included under the discussions related to Cognition.

Philosophy of Science: Current approaches in this field are mostly Bayesian in nature.
There is a need to emphasise the advantages of the qualitative approaches in NMR. Any
work on establishing links with NMR at present will depend heavily on Philosophers of
Science recognising the need for this. At present it is not clear that there is such a need
from this community.

Cognition: The situation is different when it comes to links between NMR and Cognition.
In this case there is clear interest in investigating the connections between the two areas
from both communities. The primary benefits for the Cognition community relate to the
need for formal systems to provide clarity. For the NMR community, the main benefits
relate to the availability of a suite of benchmarks against which to test formal theories,
as well as the potential for running experiments: a methodology that is well understood
in the Cognition community, but not often employed in the NMR community.

4.3.2 Discussion Points

Because of the interest in Cognition, the more detailed points of discussion centred exclusively
on this sub-topic.

Descriptive vs. Normative: There is general agreement that it is important to
investigate and model both descriptive and normative aspects of NMR with respect to
Cognition. That is, we should investigate how people ought to reason in a non-monotonic
context, as well as how they actually reason in such contexts. Building on that, there is
interest in teasing out the difference between errors in reasoning on the one hand, and
(sound) reasoning patterns that simply differ from what is expected, on the other hand.
Common Forms of Mistakes: The goal here is to focus on systems that reason
correctly (plausibly), that can point out mistakes by humans and correct them, and that
can predict and explain mistakes made by humans. The question arises whether these
processes can be automated. One possible avenue of investigation is whether this type of
automation could benefit from machine learning.

Benchmark problems: There is a clear need to update the 1990 list of NMR benchmark
problems set up by Vladimir Lifschitz. It was also noted that, while the existing benchmark
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problems seem to be well-designed for concrete instances of rules and reasoning patterns,
they are not suitable for more abstract ones, such as those encountered in deontic
reasoning, for example.

Explainability vs Rationality: An important discussion point that was raised is the
one of explainability vs. rationality. Omne of the driving forces, and indeed, one of
the strongest selling points of NMR, is to design and build systems exhibiting rational
behaviour that can be explicitly explained. But it needs to be borne in mind that
explainability doesn’t necessarily imply rationality. A simple example of this would be
laws of nature, which are explainable, but not rational.

4.3.3 Next Steps

Follow-up seminar within a year: There needs to be a follow-up seminar within a
year to keep the momentum going. The focus of the follow-up seminar should be the
link between NMR, and Cognition. An important component of this seminar should be
a series of tutorials (on NMR and Cognition) aimed at educating members of the two
communities about the state of the art in the other community. Next steps after the
follow-up seminar could be an event at NMR, 2020 (in Patras, Greece) and a Dagstuhl
Seminar in the longer run.

Collaborative Site: There is an urgent need for a collaborative site to be established
for this sub-topic. The immediate need is for a repository and a collaborative platform.
In the short term it was proposed to use the Dagstuhl Wiki for this. In the longer term
it should be hosted on an NMR site, which is to be established. The establishment of the
NMR site is a point that should be taken up with the new chairs of the NMR Steering
Committee, Gabriele Kern-Isberner and Renata Wassermann.

4.4 Working Group on NMR Engineering
Renata Wassermann (University of Sao Paulo, BR)
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While there are still many interesting theoretical issues to be solved in the realm of NMR,
we feel that experimenting with real applications and having real world problems in mind
can benefit the area. In this working group, the participants discussed possible strategies for
increasing the visibility of existing implementations and applications, as well as the need to
encourage new contributions to this “engineering” part of NMR.

A first challenge reported by those who are involved in implementations is to gather
reliable benchmarks for the different branches of NMR. For some sub-areas of NMR, there
are system competitions that take place regularly and could serve as an inspiration for
devising benchmarks for the other areas. For example, in Answer Set Programming (ASP),
the ASP Challenge (https://sites.google.com/view/aspcomp2019) happens every two years
since 2007. The International Conference on Computational Models of Argument (COMMA —
http://comma.csc.liv.ac.uk), features a track on system demonstrations. During the meeting,
we have listed a series of other sources for inspiration:
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The Competition on Legal Information Extraction and Entailment® (COLIEE), which
provides examples for legal reasoning.

The International General Game Playing Competition® (IGGPC).

The SAT competition”

Examples from the International Workshop on Principles of Diagnosis Series® (DX).
The SATLIB? and TPTP'? repositories provide propositional knowledge bases for SAT
problems.

Several biomedical ontologies and knowledge bases that can be found on the web, for
example, in the BioPortal''.

It is important to remark that in order to have good benchmarks, it is not enough to
collect knowledge bases, we have to generate interesting problems using them. For example,
in belief revision, we must also select input sentences which give rise to interesting contraction
or revision problems.

Another topic of discussion was the visibility of existing tools and applications, both
for researchers within NMR, that could benefit from what colleagues are doing as for the
Artificial Intelligence community, that still sees NMR as a purely theoretical area.

As short term actions that were discussed in the meeting, we can mention:

Create a web page and a repository, possibly linked to the page of the NMR Workshop

series.

Collect for the repository existing implementations and tools, with their description.

Collect also examples of “real world” applications.

Collect tutorials, overview papers, slides on various aspects of NMR.

Edit the Wikipedia pages on NMR and related topics:
https://en.wikipedia.org/wiki/Non-monotonic__logic
https://en.wikipedia.org/wiki/Defeasible_ reasoning
https://en.wikipedia.org/wiki/Belief_revision

Create or link repository for Knowledge Bases in propositional logic and Description

Logics.

Define guidelines for creating reasoning problems from the knowledge bases.

Define simple forms for researchers to submit new tools or benchmarks sets to the

repository.

5 https://sites.ualberta.ca/~miyoung2/COLIEE2018
http://ggp.stanford.edu/iggpc/index.php
http://www.satcompetition.org
https://dx-workshop.org/dx-series

9 https://www.cs.ubc.ca/~hoos/SATLIB/benchm.html
O http: / /www.tptp.org
https://bioportal.bioontology.org
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